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Influential observations in weighted analyses: Examples from the National Longitudinal Survey of Children And Youth (NLSCY)

Jennifer J Macnab, JJ Koval, KN Speechley, and MK Campbell

Abstract

This paper highlights the impact of survey weights on model fit in multiple linear regression with specific reference to the National Longitudinal Survey of Children and Youth (NLSCY) and provides recommendations for the treatment of influential observations. Multiple linear regression was used to estimate the association between child and family factors in the preschool years and vocabulary development at school age. Analyses were performed with and without survey weights. The model fit was assessed by examining the distribution of the studentized residuals and the change in the regression coefficients that would occur if an observation were removed. Two summary measures of influence, Dffits and Cook’s D are reported. The models were refit excluding influential observations. Weighting of the linear model resulted in previously non-influential observations having an undue influence on the estimation of the regression parameters in the weighted model. The influential observations were driven primarily by the size of the survey weight as opposed to unusual values of x and y. Researchers working with large national health surveys such as the NLSCY and the National Population Health Survey (NPHS) are advised to include a detailed influence analysis before any final conclusions are made.
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Introduction

Any survey that puts restrictions on sampling beyond those of simple random sampling is complex in design and requires special analytical considerations. There are two main issues in the analysis of complex surveys: 1) the use of sample weights to correct for differential representation and 2) the effect of sample design on estimates of sampling error. This paper focusses on the use of survey weights for valid parameter estimation and the potential implications for analysis.

Survey weights are used to reflect the differing probabilities of selection within each stratum. The principle behind estimation in a probability sample is that each person represents several other people. Each record is therefore weighted by the inverse of the probability of selecting the person. In addition, weights can be used to correct for differential response rates within subsamples and post-stratification can be used to adjust the sample distribution to a known population distribution. Ignoring the weights in the analysis of complex survey data will result in biased parameter estimates.

Some authors disagree about the necessity of weighted analysis. Because extreme weights in a relatively small number of clusters can greatly increase variance, Korn and Graubard1 suggest assessing the impact of weighting on model efficiency. If weighted analysis results in an unacceptable increase in variance, then an unweighted analysis incorporating design variables may be more appropriate. This approach is only possible if an appropriate set of design variables is available for inclusion in the model. Stratum and cluster indicators are not routinely available from Statistics Canada or through the Remote Data Centres (RDCs). One of the reasons for this is that the sampling strategy is so complex that it cannot be easily modelled with a discrete set of design variables, and therefore the analyst wishing to take advantage of rich data sources such as the National Longitudinal Survey of Children and Youth2 (NLSCY) or the National Population Health Survey (NPHS) must use a model that incorporates the survey weights provided by Statistics Canada.

In the literature, most of the discussion on weighted analysis has been focussed on the impact of weighting on model efficiency. Marked differences in the parameter estimates between weighted and unweighted analyses are assumed to be due to important missing covariates. Including these covariates in the model should minimize the difference between weighted and unweighted parameter estimates. There has been limited discussion, however, of the impact of survey
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weights on the potential influence that a single observation may have on the model fit.

In the analysis of any data set there tend to be a few observations that lie at the extremes of the distribution of the variable(s) of interest. In a multiple linear regression, it is the distribution of the residuals that is of primary interest. Large residuals, although indicative of poor fit, are acceptable as long as they do not have an undue influence on the estimate of the parameters. If the outlying observation has an $x$-value that is at the centre of the $X$ distribution, it will have little impact on the least-squares fit. If however, the outlying observation has an $x$-value that is at the extreme of the $X$ distribution, it will exert strong leverage on the regression coefficients because it is more important in determining the model fit. The combination of high leverage (at the extreme of the $X$-distribution) with a regression outlier can produce substantial influence on the estimate of the regression coefficients.\(^5\)\(^4\) In a large data set, a detailed analysis of influential observations is often unnecessary because the large number of observations means that no one observation has the potential to have an undue influence on the least-squares fit. However, in the analysis of survey data, the degree of influence that an observation may have on the estimate of the parameters is determined not only by the size of the residual and the leverage of the $x$-value, but also by the size of the survey weight assigned to the outlying observation. Individuals who, as a result of sample design, have been assigned a large weight have a greater potential to influence the least-squares fit than individuals who represent only a very small proportion of the population.

Analysis of survey data from Statistics Canada is commonly a two-step procedure. The preliminary model building is done using a weighted model-based analysis, such as can be achieved using SAS PROC REG with a WEIGHT statement. The parameter estimates (b) from this model are valid but the standard errors are an underestimate of the true variance. Once the final model has been correctly specified, a design-based bootstrap variance estimation procedure can be used to obtain the correct standard errors.

Example SAS and SPSS code for bootstrap variance estimation procedures are available from Statistics Canada. This paper describes procedures for the preliminary model-based analysis and demonstrates how a comparison of weighted and unweighted models can be a useful tool during preliminary analysis for identifying problems in model fit. The impact of weighting was examined by comparing the regression parameter estimates and regression diagnostics for both models. Influential observations were identified by a careful evaluation of the sample distribution of the studentized residuals (\(R_{student}\)) and the change in the estimated regression coefficients that would occur if an observation were removed.

### Methods

**Data Source**

The data for this study came from the master data files for cycle 1 and cycle 2 of the National Longitudinal Survey of Children and Youth\(^5\) (NLSCY) housed at Statistics Canada in Ottawa, Ontario. The NLSCY is a joint project of Human Resources Development Canada and Statistics Canada. It is a population-based longitudinal survey designed to monitor the development and well-being of Canada’s children as they grow from infancy to adulthood. The target population for cycle 1 was Canadian children from newborn to 11 years of age who lived.

### TABLE 1

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Unweighted</th>
<th>Weighted</th>
<th>SE(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPVT-R</td>
<td>99.78</td>
<td>98.10</td>
<td>0.61</td>
</tr>
</tbody>
</table>

**Child predictors**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unweighted</th>
<th>Weighted</th>
<th>SE(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGA (&lt; 10 percentile)</td>
<td>0.06</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>LGA (≥ 90 percentile)</td>
<td>0.14</td>
<td>0.14</td>
<td>0.01</td>
</tr>
<tr>
<td>Premature (&lt;259 days)</td>
<td>0.10</td>
<td>0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>Fussiness</td>
<td>16.70</td>
<td>16.70</td>
<td>0.01</td>
</tr>
<tr>
<td>Persistence</td>
<td>26.53</td>
<td>26.48</td>
<td>0.01</td>
</tr>
<tr>
<td>Externalizing behaviour</td>
<td>10.89</td>
<td>10.45</td>
<td>0.01</td>
</tr>
<tr>
<td>Internalizing behaviour</td>
<td>4.58</td>
<td>4.55</td>
<td>0.01</td>
</tr>
<tr>
<td>Motor social development</td>
<td>97.98</td>
<td>96.62</td>
<td>0.01</td>
</tr>
<tr>
<td>Good health</td>
<td>0.87</td>
<td>0.88</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**Family predictors**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unweighted</th>
<th>Weighted</th>
<th>SE(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single parent status</td>
<td>0.12</td>
<td>0.19</td>
<td>0.02</td>
</tr>
<tr>
<td>Family size ≥ 4</td>
<td>0.06</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>PMK(^a) Age ≥ 25</td>
<td>0.89</td>
<td>0.90</td>
<td>0.01</td>
</tr>
<tr>
<td>Education &lt; High school</td>
<td>0.13</td>
<td>0.17</td>
<td>0.01</td>
</tr>
<tr>
<td>College/University(^b)</td>
<td>0.43</td>
<td>0.40</td>
<td>0.01</td>
</tr>
<tr>
<td>Low Income (&lt; LICO)</td>
<td>0.21</td>
<td>0.26</td>
<td>0.02</td>
</tr>
<tr>
<td>Social support (&lt;10 percentile)</td>
<td>0.06</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td>Family dysfunction</td>
<td>7.63</td>
<td>7.67</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**Covariates**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unweighted</th>
<th>Weighted</th>
<th>SE(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small city (&lt;100,000)</td>
<td>0.31</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>Rural area</td>
<td>0.29</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>Foreign born</td>
<td>0.08</td>
<td>0.10</td>
<td>0.02</td>
</tr>
<tr>
<td>New Immigrant (&lt;10 yrs)</td>
<td>0.03</td>
<td>0.04</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\(^a\) PMK = Person Most Knowledgeable. In 91.3% of cases this was the mother

\(^b\) The standard errors for the weighted means were calculated using bootstrapped variance estimation procedures
in private households. The first cross-sectional sample was collected in 1994. Since that time subsequent cycles have been repeated every two years.

The calculation of the survey weights for the NLSCY was a multi-stage procedure. The main steps in the calculation of the survey weights are summarized here; for more complete details, the interested reader should refer to the NLSCY documentation. The NLSCY used information collected from the Labour Force Survey (LFS) to identify households with children under the age of 12. Therefore, the survey weights in the NLSCY incorporate the sampling strategy of the LFS. The weight for each record began with the basic weight (BW) from the LFS. This weight was the inverse of the probability of the dwelling being selected. Simply put, if 10 out of every 1000 households were sampled, the basic weight would be 100 (1000/10) in that each household in the sample represents 100 households in the population. The basic weight was then adjusted for sub-sampling (SS), non-response (NR), and rural/urban (RU) distribution. If the number of dwellings in a cluster increased to the extent that it created field collection problems, then a smaller sample (sub-sample) was used to keep interviewer assignments manageable. The sub-sampling correction was equal to the ratio of the number of dwellings in the original cluster to the number of dwellings interviewed. There was a non-response rate of approximately 5% in the LFS. Survey weights were corrected for non-response by proportionately increasing the weights of responding households by the ratio of the number sampled to the number responding. Post-stratification was also used to correct the estimate of rural/urban counts to estimates derived from the census. The LFS sub-weight was therefore equal to the BW*SS*NR*RU. The LFS sub-weight was then adjusted for sampling features of the NLSCY. This included corrections for the number of rotations used from the LFS, updating of the sampling frame to adjust for changes within the three month lag between the LFS and the NLSCY, households with more than four children, non-response, and post-stratification to the 1995 census estimates. The final weights provided with the NLSCY are at the level of the individual. Both cross-sectional and longitudinal weights are provided with each record. The weights provided with each record are expansion weights in that they sum to the population size, not to the sample size.

Selection of Study Sample

This study was restricted to the analysis of longitudinal data from cycle 1 and cycle 2 for the 2- to 3-year-old age cohort. Predictor

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>Linear regression parameter estimates for the preliminary unweighted and weighted model-based analysis of receptive vocabulary on child and family factors in boys</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Boys (n=1,115)</strong></td>
<td>Unweighted</td>
</tr>
<tr>
<td><strong>Intercept</strong></td>
<td>81.80</td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
</tr>
<tr>
<td>Urban/rural area</td>
<td></td>
</tr>
<tr>
<td>• Small city (&lt;100,000)</td>
<td>-1.49</td>
</tr>
<tr>
<td>• Rural area</td>
<td>-2.27</td>
</tr>
<tr>
<td>PMK&lt;sup&gt;a&lt;/sup&gt; born outside of Canada/USA</td>
<td>-1.74</td>
</tr>
<tr>
<td>New immigrant (&lt;10 yr)</td>
<td>-9.18</td>
</tr>
<tr>
<td><strong>Child</strong></td>
<td></td>
</tr>
<tr>
<td>Size for gestational age</td>
<td></td>
</tr>
<tr>
<td>• SGA (&lt;10 percentile)</td>
<td>-2.07</td>
</tr>
<tr>
<td>• LGA (&gt;90 percentile)</td>
<td>-0.30</td>
</tr>
<tr>
<td>Premature (&lt;259 days gestation)</td>
<td>-2.07</td>
</tr>
<tr>
<td>Fussiness scale</td>
<td>0.17</td>
</tr>
<tr>
<td>Persistence scale</td>
<td>-0.13</td>
</tr>
<tr>
<td>Externalizing behaviour scale</td>
<td>-0.24</td>
</tr>
<tr>
<td>Internalizing behaviour scale</td>
<td>0.13</td>
</tr>
<tr>
<td>Motor social development scale</td>
<td>0.22</td>
</tr>
<tr>
<td>Good health</td>
<td>-0.91</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
</tr>
<tr>
<td>Single parent status</td>
<td>0.85</td>
</tr>
<tr>
<td>Family size ≥ 4</td>
<td>-3.33</td>
</tr>
<tr>
<td>PMK&lt;sup&gt;b&lt;/sup&gt; age ≥ 25</td>
<td>3.71</td>
</tr>
<tr>
<td>PMK&lt;sup&gt;b&lt;/sup&gt; education</td>
<td></td>
</tr>
<tr>
<td>• &lt; High school</td>
<td>-2.59</td>
</tr>
<tr>
<td>• College/university</td>
<td>1.58</td>
</tr>
<tr>
<td>Income (&lt;LICO)</td>
<td>-3.76</td>
</tr>
<tr>
<td>Lack of social support (&lt;10 percentile)</td>
<td>-2.81</td>
</tr>
<tr>
<td>Family dysfunction</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

Note: Parameter estimates with more than a 75% change in the size of the coefficient between the unweighted and weighted models are bolded for emphasis.

<sup>a</sup> All models also controlled for province of residence coded as 9 dummy variables with Ontario as the reference level.

<sup>b</sup> PMK = Person Most Knowledgeable. In 91.3% of cases this was the mother.
variables were collected from cycle 1 when the child was 2 to 3 years of age and outcome data were collected from cycle 2 when the child was 4 to 5 years of age. The study sample was restricted to singleton births and limited to one child per household. The final study sample consisted of 2,538 children who were age 2 to 3 years in cycle 1 (1994), and 4 to 5 years in cycle 2 (1996).

**Analysis**

All analyses were conducted by remote submission to Statistics Canada and executed on the master data file. To illustrate the impact of survey weights on parameter estimates in regression analysis, two preliminary multiple linear regressions were developed for the prediction of vocabulary development at age 4 to 5 years, as measured by the Peabody Picture Vocabulary Test$^6$ (PPVT-R), by child and family factors at age 2 to 3 years. The PPVT-R is a standardized test of receptive vocabulary with a mean of 100 and a standard deviation of 15. All analyses were conducted using SAS ver. 8.0. The first model was an unweighted linear regression using PROC REG. The second model included a WEIGHT statement that specified the longitudinal weight variable from the NLSCY data file. Standard errors for the final model were calculated using bootstrap variance estimation.

Differences in the parameter estimates between the unweighted and weighted model are expected because the unweighted model does not account for the unequal probability of selection within the sample. However, when the association under examination is not related to the sample design, the difference between the parameter estimates from each model should be minimal. Large differences, not easily explained by the sample design, should alert the analyst to potential problems in model fit during preliminary model building. In particular, the potential impact that survey weights can have on influential observations.

Unexpected differences between weighted and unweighted models can sometimes be accounted for by important missing covariates. Therefore, the model building began with comprehensive sets of child and family variables. The difference between the unweighted and weighted models can be even more pronounced if the missing covariates are strongly related to the sample design. For this reason, the models also included a set of geographical (province and rural/urban status) and socio-cultural covariates (parent’s country of birth and immigration status). The inclusion, and subsequent elimination, of interaction terms tested for potential effect modification by province or rural/urban area. Conceptually related variables were entered in blocks and the model was reduced ($\alpha = .20$) to find the best subset of variables to represent the construct. The independent child variables selected were neonatal status (prematurity, size for gestational age), temperament (fussiness, persistence) behaviour (externalizing, internalizing) development at age 2 to 3 years (motor social development scale) and health status at age 2 to 3 years. The independent family variables included two measures of family structure (single parent status and family size) four measures of family resources (parental age, education, income, and social support) and one measure of family functioning.

Large differences between unweighted and weighted parameter estimates can also occur if the weighted model is misspecified. Therefore, residual scatterplots and partial residual plots were examined for evidence of non-linearity.$^5$ If indicated, higher order terms were entered and tested using

### FIGURE 1

*Distribution of studentized residual in unweighted male model of PPVT-R on child and family predictors*

<table>
<thead>
<tr>
<th>Histogram</th>
<th>#</th>
<th>Boxplot</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.75+*</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>2.5</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>**********</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>************</td>
<td>105</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>129</td>
<td>+---++</td>
</tr>
<tr>
<td>**********</td>
<td>193</td>
<td>1+</td>
</tr>
<tr>
<td>**********</td>
<td>231</td>
<td>+---++</td>
</tr>
<tr>
<td>**********</td>
<td>210</td>
<td>+---++</td>
</tr>
<tr>
<td>0</td>
<td>109</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>-3.25+*</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

* may represent up to 7 counts

### FIGURE 2

*Distribution of dfits (Standard influence on predicted value) in unweighted male model of PPVT-R on child and family predictors*

<table>
<thead>
<tr>
<th>Histogram</th>
<th>#</th>
<th>Boxplot</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75+*</td>
<td>1</td>
<td>*</td>
</tr>
<tr>
<td>*</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>*</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>*</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>**********</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>**********</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>**********</td>
<td>140</td>
<td>+---++</td>
</tr>
<tr>
<td>**********</td>
<td>249</td>
<td>+---++</td>
</tr>
<tr>
<td>**********</td>
<td>291</td>
<td>+---++</td>
</tr>
<tr>
<td>**********</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>**********</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>**********</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>**********</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>**********</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>**********</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

* may represent up to 7 counts
The final step in the preliminary model building involved the identification of influential observations. The most direct measure of influence is the $D_{fbeta}$, which expresses the impact on each coefficient in the model of deleting each observation in turn in terms of a standardized coefficient. The problem with examining $D_{fbetas}$ in a large data set is their sheer number. For each model there are $n(k + 1)$ $D_{fbetas}$ values generated, where $n$ = the sample size and $k$ = the number of variables in the model. Because of the large number of $D_{fbetas}$ generated for each model, two summary measures of fit were examined first to gain insight into the effect of deleting a single observation. If the summary measures indicated a single observation was influential then the nature of the influence was examined by looking at the $D_{fbetas}$ for that observation.

Two summary measures of influence were examined: $D_{ffits}$ and Cook’s $D$. $D_{ffits}$ provides a summary measure of the standardized change in all of the parameter estimates when a single observation is removed. Cook’s $D$ is a scale invariant distance measure of influence (discrepancy times leverage) on all the parameter estimates in the fitted model. Criteria for defining influential values can be based on external scaling, internal scaling, and/or gaps in the distribution of the fit statistic. External scaling provides cutoff values based on statistical theory. Standardized fit statistics, such as $R_{student}$, $D_{ffits}$, and $D_{fbetas}$, are interpreted in the same way as z-scores and are considered large if their value exceeds 2. However, absolute cutoff values are based on assumptions about the distribution of the residuals and may risk missing relatively influential data. Internal scaling determines cutoff values based on an examination of the sample distribution of the fit statistics. Values that exceed 3.5 times the interquartile range are considered large. Noticeable gaps in the sample distribution of the fit statistic

### TABLE 3

<table>
<thead>
<tr>
<th></th>
<th>Unweighted</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 1,115$</td>
<td>$n = 1,100^*$</td>
</tr>
<tr>
<td><strong>RSTUDENT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.000</td>
<td>-0.020</td>
</tr>
<tr>
<td>Median</td>
<td>-0.094</td>
<td>-0.070</td>
</tr>
<tr>
<td>Min</td>
<td>-3.115</td>
<td>-3.978</td>
</tr>
<tr>
<td>Max</td>
<td>3.816</td>
<td>4.213</td>
</tr>
<tr>
<td><strong>Dffits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.000</td>
<td>-0.009</td>
</tr>
<tr>
<td>Median</td>
<td>0.000</td>
<td>-0.008</td>
</tr>
<tr>
<td>Min</td>
<td>-0.610</td>
<td>-0.966</td>
</tr>
<tr>
<td>Max</td>
<td>0.794</td>
<td>0.920</td>
</tr>
<tr>
<td><strong>Cooks D</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Median</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Min</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Max</td>
<td>0.020</td>
<td>0.030</td>
</tr>
</tbody>
</table>

* Excluding influential observations

$R_{STUDENT} = $ Studentized residual

**FIGURE 3**

Distribution of studentized residual in weighted male model of PPVT-R on child and family predictors

<table>
<thead>
<tr>
<th>Histogram</th>
<th>#</th>
<th>Boxplot</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.75 + *</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>5.25 + *</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>2.75 + *</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>137</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>238</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>305</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>179</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>179</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>. . . . . .</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

* may represent up to 7 counts
TABLE 4
Comparison of parameter estimates in unweighted and weighted linear regression models of competence on child and family variables with and without influential observations in boys.

<table>
<thead>
<tr>
<th></th>
<th>Unweighted</th>
<th>Weighted</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 1,115</td>
<td>n = 1,100</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>81.80</td>
<td>80.82</td>
<td></td>
</tr>
<tr>
<td>Covariates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small urban (&lt;100,000)</td>
<td>-1.49</td>
<td>-1.02</td>
<td></td>
</tr>
<tr>
<td>Rural area</td>
<td>-2.27</td>
<td>-1.66</td>
<td></td>
</tr>
<tr>
<td>PMK birth</td>
<td>-1.74</td>
<td>-1.85</td>
<td></td>
</tr>
<tr>
<td>New immigrant (&lt;10 yr)</td>
<td>-9.18</td>
<td>-10.63</td>
<td></td>
</tr>
<tr>
<td>Child</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGA &lt; 10 percentile</td>
<td>-2.07</td>
<td>-2.64</td>
<td></td>
</tr>
<tr>
<td>LGA ≥ 90 percentile</td>
<td>-0.30</td>
<td>-0.14</td>
<td></td>
</tr>
<tr>
<td>Premature (&lt;259 days)</td>
<td>-2.07</td>
<td>-2.30</td>
<td></td>
</tr>
<tr>
<td>Fussiness</td>
<td>0.17</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>Persistence</td>
<td>-0.13</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>Externalizing behaviour</td>
<td>-0.24</td>
<td>-0.24</td>
<td></td>
</tr>
<tr>
<td>Internalizing behaviour</td>
<td>0.13</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Motor social development</td>
<td>0.22</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Good health</td>
<td>-0.91</td>
<td>-0.93</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single parent status</td>
<td>0.85</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Family size ≥ 4</td>
<td>-3.33</td>
<td>-4.65</td>
<td></td>
</tr>
<tr>
<td>PMK age ≥ 25</td>
<td>3.71</td>
<td>3.43</td>
<td></td>
</tr>
<tr>
<td>Education &lt; High school</td>
<td>-2.59</td>
<td>-3.08</td>
<td></td>
</tr>
<tr>
<td>Education &gt; High school</td>
<td>1.58</td>
<td>1.89</td>
<td></td>
</tr>
<tr>
<td>Low income (&lt;LICO)</td>
<td>-3.76</td>
<td>-3.20</td>
<td></td>
</tr>
<tr>
<td>Social support (&lt;10 percentile)</td>
<td>-2.81</td>
<td>-3.03</td>
<td></td>
</tr>
<tr>
<td>Family dysfunction</td>
<td>-0.23</td>
<td>-0.20</td>
<td></td>
</tr>
<tr>
<td>Rsquare</td>
<td>0.19</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td>Adj R-Sq</td>
<td>0.16</td>
<td>0.18</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Note: Bolded parameter estimates indicate variables for which removal of the influential observations resulted in a change in the regression coefficient of greater than 1 standard deviation (s.e.).

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a Excluding influential observations</td>
<td></td>
</tr>
<tr>
<td>b Model also controlled for province of residence.</td>
<td></td>
</tr>
<tr>
<td>c Standard error calculated using bootstrap variance estimation</td>
<td></td>
</tr>
</tbody>
</table>

can identify observations that are influential relative to the rest of the sample. Graphical analysis of the Dffits and Cook’s D values were conducted to identify extreme values relative to the sample and gaps in the distribution. Based on the graphical analysis of the fit statistics, a standard criterion for identifying influential observations was developed. Observations with [Dffits] > 1 or Cook’s D > .3 were defined as influential. Influential observations from the weighted analysis were removed and both models were repeated. The impact of removing the influential observations was examined by a comparison of the regression parameters in both the weighted and unweighted models.

Results

Descriptive statistics for the variables selected for the regression analysis are shown in Table 1. There are only slight differences between the unweighted and weighted means and proportions for the child and family predictors. However, there is a substantial difference between the unweighted and weighted models for the geographical and socio-cultural covariates because they are closely associated with the probability of selection. The weights are largest for large cities within large provinces. When the weights are positively correlated with x, then the unweighted mean of x will be an underestimate of the population mean. Because single parent status, education less than high school, low income, and lack of social support are more common in large urban centres in large provinces, the unweighted proportions underestimate the true population proportions. Small urban centres and rural areas are over represented in the sampling frame and as such the unweighted estimates are overestimates of the true population parameters.

Table 2 shows the parameter estimates for the unweighted and weighted regression of vocabulary (PPVT-R) on child and family factors. There was a substantial difference (greater than a 7% change in the size of the regression coefficients) in the parameter estimates for small for gestational age (SGA), fussiness, persistence, internalizing behaviour, general health, single parent status, education, and income. Because of the marked difference between the parameter estimates from the unweighted and weighted models, both models were examined to determine if any observations were having an undue influence on the parameter estimates.

Figure 1 shows the distribution of the studentized residuals for the unweighted male model of vocabulary (PPVT-R) on child and family factors. Although some residuals exceed 2, the distribution is relatively normal and as can be seen from Figure 2, none of the observations has an undue influence on the parameter estimates, in that the dffit values do not exceed .75. In the weighted model (see Figure 3), the studentized residuals ranged from −4.75 to 7.75 and the distribution was skewed to the right. The two observations with the largest residuals were previously not extreme values. The large residuals in the weighted model
were primarily due to the inclusion of the survey weights not unusual values of x and y. Both observations have survey weights well over 1,000. More importantly, these observations are now having undue influence on the parameter estimates as evidenced by the large dfits values (see Figure 4). Large survey weights are not necessarily problematic in and of themselves. The problem here occurs because the distribution of the survey weights in the NLSCY is skewed to the right. Figure 5 shows the smoothed distribution of the longitudinal survey weights for males.

The weights range from a low of 20 to a high of just over 4,000. There are very few observations with extreme weights; when paired with a less than perfect fit, these observations can have a large influence on the parameter estimates. The survey weights are determined by the sampling design and as such are geographically determined. Fifteen observations in the weighted model with a dfits value greater than 1.0 or Cook’s D greater than 0.3 were defined as influential and were excluded. All of the influential cases were from large urban centres in large provinces (Ontario, Quebec, or BC) and had survey weights in excess of 1,000. It was not possible to get individual profiles for the dropped cases due to confidentiality reasons. However, it was possible to identify variables associated with large survey weights. Province (Ontario, Quebec and BC) and large urban centres were clearly associated with weights in the top 5th percentile. In boys, cases with survey weights in the top 5th percentile were 32 more times likely to come from a large urban centre as compared to a small urban centre and 42 times more likely to come from a large urban centre as compared to a rural area. In addition, cases with large survey weights were four times more likely to have been born within Canada/US, and four times as likely to come from a single parent household. The survey weight was not associated with the outcome of vocabulary.

The impact of removing the influential observations was far greater in the weighted model than in the unweighted model (see Table 3). The maximum studentized residual dropped from 7.5 to 4.2 in the weighted model whereas the maximum studentized residual changed from 3.8 to 4.2 in the unweighted model, supporting the contention that the influential observations were driven primarily by the sampling weight as opposed to unusual values of x and y.

The impact of removing the influential observations relative to both the size and variability of the estimate can also be seen by comparing the parameter estimates in the full model to the parameter estimates from the final model, excluding the influential observations. Removing the influential observations altered the parameter estimates for geographic area (rural), immigration status, size for gestational age, single parent status, parental age, education, income, social support, and family dysfunction by greater than one standard deviation (see Table 4). The influential observations had resulted in an overestimation of the effects of geographic area, single parent status,
parents' age, income, and family dysfunction and an underestimation of the effects of size for gestational age, education and social support.

**Discussion**

The basic weight for the NLSCY was derived from the LFS. The sampling strategy for the LFS was designed to equally represent various geographical areas. The use of the LFS to identify households with children resulted in non-contiguous strata and sometimes only one cluster within a stratum. The resulting distribution of sampling weights is markedly skewed with a few cases with extremely large weights relative to the rest of the sample. A skewed weight distribution will result in a weighted analysis being more inefficient than an unweighted analysis. However, as demonstrated in this paper, another important, and often overlooked, implication of a skewed weight distribution is the potential of heavily weighted observations to have an undue influence on the parameter estimates. Although methods such as robust estimation and down weighting have been suggested for the treatment of influential clusters in survey data, all of these approaches require access to stratum and cluster indicator variables and assume that there is more than one cluster per stratum. This is not always the case in surveys such as the National Longitudinal Survey of Children and Youth (NLSCY) and the National Population Health Survey (NPHS) and is the reason that Statistics Canada recommends the use of bootstrap procedures to correctly estimate the variance.

Skewed weight distributions are a characteristic of not only the NLSCY but also the NPHS. Both are extremely rich data sources that can be used to help answer a number of population health questions with important implications for guiding policy development over the next 10 years. A comparison of the weighted and unweighted analyses is a useful tool during preliminary model building. Large unexpected differences between the parameter estimates from the weighted and unweighted models can help flag important missing covariates, model misspecification, or undetected interaction. All analyses should include a detailed influence analysis. Observations that are having an undue influence on the weighted model fit should be excluded from the final model. Given the size of the original sample, removal of a few observations should not have a meaningful impact on the generalizability of the results. Failure to do so could result in erroneous conclusions, and in the case of the NLSCY, measures of association unduly influenced by the experience of children from large cities in large provinces. The standard error of the parameter estimates in the final model should be calculated using bootstrap variance estimation with the replicate weights and code available from Statistics Canada.
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The estimation of heritability for twin data based on concordances of sex and disease

Hongzhuan Tan, Mark Walker, France Gagnon, and Shi Wu Wen

Abstract

Heritability is an important measure in chronic disease epidemiology. Almost all developed methods of heritability estimation for dichotomous outcomes in twin data are based on concordance of monozygous (MZ) and dizygous (DZ) twins. However, most existing twin registries, which provide a unique and efficient opportunity to assess the putative genetic basis of diseases, do not have zygosity information. We developed a method that can be used to estimate the heritability for twin data with no information on zygosity. The only conditions on using this method are that the studied disease incidence is not strongly related to sex, and the distribution of zygosity is in accordance with Weinberg’s rule. Using asthma twin data which has histological confirmed zygosity, we compared the results of our method with Holzinger’s formula. The heritability of asthma was 24.88% (95%CI 21.98% - 27.78%) and 29.83% (95%CI 22.28% - 37.38%) estimated by our method and Holzinger’s formula respectively. We conclude that our new method can be used in the estimation of heritability with large twin register data with no zygosity information available.

Key words: heritability, sex, twin registers, zygosity, Weinberg’s rule

Introduction

Heritability \( h^2 \) could be defined as the ratio of additive genetic variance \( S^2 \) to phenotypic variance \( S^2_p = S^2_g + S^2_e \) (environmental variance).\(^1\) Heritability estimates provide baseline information about the genetic architecture of a chronic disease or dichotomous trait. The heritability calculated for a disease can be used in genetic consultation, as a reference in clinical diagnosis, and can help in decision-making processes such as setting priorities for research funding allocation or prevention program development.\(^2-5\) Genetic variance and heritability can be estimated in several ways. The most direct method is to obtain an estimate of \( S^2 \) by making a number of homozygous lines from the population, crossing them in pairs to reconstitute individual heterozygotes, and measuring the phenotypic variance within each heterozygous genotype, and thus estimating \( S^2_g \). The \( S^2_e \) can then be obtained by \( S^2_p \) subtracted from the value of \( S^2_g \) in the original population.

Other estimates of genetic variance can be obtained by considering the genetic similarities between relatives from family data plus population data, twin data plus population data, or only from twin data.\(^1\) The commonly used methods of heritability estimation for dichotomous variables in twins include Falconer’s method and Holzinger’s method. Falconer’s method is based on the difference between concordance rate of studied disease among monozygous (MZ) and dizygous (DZ) twin pairs and incidence rate in general population.\(^6\) Holzinger’s formula,\(^7-8\) is based only on the observed concordance rate of studied disease among monozygous (MZ) and dizygous (DZ) twin pairs. The commonly used method of heritability estimation for continuous variables in twins is Nichol’s method, the correlation of variables in each class of twins instead of the concordance rate \( (h^2 = 2 \frac{\varphi_{MZ} - \varphi_{DZ}}{\varphi_{MZ}}) \).\(^9\) All of these methods require information of zygosity for every twin pair.

There are many large twin registries in the world that can be rich resources for chronic disease genetic epidemiologic studies.\(^10-12\) Such registries usually provide unbiased data, since they are representative of an entire population. However, histologically determined zygosity information is not available in most of these large computerized data registries. As a result, Holzinger’s formula cannot be used. Sofaer and Holloway\(^13\) have reported a heritability estimation method that is based on the concordance of twin pairs, the proportion of same sex (SS) pairs among all concordance affected pairs, and the prevalence of the studied disease in the general population. Sofaer & Holloway’s method estimates the heritability \( h^2 \) by an iterative procedure using a range of possible values for \( h^2 \), calculating the corresponding \( P_0 \) (the expected proportion of concordant affected pairs like-sexed) at each iteration and choosing as \( h^2 \) that value of \( h^2 \) which make the \( P_0 \) closest to \( P_0 \) (the observed proportion of concordant affected pairs like-sexed). In addition to its complex calculation, Sofaer & Holloway’s method needs the general population data about the studied disease prevalence and uses data on concordance twin pairs only, resulting in reduced efficiency. Moreover, Sofaer & Holloway’s method is restrictive to
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diseases with prevalence ranging from 0.1% to 10%. In this paper, we introduce a simpler and more effective method that estimates heritability using twin data without confirmation of zygosity.

**Modification of Holzinger’s method**

From Holzinger’s method of heritability estimation we deduced the formula making it suitable for twin data without zygosity information. Holzinger’s formula of heritability estimate from twin data is as follows:

\[
h^2 = \frac{(C_{MZ} - C_{DZ})}{(1 - C_{DZ})} \]  

(1)

here, the \(h^2\) is heritability, \(C_{MZ}\) is proband concordance rate of disease in MZ twin pairs, and \(C_{DZ}\) is proband concordance rate of disease in DZ twin pairs. The proband concordance rate is given as \(C_p = (C + C') / (C + D + C')\), where C is the total number of + + pairs, C’ is the number of + + pairs in which the two affected members have been ascertained independently, and D is the number of + + pairs. When ascertainment is complete, \(C = C'\), so that \(C_p = 2C / (2C + D)\). On the basis of Holzinger’s formula, we set:

- \(C_{OS}\): proband concordance rate of disease in opposite sex (OS) twin pairs
- \(C_{SS}\): proband concordance rate of disease in same sex (SS) twin pairs
- \(N_{SS}\): number of SS twin pairs
- \(N_{OS}\): number of OS twin pairs
- \(Pr (DZ|SS)\): probability of being DZ twin pairs in SS twin pairs
- \(Pr (MZ|SS)\): probability of being MZ twin pairs in SS twin pairs

Given that all OS twin pairs are DZ, suppose that the occurrence of the studied dichotomous trait is not related to sex, the proband concordance rate of the disease in OS twin pairs is equal to the proband concordance rate of the disease in DZ twin pairs (\(C_{DZ} = C_{OS}\)). According to Weinberg’s rule, \(^8\) the probability of DZ in SS twin pairs equals to the ratio of \(N_{OS}\) and \(N_{SS}\), namely:

\[
Pr (DZ|SS) = \frac{N_{OS}}{N_{SS}}
\]

Thus

\[
Pr (MZ|SS) = 1 - Pr (DZ|SS) = 1 - \frac{N_{OS}}{N_{SS}}
\]

\[
C_{SS} = Pr (DZ|SS) * C_{DZ} + Pr (MZ|SS) * C_{MZ}
\]

And

\[
C_{MZ} = (C_{SS} * Pr (DZ|SS) * C_{DZ}) / Pr (MZ|SS) = \frac{C_{SS} N_{OS}}{N_{SS} * C_{SS}} / (1 - N_{OS}/N_{SS})
\]

So we have:

\[
h^2 = \frac{(C_{MZ} - C_{DZ})}{(1 - C_{DZ})} = \frac{[(C_{SS} N_{OS}/N_{SS} * C_{SS}) / (1 - N_{OS}/N_{SS})] - C_{OS}}{(1 - C_{OS})}
\]

(2)

Using formula (2), we can calculate the heritability only with the proband concordance rate of disease in SS and OS twin pairs, and the number of SS and OS twin pairs.

If the sample size is large, we can calculate the standard error of heritability \(S(h^2)\) and the confidence interval (CI of \(h^2\)) with the formula\(^{15}\):

\[
h^2 = h^2 \pm 1.96S(h^2)
\]

(3)

Here, \(N_{MZ}\) and \(N_{MZ}\) are the number of MZ and DZ twin pairs respectively. When zygosity information is not available, we have

\[
C_{MZ} = \frac{C_{SS} N_{OS}/N_{SS} * C_{SS}}{(1 - N_{OS}/N_{SS})}, C_{DZ} = C_{OS} - 2N_{OS} N_{MZ} = N_{SS} - N_{OS}\]

by applying Weinberg rule.

In this formula, we have assumed that the occurrence of the studied dichotomous trait is not strongly related to sex and the SS dizygotic twin pairs are approximately equal in number to OS twin pairs according to the Weinberg rule.\(^8\)

If we know the proportion of DZ (\(Pr (DZ)\)) in all twin pairs in a population, we can use this \(Pr (DZ)\) to calculate the heritability, combined with the \(Pr (OS)\) (the observed proportion of OS twin pairs in all twin pairs), \(Pr (SS)\) (the observed proportion of SS twin pairs in all twin pairs), and the \(C_{OS}\) (concordance rate of the studied dichotomous trait in all twins). Under this situation, the second condition is not required, and we can modify the formulae for \(C_{MZ}\) and \(h^2\). We have:

\[
Pr (MZ) = \frac{C_{OS} + Pr (DZ) * C_{OS} - C_{all}}{Pr (DZ) + Pr (OS) - C_{all}}
\]

Because:

\[
Pr (DZ) * C_{DZ} + Pr (MZ) * C_{MZ} = C_{all}
\]

So:

\[
C_{MZ} = \frac{C_{all} * Pr (DZ) * C_{DZ}}{Pr (MZ)} = \frac{C_{all} * Pr (DZ) * C_{OS}}{(1 - Pr (DZ))} \]

\[
h^2 = \frac{(C_{MZ} - C_{DZ})}{(1 - C_{DZ})} = \frac{[(C_{all} * Pr (DZ) * C_{OS}) / (1 - Pr (DZ))] - C_{OS}}{(1 - C_{OS})}
\]

(6)

In order to estimate the heritability with formula 2, we need to know \(C_{OS}\), \(C_{SS}\), \(N_{OS}\), and \(N_{SS}\). If we use formula 6, we need to know \(Pr (DZ)\), \(C_{OS}\), and \(C_{all}\). All these variables are usually available in large register databases.

**Application to asthma twin data set**

We used published data\(^{15}\) of twins with asthma with histologically determined zygosity as an example to validate our method. The study sample included 3,807 twin pairs. Of these, 1,232 pairs are monozygous female (MZF), 566 pairs are monozygous male (MZM), 751 pairs are dizygous female (DZF), 352 pairs are dizygous male (DZM), and 906 pairs are dizygous opposite sex (DZO). There were three types of twin pairs according to the distribution of asthma: both twins had asthma (D-D), one of the twins had asthma (D-N), and neither twin had asthma (N-N). The results are listed in Table 1. Based on data in Table 1, we calculated the heritability \(h^2\) of asthma using Holzinger method and the method presented in this paper, and compared the results. Only the D-D and D-N twin pairs were used in the calculation of concordance rate.

**Using Holzinger method:**

Concordance rate in monozygous twins (\(C_{MZ}\)):

\[
C_{MZ} = \frac{(106^2 + 249)}{106^2 + 249} = 0.4599
\]

Concordance rate in dizygous twins (\(C_{DZ}\)):

\[
C_{DZ} = \frac{63^2 + 421}{106^2 + 249} = 0.2303
\]

\(s(h^2) = \frac{(1 - C_{MZ})}{[(1 - C_{MZ})]^2} \cdot \frac{C_{MZ} (1 - C_{DZ})}{N_{SS}} + \frac{(1 - C_{DZ})}{[(1 - C_{DZ})]^2} \cdot \frac{C_{DZ} (1 - C_{MZ})}{N_{SS}}\)
Heritability \( h^2 = \frac{(C_{MZ} - C_{DZ})}{(1 - C_{DZ})} = \frac{(0.4599 - 0.2303)}{(1 - 0.2303)} = 29.83\% \)

The standard error of heritability \( S(h^2) = 0.0385 \)

95% confidence interval (CI) of \( h^2 \): 22.28% - 37.38%  

**Using our newly developed method**

\( N_{ss} = 2901 \)

\( N_{os} = 906 \)

Concordance rate in same sex twins (\( C_{ss} \)):

\[ C_{ss} = \frac{137*2}{[137*2] + 467} = 0.3698 \]

Concordance rate in opposite sex twins (\( C_{os} \)):

\[ C_{os} = \frac{32*2}{[32*2] + 203} = 0.2397 = C_{DZ} \]

Concordance rate in monozygous twins (\( C_{MZ} \)):

\[ C_{MZ} = \frac{(C_{ss} - N_{os}/N_{ss} + C_{os})}{(1 - N_{os}/N_{ss})} = 0.3698 \]

Heritability \( h^2 = \frac{(C_{MZ} - C_{DZ})}{(1 - C_{DZ})} = \frac{(0.2489 - 0.2397)}{(1 - 0.2397)} = 24.88\% \)

The standard error of heritability \( S(h^2) = 0.0148 \)

95% confidence interval (CI) of \( h^2 \): 21.98% - 27.78%  

**Discussion**

Large unbiased twin registries provide a unique opportunity to verify the role of genetics in chronic disease etiology, which is a crucial step before extensive and expensive genetic epidemiologic research is undertaken. Unfortunately, because information on zygosity is often not available in these data, available methods cannot be used to calculate heritability from the twin registry data. On the other hand, information on infant sex is almost always available in registry data. Heritability estimates based on sex and disease concordance, such as the method introduced in this paper, will facilitate chronic disease genetic epidemiologic studies, particularly in the use of existing large twin registries.

In the formula of heritability estimation, none of the parameters are related to disease prevalence. The concordance (\( C \)) is related to the genetic effect only, and not related to the prevalence. As shown in Table 1, the heritability estimation is just related to the D-D and D-N, and is not related to the N-N. The \( N_{os}/N_{ss} \) is a ratio: it is determined by Weinberg rule and the ratio of \( N_{os} \) to \( N_{ss} \) and is not related to the prevalence of the disease. If the prevalence changes, it only influences the number of N-N, and the number of N-N is not related to our formula. Therefore, our method has no restriction to the prevalence of disease. Our method requires that SS dizygotic twin pairs are approximately equal in number to OS twin pairs according to Weinberg rule. Although there are some variations in the ratio of SS to OS in DZ twin pairs, the ratio is very close to the ratio indicated by Weinberg rule. Our method is therefore applicable to many chronic diseases or dichotomous traits, although it is limited to diseases or dichotomous traits with no strong sex effect. If the studied disease or dichotomous trait is strongly related to sex, \( C_{DZ} \) will not equal to \( C_{DZ0} \) and the formula will be incorrect. In addition, since the method is based on affection status (i.e., disease concordance), the estimates will be more reliable for diseases with a clear distinction between affected and unaffected individuals.

Our method is simpler to calculate than Soafer & Holloway method, and, because it uses both concordance twin pairs and discordant twin pairs, it is more efficient. Soafer & Holloway method is limited to diseases of the prevalence range 0.1% to 10%, whereas our method theoretically has no restriction in disease prevalence.

As illustrated in the example, using disease concordance in same sex and opposite sex twin pairs, our method yielded an estimation of heritability for asthma of 24.88% (95% CI 21.98% - 7.78%), which is quite similar to the heritability estimated by Holzinger method with histologically confirmed zygosity data for the twins (29.83%, 95% CI 22.28% - 7.38%). Although the studied disease (asthma) is somewhat related to sex, the \( C_{DZ} \) (0.24) estimated by our method is very close to the \( C_{DZ} \) (0.23) estimated by Holzinger method, and the \( S(h^2) \) from our method (0.0148) is lower than the \( S(h^2) \) from Holzinger method (0.0385), indicating that our method is comparable in terms of precision. Furthermore, the two assumptions in our method, namely the disease occurrence not being strongly related to sex and, as many DZ twin pairs in SS twin pairs as the number of OS twin pairs, can be satisfied in many chronic diseases or dichotomous traits. As a result, our method can find a broad application.

| TABLE 1 | Number of twin pairs with asthma by zygosity and sex |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | MZF  | MZM  | MZ   | DZF  | DZM  | DZO  | DZ   | SS   | OS   |
| D-D             | 67   | 39   | 106  | 19   | 12   | 32   | 63   | 13   | 32   |
| D-N             | 185  | 64   | 249  | 136  | 82   | 203  | 421  | 467  | 203  |
| Sub-total       | 252  | 103  | 355  | 155  | 94   | 235  | 484  | 604  | 235  |
| N-N             | 980  | 463  | 1,443 |596  | 258  | 671  | 1,525 |2,297 | 671  |
| Total           | 1,232| 566  | 1,798 |751  | 352  | 906  | 2,009| 2,901| 906  |
| Concordance rate| 0.42 | 0.55 | 0.46 | 0.46 | 0.22 | 0.23 | 0.24 | 0.23 | 0.37 | 0.24 |

(Hopper JL, Genet Epidemiol, 1990, 7 (4):277 898)
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Breast cancer trends in Manitoba: 40 years of follow-up

Alain A Demers, Donna Turner, Daojun Mo, and Erich V Kliewer

Abstract

This study reports a comprehensive array of breast cancer statistics for Manitoba for a 40-year period. Data from the Manitoba Cancer Registry were combined with the provincial population-based registration file to determine trends in breast cancer incidence, prevalence and mortality rates, as well as survival and the probability of being diagnosed with breast cancer in the next 10 years. The age-standardized incidence rate of breast cancer increased by 0.99/100,000 women per year over the 40 years of follow-up (69.6/100,000 women in 1960, 109.9/100,000 women in 1999). Mortality rates peaked in 1986 (35.7/100,000 women), while the 1999 mortality rate (26.0/100,000 women) was almost comparable to the 1960 rate (22.4/100,000 women). No significant trend in mortality rate was observed over the 40-year period. The 5-year prevalence rate of breast cancer increased by 8.6/100,000 women per year. Between 1960-64 and 1995-99, 5-year survival increased from 0.62 to 0.86. The probability of being diagnosed with breast cancer in the next 10 years increased the most for women 60 years of age. The breast cancer burden in Manitoba is rapidly evolving mainly because of the increasing incidence and the better survival of cases.

Keywords: breast neoplasms; incidence; prevalence; registries; vital statistics

Introduction

Breast cancer is the most frequently diagnosed cancer in women around the world. Its incidence is increasing in most industrialized countries; even in some areas of China, where the risk of breast cancer is low, the incidence rates have risen by more than 50% between 1972 and 1994.1,5 Worldwide, new cases of female breast cancer accounted for 18% of all cancer cases in 1980, 19% in 1985, 21% in 1990, and 22% in 2000.3,6 Breast cancer is also a leading cause of death attributed to cancer. It was estimated that 174,000 women died from breast cancer in developed countries in 1990, which represents 17% of all deaths due to cancer in women.7

Although incidence and mortality rates tend to be readily available for many industrialized countries, historical information on other statistics such as prevalence and survival are rarely accessible. These data are key to cancer surveillance and the monitoring of cancer control activities. With the increasing incidence of breast cancer and the decreasing mortality from the disease, health care planners require accurate information on prevalent cases in order to plan the allocation of services for a rapidly evolving situation. A recent estimate by Pisani et al.8 indicated that the 5-year prevalence rate of breast cancer in high-income countries was 392/100,000 women in 1990. However, information on prevalence remains scarce for most jurisdictions and where available, it is estimated mainly from incidence and mortality rates.9

Canada, like many other countries, routinely publishes information on breast cancer incidence and mortality, but less on prevalence and survival. On a national level, Health Canada has estimated that 21,200 women (30% of all female cancer cases) will be diagnosed with breast cancer in 2004, which makes it the most frequent in women.10 Among the Canadian provinces, Manitoba had the highest average age-standardized incidence rate of breast cancer between 1990 and 2000 (105.8/100,000 women) followed by Nova Scotia (103.6/100,000 women). Between 1989 and 1999, Manitoba has had an average age-standardized mortality rate (28.3/100,000 women), which was comparable to the overall Canadian rate (28.9/100,000 women).11

While these data illustrate the significance of breast cancer as a public health concern in Manitoba, key questions remain about the historical trends in incidence and mortality as well as the burden of the disease on the population and the health care system as measured by prevalence and survival. In particular, are these relatively high rates a new phenomenon? What kind of prognosis (survival) can Manitobans expect, and has it improved? How do these trends translate into prevalence? The current study addresses these questions by examining trends of breast cancer incidence, mortality and 5-year prevalence rates as well as relative survival and the probabilities of being diagnosed with breast cancer from 1960 to 1999.

Method

Data sources and population

The Manitoba Cancer Registry, which is housed at CancerCare Manitoba, was established in 1937 and became population-based in 1956. Multiple sources of ascertainment of incident cases are used, including physician
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notifications, pathology and hematology reports, and hospitalization, mortality, and autopsy records. For every case, the Cancer Registry includes information on diagnosis according to the ICD-9 code (ICD-10 since 2002), age at diagnosis and date of diagnosis, tumour grade, tumour morphology and vital status. The Manitoba Vital Statistics department provides information on mortality. In examining cases registered from 1991 to 1995, the North American Association of Central Cancer Registries estimated the Manitoba Cancer Registry to be 95% complete in ascertaining all cancer cases.\textsuperscript{12}

Incident cases of malignant breast cancer (ICD-9 174) diagnosed among Manitoba residents and recorded in the registry from January 1, 1960 to December 31, 1999 were included in the analysis. For women who had multiple primary breast cancers, only information on the first event reported was considered. Breast cancer cases could have been diagnosed with other primaries than breast cancer before their first diagnosis of breast cancer. Information used for the calculation of cause-specific mortality rates came from the Vital Statistics Agency of the Government of Manitoba. Prevalence and relative survival were determined using death information from the Manitoba Cancer Registry in combination with the Manitoba Population Registration file maintained by Manitoba Health. The population file includes coverage start and end dates (death, emigration) for all Manitobans registered for the provincial Health Insurance Plan. Two-year and 5-year prevalence were defined as the number of women who had been diagnosed with breast cancer in Manitoba and who were still alive and resident of the province two and five years after diagnosis. Total prevalence was based on those women who were alive and still residing in Manitoba at the end of the study period. Information on emigration was obtained from the Manitoba Health Population Registration file. Follow-up information (deaths, migration) was available for 13,665 (73%) of the 18,596 women diagnosed with breast cancer over the study period. Of the women with coverage information, 7,388 (54%) were still living in Manitoba on January 1, 2000, 5,767 (42%) died within the study period, and 510 (4%) emigrated.

**Analyses**

Incidence and mortality rates were standardized to the age distribution of both the 1991 Canadian population\textsuperscript{10} and the world

---

**TABLE 1**

<table>
<thead>
<tr>
<th>Period of diagnosis</th>
<th>Age groups</th>
<th>Standardized rate$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40–49</td>
<td>50–59</td>
</tr>
<tr>
<td>1960–64</td>
<td>119</td>
<td>158</td>
</tr>
<tr>
<td>1965–69</td>
<td>133</td>
<td>162</td>
</tr>
<tr>
<td>1970–74</td>
<td>136</td>
<td>184</td>
</tr>
<tr>
<td>1975–79</td>
<td>144</td>
<td>172</td>
</tr>
<tr>
<td>1980–84</td>
<td>140</td>
<td>211</td>
</tr>
<tr>
<td>1985–89</td>
<td>126</td>
<td>201</td>
</tr>
<tr>
<td>1990–94</td>
<td>122</td>
<td>236</td>
</tr>
<tr>
<td>1995–99</td>
<td>130</td>
<td>261</td>
</tr>
</tbody>
</table>

$^a$ Annual percent changes (APC) were determined by Joinpoint analyses; APCs were calculated by age group using single calendar year, although rates are presented by 5-year periods; periods for which Joinpoint indicated that there was a significant change in the trend are shown.

$^b$ Rates were standardized to the 1991 Canadian population.
They were also standardized to the European and 2000 US populations for discussion purposes. Crude prevalent rates, instead of adjusted rates, were presented as suggested by Zanetti et al. These authors pointed out that crude prevalence is a more useful and informative tool in determining the utilization of health services. Trends and annual percent change (APC) were determined using Joinpoint Regression Program (v2.7) distributed by the National Cancer Institute (NCI) Surveillance, Epidemiology, and End Results (SEER) division. The APC was calculated using the log-linear model, where the APC is equal to $100 \times (e^m - 1)$ and $m$ is the estimated slope of the regression line.

Population and death counts used in the calculation of relative survival and probabilities of being diagnosed with breast cancer were obtained from Statistics Canada. A SAS program developed by Paul Dickman that uses the Ederer II method for calculating the expected number of deaths was used to calculate the relative survival probabilities. The endpoint for survival was death, emigration (when available) or the end of the study period (December 31, 1999). Cancers diagnosed by death certificates only (0.15%) or from death reports from unofficial sources (0.01%) were excluded from the relative survival analyses. The probabilities of being diagnosed with breast cancer were calculated using DEVCAN 5.2. Data management was performed using SAS (v8.2).

## Results

A total of 18,596 women were diagnosed at least once with breast cancer in Manitoba between January 1, 1960 and December 31, 1999. Over this time period, 6.1% of women diagnosed with breast cancer were under 40 years of age, 17.2% were aged 40–49 years, 21.3% were aged 50–59 years, 23.5% were aged 60–69 years, 20.5% were aged 70–79 years and 11.5% were 80 years of age and older. The information of diagnosis age was missing for 0.06% of cases.
Although there were fluctuations in the annual incidence and mortality rates as a result of the relatively small Manitoba population, the age-standardized incidence rate increased by 0.99/100,000 women per year ($p < 0.0001$) over the 40-year follow-up (Figure 1). Overall, the incidence rate was 58% higher in 1999 than in 1960. The changes were not the same across all age groups (Table 1). An increase in incidence was observed in women older than 50 years of age ($p < 0.0001$), but mainly in the 60–69 year age group. The Joinpoint analysis indicated that the incidence rate declined in the 70–79 age group between 1988 and 1999, although it is too early to consider these results as a definitive trend.

The age-standardized mortality rate from breast cancer remained stable between 1960 and 1999 (0.038/100,000 women per year, $p = 0.35$) (Figure 2). Age-specific mortality rates fluctuated in the different age groups, most likely as a consequence of low frequencies, although a decrease was noted in those under 60 years of age ($p < 0.05$) and an increase occurred in those 70 years of age and over ($p < 0.03$) (Table 2). The number of deaths per year ranged from 84 to 220, with the highest number of deaths occurring in 1997, although the highest annual rate was observed in 1986.

The 2-year, 5-year and total prevalence rates all increased over time (Figure 3). Between 1965 and 1999, the increase per 100,000 women per year was 3.4 for two-year prevalence, 8.6 for 5-year prevalence and 33.4 for total prevalence. The age-specific 5-year prevalence rate increased the most among women 60–69 and 70–79 years of age although it rose in all women over 50 years of age (Table 3).

The five-year relative survival rate from breast cancer improved from 0.62 in 1960–64 to 0.86 in 1995–99 periods (Figure 4). Over the same time periods, the probability of being diagnosed with breast cancer for the first time in the next 10 years was relatively constant for women 30 and 40 years of age (Table 4). Women aged 60 years experienced the highest probability increase; it went from 1.6% in 1960–64 to 3.2% in 1995–99.

**TABLE 3**

**Age-specific and total five-year prevalence rates of breast cancer (/100,000 women) in Manitoba between 1960 and 1999 by five-year group**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>40–49</td>
<td>400</td>
<td>548</td>
<td>599</td>
<td>562</td>
<td>470</td>
<td>502</td>
<td>515</td>
<td></td>
</tr>
<tr>
<td>50–59</td>
<td>654</td>
<td>731</td>
<td>822</td>
<td>754</td>
<td>903</td>
<td>853</td>
<td>1,036</td>
<td>1,147</td>
</tr>
<tr>
<td>60–69</td>
<td>679</td>
<td>803</td>
<td>1,043</td>
<td>1,039</td>
<td>1,207</td>
<td>1,211</td>
<td>1,496</td>
<td>1,545</td>
</tr>
<tr>
<td>70–79</td>
<td>909</td>
<td>1,095</td>
<td>984</td>
<td>1,190</td>
<td>1,459</td>
<td>1,733</td>
<td>1,810</td>
<td>1,691</td>
</tr>
<tr>
<td>≥80</td>
<td>1,105</td>
<td>1,214</td>
<td>1,151</td>
<td>1,403</td>
<td>1,472</td>
<td>1,540</td>
<td>1,797</td>
<td>1,737</td>
</tr>
</tbody>
</table>

| Crude rate | 234 | 286 | 316 | 354 | 411 | 432 | 511 | 534 |

*APC: Annual percent change (APC) were determined by Joinpoint analyses; APC were calculated by age group using single calendar year, although rates are presented by 5-year periods; periods for which Joinpoint indicated that there was a significant change in the trend are shown.*
TABLE 4
Probability (%) of Manitoba women without breast cancer being diagnosed with breast cancer for the first time in the next decade by period

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>40</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>1.3</td>
<td>1.2</td>
<td>1.3</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>50</td>
<td>1.5</td>
<td>1.6</td>
<td>1.8</td>
<td>2.0</td>
<td>1.9</td>
<td>2.3</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>60</td>
<td>1.6</td>
<td>1.9</td>
<td>2.2</td>
<td>2.3</td>
<td>2.5</td>
<td>2.7</td>
<td>3.1</td>
<td>3.2</td>
</tr>
<tr>
<td>70</td>
<td>1.9</td>
<td>2.2</td>
<td>2.1</td>
<td>2.3</td>
<td>2.7</td>
<td>3.3</td>
<td>3.6</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Discussion

The age-standardized incidence rate of breast cancer increased by 0.99/100,000 women per year in Manitoba between 1960 and 1999, which represents an overall relative increase of 58%. This observation is consistent with results reported in other western countries. In 1990, the Manitoba incidence rate was one of the highest (77/100,000 women, standardized to the World population) among the countries assessed by Parkin et al. Manitoba’s 1990 incidence rate (106/100,000 women, standardized to the European population) was comparable to Belgium’s rate and would have ranked the third highest among 15 European countries evaluated by Black et al.

Within the North American context, the 1995–99 Manitoba incidence rate (114.3/100,000, standardized to the 2000 US population) was lower than the rate reported by SEER for the same time period (136.7/100,000 women of all races). In the US, the incidence rate leveled off in 1987 for white women and seems to be decreasing in women 75 years of age and older. A similar trend may be happening since 1995 in Manitoba for 70–79-year-old women, although it is too soon to make a decisive conclusion. With the exception of 1986, Manitoba’s rates have been consistently higher than the Canadian average since 1984. Manitoba had an average of five more breast cancer cases per year (1/100,000 women) than Canada between 1984 and 2000.

Over the 40 years of follow-up, no significant change was observed in Manitoba’s mortality rate. In other words, no inflection point was found using Joinpoint. However, there were differences by age with younger women showing a decrease in mortality while older women experienced an increase in mortality. Reports of national trend data indicate that there has been a decrease in mortality since the late 1980s. Manitoba’s mortality rates have been comparable to the Canadian average since at least 1984. Compared to the rest of the world, Manitoba’s 1990 mortality rate (23/100,000 women, standardized to the world population) would have ranked 17th out of 63 countries evaluated by Levi et al. When standardized to the European population, the 1990 mortality rate (33/100,000 women) would have ranked Manitoba fifth highest among the 15 European countries evaluated by Black et al. The 1995–99 breast cancer death rate was 28.8/100,000 women (all races) in the US, which is lower than the Manitoba 1995–99 death rate (32.3/100,000 women, standardized to the US 2000 population).

The 2-year, 5-year and total breast cancer prevalence rates have all shown increases since the 1960s. People who survive five years or more are often considered to be “cured” and, as such, may be the prevalence measure of most interest. The 5-year breast cancer prevalence rate increased by 2.3% per year in Manitoba between 1964 and 1999. The increase was mainly apparent in women 60 years of age and older. The aging population, the increase in Manitoba residents, and the longer survival of women diagnosed with breast cancer are the principal factors responsible for this trend. In Manitoba, the proportion women 60 years of age and older increased from 12.4% of the female population in 1960 to 19.4% in 1999. In the same time period, the number of women residing in the province increased from 417,500 to 577,669 individuals. These changes, together with an increasing incidence rate, had the effect of increasing number of incident breast cancer cases during a time when the relative survival was also increasing and thus leading to a marked increase in prevalence. In 1990, Manitoba’s 5-year prevalence rate (438/100,000 women) was higher than the average 5-year prevalence rate reported in the world’s high-income countries (392/100,000 women). However, when the comparison group is restricted to European countries, Manitoba’s 1990 5-year prevalence rate is comparable to these countries.

FIGURE 4
Cumulative relative survival of women diagnosed with breast cancer in Manitoba by period of diagnosis

Chronic Diseases in Canada
rates varied between 275/100,000 women in Greece to 543/100,000 women in Sweden. The average was 411/100,000 women for the European Union, slightly higher than the Mani gold10toba rate.

Relative survival from breast cancer increased between 1960–64 and 1995–99. Two jumps are apparent, one between 1965–69 and 1975–79 and one between 1985–89 and 1990–94. These increases may be due to improvement in treatment and diagnosis practices, but also, to some extent, to a lead-time bias introduced by population-based screening. The study by Welch et al. using data form the National Cancer Institute supports this phenomenon. The authors reported that an improvement in five-year survival over time bears little relationship to changes in cancer mortality, but appears to be related to earlier detection of tumours. However, it should be kept in mind that causes of death listed on death certificates are not always accurate. The Manitoba breast-screening program was implemented in 1995 and elective breast screening has been available since the 1970s. The percentage of Manitoba women 50 to 69 years old having a mammogram increased from 43% in 1990–94 to 68% in 1995–99 and thus, some of the recent increase in relative survival may be the result of changes in screening. Similar trends in survival improvement have been reported in Europe, the United States, and Asia. The five-year relative survival of women diagnosed in Manitoba in 1985–89 (77%) was comparable to observations made in Europe, where the five-year relative survival ranged from 58% (Slovakia) to 81% (Sweden) over the same time frame. The five-year relative survival was 86.2% (all races) in the US in 1992–98 and 83% in Canada in 1992–94, which are in agreement with the Manitoba five-year relative survival (86.4%) for the 1995–99 time period.

The probability of being diagnosed with breast cancer in the next decade increased over the 40 years of follow-up for women 50, 60 and 70 years of age. The 1995–1999 probabilities reported are consistent with contemporaneous observations made by Morris et al. in California and Health Canada. Morris et al. reported a risk of developing breast cancers in the next 10 years of 3.4% for women 60 years of age living in California in 1993–97, while Health Canada reported a risk of 3.1% for women 60–69 years of age living in Canada in 2000. In the present study, the risk of developing breast cancer in the next 10 years for a woman aged 60 years was 3.2% in 1995–99.

In summary, the incidence and five-year prevalence rates of breast cancer have significantly increased in Manitoba between 1960 and 1999. Over the 40-year period the mortality rate from breast cancer has been fairly constant, although there are indications that there has been a decrease since the late 1980s. The five-year cumulative relative survival has improved significantly over the four decades. These statistics suggest that the burden of cancer in Manitoba is high but is in the range of observations made in Canada nationally and in other westernized countries.
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Smoker preference for “elastic cigarettes” in the Canadian cigarette market

Michael O Chaiton, Neil E Collishaw, and Aaron J Callard

Abstract

Elastic cigarettes are characterized by yields of constituents that increase proportionally faster than smoke volume as cigarettes are smoked more intensely. Elasticity may function to overcome physical limitations in increasing puff volume during nicotine-seeking behaviour. The purpose of this study was to determine if there are elastic cigarettes in the Canadian cigarette market, and to determine smoker preference for elastic cigarettes. Elasticity was calculated for 115 brands in the Canadian filtered cigarette market for puff volumes of 44 and 56 ml. Puff volumes, nicotine and tar deliveries were obtained from earlier published documents. Sales data were used as a proxy for smoker preference. Ordinary least squares regression was used to determine the association of sales and elasticity in the Canadian cigarette market. The cigarette brands ranged from a mean elasticity value of 1.21 to 0.67. Of the 115 Canadian cigarette brands tested, 23 brands had a mean elasticity value significantly over 1.00, making them elastic. After adjusting for brand, the average elastic cigarette sold an average of 361 million cigarettes while an inelastic cigarette sold 89.5 million cigarettes (p < 0.0001). The difference in sales between elastic and inelastic cigarettes was independent of tar yield and filter type. Elasticity was not associated with tar yield (p = 0.2734). There are elastic cigarettes in the Canadian cigarette market and the results suggest a possible smoker preference for elastic cigarettes. Utilizing elasticity may be valuable in the development of future harm reduction strategies.

Key words: compensation; elasticity; nicotine; tobacco

Introduction

Elastic cigarettes are characterized by yields of constituents that increase proportionally faster than smoke volume as cigarettes are smoked more intensely. Elasticity describes a non-linear response-to-effort relationship between smoker effort, as measured by puff volume, and cigarette delivery, and was explored as a method for smokers to get more nicotine out of low delivery cigarettes by facilitating compensatory smoking. The concept of elasticity can also be applied to tar, total particulate matter, or tar/nicotine ratio. Elasticity is achieved as a summary function of a number of design features including ventilation, pressure drop, packing density, chemistry of tobacco, physical properties of tobacco, air permeability of the cigarette paper, and the composition of the cigarette paper. The two most important are percent ventilation and rod porosity. These design features can be adjusted by manufacturers to obtain different smoking properties, including the property of elasticity.

British American Tobacco (BAT) scientists found that smokers had received a fairly constant amount of nicotine irrespective of the International Organization of Standardization (ISO) rating of nicotine delivery, either compensating down with higher nicotine cigarettes or compensating up when the level was low. They concluded that nicotine was both the signal (as the sensation of impact) and the driving force for the compensating behaviour, noting methods of compensation such as covering the ventilation holes of the cigarette in light and mild cigarettes. Studies of human smoking behaviour found that smokers were limited in their ability to compensate by the amount of effort that was needed to draw on the cigarette. Elastic cigarettes were proposed within the tobacco industry as a way of reducing the “reward for effort” relationship. A small increase in puff volume could bring a proportionately larger reward of nicotine, producing a more satisfying cigarette. Elastic cigarettes may make it easier for smokers to control the dose of nicotine, either increasing or decreasing the desired dose.

Gray and Kozlowski suggest that cigarettes were produced to be more elastic as tar and nicotine levels were reduced. They suggest that the elastic cigarette facilitated nicotine compensation, was easier to learn to smoke, and was potentially more addicting than non-elastic cigarettes. Elastic cigarette are, conceivably, a more potent nicotine delivery device than un-elastic cigarettes. However, the effects of elastic cigarette have not been well examined outside of the tobacco industry.

The purpose of this study is to assess the elasticity of cigarettes in the Canadian market and the association of elasticity and sales in Canada. It would be expected that, in general, cigarette brands would be inelastic, as tobacco industry studies have found...
that the relative yield of nicotine is unaffected by changes in puff volume.\textsuperscript{5} On the other hand, if elastic cigarettes were better nicotine delivery devices, then sales of elastic cigarettes should be higher than those of inelastic cigarettes, reflecting a preference for a more adjustable nicotine system.

**Method**

**Elasticity formula**

The Brown and Williamson formula for “normalized elasticity” is used for comparison between brands of differing deliveries.\textsuperscript{4} The formula first defines a hypothetical cigarette that has a linear, or “rigid,” response to increasing puff volume. The predicted linear relationship between puff volume and puff delivery can be imagined as a regression line that passes through the origin. Elasticity is a numerical expression of the relationship between observed and predicted delivery in response to an increase in puff volume. To determine elasticity, the observed delivery per puff over a certain realistic range, such as 44 ml to 56 ml, is divided by the predicted delivery per puff (D2/P2 in the formula below). The predicted delivery per puff is based on the assumption that delivery per puff varies in linear fashion with puff volume.

The formula for elasticity, as described by Gonterman\textsuperscript{3} can be summarized as follows:

\[
\text{Elasticity} = \frac{\left(\frac{D_2}{P_2}\right) - \left(\frac{D_1}{P_1}\right)}{\left(\frac{V_2}{V_1}\right) - 1}
\]

Where:

- \( V_1 \) = puff volume 1 (the calibrating puff volume, e.g., 44 ml)
- \( V_2 \) = puff volume 2 (the experimental puff volume, e.g., 56 ml)
- \( D_1 \) = delivery per cigarette in mg at puff volume 1
- \( D_2 \) = delivery per cigarette in mg at puff volume 2
- \( P_1 \) = number of puffs per cigarette at puff volume 1
- \( P_2 \) = number of puffs per cigarette at puff volume 2

An elastic cigarette will deliver proportionately more nicotine than would be expected for a given increase in puff volume. In numerical terms, a number above 1.00 indicates that the increase of nicotine (or other chemical of interest) is proportionally greater than the change in the puff volume, or “elastic.”\textsuperscript{10} More crudely stated, an elastic cigarette will deliver “more bang for your buck.”

**Elasticity calculation**

Puff volumes, puff number, and nicotine deliveries for 115 brands manufactured by Imperial Tobacco Canada (ITL), Rothmans, Benson & Hedges (RBH) and JTI Macdonald (JTI) were obtained from the 1996 report “Determination of Cigarette Yields under Realistic Conditions” by WS Rickert of Labstat Inc.\textsuperscript{1} The 1996 report was initially performed for Health Canada to determine realistic smoking deliveries. Puff volumes of 44 ml (\( V_1 \)) and 56 ml (\( V_2 \)) were chosen in conjunction with the Labstat report and tobacco company documents as being realistic levels of normal and intense smoking.\textsuperscript{1,4,6} Other than puff volume, all other variables were held constant (2 seconds puff duration, 26 seconds puff interval, unobstructed ventilation). The Labstat report described the mean value and the standard deviation of 10 repeated measures for nicotine and puff number for each brand tested. The Brown and Williamson normalized elasticity formula was then used to calculate elasticity.

A Monte Carlo simulation was used to determine the confidence intervals for elasticity.\textsuperscript{3} Values for the parameters of nicotine and puff number for each brand were randomly drawn from their respective probability distributions and the elasticity was calculated. This calculation was repeated 10,000 times. The 2.5th and 97.5th percentiles were taken from the distribution of the repetitions of calculations of the elasticity to represent the endpoints of a 95% confidence interval.

A number of assumptions were made for this approach. First, the mean distribution of the nicotine yield and puff number data in the Labstat report were both assumed to be approximately normal in order to draw from a normal probability function. Repeated measurement of the yield and puff number should form a normal curve around the true value and so this distribution was used. Second, the variation in puff volume levels in the Labstat report was assumed to be insignificant. Because no standard deviation was given for this value, it had to be assumed that puff volume was a constant and, if any variation in volume did occur, it would be too small to be of consequence.

**FIGURE 1**

Histogram of elasticity values of Canadian cigarettes in 1996. Elasticity calculated from Rickert, 1996.
TABLE 1
Average ISO nicotine, tar values and sales of elastic, inelastic, and linear response cigarettes in the Canadian cigarette market, 1996

<table>
<thead>
<tr>
<th>Elasticity</th>
<th>N</th>
<th>ISO Nicotine Mean (95% Confidence Interval)</th>
<th>ISO Tar Mean (95% Confidence Interval)</th>
<th>Sales (millions of cigarettes sold) Mean (95% Confidence Interval)</th>
<th>Median sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inelastic</td>
<td>83</td>
<td>1.0 (0.9, 1.0)</td>
<td>10.3 (9.3, 11.2)</td>
<td>140.4 (100.4, 180.4)</td>
<td>95.1</td>
</tr>
<tr>
<td>Linear</td>
<td>9</td>
<td>0.9 (0.5, 1.3)</td>
<td>9.4 (4.9, 13.9)</td>
<td>772.7 (161.6, 1383.7)</td>
<td>290.7</td>
</tr>
<tr>
<td>Elastic</td>
<td>23</td>
<td>1.1 (1.0, 1.2)</td>
<td>11.7 (10.5, 12.9)</td>
<td>1202.4 (590.9, 1813.8)</td>
<td>719.3</td>
</tr>
</tbody>
</table>

Note: Elasticity calculated from Rickert, 1996. Tar and nicotine data from Rickert, 1996. Sales data from Health Canada. Inelastic (less than 1.00 elasticity); Linear (not significantly different than 1.00 elasticity); Elastic (greater than 1.00 elasticity).

Results

The cigarette brands ranged from a mean elasticity value of 1.26 to 0.70 (Figure 1) with a median value of 0.84. Of the 115 Canadian cigarette brands tested, 23 brands (20%) had a mean elasticity value significantly over 1.00, making them elastic. Eighty-three brands were inelastic (72%) and there were 9 brands (8%) with a linear increase of nicotine proportional to the puff volume. However, inelastic cigarettes accounted for only 25% (11.6 billion cigarettes) of all cigarettes sold in the sample compared to 15% (7.0 billion cigarettes) for linear delivery cigarettes and 60% (27.7 billion cigarettes) for elastic cigarettes. Elastic cigarettes had marginally higher average tar and nicotine values, and much higher average sales per brand than inelastic cigarette brands (Table 1). Sales per brand are fairly constant until the elasticity approaches 1.00 (Figure 2). While Japan Tobacco International and Rothmans Benson and Hedges had elastic brands (4/25, 6/50), most elastic cigarettes were produced by Imperial Tobacco Limited (13/40), accounting for 57% of all elastic cigarettes (chi-square 5.83, p value = 0.014).

Association with sales

Ordinary least squares (OLS) regression was used to determine the association of sales and elasticity in the Canadian cigarette market. Two models were created. The first controlled for differences in manufacturer and differences in tar yield and the second examined the effects of brand. Sales data was taken from the report of Canadian tobacco manufacturers of 1996 sales data to Health Canada. The standard yield of tar was as determined by methods described by the ISO, included in Rickert (1996). The logarithm of sales was used in the regression to normalize the distribution of sales.

To control for brand, a process of matching was used. Many cigarette brands come in sets, differing only in the type of filters used. It was assumed that identical brands would have similar properties related to branding, advertising, distribution, and tar and nicotine yield. For instance, “Players Extra Light” King Size and “Players Extra Light” Regular were matched and coded as being the same brand. Cigarette brands that did not have a pair were excluded, leaving 72 types of cigarettes (36 pairs) for the analysis. The association of elasticity and filter type was tested using the chi-square test to ensure the independence assumed in the model.

FIGURE 2
Median sales by elasticity group in the Canadian cigarette market, 1996.
Sales data via Health Canada. Elasticity calculated from Rickert, 1996
After controlling for manufacturer and tar yield, elasticity was significantly associated with cigarette sales (F value = 31.18; p value < .001). Holding manufacturer and tar yield constant, the difference between inelastic and elastic cigarettes was associated with a seven-fold increase in cigarette sales (Table 2). There were significant differences in sales between cigarettes with a linear response and inelastic cigarettes (t value = -4.43; p < 0.001) and between elastic and inelastic cigarettes (t value = -6.93; p < 0.001); however, there was no significant difference between linear and elastic cigarettes (t value = -0.33; p = 0.74).

Controlling for brand, the relationship between elasticity and sales was still strong (F value = 8.47; p value = < 0.001). Elastic cigarettes were associated with a four-fold increase in sales compared to inelastic cigarettes of the same brand (Table 2). Filter type was not associated with elasticity (chi-square test = 0.99; p value = 0.91) or sales (F value = 0.12; p value = 0.88).

There was no overall significant association between elasticity and ISO tar value (F value = 1.31; p value = 0.2734). Elastic cigarettes were distributed in all levels of tar yield and were not particularly associated with lower tar yield. In fact, there were few “low tar” cigarettes (ISO tar values ≤ 8) among elastic cigarettes brands compared to the relative proportion among inelastic or linear response cigarette brands (Figure 3).

**Discussion**

There were elastic cigarettes in the Canadian cigarette market. It was not surprising that the market would include some brands that were elastic as there were a range of cigarette brands with a variety of cigarette design and manufacturing techniques available on the market; nevertheless, a majority, 72%, of cigarette brands on the Canadian cigarette market were inelastic. However, elastic cigarette brands accounted for 60% of cigarettes sold, reflecting greater sales of elastic brands compared to inelastic brands. After controlling for the variety of effects associated with brand, the association between sales and elasticity continued to be strong.

It would be expected that any smoker preference for elastic cigarettes would be manifested particularly in lower tar delivery cigarettes where the access to extra nicotine would be desired by many smokers. However, there was no association between ISO tar yields and elasticity. Elastic cigarette brands were found in the full range of ISO delivery levels from full flavour to light and mild. In higher delivery brands, elastic cigarettes may allow the smoker to subconsciously adjust their nicotine intake to allow for more accurate titration of nicotine, either up or down, to the level that they are seeking. One explanation is that it is more important for the cigarette to be flexible in delivery than to deliver a larger amount of nicotine. Elasticity may allow a varying nicotine requirement to be more easily and less consciously self-regulated. BAT scientists, at one time, contemplated a variable delivery cigarette that “adjusts to varying need (satisfaction) of the consumer during the course of a day” and which would have operated by changes in puff volume.

The uniformity in price, tobacco type and flavourings in the Canadian tobacco market may allow for design differences in cigarettes to be reflected in sales that may be harder to demonstrate in other markets. The results of this study are similar to a Philip Morris study, which found that a regression model including advertising, extractable nicotine, and other cigarette design features statisti-
cally explained over 95% of the variability in market share between brands.\textsuperscript{14,15} The cigarette design features in the study, including extractable nicotine, were described as balancing the smoke properties in American-style blended cigarettes produced with Turkish, Oriental, and Burley tobacco. It is conceivable that elasticity might perform an equivalent role to extractable nicotine in Canadian-style Virginia tobacco cigarettes or alternatively, elasticity may act as a proxy for extractable nicotine content.

This study is limited by having only two puff volumes. A larger range or a different set of puff volumes may provide a different interpretation for both the overall elasticity of the cigarette and any reaction of the smoker. Elasticity values may also have changed since the data was collected, as well as sales figures, and are unlikely to reflect the current cigarette brands. A longitudinal study of the relationship of sales and elasticity would be preferable. Further research is needed to clarify the role of elasticity in smoker preference in the Canadian cigarette market. To do this, more detailed information on cigarette design is needed; specifically, the variables of percent ventilation and rod porosity, which are the two main factors in elasticity, are needed for public examination. While this study has pointed to a clear relationship between elasticity and cigarette sales, it is based on a single cross-sectional measurement. From current data it is not possible to determine neither the causality of the relationship nor the direction of causation.

If properly studied and understood, elasticity could be utilized for effective regulation of cigarette design that would limit the ability of smokers to titrate nicotine. In conceivable harm reduction strategies, preventing elastic cigarettes could allow for regulation for true low nicotine yield cigarettes or for cigarettes that would be less able to maintain addiction. It may be possible to regulate cigarette design cigarettes that are less toxic or less appealing to the user. Banning ventilation of cigarettes might be an option to consider in this regard as a step in reducing the elasticity of cigarettes and providing a more accurate baseline of cigarette deliveries.\textsuperscript{1,4-6}

On the other hand, it is also conceivable that, in fact, there is a public health benefit to elastic cigarettes by facilitating nicotine dosing, while minimizing toxin delivery. However, since elasticity requires an increase in puff volume, reducing toxin delivery would be more sensibly achieved by having a cigarette that could deliver nicotine at low puff volumes, without need to increase volume and consequently increase delivery of other constituents. A further possibility is that smokers of elastic cigarettes may require fewer cigarettes per day than smokers of inelastic cigarettes; however, the sales difference between inelastic and elastic cigarette suggest that this may not be true on a population basis. More detailed research is needed to understand the influence of elasticity on the life history of the cigarette smoking to determine if association between sales and elasticity is due to differences in uptake, use, cessation, or another factor.

**Conclusion**

There are elastic cigarettes in the Canadian cigarette market and these cigarettes enjoy a prominent sales advantage. Understanding the reasons behind this advantage is important to future attempts at regulating cigarette design. Elasticity may allow consumers to more easily adjust their smoking behaviour to seek additional nicotine.
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Abstract

The purpose of this study was to examine trends in diabetes mellitus (DM) mortality rates in Canada, including analysis at the provincial level, during the period 1986–2000. The study population included Canadians aged 35 and over. Age-standardized mortality rates (ASMRs) were computed. Linear regression was used to calculate the average annual percentage change (AAPC) by age, sex and province. The results showed a substantial increase in DM mortality rates among those aged 35 and over, particularly for men; the AAPC indicated an increase of 2.4% for men and 0.7% for women. When the mortality rates were plotted for three time periods, the rates increased with each successive age group and period for both sexes. Mortality from DM increased significantly in both sexes in Canada between 1986 and 2000, particularly in men.

Key Words: Canada, diabetes mellitus, mortality

Introduction

Diabetes mellitus (DM) is a growing health problem in Canada. According to data from the National Population Health Survey, the 2-year incidence rate between 1994/95 and 1996/97 was 4.0 cases per 1,000 person-years at risk, but it rose to 6.7 cases between 1998/99 and 2000/01. In 1998, diabetes was the sixth and seventh leading cause of death for Canadian males and females, respectively. The estimated total cost of both diagnosed and undiagnosed diabetes in Canada in 1998 was approximately $5 billion. Diabetes contributes significantly to mortality and reduced life expectancy in elderly subjects. It is estimated that 300 million people worldwide will have developed diabetes by the year 2050.

In this article we update the previous publications on diabetes mortality in Canada and examine trends in mortality rates trends of MD among men and women aged 35 and over in Canada from 1986 to 2000, including analysis at the provincial level.

Methods

Statistics Canada provided data on DM mortality (ICD–9 code 250) for 1986 to 1999 and ICD–10 code E10-E14 for the year 2000, from annual Canadian mortality files obtained from death certificates. The mortality data used was based on only the “underlying cause of death”. The data contained information on age, sex, and province. Population counts were obtained from the Canadian Census. We calculated age-standardized mortality rates using the 1991 Canadian population as the standard.

The study population included Canadians aged 35 and over. We computed age-standardized mortality rates at two levels of geographic aggregation: Canada; provinces (Newfoundland, Prince Edward Island, Nova Scotia, New Brunswick, Quebec, Ontario, Manitoba, Saskatchewan, Alberta, British Columbia) and territories (Yukon Territory, Northwest Territories including Nunavut). We contrasted 5-year age-standardized mortality rates calculated over a 5-year period by sex for the periods 1986–1990, 1991–1995 and 1996–2000.

We used linear regression to calculate average annual percentage change (AAPC) at the national and provincial/territorial levels. The AAPC values from linear regression were determined by fitting a model that assumed a constant rate of change in the age-standardized mortality rates (ASMRs), that is, a linear model applied to the ASMRs after logarithmic transformation. Ninety-five percent confidence intervals (CIs) for age-standardized mortality rates were calculated by province only. We investigated trends by 10–year age groups (35–44, 45–54, 55–64, 65–74, 75–84, 85+), and for the summary grouping (35+). All statistical analyses were performed using SAS software.

Results

Canadian mortality rates from DM increased from 1986 to 2000 among men and women aged 35 and over (Figure 1). The ASMRs increased gradually, but irregularly, from 36.13 per 100,000 in 1986 to 48.39 per 100,000 in 2000 among men, and from 29.67 per 100,000 to 33.28 per 100, 000 among women.

For the entire period of 1986–2000, the overall ASMRs from DM aged 35 and over in Canada were 41.17 per 100,000 among men and 30.30 per 100,000 among women (Table 1). The highest provincial rates during this period occurred in Newfoundland in both sexes (54.72 per 100,000 in men and 53.41 per 100,000 in women). The average annual percentage change (AAPC) indicated a significant increase of 2.4% for men and 0.7% for women.
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women in Canada between 1986 and 2000; on average, the significant increases in rates were greater than 3.0% per year among men in Newfoundland, New Brunswick, Ontario, Manitoba and Saskatchewan, and were greater than 2.0% per year among women in Ontario and Manitoba. We observed a significant provincial decline in DM mortality rates only among women in Quebec.

We plotted the DM mortality rates by 10-year age group for three 5-year periods within the complete study period (Figure 2). For both sexes, the rates increased with each successive age group. Mortality from DM increased sharply for the 75 and over age groups; the highest rates were observed among those aged 85 or over. The rates also increased with each consecutive time period. For each age group, the highest ASMRs occurred in the most recent time period (1996–2000) in both sexes.

Table 2 presents the ASMRs and AAPC by sex and age for the entire study period (1986–2000). The ASMRs of DM increased with each age group in both sexes; the highest rates appeared among those aged 85 or older: 366.98 per 100,000 for men and 317.39 per 100,000 for women. The AAPC showed a significant increase of 2.0% or more for men aged 55 and over, and of 1.2% and 1.8% for women aged 55–64 and 85 or over, respectively.

**Discussion**

Our results show that mortality rates from DM in Canada have gradually increased for those over age 35 in both sexes between 1986 and 2000. On average, the annual increase was 2.4% for men and 0.7% for women in Canada between 1986 and 2000; on average, the significant increases in rates were greater than 3.0% per year among men in Newfoundland, New Brunswick, Ontario, Manitoba and Saskatchewan, and were greater than 2.0% per year among women in Ontario and Manitoba. We observed a significant provincial decline in DM mortality rates only among women in Quebec.
women. Rates increased significantly among men aged 55 and over and among women aged 55–64 and 85 or over.

In Missouri, the rate of reported diabetes-related deaths rose by about 3% per year from 1989 to 1994. An increased trend in diabetes mortality was also seen in South Carolina. The diabetes mortality rate for the United States was 13.3 per 100,000 population in 1995 and 25.4 per 100,000 population in 2002. Our findings of increased DM mortality rates are also consistent with those of a previous Canadian study.

Increased DM mortality may be due to the increased incidence and prevalence of DM, which is occurring at an alarming rate in both developed and developing countries. In the United States, the prevalence of diagnosed diabetes increased to 4.8% in 200 from 2.9% in 1990. The rapidly growing prevalence of diabetes in Asia heralds a large increase in the incidence of diabetes-related deaths in the coming decades. The population incidence and prevalence of diabetes have also increased in Canada. The age-adjusted prevalence of diabetes rose by 49% between 1986 and 1991 in adults aged 25 or over in Manitoba and increased from 4.7% in 1995 to 6.2% in 1999 in adults aged 20 and over in Ontario. In addition, a large proportion of the population has undetected diabetes. For these reasons, the reported prevalence of diabetes is likely a low estimate.

The increase in the prevalence of DM might have different explanations. The prevalence of DM has increased over time while its incidence remains relatively stable in Ontario and Manitoba, which might be explained by the fact that people are living longer after diagnosis with DM. We note that the prevalence of DM for all populations in the US was 3.3% in 1996 and 4.1% in 1997. The new American Diabetes Association Diagnostic Criteria, first used in clinical practice in 1997, may have resulted in the detection of a greater proportion of people with undiagnosed diabetes. An increased prevalence of overweight people and obesity may play an important role in the development of DM.

Obesity is known to be a strong risk factor for type 2 diabetes. A strong relationship between obesity and the development of DM has been found in both sexes. Most patients with early-onset type 2 diabetes in Mexico are obese or overweight. At present, the prevalence of overweight people and obesity is increasing worldwide, possibly resulting in increased DM incidence and mortality. For Canadian adults aged 20 to 69, the prevalence of overweight people and obesity gradually increased from 47.0% in 1970–1972, to 55.6% in 1978–1979, to 58.1% in 1986–1992 (similar trends were in all age groups) among men. The prevalence of overweight people and obesity was 33.9%, 42.3% and 40.6% among women over the same time period. The prevalence of overweight people and obesity is growing at a faster rate.

### Table 2

<table>
<thead>
<tr>
<th>Age groups</th>
<th>Mortality rate per 100,000</th>
<th>AAPP</th>
<th>Mortality rate per 100,000</th>
<th>AAPP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
<td></td>
<td>Women</td>
<td></td>
</tr>
<tr>
<td>35–44</td>
<td>2.56</td>
<td>1.51</td>
<td>1.32</td>
<td>1.56</td>
</tr>
<tr>
<td>45–54</td>
<td>7.88</td>
<td>1.24</td>
<td>4.26</td>
<td>0.73</td>
</tr>
<tr>
<td>55–64</td>
<td>26.52</td>
<td>2.74**</td>
<td>17.00</td>
<td>1.21*</td>
</tr>
<tr>
<td>65–74</td>
<td>76.58</td>
<td>2.90**</td>
<td>52.42</td>
<td>0.58</td>
</tr>
<tr>
<td>75–84</td>
<td>187.82</td>
<td>2.00**</td>
<td>145.39</td>
<td>0.06</td>
</tr>
<tr>
<td>85+</td>
<td>366.98</td>
<td>2.85**</td>
<td>317.39</td>
<td>1.84**</td>
</tr>
<tr>
<td>35+</td>
<td>41.17</td>
<td>2.44**</td>
<td>30.30</td>
<td>0.71*</td>
</tr>
</tbody>
</table>

* Significant at p = 0.05
** Significant at p = 0.01

### Figure 2

Age-standardized mortality rates (per 100,000) of DM by age, sex and 5-year calendar period, Canada
among men than among women, which may result in rapidly rising mortality rates of DM in men, but not in women. It is possible that obesity heightens the risk of overall mortality and circulatory disease mortality, and even more substantially increases the risk of diabetes mortality.\textsuperscript{31}

Our results reveal differences in the ASMRs of DM by geographic region (i.e., province/territory and county), sex and age. These differences may be associated with environmental risk factors and socio-economic status. Sex-related dissimilarities in risk factors were observed in the Finmark Study\textsuperscript{32} and in Uganda.\textsuperscript{27} The MONICA Augsburg study also found sex-related differences that seem to be a factor in disease development.\textsuperscript{33} High rates of DM prevalence are strongly correlated with indicators of low socio-economic status, poor environmental quality and lifestyle.\textsuperscript{34,35} In another Finnish study, a clear socio-economic gradient in mortality emerged in every age group of people with diabetes.\textsuperscript{36}

Many studies report excess mortality related to DM. Mortality among individuals with type 2 diabetes has been 1.4 to 3.7 times higher than the rate among people without diabetes,\textsuperscript{37} in particular in deaths from circulatory disease.\textsuperscript{38–41} Patients with DM have an increased atherogenic cardiovascular risk profile,\textsuperscript{42} which might explain the sharp increase in DM mortality rates at ages 75 or over that we found among both sexes in our study.

Type 2 diabetes is one of the lifestyle-related diseases. During a 16-year follow-up study in the US, researchers found that the majority of cases of type 2 diabetes could have been prevented by the adoption of a healthier lifestyle.\textsuperscript{26} Smoking cessation is of utmost importance in facilitating glycemic control and limiting the development of diabetic complications,\textsuperscript{33} and may significantly decrease the mortality from DM.\textsuperscript{38} Physical activity has been significantly associated with decreased prevalence of type 2 diabetes and related comorbidity,\textsuperscript{43} as well as with reduced risk of cardiovascular disease, cardiovascular death and total mortality among men with type 2 diabetes.\textsuperscript{44,46} More physical activity and a less sedentary lifestyle are important in preventing obesity and diabetes\textsuperscript{44,46–49} and in reducing the risk of cardiovascular events among both sexes.\textsuperscript{46,48}

The data in our study have several limitations. One is that the data included all types of diabetes and did not permit the distinction between patients with type 1 and type 2. Although type 1 diabetes most commonly occurs in childhood, it can occur at any age,\textsuperscript{50} and could not be ruled out in our study, which focused on deaths among those aged 35 or older. However, other research reports that type 2 DM currently accounts for about 90–95% of all cases.\textsuperscript{50,51} Another limitation is that the mortality data we used here were the underlying cause of death, resulting in significantly under-represented mortality rates. DM is known to be under-reported on death certificates as an underlying or contributing cause of death.\textsuperscript{52}

In this study, we used data from Statistics Canada’s national annual mortality files, and our results on DM mortality may be underestimated. A final limitation is that the data for 2000 were coded according to the ICD–10, unlike the data for the preceding years. However, only a small difference between ICD–9 and ICD–10 codes was seen for diabetes; a preliminary estimate from the US indicates less than a 1% increase due to ICD–10 coding of diabetes.\textsuperscript{53}

In conclusion, we observed a substantial increase in mortality from DM among Canadians aged 35 and over between 1986 and 2000, particularly in men. Our results may provide a scientific basis for efforts to reduce mortality from DM among target populations in Canada.
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A significant number of Canadian children and youth are victims of abuse and neglect, yet there is little national-level information available on this problem. The Injury and Child Maltreatment Section of the Centre for Healthy Human Development and its many partners across Canada are contributing to our knowledge and understanding of child maltreatment through the Canadian Incidence Study of Reported Child Abuse and Neglect (CIS). The first cycle of data collection for the CIS was in 1998, with a first report issued in 2001. The second cycle occurred in late 2003. Many researchers have used CIS data, in addition to information reported by Public Health Agency of Canada, to examine various aspects of child maltreatment in Canada.

Overview of the CIS

The CIS is the first nationwide study to examine the incidence of reported child maltreatment and the characteristics of children and families investigated by Canadian child welfare services. Information is gathered from participating provincial and territorial child welfare agencies across Canada. The CIS addresses the four principal forms of maltreatment: physical abuse, sexual abuse, neglect and emotional maltreatment.

The CIS is intended to follow the health surveillance cycle, which involves three stages: data collection/acquisition, data analysis, the broad dissemination of the information for action and a return to data collection. The CIS operates on a five-year periodic data collection and reporting cycle. CIS–1998 data collection was conducted in 1998 and data collection for CIS–2003 occurred in the fall/winter of 2003. The third cycle of CIS data collection is planned for 2008. The ongoing and cyclical nature of the CIS surveillance system generates data that will continue to build knowledge by tracking trends and forming an evidence base for policy development and evolution of practice. CIS data are also used for detailed research. The first cycle of this surveillance system has already provided valuable information on not only the occurrence of child maltreatment among investigated cases, but also on the characteristics of maltreated children, their families, and their circumstances in the community.

CIS–1998 combined its core study with four provincially supported studies at additional sites in Newfoundland, British Columbia, Quebec and Ontario. A larger sample in these jurisdictions allowed the calculation of independent provincial incidence estimates. Prince Edward Island, the Northwest Territories, Ontario and Alberta are providing extra resources for oversampling in CIS–2003.

Partners

Public Health Agency of Canada carries out the CIS in collaboration with provincial/territorial governments, participating child welfare agencies and a dedicated study team. This is a team of researchers from regional academic centres at the University of Calgary, Memorial University, Université Laval, and the University of Toronto under the leadership of Dr. Nico Trocmé. The study is guided by a national advisory committee in which expertise is drawn from many fields including public health, child advocacy, child welfare, pediatrics, children’s mental health, social services and criminal justice.

Present work

Data collection for CIS–2003 is now complete, with the data verified for inconsistencies and entered into a database. The study team will soon enter the data analysis and reporting phase of the study.

The final report for CIS–2003 will be available in October 2005. This report will be the second national report on child maltreatment in Canada and will provide the opportunity to compare child abuse and neglect in Canada at two distinct points in time. When released, copies of the report will be available from the National Clearinghouse on Family Violence by calling 1 800 267-1291 or by e-mailing ncfv-cnivf@hc-sc.gc.ca.

While awaiting the results of CIS–2003, research relating to CIS–1998 is being conducted on many facets of child maltreatment. For example, a recent article presented a comparative analysis of Aboriginal and non-Aboriginal families to identify important differences in terms of numbers of child maltreatment investigations, types of maltreatment, the placement of children in out-of-home care, and socioeconomic factors. Another article discussed the nature and severity of physical harm caused by abuse and neglect based on reports of child
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maltreatment documented in the CIS. Another research article used CIS data to compare children with developmental delays to those with no developmental delays, in terms of type and severity of abuse and parental characteristics such as income and education.4

Important findings from CIS–1998 are also discussed in the latest issue of the Health Policy Research Bulletin, HPRB released in September, 2005. The Health Policy Research Bulletin can be found at www.hc-sc.gc.ca/arad-draa. Copies of CIS-1998 can be ordered from the National Clearinghouse on Family Violence by telephone at 1-800-267-1291 or by e-mail to ncfv-cnivf@hc-sc.gc.ca.
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<td>Tel.: (301) 718-6500 Fax: (301) 656-0989 E-mail: <a href="mailto:ispe@paimgmt.com">ispe@paimgmt.com</a> <a href="http://www.pharmacoepi.org/meetings/index.cf">http://www.pharmacoepi.org/meetings/index.cf</a></td>
</tr>
<tr>
<td>18–21 September, 2005</td>
<td>Canadian Public Health Association 96th Annual Conference Mapping the Future of Public Health: People, Places and Policies</td>
<td>Ottawa, Ontario, Canada</td>
<td>E-mail: <a href="mailto:conference@cpha.ca">conference@cpha.ca</a> <a href="http://www.cpha.ca/english/conf/96thAnl/96conf.htm">http://www.cpha.ca/english/conf/96thAnl/96conf.htm</a></td>
</tr>
<tr>
<td>25–29 September, 2005</td>
<td>17th Conference of the International Society for Environmental Epidemiology</td>
<td>Pretoria, South Africa</td>
<td>ISEE 2005 Conference Organizing Committee School of Health Systems and Public Health University of Pretoria PO Box 667 Pretoria 0001 South Africa Tel.: +27 31 266 2384 Fax: +27 31 266 2380 E-mail: <a href="mailto:confcall@yebo.co.za">confcall@yebo.co.za</a> <a href="http://www.isee2005.co.za">http://www.isee2005.co.za</a></td>
</tr>
<tr>
<td>23–24 October, 2005</td>
<td>14th Annual Meeting International Genetic Epidemiology Society</td>
<td>Salt Lake City, UT, USA</td>
<td><a href="http://www.biostat.wustl.edu/~genetics/iges/meetings.html">http://www.biostat.wustl.edu/~genetics/iges/meetings.html</a></td>
</tr>
<tr>
<td>5–9 November, 2005</td>
<td>133rd Annual Meeting: Evidence Based Policy and Practice American Public Health Association</td>
<td>New Orleans, LA, USA</td>
<td>E-mail: <a href="mailto:diane.lentini@apha.org">diane.lentini@apha.org</a> <a href="http://www.apha.org/meetings/future_past.htm">http://www.apha.org/meetings/future_past.htm</a></td>
</tr>
<tr>
<td>6–8 May, 2006</td>
<td>Reasons for Hope 2006 – CBCRA’s 4th Scientific Conference Canadian Breast Cancer Research Alliance</td>
<td>Montréal, Quebec, Canada</td>
<td>Susan Wall Coordinator, Conferences and Meetings Tel.: (416) 596-6598 x 313 E-mail: <a href="mailto:swall@cbcf.org">swall@cbcf.org</a> <a href="http://www.breast.cancer.ca/reasons_for_hope_conferences/Default.asp?language=English">http://www.breast.cancer.ca/reasons_for_hope_conferences/Default.asp?language=English</a></td>
</tr>
</tbody>
</table>
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New Editor-in-Chief

As past Editor-in-Chief of Chronic Diseases in Canada, I extend my sincere apologies to the authors, subscribers and everyone else who has been affected by the recent unprecedented delay in the processing and review of manuscripts and in the publication of this issue.

The move from Health Canada to the new Public Health Agency of Canada, a further move within the Agency, and personnel changes all caused disruptions throughout the system.

I am pleased to announce that David Carle-Ellis has agreed to take on the position of Acting Editor-in-Chief of Chronic Diseases in Canada. The transition will be gradual; we will both be available to ensure the continuity of the journal.
**CDIC: Information for Authors**

_Chronic Diseases in Canada_ (CDIC) is a peer-reviewed, quarterly scientific journal focusing on the prevention and control of non-communicable diseases and injuries in Canada. This may include research from such fields as epidemiology, public/community health, biostatistics, behavioural sciences and health services. CDIC endeavours to foster communication on chronic diseases and injuries among public health practitioners, epidemiologists and researchers, health policy planners and health educators. Submissions are selected based on scientific quality, public health relevance, clarity, conciseness and technical accuracy. Although CDIC is a publication of the Public Health Agency of Canada, contributions are welcomed from both the public and private sectors. Authors retain responsibility for the contents of their papers, and opinions expressed are not necessarily those of the CDIC Editorial Committee or of the Public Health Agency of Canada.

### Feature Articles

**Regular Feature Articles:** Maximum 4,000 words for main text body (excluding abstract, tables, figures, references) in the form of original research, surveillance reports, meta-analyses, methodological papers, literature reviews or commentaries.

**Short Reports:** Maximum 1,200 words (as above).

**Status Reports:** Describe ongoing national programs, studies or information systems at the Public Health Agency of Canada (maximum 3,000 words).

**Workshop/Conference Reports:** Summarize workshops, etc. organized or sponsored by the Agency (maximum 3,000 words).

**Cross-Canada Forum:** For authors outside of the Public Health Agency of Canada to exchange information from research or surveillance findings, programs under development or program evaluations (maximum 3,000 words).

### Additional Article Types

**Letters to the Editor:** Comments on articles recently published in CDIC will be considered for publication (maximum 500 words).

**Book/Software Reviews:** Usually solicited by the editors (500–1,300 words), but requests to review are welcomed.

### Submitting Manuscripts

Submit manuscripts to the Editor-in-Chief, _Chronic Diseases in Canada_, Public Health Agency of Canada 130 Coloneladb Road, CDIC Address Locator: 6501G, Ottawa, Ontario K1A 0K9, e-mail: cdic-mcc@phac-aspc.gc.ca.

Since CDIC adheres in general (section on illustrations not applicable) to the “Uniform Requirements for Manuscripts Submitted to Biomedical Journals” as approved by the International Committee of Medical Journal Editors, authors should refer to this document for complete details before submitting a manuscript to CDIC (see <www.cma.ca> or Can Med Assoc J 1997;156(2): 270–7).

### Checklist for Submitting Manuscripts

**Cover letter:** Signed by all authors, stating that all have seen and approved the final manuscript and have met the authorship including a full statement regarding any prior or duplicate publication or submission for publication.

**First title page:** Concise title; full names of all authors and institutional affiliations; name, postal and e-mail addresses, telephone and fax numbers for corresponding author; separate word counts for abstract and text.

**Second title page:** Title only; start page numbering here as page 1.

**Abstract:** Unstructured (one paragraph, no headings), maximum 175 words (100 for short reports); include 3–8 key words (preferably from the Medical Subject Headings (MeSH) of Index Medicus).

**Text:** Double-spaced, 1 inch (25 mm) margins, 12 point font size.

**Acknowledgements:** Include disclosure of financial and material support in acknowledgements; if anyone is credited in acknowledgements with substantive scientific contributions, authors should state in cover letter that they have obtained written permission.

**References:** In “Vancouver style” (consult Uniform Requirements and a recent CDIC issue for examples); numbered in superscript (or within parentheses) in the order cited in text, tables and figures; listing up to 6 authors (first 3 and “et al.” if more); without any automatic reference numbering feature used in word processing; any unpublished observations/data or personal communications used (discouraged) to be cited in the text in parentheses (authors responsible for obtaining written permission); authors are responsible for verifying accuracy of references.

**Tables and Figures:** Each on a separate page and in electronic file(s) separate from the text (not imported into the text body); as self-explanatory and succinct as possible; not duplicating the text, but illuminating and supplementing it; not too numerous; numbered in the order that they are mentioned in the text; explanatory material for tables in footnotes, identified by lower-case superscript letters in alphabetical order; figures limited to graphs or flow charts/templates (no photographs), with software used specified and titles/footnotes on a separate page.

**Number of copies:** If submitting by mail, one complete copy, including tables and figures; one copy of any related supplementary material, and a copy of the manuscript on diskette. If submitting by e-mail to cdic-mcc@phac-aspc.gc.ca, please fax or mail the covering letter to the address on the inside front cover.