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Figure 13. (Cont.) Daily values of measured weather elements, Peyto Glacier, 1968 
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Table 4. Intercorrelation matrix for 1968 model (June-September)* 

Q1 To T1 Tmax0 Tmax1 RH0 

Q1 1.00 0.48 0.67 0.47 0.66 -0.25 
To 1.00 0.82 0.97 0.83 -0.65 
T1 1.00 0.79 0.97 -0.41 
Tmax0 

1.00 0.82 -0.69 

Tmax1 1.00 -0.47 
RH0 

RH1 
Ho 
H1 
Yo 
VI 
Rswo 
Rsw1 
Qo 

*Based on 109 continuous daily observations. 

T 0 -mean daily (0001-2400) temperature (°C), 

T 1 -mean daily temperature for previous day, 

T max -maximum daily (0001-2400) temperature 
0 (oC), 

T max 
1 

- maximum daily temperature during previous 
day, 

-mean daily (0001-2400) relative humidity 
(%), 

-mean daily relative humidity during previous 
day, 

-percentage sunshine hours(%), 

- percentage sunshine hours during previous 
day, 

-daily incident shortwave radiation (kJm· 2 ), 

- daily incident global radiation during 
previous day, 

-daily (2001-2000) run of wind (km), 

-daily run of wind during previous day. 

In some models tested, rainfall was used as an 
independent variable instead of extracting it from dis­
charge. When this was done the following were used: 

P0 -total daily (2001-2000) rainfall (m3 ) over 
Peyto Glacier, 

P1 -total daily rainfall for the previous 24-hour 
period. 

These variables are illustrated graphically in Figure 13. 

In a step-wise procedure a number of intermediate 
regression equations are obtained, as well as the complete 
multiple regression equation. These equations are obtained 
by adding one variable at a time; the variable added is that 
one which makes the greatest improvement in "goodness of 
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1.00 

RH1 Ho H1 Yo V1 Rswo Rsw1 Qo 

-0.38 0.19 0.32 0.21 0.06 0.12 0.23 0.90 
-0.56 0.58 0.61 0.22 0.02 0.38 0.48 0.67 
-0.66 0.35 0.55 0.32 0.12 0.18 0.35 0.75 
-0.58 0.67 0.64 0.16 -0.01 0.50 0.55 0.67 
-0.71 0.42 0.66 0.25 0.09 0.28 0.48 0.73 

0.53 -0.77 -0.53 -0.38 0.02 -0.62 -0.49 -0.39 
1.00 -0.39 -0.78 -0.34 -0.08 -0.29 -0.62 -0.44 

1.00 0.53 0.07 -0.08 0.82 0.55 0.31 
1.00 0.08 -0.06 0.44 0.81 0.42 

1.00 0.25 -0.03 -0.01 0.24 
1.00 -0.15 -0.14 -0.05 

1.00 0.67 0.23 
1.00 0.31 

1.00 

fit". The important property of the step-wise method is 
that a variable may be indicated to be significant early in 
the operation but after several other variables are added to 
the regression equation, the initial variable may be 
indicated to be insignificant and will be removed before 
others are added. Thus only significant variables are 
included in the final regression (Efroymson, 1960, pp. 
191-192). 

For all of the test runs, based on 1968 data, additive 
rather than multiplicative models were used, as on the basis 
of physical and statistical reasoning transformations were 
not desired. Initial runs used precipitation as an 
independent variable, without it being extracted from the 
runoff records. For rainy periods this is a suitable method, 
if there are few zero events to destroy the relationship of 
the rainfall-runoff process. June 1968 at Peyto was a rainy 
period with some rain on 50% of the days; in August there 
was rain on 65% of the days. Models for these rainy periods 
produced good results with a variance explanation and 
standard error as a percentage of the mean of 93.2% and 
12.4%, and 94.5% and 12.5%, respectively. Lang ( 1967) 
also found precipitation to be a useful predictor for wet 
periods; in his analysis rain occurred 73% of the time. In 
such cases variations in runoff are determined largely by the 
number and persistence of rainfall events. However, when 
radiation inputs dominate the melt and runoff process, 
scattered rainfalls are not detected in a multiple regression 
analysis, and statistically, precipitation becomes an 
insignificant predictor variable. In order to account for the 
effect of precipitation on discharge, precipitation must first 
be extracted from the runoff record by some physically 
meaningful method. This was done for Peyto Creek 
discharge for June-September, 1968, by the method 
outlined above. Results suggest this extraction was 
successfu I, except for the month of September, when fresh 
snow and rain caused problems in selecting the best 
percentage distribution. 



A further complication, which one must be aware of, is 
the problem of inter-correlation among predictor variables. 
Hydrometeorological data is particularly prone to this 
problem. Table 4, is a correlation matrix for all variables 
(excluding rainfall) over the time period June 6 to 
September 21, 1968. Two sets of inter-correlations are 
particularly significant: one between mean and maximum 
temperature (and their lag complements). and the other 
between sunshine hours and radiation. 

If all these predictor variables are entered into the 
regression analysis, negative regression coefficients usually 
result, suggesting the existence of an inverse relationship 
with the dependent variable. In general, these results are 
physically misleading as some of the negative, partial 
correlation coefficients are caused by high intercorrelations 
between predictor variables. 

Table 5, illustrates how sensitive the partial correlation 
coefficient can be. In the first case a II variables are forced 
into the model and several negative coefficients are present. 
These in turn result in negative regression coefficients. 
Reasonable physical intuition suggests that these are not 
true relationships. In reality, one variable is trying to 
explain variations already accounted for by the other, i.e. 
they are not "independent" of each other. 

In analyzing the intercorrelation matrix, a decision 
must be made concerning mean and maximum temperature 

Table S. Comparison of partial correlation coefficients 

A B c D 

Q1 0.891 0.872 0.868 0.891 
To -0.084 0.396 0.364 0.508 
TJ 0.169 -0.063 -0.017 

Tmax0 
0.353 

Tmaxl -0.261 
RH0 0.123 0.122 0.084 0.066 
RH1 0.054 0.002 0.035 
Ho -0.090 -0.006 0.101 0.100 
HI 0.191 0.111 -0.003 
Yo 0.200 0.164 0.147 0.057 
YJ -0.333 -0.323 -0.314 
Rswo 0.114 0.152 
Rswl -0.161 -0.181 

R2 91.9 90.4 90.1 88.9 

SQo 
0.219 0.236 0.238 0.246 Q;-

and sunshine and radiation. Either the variables can be 
combined in some manner, perhaps through the use of 
principal component analysis, or one of the two variables 
must be dropped. In this study maximum temperature and 
radiation were dropped. The use of mean temperature is a 
standard procedure, but one would not expect the 
important physical variable of global radiation to be 

Table 6. Results of selected multiple regression analyses for 1968. 

Constant Regression Coefficients SQO 
RUN a R2 

(xl 05) Ql To TJ RH0 RH1 Ho HJ Yo YJ Qo 

Monthly Models 

1. June -0.2 0.875 5520.8 6440.3 86.9 0.160 
2. July -3.7 0.738 35260.3 12086.5 3655.0 -1205.2 358.8 -520.7 96.7 0.117 
3. Aug. - 3.2 0.731 41262.8 2596.5 -1082.2 91.2 0.127 
4. Sept. 5.6 8826.1 -5630.1 70.9 0.280 

Weather Period 
Models 

5. June -0.2 0.875 5520.8 6440.3 86.9 0.160 
6.July1-

-4.0 0.705 38040.0 11871.9 3816.4 -1442.4 346.7 -445.9 96.4 0.118 
Aug. 5 

7. Aug. 6-
0.9 0.588 12195.0 -142.9 76.6 0.266 

Sept. 21 

Season Model 

8. June-
0.06 .787 14266.7 94.1 -156.3 89.6 0.238 

Sept. 

Models 
Without Q1 

9. June 1.1 10968.6 21.3 0.378 
10. July-

- 11.5 68833.3 10263.6 842.2 84.1 0.233 
Aug. 5 
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2 Day Constant 
Running a 

Mean (x 105) 
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0.13 
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Table 6. (Cont'd) Results of selected multiple regression analyses for 1968 

QJ T 

0.732 17555.7 

0.973 14976.7 

0.643 52497.9 

0.542 13006 .2 

7 12 17 

Regression Coefficients 

RH 

10013.3 

R2 
H Rsw v 

-9 1.9 88.1 

606.3 89.6 

7.4 93.5 

- 147 .7 71.8 

DISCHARGE WITH RAINFALL EXTRACTED · 

-PREDICTED DISCHARGE, MODEL NO. 8 
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Qo 
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Figure 14. Observed and predicted discharge, 1968 (model no. 8) 
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Figure 15. Observed and predicted discharge, 1968 (models no. 5, no. 6 and no. 7) 

eliminated. In this case, however, it is a question of 
sunshine hours being the easier variable to measure. 
Practicality is of prime importance in this case. 

Steps B and C in Table 5 show the effects of removing 
those two variables; lag variables become negative, except 
for relative humidity. Again, high intercorrelation (>0.6) 
appears to be the cause, except in the case of wind lagged 
(V1L which in all runs is a negative coefficient. The 
physical reason for this is in doubt, but may be related to 
convective turbulence. Step D eliminates the variables with 
moderately high collinearity, and pos1t1ve partial 
coefficients result. It must be remembered that these steps 
are not taken just to obtain positive relations. In other cases 
negative relations may be the true ones. 

From this discussion the reasons for maximum 
temperature and radiation not being included in the final 
regression model is clear. Precipitation is the other weather 
element removed before the commencement of the 
analysis. 

The results of several regression analyses of 1968 data 
are presented in Table 6. Figures 14-17 compare the 
observed and predicted discharge for several of these 
models. The question is which model or combination of 
models is most useful. 

Practically, one model for the entire ablation period, 
such as No. 8, would be most useful, but in reality a single 
model for Peyto Glacier tries to combine several different 
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Figure 16. Observed and predicted discharge, July-August 1968 (models no. 2 and no. 3) 

weather and hydrologic periods. This results in a slightly 
lower variance explanation and a higher standard error for 
discharge than the models for shorter time periods. The 
model is particularly weak for the low-flow rainy month of 
June. Undoubtedly the variables in the model were an 
expression of the July-August hydrometeorological events, 
as evidenced by the reasonably good fit for this period (Fig. 
14) . Overall, this model is acceptable if a single seasonal 
model is desired . 

Models 1· 7 are an attempt to improve the prediction of 
discharge by considering the varying hydrometeorological 
conditions of 1968. June (models 1 and 5) was a cool wet 
month · w ith precipitation extracted, temperature both 
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previous and same day, becomes the dominant 
meteorological parameter. The lag effect is particularly 
significant for this model which represents a period in 
which a fresh winter snow cover is ripening. 

The weather period of July 1-August 5 (model 6) was 
warm with occasional days of rain . Temperature, relative 
humidity, sunshine and wind all contributed to the variance 
reduction . Considering the variability of discharge over the 
period the model's explanation is very good (Fig. 15) . A 
model for the month of July (#2) yields virtually identical 
results, indicating that similar hydrometeorological con­
ditions exist (compare Figures 15 and 16). Two lag 
variables, sunshine and wind, suggest an inverse relation with 
discharge. Reasons for this have not been found. 



Representing the latter part of the 1968 melt season, 
which was cool and wet with intermittent snow, three 
models were tested: two monthly and a combined one. The 
latter model is not as good as #5 and #6 in its explanation 
of events; this is a result of poor relationships during the 
month of September as indicated in model 4. Fresh snow in 
parts of the basin is suspected to create these com· 
plications. For August alone a good model (#3) is obtained 
(Fig. 16) suggesting August and September hydro­
meteorological events are not similar. A colder, snowy 
September presents a different hydrologic situation to a 
cool, rainy August. 

From the above results, the importance of lag 
parameters is evident; why negative relationships should 

11111111-- MEASURED DISCHARGE (RAINFALL EXTRACTED) 

_--PREDICTED, MODEL NO. 10 

900 

50 ____ _ 

2 7 12 17 22 27 6 

JULY AUGUST 

Figure 17. Observed and predicted discharge, July 1-August 5, 
1968 (model no. 10) 

exist is not clear. In an attempt to overcome the need of 
using two independent variables to represent two 
succeeding time periods, models were tested using the 
two-day running mean for each variable. The results are 
given in models 11-14. 

The seasonal model (#11) is very similar to seasonal 
model (#8). Although it has a slightly higher explanation of 
variance, it also has a higher standard error of the estimate. 
The July-August (#13) and August-September (#14) 
models do not represent the events as well as those using 
individual daily values, but the June model (#12) is slightly 
better. However, it is this month which is in least need of 
improvement. Because of the lack of improvement provided 
by these models, the use of the two-day running mean is 
not advantageous in this analysis. 

Of greater significance in the analysis is the need to 
have discharge from the previous time period (01) as a 
predictor variable. Runoff from Peyto Glacier is not a 
random event; it is quite the opposite, and for this reason 
the previous day's runoff was included as a predictor 
variable. In addition to the points previously presented, the 
usefulness of 0 1 in the model is evident in an analysis of 
the residuals. Draper and Smith (1966) provide a good 
discussion on the tests applied to residuals. Basically, one 
must avoid trends, runs, and serial correlation of these 
values. It is in the elimination of these undesirable 
properties that the necessity of 0 1 is best seen. 

Models 9 and 10 were run without using the previous 
day's discharge as an independent variable . The model for 
June is a complete failure; the July-August model (Fig. 17) 
has a reasonable explanation of variance but a higher 
standard error of the estimate. However, the residuals of 
these models provide very interesting comparisons to those 
which include discharge, 0 1 (models #5 and #6). 

The test for the presence of any autocorrelated 
disturbances was the Durbin-Watson "d" Statistic 
(Johnston, 1963). Letting et (t = 1, . . . n) denote the 
residuals from the fitted-least-squares regression, then 

n 
~ (et- et-1)2 

t=2 
d 

n 
et2 ~ 

t=1 

The serial correlation coefficients of the residuals for 
models 1 or 5 and 9 (June) are 0.33 and 0 .82 respectively, 
while for July 1 - August 5, models 6 and 10 had residual 
autocorrelation coefficients of -0.02 and +0.35. The results 
for June clearly show that without discharge for the 
previous day included in the model, the unexplained values 
are anything but random . For the July-August period the 
residuals are random when runoff is included although 
without it the Durbin-Watson test was inconclusive, suggest­
ing the model could be used if desired. 
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Figure 18. Peyto Glacier, application of the 1968 season model (no. 8) to the 1969 hydrograph 

These comparisons show the type of checks that must 
be made on this type of model. The end result is a model 
which is both physically and statistically stable. For 1968, 
models 1, 2, 3, 5, 6 and 8 are good models; models 1, 2, 3 
and 6 are the best. 

In all the above models, previous day's discharge (01) 
and the temperature parameters (T 0 and T 1) are the 
dominant variables. The other meteorological parameters 
are less significant and more variable in their entry or exit 
either to or from a particular model, depending on the 
weather conditions. The models discussed above have been 
developed and tested on one and the same year's data - not 
an entirely desirable situation. Therefore, the better models 
were tested using 1969 data. Precipitation totals were 
calculated by the same method as outlined previously: 
extraction of the totals from the discharge record produced 
the revised hydrograph. 

Results of the test were very encouraging. Application 
of the 1968 season model (#8) to the 1969 hydrograph 
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(Fig. 18) accounted for 82.4% of the variation in dis­
charge, and provided a particularly good fit to the 
June-July runoff period. As in 1968, the early and late part 
of the season does not provide as good a fit as might be 
hoped. However, considering the different weather con­
ditions between the two years, the discharge prediction is 
good. 

Better results were obtained when the period models 
(#5, #fJ, #7) were applied although the actual dates 
differed, the period models were used when the climatic 
conditions were similar to the 1968 conditions. Model #5, 
applied to the early part of the season when there was an 
extensive snow cover over the basin, produced excellent 
results (Fig. 19) as it accounted for more of the variation 
than it did for the original 1968 data from which the 
equation was derived. The other two-period models did not 
hold up as well in testing as did the one for the first of the 
season. Model #6 predicts well on many days, but was in 
error for one brief period in July (Fig. 19). Model #7 for 
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Figure 20. Peyto Glacier, application of the 1968 August model (no. 3) to the August 1968 hydrograph 

August 5-26 was not at all satisfactory, but the 1968 
August-September model tested, was not one of the best 
196S models. Instead, a better discharge prediction is 
obtained if the August 196S model (#3) is applied to the 
August 1969 data (Fig. 20). The result is even more 
encouraging when one considers the much greater daily 
variation in discharge in 1969 than 1968. From the above 
results it is clear that the season model in general, provides 
a more accurate estimation of discharge from June 1S 
onwards than do the two weather period models tested. 

A comparison and summary of all these results is 
tabulated in Table 7. In four of the five models tested, 
(#SA, 6A, 7A, 3A) variance explanation decreases from 7% 
to 35%, while the percentage standard error increases 3% to 
16%. These percentage changes are to be expected in such a 
testing of a multivariate model. To compare the test models 
for 1969, new 1969 models were derived in the same 
manner as the original 196S models. The same time periods 
were used as were employed in testing the 196S models. 
Table 7 compares the variables, variance explanation and 
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standard error for these new 1969 models with models 5A, 
6A, 7 A, and SA. 

In all cases the new 1969 models give slightly better 
results than those obtained from the application of the 
196S equations. Particularly encouraging is the small 
improvement in the 1969 season model and the early 
season model over models SA and 5A, respectively. This 
suggests that the Peyto Creek hydrograph can be predicted 
using multiple regression models which consider auto­
correlative effects. The dominant predictor valuables are 
the temperature and discharge parameters in both 196S and 
even more in 1969; as pointed out earlier there are less 
significant meteorological parameters which change from 
period to period and year to year; generally their influence 
is minor. Overall, then, it is evident that the testing of the 
196S models have been reasonably successful; subsequent 
years' data will allow further testing and modification of 
these initial predictive models. Hopefully, by the end of the 
I.H.D. program a series of more stable workable predictive 
models will be developed to apply to different weather and 
hydrologic periods for Peyto Glacier. 



Discussions and Conclusions 

Although the present models are quite promising, 
modifications and improvements both in the model and in 
the accuracy of the data will be sought. A limitation of the 
present approach is the need to include discharge as a 
predictor variable, although physically and statistically this 
makes sense. The problem is a practical one- discharge may 
not be measured in the future and only simple 
meteorological variables may be available. If discharge is to 
be included it remains to find a method of generating it 
from say an initial known event at the beginning of the 
season. 

Very preliminary analysis of this problem was 
attempted. Using the known hydrologic characteristics of 
the stream, a Monte Carlo generation technique was used. 
However, predictions were not in line with the observed 
discharge. Another thought was to use the predicted runoff 
of one day as the independent variable for the next, but 
continued over- or under-prediction resulted. One, instead 
requires, or at least desires, alternating over- and under­
predictions so that random deviations result. These 
particular approaches will require much further study by 
the author before a final conclusion may be made about 
their usefulness. 

Modifications or additions to the data collected up to 
1969 will also be of use in future Peyto Glacier studies 
which are concerned with detailed study of the hydro­
meteorological relations. Temperature data for higher 
elevations are available for the 1970 season. This additional 
information should eliminate the need of using an average 
lapse rate, and will improve the precipitation estimates for 
the basin. This new information should also improve the 
estimate of that portion of the basin which is effectively 
contributing to runoff either through rainfall or snow and 
ice melt. 

This additional temperature data, collected over the 
glacier, should provide information on temperature 
variations over ice as compared to over land. Preliminary 
analysis (Goodison, 1969) of data at the micro­
meteorological site suggested that air temperature over the 
land is significantly higher during the day than that over the 
ice. This has since been confirmed by additional data from 
the micrometeorological site. Noteworthy is that 
differences are not constant all day and are minimal during 
the night. Comparison of these diurnal fluctuations and the 
diurnal runoff regime would be a study of interest. 

Coincident with the additional Stevenson Screens are 
more rain gauges which will greatly improve the knowledge 
of areal distribution of precipitation over the glacier. The 
expanded rain-gauge network is anchored by a digital 
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recording gauge at the new micrometeorological site. By 
using the isohyetal or Thiessen polygon method (Bruce and 
Clark, 1966, pp. 167-169; Goodison, 1968, pp. 76-84) areal 
totals will now be determinable, as the data for 1970 
becomes available. Certainly, a measured total for different 
reaches of the basin should be much more accurate than a 
total extrapolated from a single gauge value. An improved 
estimate o-f precipitation (rain and snow) and its 
distribution will allow calculation of a more accurate 
"revised discharge value" (discharge minus rainfall) used in 
this statistical study. 

Useful data should also be forthcoming from the 
long-term temperature humidity and wind recorders 
installed at a high elevation in the glacier basin. These 
6-month recorders will provide new data during fall and 
winter periods in addition to the continuous summer 
records. All these improvements in data acquisition will 
certainly help reduce that portion of error attributable to 
field measurement. 

Needless to say, error may also be reduced by 
improvements and refinements of the method of statistical 
analysis. Cross-correlation or spectral analyses may suggest 
the use of a longer lag period for some of the predictor 
variables. By using a longer lag, perhaps the previous day's 
discharge may not be required as a predictor variable. 

To make the model more applicable to other basins in 
the North Saskatchewan headwaters region, models could 
be compared with those using Lake Louise data or other 
stations' data which will be recorded continuously in the 
future. There is no reason to expect good results in such a 
comparison because there is great variability in a mountain 
region and the further one goes from the study area, the 
greater will be the temporal and spatial variation of events. 
Physically a model could lose its significance, but 
statistically the model may provide a satisfactory result. 
Caution in the interpretation of results must be taken, 
when such a study is undertaken. It is the author's feeling 
that statistical modelling in hydrology must be based on 
sound physical reasoning. Lately, some research seems to 
have drifted from this idea. 

The results of this study have been in line with results 
of other researchers, in particular Ostrem ( 1969; 1970) and 
Lang ( 1967; 1969). The present study has attempted to go 
past the stage of correlation to develop regression 
equations. At this stage of the study, the development of a 
statistical runoff model has been very encouraging; future 
data should allow modification and improvement of the 
models presented, hopefully permitting prediction of 
short-term runoff events for Peyto Glacier. 
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