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# Depression and risk of heart disease 

by Heather Gilmour


#### Abstract

Objective A population-based sample of 4,948 men and women aged 40 or older who did not have heart disease in 1994/1995 were followed to 2006/ 2007 to determine if depression was associated with increased risk of heart disease diagnosis or death.

\section*{Data sources}

Data from seven cycles of the National Population Health Survey (NPHS), 1994/1995 through 2006/2007, were used for longitudinal analysis. Prevalence estimates of heart disease and depression in the population aged 40 years or older were based on the 2002 Canadian Community Health Survey 1.2: Mental Health and Well-being.

\section*{Analytical techniques}

The association between depression and heart disease was analyzed with separate proportional hazards models for men and women, adjusting for socio-demographic characteristics and heart disease risk factors.

\section*{Main results}

Among people aged 40 or older and free of heart disease in 1994/1995, 19\% of men and $15 \%$ of women had developed or died from heart disease by 2006/2007. The risk of heart disease was significantly higher for women who had depression, but not for men. When heart disease events occurring within two years of baseline were removed, depression was not significantly associated with heart disease risk among women or men.
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> Doth heart disease and depression are associated with a considerable health burden. ${ }^{1}$ Worldwide, coronary heart disease is the second leading cause of disability for men and the third leading cause for women; depression is the fourth leading cause of disability among men and the leading cause among women. ${ }^{2}$

In Canada, according to the 2002 Canadian Community Health Survey (CCHS) 1.2: Mental Health and Wellbeing, $9.9 \%$ of men (an estimated $682,000)$ and $8.2 \%$ of women $(606,000)$ aged 40 or older reported a diagnosis of heart disease. Among this same age group, $2.7 \%$ of men $(184,000)$ and $4.1 \%$ of women $(302,000)$ met the criteria for having had a major depressive episode in the year preceding the survey.

In addition to common risk factors such as smoking, diabetes, hypertension, alcohol use, physical activity and obesity, psychosocial characteristics have been associated with heart disease. ${ }^{3}$ Depression, in particular, has been found to worsen the prognosis of individuals who have suffered acute myocardial infarction (heart attack), and has been studied as a risk factor for the development of heart disease. ${ }^{4-7}$ Despite some negative results, 8,9 etiologic studies of populations initially free of heart disease generally support the link between depression and heart disease. ${ }^{10-23}$

Behavioural and physiological factors have been proposed as mechanisms that may explain the relationship between depression and heart disease. ${ }^{24}$ Since depression is associated with health behaviours that are, themselves, risk factors for heart disease, ${ }^{25}$ it is possible that the link with depression operates via these behaviours. Nonetheless, many studies ${ }^{10-15}$ have shown depression to be independently associated with cardiac outcomes when risk factors such as smoking, obesity, diabetes, alcohol use, physical activity, and hypertension are taken into account. The role of physiologic factors that are related to both depression and heart disease, such as shared genetic determinants, heart rate variability and inflammatory processes, ${ }^{24}$ may help to explain the association.

This article reports the results of a 12 -year prospective study of the relationship between depression and subsequent heart disease diagnosis or death in people initially free of heart
disease, when common heart disease risk factors are controlled.

## Data and methods

## Data sources

National Population Health Survey This analysis is based on longitudinal data from the first seven cycles (1994/ 1995 through 2006/2007) of the National Population Health Survey (NPHS). The household component covers the population living in private households in the 10 provinces in 1994/1995. It excludes people on Indian reserves, in the territories, on Canadian Forces bases, and in some remote areas.

In 1994/1995, 20,095 individuals were selected for the longitudinal panel, 17,276 of whom agreed to participatea response rate of $86.0 \%$. The response rates for subsequent cycles, based on these 17,276 respondents, were: $92.8 \%$ in 1996/1997; $88.2 \%$ in 1998/1999; $84.8 \%$ in $2000 / 2001 ; 80.6 \%$ in 2002/ 2003; 77.4\% 2004/2005; and 77.0\% in 2006/2007.

This analysis uses the cycle 7 (2006/ 2007) longitudinal "square" file, which contains records for all members of the original panel, regardless of whether information about them was obtained in every subsequent cycle. More detailed descriptions of the design, sample and interview procedures can be found in published reports. ${ }^{26,27}$

## Canadian Community Health Survey: Mental Health and Well-being

Prevalence estimates of heart disease and depression are based on the 2002 Canadian Community Health Survey (CCHS) 1.2: Mental Health and Wellbeing, which collected information from a sample of 36,984 household residents aged 15 or older living in the 10 provinces. Residents of the three territories, Indian reserves, institutions, and certain remote areas, full-time members of the Canadian Forces, and residents (military and civilian) of military bases were excluded. The response rate was $77 \%$. More detailed descriptions of the design, sample and
interview procedures can be found in other reports and on the Statistics Canada Web site. ${ }^{28,29}$

## Study sample

The study sample was selected from the 17,276 participants in the NPHS longitudinal panel in 1994/1995 (Chart 1). Respondents whose vital status in 2006/2007 was not known ( $\mathrm{n}=3,889$ ) or who did not have a complete questionnaire response in 1994/1995 ( $\mathrm{n}=294$ ) were excluded, as were those younger than 40 at cycle $1(1994 / 1995)(\mathrm{n}=6,646)$. Those who, in 1994/1995, reported a diagnosis of heart disease, had a missing response to the question about heart disease, or reported taking "medicine for the heart" in the previous month (even though they did not report a diagnosis of heart disease) were excluded ( $\mathrm{n}=$ 852). Also excluded were 264 respondents with incomplete depression data in 1994/1995; 220 respondents who had all missing or inconsistent heart disease responses after cycle 1 that could not be confirmed by other survey questions (having heart failure, angina, or ever having had a heart attack in cycles 4 to 7 ; or taking heart medication in cycles 2 to 7 ); and 143 respondents for whom cause of death was unknown. Finally, 20 respondents whose first episode of depression in the observation period and first report of heart disease occurred in the same cycle (1994/1995) were removed. The final study sample was $4,948(2,851$ women and 2,097 men).

## Definitions

## Depression

Using the methodology of Kessler et al., ${ }^{30}$ the NPHS measures depression with a subset of questions from the Composite International Diagnostic Interview (CIDI-SF). These questions cover a cluster of symptoms for a depressive disorder, which are listed in the Diagnostic and Statistical Manual of Mental Disorders (DSM-III-R). ${ }^{31}$ Respondents were asked about feeling
sad, blue or depressed or losing interest in most things for a period of two weeks or more, along with other symptoms including decreased energy, appetite or sleep disturbance, difficulty concentrating, feelings of worthlessness, and/or thoughts about death. Scores were totaled and the results transformed into a probability estimate that the respondent would have met the criteria of a major depressive episode in the past year if he or she had completed the full version of the CIDI. For this article, if the estimate was 0.9 or more, the respondent was considered to have experienced depression in the previous 12 months. The specific questions in the depression module of the NPHS questionnaire can be found at www.statcan.ca/english/sdds/ instrument/3225_Q1_V7_E.pdf.

The prevalence estimate of depression from the CCHS 1.2 is based on the World Mental Health version of the Composite International Diagnostic Interview (WMH-CIDI). The WMHCIDI was designed to be administered by lay interviewers and is generally based on diagnostic criteria outlined in the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision (DSM-IV®-TR). ${ }^{32}$ The CCHS questionnaire is available at http:/ /www.statcan.ca/english/sdds/ instrument/5015_Q1_V1_E.pdf. The algorithm used to measure the 12-month prevalence of depression is available in the Annex of the 2004 Health Reports supplement. ${ }^{33}$

Depression estimates from CCHS 1.2 exclude respondents who had also experienced an episode of mania in their lifetime, but NPHS estimates do not.

## Heart disease

The prevalence of chronic conditions was based on self-reports of diagnosed illness. Respondents were asked about any "long-term health conditions that have lasted or are expected to last six months or more and that have been diagnosed by a health professional." The NPHS used a checklist of

Chart 1
Study sample


Sources: 1994/1995 to 2006/2007 National Population Health Survey, longitudinal square file.
conditions, one of which was heart disease.

Use of heart medication was determined by asking respondents if, in the past month, they had taken "medicine for the heart."

Heart disease death was based on ICD-10 codes for ischaemic heart disease (I20-I25) or heart failure (I50.0I50.9).

## Covariates

Age in 1994/1995 was used as a continuous variable and contained values of 40 years or more.

Three marital status categories were specified: partner (married, commonlaw or living with partner); separated, divorced or widowed; and never married.

Household income was based on total self-reported household income from all sources in the previous 12 months. The ratio between total household income and the low-income cut-off corresponding to the number of people in the household and community size was calculated. The ratios were then adjusted by dividing them by the highest ratio for all NPHS respondents. The adjusted ratios were grouped into deciles, which were collapsed into five household income categories: low (deciles 1 and 2), low to middle (deciles 3 and 4), middle (deciles 5 and 6), high to middle (deciles 7 and 8) and high (deciles 9 and 10). More information on the income variable can be found in the NPHS derived variable documentation at www.statcan.ca/english/sdds/document/ 3225_D10_T9_V3_E.pdf.

High blood pressure was measured by self-reported diagnosis of the condition or indication that the respondent had taken "medicine for blood pressure" in the past month.

Diabetes was measured by selfreported diagnosis of the condition.

Body mass index (BMI) is calculated by dividing self-reported weight in kilograms by the square of self-reported height in metres. The BMI groups used in this article were: underweight/ acceptable (BMI less than $25 \mathrm{~kg} / \mathrm{m}^{2}$ ), overweight ( $25.0 \mathrm{~kg} / \mathrm{m}^{2}$ to $29.9 \mathrm{~kg} /$ $\mathrm{m}^{2}$ ) and obese ( $30 \mathrm{~kg} / \mathrm{m}^{2}$ or more).

Smoking status was grouped into six categories based on current and former smoking habits: current daily/ occasional smoker; former occasional smoker (smoked in the past, but not daily); quit daily smoking 0 to 4 years ago; quit daily smoking 5 to 9 years ago; quit daily smoking 10 or more years ago; and never smoker.

Leisure-time physical activity was based on total accumulated energy expenditure (EE) during leisure time. EE was calculated from the reported frequency and duration of all of a respondent's leisure-time physical activities in the three months before the interview and the energy cost of
the activity (kilocalories expended per kilogram of body weight per hour of activity). To calculate an average daily EE for an activity, the estimate was divided by 365 . This calculation was repeated for each leisure-time activity reported, and the resulting estimates were summed to provide an aggregate average daily EE. Respondents whose leisure-time EE was 3.0 or more kcal/ $\mathrm{kg} /$ day were considered active; 1.5 to $2.9 \mathrm{kcal} / \mathrm{kg} /$ day, moderately active; and less than $1.5 \mathrm{kcal} / \mathrm{kg} /$ day, inactive.

Identification of respondents who participate in non-leisure physical activity was based on usual daily activities and work habits over the previous three months. Those who reported that they "stand or walk quite a lot," "lift or carry light loads," or "do heavy work or carry very heavy loads" were considered to participate in non-leisure physical activity, compared with those who reported that they "usually sit and don't walk around very much."

Alcohol use was determined by asking:

- "During the past 12 months, have you had a drink of beer, wine, liquor or any other alcoholic beverage?"
- "Have you ever had a drink?"
- Thinking back over the past week, did you have a drink of beer, wine, liquor or any other alcoholic beverage?"
For each day in the past week the respondent was asked, "How many drinks did you have?" Five categories of alcohol use were established: never in lifetime; former drinker; light drinker ( 1 drink or less in past week); moderate drinker for men ( 2 to 14 drinks in the past week); and heavy drinker for men (15 or more drinks in the past week). Because few women were in the heavy drinker category, moderate drinking (2 to 9 drinks in past week) and heavy drinking (10 or more drinks in past week) were combined.

Use of hormone replacement therapy was determined during the 1994/1995 NPHS interview by asking women aged

30 or older if they had taken "hormones for menopause or aging symptoms" in the past month.

## Statistical analyses

To identify variables that were associated with an increased or decreased risk of being diagnosed with or of dying from heart disease, Cox proportional hazards modeling was used. This technique allows for the study of relationships between individual characteristics and an outcome when that outcome can take place over a period of time. The method accounts for the possibility that respondents do not develop or die from heart disease during the study period, and it minimizes the bias associated with attrition.

Because heart disease is relatively rare at younger ages, the analysis was restricted to respondents aged 40 or older at cycle 1 (1994/1995). Since the prevalance of and characteristics associated with heart disease and depression differ between men and women, ${ }^{34}$ the analysis was stratified by sex.

If a respondent reported a diagnosis of heart disease or died of ischaemic heart disease or heart failure after 1994/ 1995, this was considered an event. Given that the development of heart disease is a continuous process that was measured only at discrete intervals (the NPHS interviews every two years), many transitions to a heart disease event were recorded at the same time, after $2,4,6,8,10$ or 12 years. Thus, the complementary log-log model was used. ${ }^{35}$

If self-reported heart disease information was missing for one or more survey cycles but values for subsequent cycles were available, the cases were retained. This creates intervals of varying lengths between observations. To control for the fact that the longer the interval, the more likely a respondent was to develop heart disease, values for interval length and interval length square were entered as independent variables in the model.

An imputed value of "No" to the heart disease question was used if a missing response was bounded by "No's" in the previous and subsequent cycles. Of the 4,948 respondents, 493 ( $10.0 \%$ ) contain imputed "No" response(s) to the heart disease question in one or more cycles.

The 4,948 respondents were followed until 2006/2007. During the followup period, there were 429 heart disease diagnoses or deaths among men, and 486 among women. Two models were applied. The first adjusted for depression, age and the varying lengths of time between observations. The second adjusted for these variables and also for socio-demographic variables, chronic conditions and health behaviours. Independent variables were measured as of 1994/1995, except for depression, which was measured at baseline and in subsequent cycles. A respondent was considered to have experienced depression from their first occurrence of depression during the study period, such that it became a "characteristic" of the respondent from that point onward. If data were missing for depression in a given cycle and the respondent had not experienced depression in a previous cycle, the respondent was considered not to have depression for that cycle.

In an effort to study the population without heart disease, respondents who reported a diagnosis of heart disease or use of heart medication at baseline were excluded. But since clinical examinations were not part of the survey, it is possible that some respondents who remained in the sample had undetected or sub-clinical heart disease. To minimize the possibility that subclinical or undetected disease at baseline biased the relationship between depression and heart disease, the analysis was repeated after excluding heart disease events that occurred in the first cycle of follow-up.

All the analyses were weighted using the longitudinal weights constructed to represent the total population in 1994. The bootstrap method was used to
account for the complex survey design in the calculation of confidence intervals and in the assessment of statistical significance. ${ }^{36-38}$ The significance level was set at $\mathrm{p}<0.05$.

## Results

Estimates from the study population indicate that $16.8 \%$ of women and $10.9 \%$ of men $(p<0.001)$ experienced depression in at least one of the seven survey cycles. Both men and women who experienced depression were, on average, approximately 5 years younger at baseline, were more likely to be current smokers, and were more likely to be taking antidepressants, compared with those who did not experience depression (Appendix Table A). Women who experienced depression were less likely to be never drinkers and to have high blood pressure, and were more likely to be using hormone replacement therapy and to be in the high income group.

Among people who did not report heart disease or the use of heart medication in 1994/1995, 19\% of men and $15 \%$ of women either reported a new diagnosis of heart disease or died from ischaemic heart disease or heart failure during the next 12 years (Table 1). Incident heart disease diagnoses (rather than death) represented $81.6 \%$ of the heart disease events for men and $86.8 \%$ of the events for women.

Women with depression were more likely to have a heart disease event,
compared with those without depression ( $\mathrm{HR}=1.8,95 \% \mathrm{CI}=1.3,2.7$ ); men with depression did not have a significantly higher risk of having a heart disease event ( $\mathrm{HR}=1.4,95 \% \mathrm{CI}=0.8,2.4$ ) (Tables 2 and 3). When the model was adjusted for other heart disease risk factors, the risk was attenuated slightly for women with depression ( $\mathrm{HR}=1.7,95 \% \mathrm{CI}=1.1,2.5$ ), but remained significant. For men with depression, the risk of heart disease was not significantly higher in the covariate-adjusted model (HR=1.2, $95 \%$ $\mathrm{CI}=0.7,2.2$ ).

When respondents with incident heart disease in the first two years after baseline (one survey cycle) were removed from the model ( 94 men, 90 women), depression was not significantly associated with heart disease for either men $(\mathrm{HR}=1.6,95 \%$ C.I. $=0.8,3.0$ ) or women ( $\mathrm{HR}=1.5,95 \%$ C.I. $=0.9,2.4$ ). The excluded respondents represented $21.9 \%$ of incident heart disease events for men and $18.5 \%$ for women.

## Discussion

This is the first nationally representative study of the association between depression and incident heart disease in the Canadian population. Depression was found to be associated with incident heart disease among women, even when adjusting for other risk factors. The association between depression and

Table 1
New diagnosis of or death from heart disease between 1994/1995 and 2006/ 2007, by sex, household population aged 40 or older with no diagnosis of heart disease or use of heart medication in 1994/1995, Canada excluding territories

|  | Women |  |  | Men |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sample size | Estimated population |  | Sample size | Estimated population |  |
|  |  | '000 | \% |  | '000 | \% |
| Total | 2,851 | 3,792 | 100 | 2,097 | 3,195 | 100 |
| No diagnosis of or death from heart disease | 2,365 | 3,227 | 85.1 | 1,668 | 2,603 | 81.4 |
| Diagnosis of or death from heart disease | 486 | 566 | 14.9 | 429 | 594 | 18.6 |

Note: Deaths attributed to heart disease are based on records for which cause of death was available.
Sources: 1994/1995 to 2006/2007 National Population Health Survey, longitudinal square file.
heart disease did not reach statistical significance for men. Although most previous studies did not stratify the analysis by sex, evidence from adequately adjusted studies indicates that the association between depression and heart disease exists in both men and women. ${ }^{12,14,39}$ Since heart disease develops over a long period, the $12-$ year interval may not have been long enough for the full effect of associations between depression and heart disease to emerge among men.

When heart disease events that occurred in the first two years of followup (one survey cycle) were eliminated from the analysis, the relationship between depression and heart disease, although positive and consistent with the other models, did not reach statistical significance for either sex. Other studies that have used this technique ${ }^{20,21,39}$ found that the association between depression and heart disease remained after eliminating the first two years of follow-up in their samples of men. The smaller sample in the present study may have reduced the statistical power of the models. However, it is possible that sub-clinical or undetected disease at baseline affected the results of analysis in the full sample.

Of the studies that did not find significant associations between depression and heart disease, the Framingham study ${ }^{8}$ used a different depression instrument, a shorter followup (6 years), and included younger respondents ( 30 or older), all of which might contribute to differences from the present analysis. The Leiden- 85 study ${ }^{9}$ was confined to people aged 85 or older, and as noted in a recent review, ${ }^{10}$ the results may be influenced by the inclusion of exceptionally healthy individuals who lived to an advanced age without heart disease, as well as to low statistical power due to a smaller sample.

Some factors that were treated as confounders in the present analysis may actually be in the causal pathway between depression and heart disease (for example, smoking, alcohol use,

Table 2
Adjusted proportional hazards ratios relating selected characteristics to diagnosis or death from heart disease between 1996/1997 and 2006/2007, female household population aged 40 or older and free of heart disease in 1994/1995, Canada excluding territories

| Characteristics in 1994/1995 | Model 1 <br> (adjusted for depression and age) |  | Model 2 <br> (fully adjusted) |  | Model 3 <br> (fully adjusted, excluding heart disease diagnoses and deaths during cycle after baseline) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Proportional hazards ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Proportional hazards ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Proportional hazards ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| Depression in past 12 months ${ }^{\dagger}$ | 1.8* | 1.3 to 2.7 | $1.7 *$ | 1.1 to 2.5 | 1.5 | 0.9 to 2.4 |
| Age (continuous) | 1.07* | 1.06 to 1.09 | $1.07 *$ | 1.05 to 1.08 | 1.06 * | 1.04 to 1.09 |
| Household income High ${ }^{\ddagger}$ <br> Middle to high Middle <br> Low to middle Low | $\begin{aligned} & \ldots \\ & \ldots \\ & \ldots \\ & \ldots \\ & \ldots \end{aligned}$ | .. $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ | $\begin{aligned} & 1.0 \\ & 1.3 \\ & 1.2 \\ & 1.1 \\ & 1.3 \end{aligned}$ |  | $\begin{aligned} & 1.0 \\ & 0.8 \\ & 1.0 \\ & 1.0 \\ & 1.1 \end{aligned}$ |  |
| Marital status <br> Partner ${ }^{\ddagger}$ <br> Widowed/Separated/Divorced <br> Never married | ... $\ldots$ $\ldots$ | ... $\ldots$ $\ldots$ | $\begin{aligned} & 1.0 \\ & 1.0 \\ & 0.6 \end{aligned}$ | $\begin{aligned} & 0.8 \text { to } 1.3 \\ & 0.4 \text { to } 1.2 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 1.1 \\ & 0.7 \end{aligned}$ | $\begin{aligned} & 0.8 \text { to } 1.6 \\ & 0.3 \text { to } 1.4 \end{aligned}$ |
| High blood pressure | ... | ... | 1.9* | 1.4 to 2.5 | 2.0* | 1.4 to 2.9 |
| Diabetes | ... | ... | 1.9* | 1.2 to 2.9 | 1.9* | 1.2 to 3.1 |
| Body mass index Underweight/Acceptable ${ }^{\ddagger}$ Overweight Obese | ... $\ldots$ $\ldots$ | ... $\ldots$ $\ldots$ | $\begin{aligned} & 1.0 \\ & 1.1 \\ & 1.0 \end{aligned}$ | $\begin{aligned} & 0.8 \text { to } 1.4 \\ & 0.7 \text { to } 1.5 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 1.2 \\ & 1.3 \end{aligned}$ | $\begin{aligned} & 0.9 \text { to } 1.8 \\ & 0.8 \text { to } 2.0 \end{aligned}$ |
| Smoking status <br> Current daily or occasional smoker Former occasional smoker Quit daily smoking less than 4 years Quit daily smoking 5 to 9 years Quit daily smoking 10 or more years Never smoker ${ }^{\ddagger}$ | ... $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ | ... $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ | $\begin{aligned} & 1.8^{*} \\ & 0.9 \\ & 2.4^{*} \\ & 1.6 \\ & 1.2 \\ & 1.0 \end{aligned}$ | $\begin{aligned} & 1.2 \text { to } 2.6 \\ & 0.6 \text { to } 1.6 \\ & 1.4 \text { to } 4.4 \\ & 0.8 \text { to } 2.9 \\ & 0.9 \text { to } 1.7 \end{aligned}$ | $\begin{aligned} & 2.2^{*} \\ & 1.0 \\ & 2.7^{*} \\ & 2.3^{*} \\ & 1.3 \\ & 1.0 \end{aligned}$ | $\begin{aligned} & 1.3 \text { to } 3.5 \\ & 0.5 \text { to } 2.0 \\ & 1.3 \text { to } 5.4 \\ & 1.1 \text { to } 4.8 \\ & 0.9 \text { t } 2.0 \end{aligned}$ |
| Leisure-time physical activity Inactive ${ }^{\ddagger}$ <br> Moderately active Active | ... .. ... | ... $\ldots$ $\ldots$ | $\begin{aligned} & 1.0 \\ & 0.9 \\ & 0.9 \end{aligned}$ | $\begin{aligned} & 0.6 \text { to } 1.2 \\ & 0.6 \text { to } 1.4 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 0.9 \\ & 0.8 \end{aligned}$ | $\begin{aligned} & 0.6 \text { to } 1.5 \\ & 0.5 \text { to } 1.3 \end{aligned}$ |
| Non-leisure physical activity | ... | ... | 0.8 | 0.6 to 1.1 | 0.7* | 0.5 to 1.0 |
| Alcohol use <br> Never drank ${ }^{\ddagger}$ <br> Former drinker <br> Light drinker Moderate/Heavy drinker | ... | ... $\ldots$ $\ldots$ $\ldots$ $\ldots$ | $\begin{aligned} & 1.0 \\ & 0.8 \\ & 0.7 \\ & 0.5^{*} \end{aligned}$ | $\begin{aligned} & 0.5 \text { to } 1.2 \\ & 0.5 \text { to } 1.0 \\ & 0.3 \text { to } 0.8 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 0.8 \\ & 0.7 \\ & 0.4^{*} \end{aligned}$ | $\begin{aligned} & 0.5 \text { to } 1.2 \\ & 0.4 \text { to } 1.1 \\ & 0.2 \text { to } 0.8 \end{aligned}$ |
| Hormone replacement therapy in past month | ... | ... | 1.1 | 0.7 to 1.6 | 0.9 | 0.6 to 1.5 |

[^0]Note: Because of rounding, some hazards ratios with 1.0 as lower/upper confidence limit are statistically significant. To maximize sample size, "missing" categories were included for several variables, but hazards ratios are not shown. A variable was included to control for varying length of time between observations, but hazards ratios are not shown.
Source: 1994/1995 to 2006/2007 National Population Health Survey, longitudinal square file.

Table 3
Adjusted proportional hazards ratios relating selected characteristics to diagnosis or death from heart disease between 1996/1997 and 2006/2007, male household population aged 40 or older and free of heart disease in 1994/1995, Canada excluding territories

| Characteristics in 1994/1995 | Model 1 <br> (adjusted for depression and age) |  | Model 2 <br> (fully adjusted) |  | Model 3 <br> (fully adjusted, excluding heart disease diagnoses and deaths during cycle after baseline) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Proportional hazards ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Proportional hazards ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Proportional hazards ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| Depression in past 12 months ${ }^{\dagger}$ | 1.4 | 0.8 to 2.4 | 1.2 | 0.7 to 2.2 | 1.6 | 0.8 to 3.0 |
| Age (continuous) | 1.07* | 1.06 to 1.08 | 1.07* | 1.0 to 1.1 | 1.07* | 1.05 to 1.08 |
| Household income High ${ }^{\ddagger}$ <br> Middle to high Middle <br> Low to middle <br> Low | .. $\ldots$ .. $\ldots$ $\ldots$ $\ldots$ .. | ... $\ldots$ $\ldots$. $\ldots$. $\ldots$ ... | $\begin{aligned} & 1.0 \\ & 0.9 \\ & 1.0 \\ & 1.0 \\ & 1.0 \end{aligned}$ |  | $\begin{aligned} & 1.0 \\ & 1.0 \\ & 1.1 \\ & 1.0 \\ & 0.9 \end{aligned}$ |  |
| Marital status <br> Partner ${ }^{\ddagger}$ <br> Widowed/Separated/Divorced <br> Never married | ... $\ldots$ ... | ... ... ... | $\begin{aligned} & 1.0 \\ & 0.7 \\ & 0.9 \end{aligned}$ | $\begin{aligned} & 0.5 \text { to } 1.0 \\ & 0.6 \text { to } 1.4 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 0.8 \\ & 0.9 \end{aligned}$ | $\begin{aligned} & 0.6 \text { to } 1.3 \\ & 0.5 \text { to } 1.6 \end{aligned}$ |
| High blood pressure | ... | ... | 1.5* | 1.1 to 2.0 | 1.5* | 1.1 to 2.3 |
| Diabetes | ... | ... | 1.9* | 1.2 to 3.1 | 1.8* | 1.0 to 3.3 |
| Body mass index Underweight/Acceptable ${ }^{\ddagger}$ Overweight Obese | ... .. .. | ... $\ldots$ $\ldots$ | 1.0 1.3 1.9 | $\begin{aligned} & 1.0 \text { to } 1.9 \\ & 1.2 \text { to } 3.0 \end{aligned}$ | 1.0 1.1 1.8 | $\begin{aligned} & 0.8 \text { to } 1.6 \\ & 1.1 \text { to } 2.8 \end{aligned}$ |
| Smoking status <br> Current daily or occasional smoker Former occasional smoker Quit daily smoking less than 4 years Quit daily smoking 5 to 9 years Quit daily smoking 10 or more years Never smoker ${ }^{\ddagger}$ | .. $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ .. | $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ $\ldots$ | 1.3 1.1 1.6 0.8 1.0 1.0 | $\begin{aligned} & 0.8 \text { to } 1.9 \\ & 0.6 \text { to } 1.9 \\ & 0.9 \text { to } 3.1 \\ & 0.4 \text { to } 1.6 \\ & 0.7 \text { to } 1.4 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 0.8 \\ & 1.1 \\ & 0.6 \\ & 0.8 \\ & 1.0 \end{aligned}$ | $\begin{aligned} & 0.6 \text { to } 1.6 \\ & 0.4 \text { to } 1.8 \\ & 0.5 \text { to } 2.5 \\ & 0.2 \text { to } 1.6 \\ & 0.5 \text { to } 1.3 \end{aligned}$ |
| Leisure-time physical activity Inactive ${ }^{\ddagger}$ <br> Moderately active <br> Active | ... $\ldots$ $\ldots$ .. | ... $\ldots$ $\ldots$ | 1.0 0.6 1.2 | $\begin{aligned} & 0.4 \text { to } 0.9 \\ & 0.9 \text { to } 1.7 \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 0.7 \\ & 1.2 \end{aligned}$ | $\begin{aligned} & 0.5 \text { to } 1.1 \\ & 0.8 \text { to } 1.8 \end{aligned}$ |
| Non-leisure physical activity | ... | ... | 0.7* | 0.5 to 0.9 | 0.8 | 0.5 to 1.2 |
| Alcohol use <br> Never drank ${ }^{\ddagger}$ <br> Former drinker <br> Light drinker <br> Moderate/Heavy drinker <br> Heavy drinker | ... | ... | 1.0 1.4 1.3 1.1 0.7 |  | $\begin{aligned} & 1.0 \\ & 1.6 \\ & 1.2 \\ & 1.1 \\ & 0.8 \end{aligned}$ |  |

$\dagger$ time-varying co-variate
$\ddagger$ reference category

* significantly different from estimate for reference category ( $p<0.05$ )
... not applicable
Note: Because of rounding, some hazards ratios with 1.0 as lower/upper confidence limit are statistically significant. To maximize sample size, "missing" categories were included for several variables, but hazards ratios are not shown. A variable was included to control for varying length of time between observations, but hazards ratios are not shown.
Source: 1994/1995 to 2006/2007 National Population Health Survey, longitudinal square file.


## Why is this study important?

From a public health and disease prevention perspective, it is important to understand the role of depression as a potential risk factor for heart disease.

## What else is known on this topic?

The majority of population-based studies have found that depression is associated with increased risk of incident heart disease in an initially healthy population. However, some results have been inconsistent.

## What does this study add?

For the first time, national population-based data are used to investigate the association between depression and incident heart disease in Canada. When other risk factors were controlled, depression was significantly associated with increased risk of heart disease among women, but not among men.
obesity, physical activity). The fact that the hazards ratios for depression were somewhat attenuated when controlling for these other risk factors suggests that the impact of depression on heart disease may operate, at least in part, via these health behaviours.

Most previous studies measured depression only at baseline, which may have underestimated associations between depression and heart disease. A strength of the present study is that the measure of depression was repeated at each survey cycle.

## Limitations

NPHS respondents were asked if they had "heart disease," but no information was collected on the specific type. However, self-reports of heart disease diagnoses likely reflect common conditions such as coronary heart disease and myocardial disease. Although it would have been more precise to limit the outcome to confirmed ischemic heart disease fatalities and heart failure fatalities, the low number in the sample ( 102 men, 86 women) precluded this option. A small portion of sample respondents whose incident heart disease event was based on a self-reported diagnosis died of ischemic heart disease or heart failure during the follow-up period $(6.6 \%$ of men and $5.2 \%$ of women).

The degree to which the self-reported diagnoses of chronic conditions, including heart disease, are inaccurate because of reporting error is unknown.

The CIDI-SF used to assess major depression on the NPHS is not a validated instrument, although the criteria it uses are consistent with the DSM-III-R. Moreover, the CIDI-SF does not discount symptoms due to physical illness, alcohol or drug use, or bereavement. Consequently, the symptoms of some respondents classified as having depression may actually have been due to physical illness, milder forms of depressive disorder, or bereavement. ${ }^{40}$

The NPHS collects data every two years, but the depression questions refer to the 12 months before the interview. Thus, there is a one-year period between survey cycles for which depression information is not available, so the prevalence of depression among the study population may be underestimated.

A dose-response relationship between depressive symptoms and incident heart disease has been found in other studies. ${ }^{10,23}$ However, the CIDI-SF depression measure is designed for use as a dichotomous rather than a continuous variable. Thus, it was not possible to investigate whether the risk
of heart disease increased with the severity of depression.

Respondents with missing values for depression and who had not met the criteria for depression in previous NPHS cycles were considered not to have depression for that cycle. If cycle non-response to the depression questions was higher among individuals experiencing depression, the prevalence of depression in the sample would be underestimated.

It would be interesting to know the proportion of people who had repeated episodes of depression during the study period. However, respondents' length of exposure to risk of depression varied because nearly one-fifth of them (19.4\%) died over the 12-year period, and values for depression were missing in some cycles. Nonetheless, this study addresses whether any episode of depression during the period was associated with incident heart disease, so the number of occurrences of depression is not directly relevant to the results of this analysis.

Not all factors known to be associated with incident heart disease could be examined. For example, the NPHS does not collect data on diet, aspirin use, or biological measures such as blood lipids. Family history of heart disease was collected in cycle 3 (1998/ 1999), but because this information was not available for respondents who had died by that time, it was not used. Similarly, lifetime history of depression was not collected until cycle 6 (2004/ 2005), and as a result, the possible influence of depression before the baseline year was not assessed.

The lack of association between heart disease and some common risk factors, such as smoking and household income in men and leisure-time physical activity and BMI in women, is unexpected. This may reflect limitations in how these covariates were measured. For example, smoking status does not indicate smoking intensity, which may have contributed to the weak association between smoking and heart disease in men in the full model. Also, obesity
was based on self-reported weight and height, which tend to yield lower estimates than those based on measured data. ${ }^{41}$ The result for this analysis could be an underestimation of the association between obesity and heart disease, which, in turn, might influence the observed association between depression and heart disease. However, household income and smoking were significantly associated with heart disease in restricted models that controlled for them individually along with depression and a variable to control for the varying length of time between observations; leisure-time physical
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activity and BMI were not (data not shown).

The exclusion of 3,899 records for non-response in cycle 7 (some of which may be due to the death of the respondent) and 143 deaths for which cause of death was not available limited the statistical power of the analysis. For these reasons, the analysis may underestimate associations that could emerge when more complete data for these records become available.

## Conclusion

Although this and other studies indicate an association between depression and heart disease, a causal link between
the two disorders has not been confirmed. Future research can help illuminate the mechanisms underlying this association, whether they be health behaviours, physiologic factors, or other unmeasured or yet unidentified variables. The results of this study highlight the importance of monitoring people with depression for the development of heart disease.
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## Appendix

Table A
Baseline (1994/1995) characteristics of study sample, by depression, household respondents aged 40 or older free of heart disease in 1994/1995, Canada excluding territories

| Characteristics in 1994/1995 | Had depression in any survey cycle |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Women |  | Men |  |
|  | No | Yes | No | Yes |
| Mean age (years) | 57.5 | $51.2^{* *}$ | 55.2 | 50.1 ** |
|  | \% |  | \% |  |
| Income |  |  |  |  |
| High ${ }^{\text {+ }}$ | 19.7 | 25.6* | 27.9 | $20.7{ }^{\text {E }}$ |
| Middle to high | 18.2 | 17.7 | 18.8 | 24.9 E |
| Middle | 18.2 | 15.4 | 19.2 | $14.5{ }^{\text {E }}$ |
| Low to middle | 20.3 | 17.4 | 15.7 | $16.5{ }^{\text {E }}$ |
| Low | 16.8 | 17.4 | 12.3 | $13.8{ }^{\text {E }}$ |
| Marital status |  |  |  |  |
| Partner ${ }^{\dagger}$ | 67.8 | 69.4 | 82.4 | 80.1 |
| Widowed/Separated/Divorced | 26.6 | 24.9 | 11.4 | $13.3{ }^{\text {E }}$ |
| Never married | 5.6 | $5.7{ }^{\text {E }}$ | 6.2 | $6.6{ }^{\text {E }}$ |
| High blood pressure | 19.4 | 14.8* | 13.1 | $17.1{ }^{\text {E }}$ |
| Diabetes | 3.8 | $5.2{ }^{\text {E }}$ | 4.8 | $6.4{ }^{\text {E }}$ |
| Body mass index |  |  |  |  |
| Underweight/Acceptable ${ }^{\dagger}$ | 48.1 | 48.7 | 35.1 | 37.9 |
| Overweight | 35.1 | 35.2 | 49.3 | 50.7 |
| Obese | 15.1 | 15.1 | 15.4 | $11.4{ }^{\text {E }}$ |
| Smoking status |  |  |  |  |
| Current daily or occasional smoker | 19.7 | 31.8** | 29.1 | 42.1* |
| Former occasional smoker | 6.3 | $6.2{ }^{\text {E }}$ | 7.1 | F |
| Quit daily smoking less than 4 years ago | 4.1 | $2.9{ }^{\text {E }}$ | 4.2 | $4.7{ }^{\text {E }}$ |
| Quit daily smoking 5 to 9 years ago | 4.1 | $4.9{ }^{\text {E }}$ | 5.9 | $8.4{ }^{\text {E }}$ |
| Quit daily smoking 10 or more years ago | 15.4 | 14.6 | 28.7 | 15.6E** |
| Never smoker ${ }^{\dagger}$ | 50.5 | 39.1** | 25.0 | 26.4 |
| Leisure-time physical activity |  |  |  |  |
| Inactive ${ }^{\dagger}$ | 63.6 | 66.4 | 58.7 | 58.4 |
| Moderately active | 22.5 | 21.4 | 22.5 | 20.3 |
| Active | 13.9 | 12.3 | 18.8 | $21.3{ }^{\text {E }}$ |
| Non-leisure physical activity | 79.3 | 74.8 | 78.4 | 71.8 |
| Alcohol use |  |  |  |  |
| Never drank ${ }^{\dagger}$ | 13.0 | $7.1{ }^{\text {E*** }}$ | 5.3 | F |
| Light drinker | 41.6 | 50.5* | 32.2 | 34.2 |
| Moderate drinker ${ }^{\text {f }}$ | 29.3 | 25.5 | 40.6 | 39.8 |
| Heavy drinker |  |  | 9.0 | $7.1{ }^{\text {E }}$ |
| Former drinker | 16.0 | 16.7 | 12.7 | $14.5{ }^{\text {E }}$ |
| Hormone replacement therapy in past month | 13.0 | 20.9* | $\ldots$ |  |
| Antidepressant use in past month | 2.9 | 17.5** | $1.0{ }^{\text {E }}$ | 7.5** |

$\dagger$ reference category
$\ddagger$ For women, moderate and heavy drinkers were grouped because of small number who were heavy drinkers.

* significantly different from estimate for group of the same sex without depression ( $p<0.05$ )
** significantly different from estimate for group of the same sex without depression ( $\mathrm{p}<0.001$ )
E use with caution (coefficient of variation $16.6 \%$ to $33.3 \%$ )
F too unreliable to be published (coefficient of variation greater than 33.3\%)
. not applicable
Source: 1994/1995 to 2006/2007 National Population Health Survey (NPHS), Iongitudinal square file.


# Parent and child reports of children's activity 
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#### Abstract

Objective This article compares child reports of their physical and sedentary activities with those of their parents.

\section*{Data and Methods}

Data were obtained from the 2003 Children's Lifestyle and School-performance Study (CLASS), a survey of Grade 5 students and their parents in the province of Nova Scotia, Canada. Survey data with responses from Grade 5 students and their parents about the students' physical and sedentary activities were used. Agreement between the parent and child reports was evaluated with weighted kappa. Multilevel logistic regression was used to compare the parent and child reports in relation to the child body weight.

\section*{Results}

Agreement between the 3,958 pairs of parent and child reports was low to fair. Relative to normal weight children, those who were overweight or obese reported more participation in organized and leisure sports and less time watching television than what their parents perceived. Unlike child self-reports, parent reports demonstrated statistically significant associations between the child's activities and body weight.

\section*{Interpretation}

Based on these findings, parent reports seem to provide a more accurate assessment of activity levels of children younger than 12.
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Despite some contradictory results, ${ }^{1-4}$ the relationship between physical activity and obesity has been established. ${ }^{5-8}$ With the aim of providing direction for public health policies to prevent obesity, an increasing number of population-based studies now focus on determinants of activity, especially among children. Accurate assessment of physical and sedentary activity is essential to this research.

Population surveys use both child selfreports and parent proxy reports to quantify physical and sedentary activity in children and youth. ${ }^{9,10}$ Both sources of information, however, have drawbacks. Children may be forgetful, and their perception and judgment of quantity and duration are not well developed. On the other hand, parents may not be fully aware of their children's activities. Whether self-reports from children or proxy reports from parents provide the best information has never been analyzed, although this would seem to be essential to the planning, implementation and interpretation of surveys.

National and other large-scale population surveys, which are generally conducted by telephone, cannot easily accommodate the use of instruments such as accelerometers and pedometers to measure physical activity. And while such instruments are objective, they
have limitations; for example, they cannot be used in certain environments (some accelerometers cannot be worn underwater), and they create the potential for subject reactivity, especially in children. ${ }^{11}$

Another challenge in obesity research is selective under-reporting. This has been shown to be the case for energy and fat intake by overweight and obese individuals. ${ }^{12}$ A similar bias may apply to physical and sedentary activities, but this has never been studied.

To be able to better interpret survey findings on children's activity levels, this study evaluates responses of children and their parents to questions about sports (organized and leisure), television viewing, and computer use and video games. Differences in responses of normal weight, overweight and obese children are assessed.

## Methods

## Study design

The study was approved by the Research Ethics Board of Dalhousie University (Halifax, Canada), where the research was undertaken. Data were obtained from the 2003 Children's Lifestyle and School-performance Study (CLASS), a survey of Grade 5 students and their parents in the province of Nova Scotia, Canada. ${ }^{8}$ Students and their parents were asked about the students' physical and sedentary activities; validated questions from the National Longitudinal Survey of Children and Youth ${ }^{13}$ were used. The physical activity questions related to the frequency with which the children played: 1) organized sports (with a coach or instructor), and 2) leisure sports (without a coach or instructor). The responses were grouped into three categories: a) never or almost never, b) about once a month, and c) more than once a week. The questions about sedentary activities concerned the number of hours per day: 1) watching television, and 2) using a computer or playing video games. Again, the responses were grouped into three categories: a) one hour or less, b) more than one to three hours, and c) more than three hours.

Of the 291 public schools in Nova Scotia with Grade 5 classes, 282 participated in the survey and distributed a questionnaire and consent form to the parents of their Grade 5 students. Parents were asked to complete the questionnaire at home. Parental consent was obtained for 5,517 students, for an average response rate of $51.1 \%$ per school.

Study representatives then visited the schools to administer the survey to students and to measure their height and weight. Standing height was measured to the nearest 0.1 cm after the children had removed their shoes. Weight was measured to the nearest 0.1 kg on calibrated digital scales. Normal weight, overweight and obese categories were defined using the international body mass index (BMI)
cut-offs established for children and youth. ${ }^{14}$ These cut-offs are based on health-related adult definitions of overweight ( $25 \mathrm{~kg} / \mathrm{m}^{2}$ or more) and obesity ( $30 \mathrm{~kg} / \mathrm{m}^{2}$ or more), adjusted to specific age and sex groups for children. ${ }^{14}$ One of the seven provincial school boards did not allow measurement of height and weight. Students without height and weight measurements were excluded from this analysis, leaving a sample of 4,298 children from 242 schools.

## Agreement

Since the responses to activity levels were ordered, the extent of agreement between the parent and child reports of the children's physical and sedentary activities was assessed with weighted kappa. ${ }^{15}$ A user-defined weighting system of 1 (perfect agreement), 0.25 (difference of 1 category) and 0 (difference of 2 categories) was used. For each activity, kappa scores were determined for the study population at large, and separately, for normal weight, overweight and obese children.

## Extent of agreement and association with body weight

The parent and child reports were grouped into three categories: 1) children reported less activity; 2) agreement; and 3) children reported more activity. The association between these categories and children's weight status was determined with multilevel multivariate logistic regression, which accounted for within-school clustering of children. The analysis was adjusted for child gender, parental income, and parental education.

## Relationship between parent and child reports and child's body weight

In separate analyses, the predictive potential of parent and child responses about activity levels with regard to the child's weight status was compared using multilevel multivariate logistic regression, while adjusting for child
gender, parental income, and parental education. These parent and child models were then compared with respect to: 1) the strength of the association between reported activities and weight status; 2) the statistical significance of these activities with weight status using the Wald statistic; and 3) how well the model explained body weight based on the Akaike Information Criterion (AIC), ${ }^{16}$ an index used to identify the best-fitting of two parallel models. ${ }^{16}$

The analyses were based on 3,940 parent-child pairs for organized sports; 3,958 pairs for leisure sports; 3,925 pairs for television viewing; and 3,955 pairs for computer and video game time. The number of pairs differed because of missing data on the activity questions for children and/or parents. Stata 9 (StataCorp, College Station, Texas) was used for all the statistical analyses.

## Results

## Agreement no more than fair

The agreement (kappa score) between children and their parents about the extent of the children's participation in organized sports was 0.41 (Table 1 ), which is considered fair. ${ }^{17}$ The kappa score for leisure sports was 0.11 , which is considered low. The scores for television viewing and computer use/video games were 0.19 (low) and 0.23 (fair), respectively.

## Children report more activity

Relative to their parents' perception, children reported significantly more hours of sedentary activities, with $34 \%$ reporting more television viewing and $33 \%$ reporting more computer use/video games (Table 2). Children also reported greater participation in physical activities, but these differences were not statistically significant (Table 2).

Children who reported more participation in organized and leisure sports than their parents were significantly more likely to be overweight or obese, compared with

Table 1
Agreement (measured using weighted Kappa) between parent and child reports of child's activities, by child's weight

| Child's activities | Number of parent-child combinations | Child's weight |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Total |  | Normal weight |  | Overweight |  | Obese |  |
|  |  | Kappa | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Kappa | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Kappa | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Kappa | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| Organized sports | 3,940 | 0.41 | 0.39 to 0.44 | 0.42 | 0.39 to 0.44 | 0.42 | 0.37 to 0.47 | 0.37 | 0.29 to 0.45 |
| Leisure sports | 3,958 | 0.11 | 0.08 to 0.14 | 0.09 | 0.06 to 0.13 | 0.16 | 0.09 to 0.23 | 0.11 | 0.01 to 0.25 |
| Television viewing | 3,925 | 0.19 | 0.16 to 0.21 | 0.20 | 0.18 to 0.24 | 0.16 | 0.10 to 0.21 | 0.10 | 0.03 to 0.18 |
| Computer use and video games | 3,955 | 0.23 | 0.20 to 0.25 | 0.23 | 0.19 to 0.25 | 0.22 | 0.17 to 0.26 | 0.25 | 0.16 to 0.33 |

Source: 2003 Children's Lifestyle and School-performance Study.
children who agreed with their parents (Table 2). And for sedentary activities, children who reported fewer hours of television than their parents were significantly more likely overweight or obese than children whose estimates agreed with those of their parents. Findings were similar when normal weight children were compared with obese children rather than with those who were overweight (including obese) (data not shown).

## Parent reports related to child's body weight

Children whose parents reported them participating in organized and leisure sports at least once a week were significantly less likely to be overweight or obese than were children whose parents said that they rarely engaged in these activities (Table 3). As well, children whose parents reported that they spent more than three hours a day watching television were significantly more likely to be overweight or obese than were children whose parents said that they devoted no more than an hour a day to television. By contrast, activity levels self-reported by children were not significantly associated with overweight/obesity. AIC values for parent models were lower than those for child models for each activity, indicating that parent reports better explained the variation in weight status than did child reports (Table 3). Results were similar when normal weight children were compared with obese children, and when the gender of the
parent who completed the questionnaire was considered (data not shown).

## Discussion

Children and parents who responded to the CLASS differed in their assessments of the children's activity levels. The children who reported more physical and less sedentary activity than what their parents perceived were more likely to be overweight or obese than were those who agreed with their parents. Unlike child self-reports, parent
reports were consistent with the established association between greater physical activity and healthy weight.

A total of 19 studies of the association between activity and weight in children were reviewed. Of these, four were based on parent proxy reports, $6,10,18,19$ and 15 on child self- reports. ${ }^{1-5,9,16,20-27}$ The findings of each of the four studies based on parent reports $6,10,18,19$ were consistent with the association between physical activity and weight. By contrast, four ( $27 \%$ ) of the 15 studies based on child reports did not reveal

Table 2
Concurrence of parent and child reports of child's activities, and adjusted odds ratios relating reports of activity to overweight/obesity in child

| Child's activities | Parent-child combinations |  | Child overweight/obesity |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Adjusted | 95\% confide |
|  | Number | \% | odds ratio | interval |
| Organized sports |  |  |  |  |
| Child reports less | 618 | 16 | 0.90 | 0.74 to 1.10 |
| Child reports same ${ }^{\dagger}$ | 2,677 | 68 | 1.00 |  |
| Child reports more | 645 | 16 | 1.33* | 1.11 to 1.60 |
| Leisure sports |  |  |  |  |
| Child reports less | 292 | 7 | 0.86 | 0.65 to 1.13 |
| Child reports same ${ }^{\dagger}$ | 3,300 | 84 | 1.00 |  |
| Child reports more | 366 | 9 | 1.39* | 1.11 to 1.74 |
| Television viewing |  |  |  |  |
| Child reports less | 723 | 18 | 1.24* | 1.04 to 1.49 |
| Child reports same ${ }^{\dagger}$ | 1,885 | 48 | 1.00 |  |
| Child reports more | 1,317 | 34 | 1.04 | 0.89 to 1.21 |
| Computer use and video games |  |  |  |  |
| Child reports less | 556 | 14 | 1.07 | 0.87 to 1.31 |
| Child reports same ${ }^{\dagger}$ | 2,089 | 53 | 1.00 |  |
| Child reports more | 1,310 | 33 | 0.95 | 0.82 to 1.11 |

## $\dagger$ reference category

$\pm$ adjusted for child gender, parental income and parental education

* significantly greater odds of being overweight or obese compared with reference category ( $\mathrm{p}<0.05$ ) .. not applicable
Source: 2003 Children's Lifestyle and School-performance Study.

Table 3
Adjusted odds ratios relating child overweight/obesity to parent and child reports of child's activities

| Child's activities | Child overweight/obesity |  |  |  | AIC ${ }^{\S}$ (parent minus child) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Adjusted ${ }^{\ddagger}$ odds ratio based on parent report | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Adjusted ${ }^{\ddagger}$ odds ratio based on child report | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |  |
| Organized sports |  |  |  |  |  |
| Almost never ${ }^{\dagger}$ | 1.00 |  | 1.00 |  |  |
| Once per month | 0.87 | 0.66 to1.17 | 1.00 | 0.80 to 1.25 |  |
| At least once per week | 0.72 * | 0.62 to 0.85 | 0.97 | 0.81 to 1.15 |  |
|  | p-value $<0.01^{\text {tt }}$ |  | p-value $=0.89$ tt |  | -253 |
| Leisure sports |  |  |  |  |  |
| Almost never ${ }^{\dagger}$ | 1.00 |  | 1.00 |  |  |
| Once per month | 0.86 | 0.57 to 1.23 | 0.81 | 0.50 to 1.33 |  |
| At least once per week | 0.63* | 0.47 to 0.85 | 0.89 | 0.58 to 1.34 |  |
|  | p-value $<0.01^{\text {t+ }}$ |  | p -value $=0.70^{\text {t+ }}$ |  | -11 |
| Television viewing |  |  |  |  |  |
| One hour or less a day ${ }^{\dagger}$ | 1.00 |  | 1.00 |  |  |
| More than 1 to 3 hours a day | 1.20 | 0.96 to 1.49 | 1.21 | 0.97 to 1.50 |  |
| More than 3 hours a day | 1.68* | 1.32 to 2.14 | 1.30* | 1.05 to 1.61 |  |
|  | p-value $<0.01^{\text {t+ }}$ |  | $p$-value $=0.06{ }^{\dagger+}$ |  | -19 |
| Computer use and video games |  |  |  |  |  |
| One hour or less a day ${ }^{\dagger}$ | 1.00 |  | 1.00 |  |  |
| More than 1 to 3 hours a day | 1.15 | 0.99 to 1.33 | 0.96 | 0.83 to 1.12 |  |
| More than 3 hours a day | 1.23 | 0.91 to 1.64 | 1.01 | 0.83 to 1.23 |  |
| 訨-value $<0.01{ }^{\text {t+ }}$ |  |  | p-value $=0.84{ }^{+\dagger}$ |  | -4 |

† reference category
$\ddagger$ adjusted for child gender, parental income and parental education
§ Akaike Information Criterion: negative values (parent AIC minus student AIC) indicate that parent reports provide model with better fit than child model
tt $p$-value based on Wald statistic; values below 0.05 indicate statistically significant improvement of model if activity covariate is added to model

* significantly different from reference category ( $p<0.05$ )
not applicable
Source: 2003 Children's Lifestyle and School-performance Study.
such an association. This percentage may be even higher than $27 \%$ due to publication bias, whereby studies with positive findings are more likely to be published than are those that fail to reveal an association. Of the four studies based on parent reports, three pertained to children aged 4 to $7,6,10,19$ and one, to children aged 8 to $12 .{ }^{18}$ The 15 studies based on child selfreports ${ }^{1-5,9,16,20-27}$ concerned child-ren of at least 8 years of age; thirteen of these studies included 10- and 11-yearolds, the ages of the children in the present analysis.

A "social desirability bias" may apply to the findings from the CLASS. Despite the apparently evident causal relationship between high calorie consumption and overweight, ${ }^{28-30}$ various studies have failed to confirm it. ${ }^{31-33}$ Investigators have suggested
that under-reporting of food intake by overweight individuals accounts for this failure, and refer to this tendency as "social desirability bias." The present study shows that such a bias may also apply to the reporting of activity, as children who reported more physical and less sedentary activity than was perceived by their parents were more likely to be overweight or obese than were children who agreed with their parents. (Selective under-reporting of physical activity by parents of overweight children may also contribute to this observation.) Social desirability bias would be best demonstrated in a validation study comparing child selfreports with an objective measure of physical activity, but we are not aware of the existence of such a study.

The limitations of self- and proxy reports of activity are evident-they
are subjective and require judgment about the quantity and duration of activities. Nonetheless, public health researchers recognize advantages of self-reports over measurements from instruments such as pedometers and accelerometers. Self-reports are more convenient for large population-based surveys: particiipation rates are higher, and costs are lower. And compared with the step-counts obtained from pedometers, the data derived from selfreports of participation in various activities translate more easily into public health policy recommendations such as support for organized sports facilities or for safe neighborhoods in which children can play.

This analysis used the relationship between activity and weight to assess the accuracy of parent and child reports. Though not a conventional method of validation, it is a logical way of comparing reports of activity levels, particularly in a large-scale populationbased survey like the CLASS that used questionnaires. Moreover, weight status in this study was objective, as height and weight were directly measured. ${ }^{34,35}$ The parent reports were consistent with the relationship between activity and weight status, suggesting that they may be more accurate than self-reports by children of these ages.

In summary, children and parents differed in their perceptions of the children's activity. Children who reported more physical activity but less sedentary activity than their parents were more likely to be overweight or obese than were children whose accounts agreed with those of their parents. These results, of course, are based on only one study of children in one elementary grade in a province of Canada. Additional research is needed to confirm that parent reports are more reliable assessments of children's activities than are those of the children themselves.
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# The Canadian census mortality follow-up study, 1991 through 2001 
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#### Abstract

\section*{Background}

An important step in monitoring progress toward reducing or eliminating inequalities in health is to determine the distribution of mortality rates across various groups defined by education, occupation, income, language, ethnicity, and Aboriginal, visible minority and disability status. This article describes the methods used to link census data from the long-form questionnaire to mortality data, and reports simple findings for the major groups.

\section*{Data and methods}

Mortality from June 4, 1991 to December 31, 2001 was tracked among a $15 \%$ sample of the adult population of Canada, who completed the 1991 census long-form questionnaire (about 2.7 million, including 260,000 deaths). Age-specific and age-standardized mortality rates were calculated across the various groups, as were hazard ratios and period life tables.


## Results

Compared with people of higher socio-economic status, mortality rates were elevated among those of lower socio-economic status, regardless of whether status was determined by education, occupation or income. The findings reveal a stair-stepped gradient, with bigger steps near the bottom of the socio-economic hierarchy.
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> Agoal of Canadian health policy is to reduce or eliminate socio-economic inequalities in health. ${ }^{1}$ An important step in achieving this goal is to determine the distribution of health status across groups defined by income, education, occupation, language and ethnicity, Aboriginal or visible minority status, and disability status. Each of these characteristics must be directly addressed in terms of the most fundamental aspects of health: life or death, and relative risks of premature death from various causes.

Several countries have undertaken large, nationally representative populationbased cohort studies of mortality by socio-economic status (usually by linking to national censuses and population registries): the United States, ${ }^{2-5}$ the United Kingdom or England and Wales, ${ }^{6-9}$ Scotland, ${ }^{10}$ France, ${ }^{11-16}$ Finland, ${ }^{17-19}$ Denmark, ${ }^{20-22}$ Sweden, 23-25 Norway, ${ }^{26-29}$ Italy, ${ }^{30}$ Spain, ${ }^{31}$ Switzerland, ${ }^{32-34}$ Belgium, ${ }^{35}$ Austria, ${ }^{36}$ Lithuania, ${ }^{37}$ Israel, ${ }^{38}$ and New Zealand. ${ }^{39}$ These studies have mainly investigated differences by education and occupation, and have consistently shown lower education levels and lower-status occupational categories (and the economically
inactive) to have the highest mortality rates, and higher educational levels and higher status occupational categories (managerial and professional) to have the lowest mortality rates. Increasingly, researchers have analysed such disparities from a cause-specific and often international perspective ${ }^{40}$ (breast cancer, ${ }^{41,42}$ lung cancer, ${ }^{43}$ alcoholrelated diseases, ${ }^{44,45}$ stroke, ${ }^{46}$ ischaemic heart disease, 47 all cardiovascular diseases, ${ }^{48,49}$ ) or by age group (the middle-aged ${ }^{50}$ and elderly ${ }^{51}$ ).

In Canada, no nationally representative population-based cohort studies have examined mortality by socio-economic status in the total population. Instead, several record-
linkage-based mortality follow-up studies starting from selected samples of (or from administrative data files about) the general population have been conducted. ${ }^{52-64}$ While these studies have contributed to our knowledge of socio-economic differentials in mortality in Canada, their generalizability is limited by the scope of the universe covered (for example, geographically or by age, sex and/or occupation), small sample sizes, lack of information about cause of death, or a combination of these constraints.

In response to these limitations in existing information, a database linking census data from the long-form questionnaire to mortality data was created to develop a set of baseline indicators of mortality to monitor health disparities in Canada. More specifically, the goal was to facilitate analyses of mortality and causes of death by indicators of social position, occupation and industry, ethnicity, birthplace and other socio-demographic variables, and multi-level analyses of those effects, including local area variations. This report describes the methods used to create the database and highlights some initial findings that illustrate the breadth and depth (and research potential) of the database. Because of the richness of the census long-form questionnaire, this study is able to provide baseline information on mortality across a wide range of individual, family, household and neighbourhood characteristics.

## Methods

Mortality was tracked for more than a decade among a $15 \%$ sample of the adult population of Canada (some 2.7 million) who completed the 1991 census long-form questionnaire. During the follow-up period (June 4, 1991 to December 31, 2001), there were over 260,000 deaths in the sample.

The study was approved by the Statistics Canada Policy Committee ${ }^{65}$ after consultations with the Statistics Canada Confidentiality and Legislation Committee, the Data Access and Control

Services Division, and the Federal Privacy Commissioner. It was approved by the Research Ethics Committee of the University of Toronto, and was peerreviewed by the Canadian Population Health Initiative, the Canadian Institutes of Health Research, and the Research Advisory Council of the Ontario Workplace Safety and Injury Board. It was also internally reviewed by the Institut national de santé publique du Québec, the Institute for Work and Health, and the Health Statistics Division of Statistics Canada.

## Linking to the "bridge" file

The electronic files of census data contained no names, but names were needed to find the corresponding deaths. Therefore, the first link was to a nominal list (name) file to bridge between the census and the deaths files.

Names were encrypted before linking and were not retained on the analysis file. The name file was abstracted from tax-filer data from 1990 and 1991 (from filings typically submitted in April 1991 and April 1992—either about two months before or 10 months after the 1991 census day, June 4). The name file also contained date of birth and postal code, plus spousal (including common-law partner) date of birth. Spousal records were first matched (using encrypted social insurance numbers), and the additional information about the other spouse was copied to the record of each spouse. The nominal list file records for the same person for the two years were then compared. Changes detected in postal code, dates, marital status or names (such as from maiden to married name) resulted in the generation of additional, alternative records for such cases, so that subsequent matches could be made to the bestfitting record.

Probabilistic record linkage from the census file to the name file was then carried out. It was based mainly on dates of birth and postal codes (of both spouses, if applicable). Since most people on the name file would not have completed a long-form census
questionnaire (administered to only a $20 \%$ sample of households), and since we wanted to minimize false positive links, deterministic matching was first done from the entire census universe to the name file. (However, because postal codes had not been captured from the short form census records, postal codes were first imputed for the short-form records from the postal code(s) of the nearest neighbours [higher or lower household numbers in the same enumeration area] with a captured postal code. If the postal codes of the two donor households differed, both were retained on alternate records.) People on the name file who were better matched to a census short form record were not "in scope," and were removed from consideration as potential members of the cohort. This process minimized the possibility of false positive links to persons on the name file who were not eligible to be part of the cohort followed for mortality.

Using probabilistic record linkage techniques, ${ }^{66}$ the in-scope census records ( $\mathrm{N}=3,576,487$ from long-form questionnaires for people aged 25 or older) were then matched to the remaining records on the name file. Overall, $80 \% \quad(\mathrm{~N}=2,860,244$; the "response" rate) of the in-scope census records were matched to the name file. Details of the matching success, which varied by socio-economic characteristics, are presented in the Results section. The accuracy of the linkage from the census in-scope records to the name file was also evaluated. Based on a manual search of a stratified random sample of the manuscript census questionnaires, $99 \%$ of the matches were determined to be good matchesthat is, to the correct person.

## Cohort membership

Individuals were eligible to be part of the study cohort if they were usual residents of Canada on the day of the census, were in the long-form census records, and had attained age 25 by census day. These were the 3.6 million "in-scope" persons shown in Table 1.

But among eligible persons, only those matched to a name record could be reliably followed for mortality. Matching to a name record was attempted only for people with at least a reported year of birth (unimputed) and a postal code (reported or imputed, since imputed postal codes were mostly of high quality). Of the in-scope census records, 716,243 (or 20\%) could not be linked to the name file.

To be considered an institutional resident (inmate), and thus not eligible for cohort membership, a person living in an institution on census day must have had no other residence in Canada, or have been living at the institution for at least six months. Thus, people experiencing short-term episodes of hospitalisation or incarceration were not considered institutional residents and were eligible to be part of the study cohort if their household received a long-form census questionnaire.

Only people who were counted by the census could be part of the cohort. Data quality reports found that the 1991 census missed $3.43 \%$ of the Canadian population of all ages, an estimated 965,000 . The missed individuals were more likely to be young, mobile, low income, of Aboriginal ancestry, ${ }^{67}$ or homeless.

As reported above, 2,860,244 persons were both eligible to be in the cohort, and were successfully linked to the name file. However, to reduce the size of the final cohort to equal $15 \%$ of the Canadian population aged 25 or older ( 18.2 million), about $4.4 \%$ (125,092 person records) of the sample who could have been followed were randomly removed, leaving 2,735,152 people in the cohort. Thus, the final ratio of the cohort to the "in-scope" population of interest was $76 \%$ (approximately 3 out of 4 census longform respondents).

## Linking to the death file

Only census records that could be "bridged" to the name file (which had been abstracted from non-financial taxfiler data) could be reliably followed

Table 1
Derivation of cohort from in-scope census records, and cohort as percentage of 1991 population aged 25 or older, Canada

|  | Number |
| :--- | ---: |
| Derivation of cohort |  |
| In-scope census records (residents of Canada aged 25 or older with long-form questionnaire) | $3,576,487$ |
| Not linked to name file | 716,243 |
| Linked to name file | $2,860,244$ |
| Linked to name file, but not followed for deaths* | 125,092 |
| Linked to name file and followed for deaths (the cohort) | $2,735,152$ |
| Percentage of population | $18,225,349$ |
| 1991 mid-year population estimate for all Canada, population aged 25 or older ${ }^{\dagger}$ | 15.0 |

* simple random sample of $4.4 \%$ of those linked to name file
+ CANSIM table 051-0001/3604
Source: Census mortality follow-up study, 1991 to 2001.
for mortality using the Canadian Mortality Database. Except for encryption and the large size of the cohort, the methods of probabilistic record linkage ${ }^{66}$ for the mortality followup were nearly the same as those routinely employed for mortality followup studies at Statistics Canada. ${ }^{68}$


## Content of the analysis file

For cohort members, the linked file contained data from the long-form census questionnaires, and where applicable, data from the post-censal Health and Activity Limitation Survey, ${ }^{69}$ and death data from Canadian vital statistics. Nearly all of the 1991 census long-form content was available, including education, occupation, income, visible minority and Aboriginal status (mainly based on ethnicity of ancestors), place of birth, language (mother tongue, home languages, knowledge of official languages), place of residence, mobility, marital status, living arrangements, housing, place of work, and activity limitations. Death data included underlying cause of death (previously coded) and date of death. Records from responses to the 1991 Health and Activity Limitation Survey (HALS) had previously been linked to census long-form records, and this study had approval to use those data. As a result, for cohort members who were also part of that survey ( $\mathrm{N}=17,132$ ), information from the HALS was available for analysis, but is not reported
here. Information from the 1991 postcensal Aboriginal Peoples Survey (APS) was not included in this study.

## Mortality analyses

For each member of the cohort, persondays of follow-up were calculated from the beginning of the study (June 4, 1991) to the date of death, emigration (ascertained from the name file and known for 1991 only), or end of the study (December 31, 2001). Persondays of follow-up were then divided by 365.25 to get person-years at risk.

For each single year of age (at the time of the census) and sex, the proportion of the initial cohort surviving (not known to have died or emigrated) was calculated to the end of the study period (10.6 years), and compared with the proportion of the total population expected to survive 10.6 years, by single-year-of-age and sex, according to the 1995 to 1997 life tables for Canada. ${ }^{70}$ The number of deaths in the cohort was also compared with the number expected, based on mortality rates for the non-institutional population of urban Canada. ${ }^{71}$

Age- and sex-specific mortality rates by 5 -year age groups (at baseline) were used to calculate age-standardized mortality rates (ASMRs) for subgroups of the population, using the cohort population structure (person-years at risk), both sexes together, as the standard population. Corresponding $95 \%$ confidence intervals (CIs) for the

ASMRs were calculated as described by Carrière and Roos. ${ }^{72}$ A similar method was used to calculate the ASMR rate differences (RD) and rate ratios (RR) and their 95\% CIs.

For age-specific analyses, cohort members were categorized by 10-year age groups from 25 -to- 34 to 75 -to84 , and 85 or older. The mortality rates within each age group were agestandardized using 5-year age groups. For example, the mortality rate in the 25-to-34 age group was age-standardized using the cohort age distribution for 25 -to-29- and 30-to-34-year-olds. Most analyses used age at baseline (June 4, 1991), while supplemental analyses used age at the beginning of each year of follow-up (for period life tables and related statistics).

For Aboriginal results, standardization for the ASMRs used the age distribution (person-years at risk) of Aboriginal cohort members rather than that of all cohort members. This was done because the Aboriginal population was much younger than other Canadians, and agestandardizing to the entire cohort population would give undue influence to the older ages. As well, because there was a notable cross-over of mortality rates in the upper age groups (with lower age-specific rates for older Aboriginal persons of both sexes, and much higher rates among younger Aboriginal persons), using the Aboriginal population as the standard provided a clearer picture of the impacts of those differentials on overall Aboriginal mortality.

Mortality hazard ratios adjusted for age and corresponding 95\% CIs were calculated for each of the various categories of socio-economic characteristics (coded as indicator or "dummy" variables), using Cox proportional hazard regression. Age in completed years on census day was included as a variable in all models (so that age had an exponential effect on the hazard). Separate models were run for men and women. All such computations were performed using the PHREG procedure in the Statistical

Analysis System (SAS) Version 9.1 for Windows (SAS Institute, Cary North Carolina).

Period life tables for each sex and major socio-economic grouping, plus corresponding standard errors and $95 \%$ CIs were calculated according to the method of Chiang. ${ }^{73}$ These calculations were done after age was transformed from age at baseline to age at the beginning of each year of follow-up, and deaths and person-years at risk were calculated separately for each year (or partial year) of follow-up. Deaths and person-years at risk were then pooled by age at the beginning of each year of follow-up, before the calculation of the life tables. Life tables for both sexes together were constructed by combining the columns for survivors and life years lived from the life tables for each sex, rather than by using mortality rates based on pooled death and population data. This ensured that the actual distribution of the population by age and sex would have no effect on the life table results.

The underlying cause of death of those who died during the study period had been previously coded to the World Health Organization's International Classification of Diseases, Ninth Revision (ICD-9) ${ }^{74}$ for deaths occurring in the period 1991 through 1999, and to the Tenth Revision (ICD-10) ${ }^{75}$ for deaths occurring in 2000 or 2001. For analyses by cause of death, deaths were first grouped broadly by ICD chapter (based on ICD-9 or ICD-10 equivalent), and then more specifically according to cause groupings established by the Public Health Agency of Canada (formerly the Laboratory Centre for Disease Control (LCDC) cause of death categories). For 418 deaths that were identified through the name file but not linked in the vital statistics death records, the cause was unknown. Three other deaths were linked on the vital statistics death records, but without any stated cause. Those 421 deaths were retained in the database, but with cause of death set to "missing." Information on contributing causes of
death was not recorded on the Canadian Mortality Data Base. Analyses by cause of death are not reported here, but will be in subsequent reports.

## Definitions

## Socio-economic characteristics

Highest level of education was grouped into four categories: less than secondary graduation, secondary graduation (or trades certificate), postsecondary certificate or diploma (short of a university bachelor's degree), and university degree (bachelor's or higher).

The socio-economic status of occupations (coded to the 4-digit National Occupational Classification) was ranked according to Boyd-NP scores, ${ }^{76}$ which are based on the aggregate census data for the income and education of all persons with a given occupation. Boyd-NP scores are akin to the more familiar Blishen Index, ${ }^{77}$ but are based on 1991 (and subsequent censuses) rather than on 1981 census data. For the entire noninstitutional census target population aged 25 or older (the in-scope population), quintiles of population ranked by Boyd-NP score were constructed, first nationally, and also within each area. Areas were defined as census metropolitan area (CMA), census agglomeration (CA), or provincial or territorial residual area not in any CMA or CA (rural and smalltown Canada). Because the differences in mortality between quintiles were more pronounced using the area-based quintiles, only those results are shown.

The socio-economic status of each occupation was also ranked according to five broad skill levels derived from the coding structure of the National Occupational Classification as originally defined by Employment and Immigration Canada ( according to the original alpha-numeric coding before renumbering by Statistics Canada): professional, managerial, skilled/ technical/supervisory, semi-skilled, and unskilled. People without an occupation
were retained as a separate "no occupation" category.

Quintiles and deciles of population ranked by income adequacy were constructed. First, for each economic family or unattached individual, total pre-tax, post-transfer income from all sources was pooled across all family members, and the ratio of total income to the Statistics Canada low-income cut-off (LICO) for the applicable family size and community size group was calculated. ${ }^{78}$ Thus, all members of a given family were assigned the same LICO ratio, which was calculated for all non-institutionalized persons (the in-scope population), including people living on Indian reserves. The noninstitutional population was then ranked according to the LICO ratio, and quintiles and deciles of population were constructed, first nationally and also within each CMA/CA or rural and smalltown area. The purpose of constructing the quantiles within each area was to take account of regional differences in housing costs, which are not reflected in the LICOs, and to permit comparisons across areas to be based on comparable proportions of population in each quantile. Since the differences in mortality between quantiles were more pronounced using the area-based quantiles, only those results are shown.

Because visible minority status based on self-identification was not available for the 1991 census, visible minority status was inferred from answers to ethnic origin questions about ancestry. For purposes of federal legislation (Employment Equity Act of 1986), Aboriginal peoples are not considered visible minorities unless they report ancestry placing them into one of the 11 official visible minority categories: Black; Chinese, Japanese, Korean (grouped as East Asian); Southeast Asian, Filipino, Other Pacific Islanders (grouped as Southeast Asian and Pacific); South Asian; Southwest Asian or Arab; Latin American; and multiple visible minorities.

The three main groups of Aboriginal peoples in Canada are North American

Indians (First Nations), Métis (mixed Aboriginal and non-Aboriginal descendants of mostly French-speaking fur traders and settlers in Western Canada), and Inuit. The 1991 census did not ask respondents to self-identity as an Aboriginal person, if applicable. Instead, Aboriginal categories were derived from responses to questions on ethnic origin (ancestry), Registered or Treaty Indian status, and Band or First Nations membership.

For this report, disability status at baseline was derived from the four census long-form disability screening questions (activities limited at home; activities limited at school or work; limited in other activities; disabled or handicapped). Persons with a "yes" to any of those questions were considered disabled.

Mortality rates are presented by community size and metropolitan influence zone. ${ }^{79}$ Metropolitan influence zones classify geographic areas based on the extent of commuting flows between rural and small-town areas (not in any CMA or CA, so population less than 10,000 ) and urban centres (CMA or CA, so population at least 10,000 ).

## Results

## Characteristics of the cohort

Overall, 2,735,152 adults aged 25 or older were successfully "bridged" to the name file and followed for mortality. The probability of a successful bridge linkage to the name file varied by an individual's characteristics. Table 2 shows the number of persons in the cohort by characteristics related to linkage success, the cohort as a percentage of the total "in-scope" population, and the number of in-scope persons not linked to the name file. The second-last column shows, for each category, the ratio of the percentage of the in-scope population which was not matched to the bridge file, compared with the percentage in the cohort followed for mortality. Categories with a ratio greater than 1 were more likely
to be unmatched, and thus, unable to be followed. These included women (because they were less likely to be in the labour force), seniors aged 65 or older (more likely to be retired, and therefore, less likely to be tax-filers), people who were unmarried or not in a common-law union (fewer matching variables available), rural residents (postal codes less precise for matching purposes), movers in the previous year (more likely not to match on postal codes), people with less than secondary graduation (less likely to be employed), people not in the labour force (less likely to be tax-filers), people in the lowest income adequacy quintile (less likely to be tax -filers), and those with any Aboriginal ancestry.

Figure 1 shows, for each single year of age, the percentage of cohort members who survived from 1991 to the end of 2001 (approximately 10.6 years), compared with the expected percentage of survivors after 10.6 years based on the official Canada life tables for 1995 to 1997 . For both sexes, until about age 75 , the cohort and life table curves are very close and often nearly superimposed. At older ages, the cohort survival curve becomes noticeably higher than the life table survival curve, particularly for women. This is as expected, since the cohort excluded residents of institutions (most of whom were institutionalized because of failing health) and anyone who failed to file a 1990 or 1991 tax return (including people not in the labour force or chronically unemployed, and others with very low incomes)—all groups expected to have higher mortality. Based on comparisons with life table data for non-institutionalized persons in urban Canada, ${ }^{71}$ ascertainment of deaths in the cohort followed for mortality was estimated to be approximately $97 \%$.

## Mortality differences

For both sexes and all age groups except the oldest ( 85 or older), the percentage of the cohort surviving from June 4, 1991 to the end of 2001 increased in each successively higher income

Table 2
Cohort followed and deaths ascertained, non-institutionalized population aged 25 or older at baseline, Canada, 1991 to 2001

| Category | In-scope census respondents (A) | Persons in cohort (B) | (C)* | Cohort as \% of total (B/A) | Persons not linked (D) | (E)* | Ratio <br> (E/C) | Deaths |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | \% | number | \% |  | number |
| Total | 3,576,500 | 2,735,200 | 100 | 76 | 716,200 | 100 | 1.00 | 260,820 |
| Sex Men Women | $\begin{aligned} & 1,738,000 \\ & 1,838,500 \end{aligned}$ | $\begin{aligned} & 1,358,400 \\ & 1,376,800 \end{aligned}$ | $\begin{aligned} & 50 \\ & 50 \end{aligned}$ | 78 75 | $\begin{aligned} & 317,700 \\ & 398,500 \end{aligned}$ | 44 56 | $\begin{aligned} & 0.88 \\ & 1.11 \end{aligned}$ | $\begin{aligned} & 153,522 \\ & 107,268 \end{aligned}$ |
| Age group 25 to 64 <br> 65 or older | $\begin{array}{r} 2,972,800 \\ 603,700 \end{array}$ | $\begin{array}{r} 2,312,700 \\ 422,500 \end{array}$ | $\begin{aligned} & 85 \\ & 15 \end{aligned}$ | 78 70 | $\begin{array}{r} 544,300 \\ 161,900 \end{array}$ | 77 23 | $\begin{aligned} & 0.92 \\ & 1.46 \end{aligned}$ | $\begin{array}{r} 89,888 \\ 170,932 \end{array}$ |
| Marital status <br> Married or common-law Not married | $\begin{aligned} & 2,544,900 \\ & 1,031,600 \end{aligned}$ | $\begin{array}{r} 2,030,500 \\ 704,700 \end{array}$ | 74 26 | 80 68 | $\begin{aligned} & 421,700 \\ & 294,600 \end{aligned}$ | 59 41 | 0.79 1.60 | $\begin{aligned} & 154,513 \\ & 106,307 \end{aligned}$ |
| Residence <br> Urban <br> Rural | $\begin{array}{r} 2,682,600 \\ 893,900 \end{array}$ | $\begin{array}{r} 2,085,400 \\ 649,700 \end{array}$ | 76 24 | 78 73 | $\begin{aligned} & 501,600 \\ & 214,600 \end{aligned}$ | 70 30 | $\begin{aligned} & 0.92 \\ & 1.26 \end{aligned}$ | $\begin{array}{r} 194,652 \\ 66,168 \end{array}$ |
| Mobility <br> Non-mover in last year <br> Mover in last year <br> Not applicable | $\begin{array}{r} 2,974,600 \\ 499,900 \\ 102,000 \end{array}$ | $\begin{array}{r} 2,342,500 \\ 350,400 \\ 42,200 \end{array}$ | $\begin{array}{r} 86 \\ 13 \\ 2 \end{array}$ | $\begin{aligned} & 79 \\ & 70 \\ & 41 \end{aligned}$ | $\begin{array}{r} 524,900 \\ 133,400 \\ 57,900 \end{array}$ | 73 19 | $\begin{aligned} & 0.86 \\ & 1.45 \\ & 5.24 \end{aligned}$ | $\begin{array}{r} 234,325 \\ 16,831 \\ 9,664 \end{array}$ |
| Education <br> Secondary graduation or more Less than secondary graduation | $\begin{aligned} & 2,225,300 \\ & 1,351,200 \end{aligned}$ | $\begin{array}{r} 1,781,700 \\ 953,500 \end{array}$ | 65 35 | 80 71 | $\begin{aligned} & 362,200 \\ & 354,100 \end{aligned}$ | 51 49 | 0.78 1.42 | $\begin{aligned} & 105,222 \\ & 155,598 \end{aligned}$ |
| Labour force participation In labour force Not in labour force | $\begin{aligned} & 2,421,500 \\ & 1,155,000 \end{aligned}$ | $\begin{array}{r} 1,955,600 \\ 779,500 \end{array}$ | 72 28 | 81 67 | $\begin{aligned} & 376,800 \\ & 339,500 \end{aligned}$ | 53 47 | 0.74 1.66 | $\begin{array}{r} 68,554 \\ 192,226 \end{array}$ |
| Income adequacy quintile <br> Quintile 1 - poorest <br> Quintile 2 <br> Quintile 3 <br> Quintile 4 <br> Quintile 5 - richest | $\begin{aligned} & 715,400 \\ & 715,500 \\ & 715,100 \\ & 715,300 \\ & 715,000 \end{aligned}$ | $\begin{aligned} & 470,400 \\ & 531,100 \\ & 565,400 \\ & 580,800 \\ & 587,400 \end{aligned}$ | $\begin{aligned} & 17 \\ & 19 \\ & 21 \\ & 21 \\ & 21 \end{aligned}$ | 66 74 79 81 82 | $\begin{aligned} & 223,600 \\ & 159,900 \\ & 123,800 \\ & 108,100 \\ & 100,900 \end{aligned}$ | 31 22 17 15 14 | $\begin{aligned} & 1.82 \\ & 1.15 \\ & 0.84 \\ & 0.71 \\ & 0.66 \end{aligned}$ | $\begin{aligned} & 75,229 \\ & 66,402 \\ & 44,658 \\ & 37,938 \\ & 3,593 \end{aligned}$ |
| Aboriginal origins No Aboriginal origins Any Aboriginal origins | $\begin{array}{r} 3,392,500 \\ 184,000 \end{array}$ | $\begin{array}{r} 2,624,300 \\ 110,800 \end{array}$ | 96 4 | 77 60 | $\begin{array}{r} 648,000 \\ 68,200 \end{array}$ | 90 10 | 0.94 2.35 | $\begin{array}{r} 253,225 \\ 7,595 \end{array}$ |

* percent distribution of characteristic within each category

Note: Census population counts rounded to nearest 100.
Source: Census mortality follow-up study, 1991 to 2001.
adequacy quintile (data not shown). The differences across the quintiles increased with advancing age to a maximum at ages 65 to 74 . However, among women aged 85 or older (and not living in an institution at baseline), the pattern was almost reversed, with the percentages surviving generally greater among those in the lower than the higher income quintiles.

Remaining life expectancy at age 25 and the life table proportion expected to survive to age 75 are shown in Table 3 and Figures 2 and 3. For both sexes, life expectancy increased in each successively higher income quintile.

The inter-quintile difference (Q5-Q1) in life expectancy was 6.8 years for men, and 4.3 years for women. The differences between the poorest and next-poorest quintiles ( 3.1 years for men, 2.3 years for women) were more than twice as large as the differences between the richest and next-richest quintiles ( 1.3 years for men, 0.6 years for women). For both sexes, the proportion expected to survive to age 75 also increased in each successively higher income quintile. Only $51 \%$ of men in the poorest quintile were expected to survive to age 75 , compared with $72 \%$ of those in the richest quintile.

The corresponding figures for women were $72 \%$ versus $84 \%$.

## Main findings

Table 4 (men) and Table 5 (women) show age-standardized mortality rates (ASMRs), rate ratios (RRs) and rate differences (RD) for the entire cohort aged 25 or older at baseline, by selected characteristics.

In the usual sequence of events, getting an education qualifies a person for an occupation, and working at an occupation provides an income. Consequently, the main findings are presented in that order. Many other

Figure 1
Percentage surviving 10.6 years, by age and sex, cohort followed for mortality from 1991 to 2001 versus all-Canada life tables for 1995 to 1997


Source: Census mortality follow-up study, 1991 to 2001; Statistics Canada, Life Tables - Canada, Provinces and Territories, 19951997 (Catalogue 84-537), 2002. ${ }^{70}$

Table 3
Remaining life expectancy at age 25 and percentage expected to survive to age 75 , by income adequacy quintile and sex, non-institutionalized population aged 25 or older, Canada, 1991 to 2001

| Income adequacy quintile | Total |  |  | Men |  |  | Women |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | years | 95\% <br> confidence interval from to |  | years | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \\ \text { from to } \end{array}$ |  | years | 95\% <br> confidence interval from to |  |
| Remaining life expectancy at age 25 |  |  |  |  |  |  |  |  |  |
| Total | 55.8 | 55.8 | 55.9 | 52.6 | 52.6 | 52.7 | 59.0 | 58.9 | 59.1 |
| Quintile 1 - poorest | 52.4 | 52.3 |  | 48.4 | 48.3 | 48.6 | 56.4 | 56.3 | 56.5 |
| Quintile 2 | 55.1 | 55.0 |  | 51.5 | 51.4 | 51.6 | 58.7 | 58.6 | 58.9 |
| Quintile 3 | 56.3 | 56.2 | 56.4 | 53.0 | 52.9 | 53.2 | 59.5 | 59.4 | 59.7 |
| Quintile 4 | 57.1 | 57.0 | 57.2 | 54.0 | 53.9 | 54.1 | 60.1 | 60.0 | 60.3 |
| Quintile 5 - richest | 58.0 | 57.9 | 58.1 | 55.3 | 55.2 | 55.4 | 60.7 | 60.5 | 60.8 |
| Difference: Quintile 5 - Quintile 1 | 5.6 | 5.4 |  | 6.8 | 6.6 | 7.0 | 4.3 | 4.1 | 4.5 |
| Percentage expected to survive to age 75 | \% | from | to | \% | from | to | \% | from | to |
| Total | 71.5 | 71.3 |  | 64.0 | 63.8 | 64.2 | 79.0 | 78.8 | 79.2 |
| Quintile 1 - poorest | 61.0 | 60.7 | 61.4 | 50.6 | 50.1 | 51.1 | 71.5 | 71.0 | 71.9 |
| Quintile 2 | 68.6 |  | 69.0 | 59.8 |  | 60.3 | 77.5 | 77.1 | 77.9 |
| Quintile 3 | 72.7 |  | 73.0 | 64.9 | 64.4 | 65.3 | 80.6 | 80.2 | 81.0 |
| Quintile 4 | 75.1 | 74.8 |  | 68.2 | 67.7 | 68.6 | 82.0 | 81.5 | 82.4 |
| Quintile 5 - richest | 78.1 |  | 78.4 | 72.4 | 72.0 | 72.8 | 83.8 | 83.4 | 84.2 |
| Difference: Quintile 5 - Quintile 1 | 17.0 | 16.6 | 17.5 | 21.7 | 21.1 | 22.4 | 12.3 | 11.8 | 12.9 |

Source: Census mortality follow-up study, 1991 to 2001.
socio-economic variables were available, relating either to ascribed characteristics (determined at birth or infancy, and essentially unchangeable) or achieved characteristics (attained over the life course, and changeable). Ascribed characteristics included visible minority and Aboriginal status, place of birth and mother tongue. Achieved characteristics included knowledge of official languages, place of residence, mobility, marital status and living arrangements. Activity limitations could have existed at birth or developed later.

## Education

The first panel of Tables 4 and 5 shows results by educational attainment. ASMRs were lowest among people with a university degree and highest for those with less than secondary graduation. A linear relationship was evident, with mortality rates increasing at successively lower levels of education. The mortality gradient was steeper for men than women.

Appendix Table A shows RRs by education, by 10 -year age group at baseline. The RRs are based on ASMRs calculated for each age group. For both sexes and for all except the oldest age group ( 85 or older), mortality rates were highest among those with the least education, and dropped with each increment of attainment. As well, RRs were highest in the youngest age groups and diminished with advancing age, as previously reported in a small pilot study for Manitoba. ${ }^{80}$ For the oldest age group, the pattern by education was reversed, so that the point estimates of most RRs were below that of the reference group (university degree), especially for women, although none of these was statistically significantly different from 1. Mortality rates among people aged 85 or older at baseline could be calculated only for those who had survived to that age and were not institutionalized at the time of the census. (Appendix Table B shows hazard ratios corresponding to the RRs of Appendix Table A. The results are similar, but the proportional hazard modelling used

Figure 2
Life expectancy at age 25, by sex and income adequacy quintile, noninstitutionalized population aged 25 or older at baseline, Canada, 1991 to 2001


Source: Census mortality follow-up study, 1991 to 2001.

Figure 3
Percentage expected to survive to age 75, by sex and income adequacy quintile, non-institutionalized population aged 25 or older at baseline, Canada, 1991 to 2001


[^1]in Appendix Table B does not produce absolute rates or rate differences.)

## Occupation-based socioeconomic groupings

ASMRs by sex for each quintile of the population with an occupation (ranked according to its Boyd-NP socioeconomic score), ${ }^{76}$ are shown in the second panel of Tables 4 and 5. ASMRs were lowest in the highest quintile (occupations with the highest socioeconomic ranking). The gradients were not as steep as those for education and did not necessarily increase across each successive quintile. For example, the ASMRs were similar for quintiles 1, 2 and 3 among employed men, and for quintiles 1 and 2 among employed women. People without an occupation had much higher ASMRs, compared with even the lowest ranked quintile with any occupation.

A clearer pattern was evident for occupational categories ranked by skill level, as shown in the third panel of Tables 4 and 5. ASMRs for people with an occupation were lowest among professionals and highest among those in unskilled occupations. For men, ASMRs rose with each decrease in skill level (though the difference between adjacent categories was not always significant). For women, RRs were similar for all skill levels except unskilled occupations (RR of 1.34 compared with professionals).

In general, for people aged 25 to 75 at baseline, compared with professional occupations, RRs were higher for all other categories of occupations (second panel of Appendix Table A). The gradient was stronger in younger than older age groups. For the unskilled occupations, the RR was highest in the 35 -to- 44 age group for both sexes (but with a stronger effect for men). Particularly noteworthy were the RRs for men in age groups younger than 55 and without an occupation, reaching a high of 6.2 among those aged 35 to 44 at baseline. RRs among women without an occupation were elevated, but not nearly as much.

Table 4
Age-standardized mortality rates (ASMR) per 100,000 person-years at risk, showing rate ratios (RR) and rate differences (RD), by selected socio-economic characteristics, non-institutionalized men aged 25 or older at baseline, Canada, 1991 to 2001

| Characteristic | Baseline population | Deaths | ASMR |  | $95 \text { \% }$ <br> fidence <br> interval | RR |  | $95 \%$ <br> ence erval to | RD | con from | $95 \%$ <br> idence <br> interval |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Education |  |  |  |  |  |  |  |  |  |  |  |
| University degree ${ }^{\dagger}$ | 204,700 | 11,100 | 900.9 | 882.9 | 919.2 | 1.00 | ... | ... | 0.0 |  |  |
| Postsecondary diploma | 168,300 | 9,279 | 1,017.4 | 994.4 | 1,040.9 | 1.13 | 1.10 | 1.16 | 116.5 | 87.0 | 146.0 |
| Secondary graduation | 510,500 | 42,378 | 1,168.1 | 1,156.4 | 1,180.0 | 1.30 | 1.27 | 1.33 | 267.2 | 245.6 | 288.9 |
| Less than secondary graduation | 474,900 | 90,795 | 1,392.0 | 1,382.7 | 1,401.4 | 1.55 | 1.51 | 1.58 | 491.1 | 470.7 | 511.5 |
| Occupation: Boyd-NP socio-economic quintile |  |  |  |  |  |  |  |  |  |  |  |
| Quintile 5 - highest ${ }^{\dagger}$ | 255,200 | 9,879 | 877.6 | 847.7 | 908.6 | 1.00 | ... | ... | 0.0 |  |  |
| Quintile 4 | 242,400 | 10,814 | 940.2 | 910.5 | 970.8 | 1.07 | 1.02 | 1.12 | 62.5 | 19.7 | 105.3 |
| Quintile 3 | 184,000 | 9,029 | 1,037.6 | 1,002.1 | 1,074.4 | 1.18 | 1.13 | 1.24 | 160.0 | 112.7 | 207.2 |
| Quintile 2 | 215,300 | 11,617 | 1,083.6 | 1,047.1 | 1,121.4 | 1.23 | 1.18 | 1.30 | 206.0 | 158.0 | 254.0 |
| Quintile 1 - lowest | 218,400 | 15,658 | 1,068.0 | 1,046.0 | 1,090.3 | 1.22 | 1.17 | 1.27 | 190.3 | 152.7 | 228.0 |
| No occupation | 243,000 | 96,555 | 1,836.2 | 1,813.4 | 1,859.2 | 2.09 | 2.02 | 2.17 | 958.5 | 920.4 | 996.6 |
| Occupation: skill-based categories |  |  |  |  |  |  |  |  |  |  |  |
| Professional ${ }^{\dagger}$ | 146,000 | 5,479 | 834.9 | 802.0 | 869.1 | 1.00 | $\ldots$ |  | 0.0 |  |  |
| Managerial | 159,000 | 7,094 | 930.4 | 893.6 | 968.6 | 1.11 | 1.05 | 1.18 | 95.5 | 45.2 | 145.8 |
| Skilled/Technical/Supervisory | 391,600 | 20,386 | 979.4 | 959.7 | 999.5 | 1.17 | 1.12 | 1.23 | 144.5 | 105.5 | 183.5 |
| Semi-skilled | 303,400 | 16,028 | 1,086.6 | 1,057.1 | 1,117.0 | 1.30 | 1.24 | 1.37 | 251.7 | 206.8 | 296.7 |
| Unskilled | 115,500 | 8,010 | 1,141.1 | 1,099.8 | 1,183.9 | 1.37 | 1.29 | 1.44 | 306.2 | 252.5 | 359.9 |
| No occupation | 243,000 | 96,555 | 1,836.2 | 1,813.4 | 1,859.2 | 2.20 | 2.11 | 2.29 | 1,001.3 | 960.7 | 1,041.9 |
| Income adequacy quintile |  |  |  |  |  |  |  |  |  |  |  |
| Quintile 5 - richest ${ }^{\dagger}$ | 309,900 | 23,638 | 980.8 | 966.9 | 994.9 | 1.00 | $\ldots$ | ... | 0.0 | ... | ... |
| Quintile 4 | 302,600 | 24,326 | 1,099.5 | 1,084.5 | 1,114.7 | 1.12 | 1.10 | 1.14 | 118.7 | 98.0 | 139.3 |
| Quintile 3 | 287,800 | 28,476 | 1,183.5 | 1,169.4 | 1,197.8 | 1.21 | 1.18 | 1.23 | 202.7 | 182.7 | 222.6 |
| Quintile 2 | 260,800 | 41,273 | 1,334.3 | 1,321.0 | 1,347.7 | 1.36 | 1.34 | 1.38 | 353.5 | 334.1 | 372.8 |
| Quintile 1 - poorest | 197,300 | 35,839 | 1,650.2 | 1,633.0 | 1,667.7 | 1.68 | 1.65 | 1.71 | 669.4 | 647.1 | 691.7 |
| Visible minority status |  |  |  |  |  |  |  |  |  |  |  |
| Not visible minority ${ }^{\dagger}$ | 1,257,200 | 148,660 | 1,251.9 | 1,245.5 | 1,258.4 | 1.00 | ... | ... | 0.0 | ... |  |
| Black | 16,900 | 873 | 975.7 | 902.7 | 1,054.5 | 0.78 | 0.72 | 0.84 | -276.3 | -352.4 | -200.2 |
| Southwest Asian or Arab | 12,700 | 659 | 895.9 | 825.2 | 972.6 | 0.72 | 0.66 | 0.78 | -356.1 | -430.0 | -282.2 |
| South Asian | 21,800 | 872 | 720.8 | 665.1 | 781.2 | 0.58 | 0.53 | 0.62 | -531.1 | -589.5 | -472.8 |
| East Asian | 33,000 | 1,897 | 791.9 | 755.1 | 830.4 | 0.63 | 0.60 | 0.66 | -460.1 | -498.3 | -421.9 |
| Southeast Asian or Pacific Islander | 11,000 | 435 | 686.2 | 619.8 | 759.7 | 0.55 | 0.49 | 0.61 | -565.8 | -635.9 | -495.6 |
| Latin American | 4,400 | 91 | 481.8 | 367.8 | 631.1 | 0.38 | 0.29 | 0.50 | -770.1 | -900.3 | -639.9 |
| Multiple visible minorities | 1,500 | 65 | 785.0 | 565.7 | 1,089.2 | 0.63 | 0.45 | 0.87 | -467.0 | -724.1 | -209.8 |
| Aboriginal origins |  |  |  |  |  |  |  |  |  |  |  |
| No Aboriginal origins ${ }^{\dagger}$ | 1,307,800 | 149,335 | 566.7 | 563.5 | 570.0 | 1.00 |  | $\ldots$ | 0.0 |  |  |
| Any Aboriginal origins | 50,600 | 4,217 | 797.7 | 774.0 | 822.2 | 1.41 | 1.37 | 1.45 | 231.0 | 206.7 | 255.3 |
| Registered Indian status |  |  |  |  |  |  |  |  |  |  |  |
| Not Registered Indian ${ }^{\dagger}$ | 1,333,800 | 151,175 | 569.6 | 566.3 | 572.8 | 1.00 | ... | $\ldots$ | 0.0 | ... | ... |
| Registered Indian | 24,600 | 2,377 | 886.5 | 851.5 | 923.1 | 1.56 | 1.49 | 1.62 | 317.0 | 281.0 | 352.9 |
| Place of birth |  |  |  |  |  |  |  |  |  |  |  |
| Same province as residence ${ }^{\dagger}$ | 860,300 | 95,514 | 1,322.1 | 1,313.5 | 1,330.7 | 1.00 | ... | ... | 0.0 | ... | ... |
| Different province | 207,400 | 24,316 | 1,238.8 | 1,222.9 | 1,254.9 | 0.94 | 0.92 | 0.95 | -83.3 | -101.5 | -65.1 |
| Foreign | 290,700 | 33,722 | 1,008.7 | 997.9 | 1,019.7 | 0.76 | 0.75 | 0.77 | -313.4 | -327.2 | -299.5 |
| Year of immigration |  |  |  |  |  |  |  |  |  |  |  |
| Non-immigrant ${ }^{\dagger}$ | 1,070,700 | 120,185 | 1,304.6 | 1,297.0 | 1,312.1 | 1.00 | $\ldots$ | .. | 0.0 |  |  |
| Before 1971 | 160,900 | 27,762 | 1,054.4 | 1,041.1 | 1,068.0 | 0.81 | 0.80 | 0.82 | -250.1 | -265.6 | -234.7 |
| 1971 to 1980 | 63,200 | 3,429 | 914.1 | 881.3 | 948.0 | 0.70 | 0.68 | 0.73 | -390.5 | -424.7 | -356.3 |
| 1981 to 1985 | 21,500 | 1,046 | 785.8 | 736.8 | 837.9 | 0.60 | 0.56 | 0.64 | -518.8 | -569.9 | -467.7 |
| 1986 to 1991 | 34,600 | 873 | 651.5 | 597.7 | 710.2 | 0.50 | 0.46 | 0.54 | -653.0 | -709.7 | -596.3 |
| Non-permanent resident | 7,400 | 257 | 982.7 | 855.5 | 1,128.8 | 0.75 | 0.66 | 0.87 | -321.9 | -458.3 | -185.5 |

Table 4
Age-standardized mortality rates (ASMR) per 100,000 person-years at risk, showing rate ratios (RR) and rate differences (RD), by selected socio-economic characteristics, non-institutionalized men aged 25 or older at baseline, Canada, 1991 to 2001 (continued)

| Characteristic | Baseline population | Deaths | ASMR |  | $95 \%$ <br> fidence interval to | RR | confid in from | $95 \%$ ence erval to | RD | con from | $95 \%$ <br> idence interval to |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Residence 1 year before |  |  |  |  |  |  |  |  |  |  |  |
| Same address ${ }^{\dagger}$ | 1,163,500 | 139,671 | 1,215.1 | 1,208.7 | 1,221.6 | 1.00 |  |  | 0.0 |  |  |
| Different address in same province | 154,400 | 9,097 | 1,358.1 | 1,327.7 | 1,389.2 | 1.12 | 1.09 | 1.14 | 143.0 | 111.6 | 174.5 |
| Different province | 12,900 | 561 | 1,111.0 | 1,009.2 | 1,223.2 | 0.91 | 0.83 | 1.01 | -104.1 | -211.1 | 3.0 |
| Foreign | 7,400 | 184 | 620.4 | 516.0 | 745.9 | 0.51 | 0.42 | 0.61 | -594.7 | -709.2 | -480.2 |
| Not applicable | 20,100 | 4,039 | 1,786.8 | 1,731.1 | 1,844.4 | 1.47 | 1.42 | 1.52 | 571.7 | 514.7 | 628.7 |
| Marital status |  |  |  |  |  |  |  |  |  |  |  |
| Legally married ${ }^{\dagger}$ | 982,900 | 110,696 | 1,135.6 | 1,128.7 | 1,142.6 | 1.00 | ... | ... | 0.0 | ... |  |
| Common-law | 93,900 | 4,629 | 1,352.7 | 1,298.4 | 1,409.3 | 1.19 | 1.14 | 1.24 | 217.1 | 161.2 | 272.9 |
| Widowed | 27,400 | 14,045 | 1,670.3 | 1,575.9 | 1,770.2 | 1.47 | 1.39 | 1.56 | 534.6 | 437.3 | 632.0 |
| Separated | 26,200 | 3,592 | 1,622.6 | 1,568.1 | 1,679.1 | 1.43 | 1.38 | 1.48 | 487.0 | 431.1 | 542.9 |
| Divorced | 45,800 | 6,452 | 1,612.2 | 1,566.6 | 1,659.0 | 1.42 | 1.38 | 1.46 | 476.5 | 429.8 | 523.2 |
| Never married | 182,200 | 14,138 | 1,620.0 | 1,591.9 | 1,648.7 | 1.43 | 1.40 | 1.45 | 484.4 | 455.2 | 513.7 |
| Living arrangements |  |  |  |  |  |  |  |  |  |  |  |
| With relatives ${ }^{\dagger}$ | 1,179,500 | 123,110 | 1,169.8 | 1,163.1 | 1,176.5 | 1.00 |  |  | 0.0 |  |  |
| With non-relatives | 40,700 | 4,012 | 1,657.4 | 1,604.9 | 1,711.6 | 1.42 | 1.37 | 1.46 | 487.6 | 433.9 | 541.4 |
| Alone | 119,300 | 22,434 | 1,629.5 | 1,607.8 | 1,651.5 | 1.39 | 1.37 | 1.41 | 459.7 | 436.9 | 482.6 |
| Not applicable | 18,900 | 3,996 | 1,832.8 | 1,774.9 | 1,892.6 | 1.57 | 1.52 | 1.62 | 663.1 | 603.8 | 722.3 |
| Mother tongue |  |  |  |  |  |  |  |  |  |  |  |
| English ${ }^{\dagger}$ | 776,100 | 87,637 | 1,258.1 | 1,249.7 | 1,266.5 | 1.00 | ... | ... | 0.0 | ... |  |
| French | 335,400 | 38,269 | 1,350.4 | 1,336.5 | 1,364.5 | 1.07 | 1.06 | 1.09 | 92.3 | 76.0 | 108.7 |
| English and French | 4,200 | 653 | 1,421.0 | 1,314.1 | 1,536.7 | 1.13 | 1.04 | 1.22 | 163.0 | 51.5 | 274.4 |
| Neither English nor French | 242,600 | 26,993 | 1,020.8 | 1,008.5 | 1,033.3 | 0.81 | 0.80 | 0.82 | -237.2 | -252.2 | -222.3 |
| Knowledge of official languages |  |  |  |  |  |  |  |  |  |  |  |
| English only ${ }^{\dagger}$ | 921,600 | 106,013 | 1,211.7 | 1,204.4 | 1,219.1 | 1.00 | ... |  | 0.0 |  |  |
| French only | 170,000 | 21,275 | 1,396.2 | 1,377.2 | 1,415.5 | 1.15 | 1.14 | 1.17 | 184.5 | 164.0 | 205.0 |
| Both English and French | 253,000 | 23,823 | 1,210.0 | 1,193.9 | 1,226.3 | 1.00 | 0.98 | 1.01 | -1.7 | -19.5 | 16.1 |
| Neither English nor French | 13,800 | 2,441 | 976.1 | 934.8 | 1,019.1 | 0.81 | 0.77 | 0.84 | -235.7 | -278.4 | -192.9 |
| Community size |  |  |  |  |  |  |  |  |  |  |  |
| 1 million or more ${ }^{\dagger}$ | 411,300 | 42,962 | 1,171.9 | 1,160.7 | 1,183.3 | 1.00 | ... | $\ldots$ | 0.0 | ... | ... |
| 500,000 to 999,999 | 216,700 | 21,783 | 1,208.0 | 1,191.7 | 1,224.6 | 1.03 | 1.01 | 1.05 | 36.1 | 16.2 | 56.1 |
| 100,000 to 499,999 | 205,200 | 24,093 | 1,240.2 | 1,224.5 | 1,256.2 | 1.06 | 1.04 | 1.08 | 68.3 | 48.9 | 87.8 |
| 10,000 to 99,999 | 190,000 | 23,218 | 1,301.5 | 1,284.7 | 1,318.6 | 1.11 | 1.09 | 1.13 | 129.6 | 109.3 | 150.0 |
| Less than 10,000 (rural and small town) | 335,200 | 41,496 | 1,263.5 | 1,251.4 | 1,275.9 | 1.08 | 1.06 | 1.09 | 91.6 | 75.0 | 108.3 |
| Metropolitan influence zone |  |  |  |  |  |  |  |  |  |  |  |
| CMA or $\mathrm{CA}^{\dagger}$ | 1,027,900 | 112,441 | 1,218.1 | 1,210.9 | 1,225.3 | 1.00 | ... | ... | 0.0 | ... | ... |
| Rural and small town |  |  |  |  |  |  |  |  |  |  |  |
| Strong metropolitan influence | 74,100 | 8,604 | 1,234.4 | 1,208.0 | 1,261.2 | 1.01 | 0.99 | 1.04 | 16.3 | -11.3 | 43.8 |
| Moderate metropolitan influence | 118,500 | 15,950 | 1,269.6 | 1,249.9 | 1,289.6 | 1.04 | 1.02 | 1.06 | 51.5 | 30.3 | 72.6 |
| Weak metropolitan influence | 116,200 | 13,845 | 1,264.0 | 1,243.1 | 1,285.4 | 1.04 | 1.02 | 1.06 | 45.9 | 23.6 | 68.3 |
| No metropolitan influence | 21,700 | 2,712 | 1,352.9 | 1,302.8 | 1,405.0 | 1.11 | 1.07 | 1.15 | 134.9 | 83.3 | 186.4 |
| Activity limitation |  |  |  |  |  |  |  |  |  |  |  |
| No activity limitation ${ }^{\dagger}$ | 1,204,900 | 102,474 | 1,029.8 | 1,023.3 | 1,036.3 | 1.00 | ... | ... | 0.0 | ... | ... |
| Any activity limitation | 146,700 | 49,760 | 2,219.7 | 2,197.6 | 2,241.9 | 2.16 | 2.13 | 2.18 | 1,189.9 | 1,166.8 | 1,213.0 |
| Not applicable | 6,800 | 1,318 | 1,699.9 | 1,608.7 | 1,796.3 | 1.65 | 1.56 | 1.74 | 670.1 | 576.2 | 764.1 |

$\dagger$ reference category
not applicable
Note: Reference population (person-years at risk) was taken from the total cohort age distribution for all variables except Aboriginal variables, for which the Aboriginal age distribution was used
Source: Census mortality follow-up study, 1991 to 2001.

## Income adequacy

Men and women in the richest income adequacy quintile had the lowest ASMRs. RRs rose in each successively poorer quintile, but the change was greatest between quintiles 1 and 2 .

As shown in the last panel of Appendix Table A, RRs varied by age group within each income adequacy quintile. For each sex and all age groups except the oldest (men) or the two oldest (women), RRs rose in each successively
poorer income quintile. However, the greatest increase was between the poorest and next-poorest quintiles. RRs peaked among people aged 45 to 54 at baseline in the poorest income quintile, at nearly 2.5 for men and 2.3 for women.

Table 5
Age-standardized mortality rates (ASMR) per 100,000 person-years at risk, showing rate ratios (RR) and rate differences (RD), by selected socio-economic characteristics, non-institutionalized women aged 25 or older at baseline, Canada, 1991 to 2001

| Characteristic | Baseline population | Deaths | ASMR |  | $95 \%$ <br> dence terval to | RR |  | 95 \% ence erval | RD | con from | $95 \%$ <br> dence interval |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Education |  |  |  |  |  |  |  |  |  |  |  |
| University degree ${ }^{\dagger}$ | 161,100 | 4,656 | 549.2 | 532.7 | 566.2 | 1.00 | ... | ... | 0.0 |  |  |
| Postsecondary diploma | 253,100 | 11,292 | 602.6 | 591.4 | 614.1 | 1.10 | 1.06 | 1.14 | 53.4 | 33.2 | 73.6 |
| Secondary graduation | 484,000 | 26,517 | 666.5 | 658.5 | 674.6 | 1.21 | 1.17 | 1.25 | 117.3 | 98.7 | 135.9 |
| Less than secondary graduation | 478,600 | 64,803 | 781.3 | 774.8 | 787.8 | 1.42 | 1.38 | 1.47 | 232.0 | 214.1 | 250.0 |
| Occupation: Boyd-NP socioeconomic quintile |  |  |  |  |  |  |  |  |  |  |  |
| Quintile 5 - highest $^{\dagger}$ | 151,500 | 2,566 | 534.0 | 489.5 | 582.5 | 1.00 | ... | ... | 0.0 |  |  |
| Quintile 4 | 186,900 | 3,691 | 586.7 | 554.5 | 620.8 | 1.10 | 0.99 | 1.22 | 52.8 | -4.3 | 109.8 |
| Quintile 3 | 221,200 | 5,254 | 583.8 | 560.3 | 608.3 | 1.09 | 0.99 | 1.20 | 49.9 | -2.4 | 102.2 |
| Quintile 2 | 169,200 | 4,545 | 606.3 | 578.2 | 635.7 | 1.14 | 1.03 | 1.25 | 72.3 | 17.7 | 126.9 |
| Quintile 1 - lowest | 218,700 | 6,894 | 620.4 | 598.7 | 642.8 | 1.16 | 1.06 | 1.28 | 86.4 | 35.0 | 137.8 |
| No occupation | 429,300 | 84,318 | 823.7 | 816.2 | 831.3 | 1.54 | 1.41 | 1.68 | 289.7 | 242.7 | 336.8 |
| Occupation: skill-based categories |  |  |  |  |  |  |  |  |  |  |  |
| Professional ${ }^{\dagger}$ | 160,300 | 2,697 | 484.9 | 450.5 | 521.8 | 1.00 | ... | $\ldots$ | 0.0 |  |  |
| Managerial | 65,800 | 1,486 | 590.2 | 535.9 | 650.0 | 1.22 | 1.08 | 1.37 | 105.3 | 38.1 | 172.5 |
| Skilled/Technical/Supervisory | 260,100 | 6,689 | 598.5 | 578.7 | 619.0 | 1.23 | 1.14 | 1.34 | 113.7 | 72.8 | 154.6 |
| Semi-skilled | 360,600 | 8,848 | 601.6 | 579.8 | 624.1 | 1.24 | 1.14 | 1.35 | 116.7 | 74.8 | 158.7 |
| Unskilled | 100,600 | 3,230 | 649.9 | 614.2 | 687.7 | 1.34 | 1.22 | 1.47 | 165.1 | 113.9 | 216.2 |
| No occupation | 429,300 | 84,318 | 823.7 | 816.2 | 831.3 | 1.70 | 1.58 | 1.83 | 338.9 | 302.4 | 375.3 |
| Income adequacy quintile |  |  |  |  |  |  |  |  |  |  |  |
| Quintile 5 - richest ${ }^{\dagger}$ | 277,500 | 12,955 | 592.3 | 581.7 | 603.1 | 1.00 | ... | ... | 0.0 | ... | ... |
| Quintile 4 | 278,200 | 13,612 | 633.1 | 622.3 | 644.0 | 1.07 | 1.04 | 1.10 | 40.8 | 25.5 | 56.0 |
| Quintile 3 | 277,700 | 16,182 | 666.5 | 656.3 | 677.0 | 1.13 | 1.10 | 1.15 | 74.3 | 59.4 | 89.1 |
| Quintile 2 | 270,300 | 25,129 | 722.0 | 712.7 | 731.4 | 1.22 | 1.19 | 1.25 | 129.7 | 115.5 | 143.8 |
| Quintile 1 - poorest | 273,000 | 39,390 | 884.3 | 874.3 | 894.4 | 1.49 | 1.46 | 1.53 | 292.0 | 277.4 | 306.6 |
| Visible minority |  |  |  |  |  |  |  |  |  |  |  |
| Not visible minority ${ }^{\dagger}$ | 1,272,800 | 103,973 | 713.3 | 708.9 | 717.7 | 1.00 | ... | $\ldots$ | 0.0 | $\ldots$ |  |
| Black | 20,000 | 729 | 555.2 | 514.0 | 599.7 | 0.78 | 0.72 | 0.84 | -158.1 | -201.1 | -115.0 |
| Southwest Asian or Arab | 9,600 | 356 | 574.8 | 513.5 | 643.3 | 0.81 | 0.72 | 0.90 | -138.5 | -203.4 | -73.6 |
| South Asian | 19,000 | 464 | 573.2 | 514.3 | 638.8 | 0.80 | 0.72 | 0.90 | -140.1 | -202.4 | -77.8 |
| East Asian | 34,000 | 1,266 | 471.7 | 446.0 | 498.8 | 0.66 | 0.63 | 0.70 | -241.6 | -268.3 | -214.9 |
| Southeast Asian or Pacific Islander | 14,900 | 359 | 440.7 | 392.7 | 494.5 | 0.62 | 0.55 | 0.69 | -272.6 | -323.6 | -221.6 |
| Latin American | 4,800 | 78 | 458.7 | 353.7 | 594.9 | 0.64 | 0.50 | 0.83 | -254.6 | -373.9 | -135.2 |
| Multiple visible minorities | 1,700 | 43 | 498.5 | 334.1 | 743.6 | 0.70 | 0.47 | 1.04 | -214.8 | -414.2 | -15.4 |
| Aboriginal origins |  |  |  |  |  |  |  |  |  |  |  |
| No Aboriginal origins ${ }^{\dagger}$ | 1,316,500 | 103,890 | 318.9 | 316.5 | 321.3 | 1.00 | ... | ... | 0.0 |  |  |
| Any Aboriginal origins | 60,200 | 3,378 | 559.8 | 541.2 | 579.0 | 1.76 | 1.70 | 1.82 | 240.9 | 221.8 | 259.9 |
| Registered Indian status |  |  |  |  |  |  |  |  |  |  |  |
| Not Registered Indian ${ }^{\dagger}$ | 1,344,700 | 105,139 | 321.2 | 318.8 | 323.5 | 1.00 | ... | ... | 0.0 | .... |  |
| Registered Indian | 32,100 | 2,129 | 623.7 | 597.7 | 650.8 | 1.94 | 1.86 | 2.03 | 302.5 | 275.9 | 329.2 |
| Place of birth |  |  |  |  |  |  |  |  |  |  |  |
| Same province as residence ${ }^{\dagger}$ | 883,400 | 66,810 | 734.2 | 728.6 | 739.8 | 1.00 | ... | ... | 0.0 | ... | ... |
| Different province | 210,600 | 17,131 | 717.3 | 706.6 | 728.2 | 0.98 | 0.96 | 0.99 | -16.9 | -29.0 | -4.7 |
| Foreign | 282,800 | 23,327 | 611.9 | 603.9 | 620.1 | 0.83 | 0.82 | 0.85 | -122.3 | -132.1 | -112.4 |
| Year of immigration |  |  |  |  |  |  |  |  |  |  |  |
| Non-immigrant ${ }^{\dagger}$ | 1,096,800 | 84,181 | 730.8 | 725.8 | 735.8 | 1.00 | ... | ... | 0.0 | .. |  |
| Before 1971 | 149,500 | 18,825 | 637.2 | 627.0 | 647.5 | 0.87 | 0.86 | 0.89 | -93.6 | -105.0 | -82.3 |
| 1971 to 1980 | 65,300 | 2,495 | 547.7 | 525.8 | 570.5 | 0.75 | 0.72 | 0.78 | -183.1 | -206.0 | -160.2 |
| 1981 to 1985 | 23,400 | 799 | 526.1 | 490.1 | 564.8 | 0.72 | 0.67 | 0.77 | -204.7 | -242.3 | -167.0 |
| 1986 to 1991 | 35,000 | 665 | 454.4 | 417.8 | 494.1 | 0.62 | 0.57 | 0.68 | -276.4 | -314.8 | -238.0 |
| Non-permanent resident | 6,800 | 303 | 721.4 | 633.5 | 821.7 | 0.99 | 0.87 | 1.12 | -9.4 | -103.3 | 84.6 |

Table 5
Age-standardized mortality rates (ASMR) per 100,000 person-years at risk, showing rate ratios (RR) and rate differences (RD), by selected socio-economic characteristics, non-institutionalized women aged 25 or older at baseline, Canada, 1991 to 2001 (continued)

| Characteristic | Baseline population | Deaths | ASMR | 95 \% <br> confidence interval <br> from to |  |  | $95 \%$ <br> confidence interval from to |  | RD | 95 \% <br> confidence <br> interval <br> from to |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | RR |  |  |  |  |  |
| Residence 1 year before |  |  |  |  |  |  |  |  |  |  |  |
| Same address ${ }^{\dagger}$ | 1,179,000 | 94,654 | 698.7 | 694.3 | 703.2 | 1.00. | $\ldots$ | $\ldots$ | 0.0 |  |  |
| Different address in same province | 155,700 | 6,452 | 779.6 | 760.2 | 799.6 | 1.12 | 1.09 | 1.15 | 80.9 | 60.7 | 101.1 |
| Different province | 12,500 | 412 | 680.4 | 613.4 | 754.8 | 0.97 | 0.88 | 1.08 | -18.3 | -89.0 | 52.4 |
| Foreign | 7,400 | 125 | 428.7 | 349.8 | 525.4 | 0.61 | 0.50 | 0.75 | -270.0 | -357.3 | -182.7 |
| Not applicable | 22,100 | 5,625 | 785.4 | 750.6 | 821.9 | 1.12 | 1.07 | 1.18 | 86.7 | 50.8 | 122.7 |
| Marital status |  |  |  |  |  |  |  |  |  |  |  |
| Legally married ${ }^{\dagger}$ | 864,800 | 37,176 | 610.4 | 603.3 | 617.5 | 1.00 | ... | ... | 0.0 |  |  |
| Common-law | 88,900 | 2,012 | 822.3 | 750.1 | 901.5 | 1.35 | 1.23 | 1.48 | 212.0 | 136.1 | 287.9 |
| Widowed | 144,800 | 47,074 | 842.5 | 811.4 | 874.7 | 1.38 | 1.33 | 1.44 | 232.1 | 199.7 | 264.6 |
| Separated | 39,000 | 2,362 | 798.4 | 763.7 | 834.7 | 1.31 | 1.25 | 1.37 | 188.0 | 151.9 | 224.2 |
| Divorced | 79,800 | 5,461 | 830.1 | 804.0 | 857.0 | 1.36 | 1.31 | 1.41 | 219.7 | 192.3 | 247.1 |
| Never married | 159,500 | 13,183 | 808.4 | 793.1 | 823.9 | 1.32 | 1.30 | 1.35 | 198.0 | 181.1 | 215.0 |
| Living arrangements |  |  |  |  |  |  |  |  |  |  |  |
| Living with relatives ${ }^{\dagger}$ | 1,136,800 | 57,804 | 674.6 | 669.0 | 680.3 | 1.00 | ... | ... | 0.0 | ... |  |
| Living with non-relatives | 32,000 | 2,394 | 874.1 | 839.2 | 910.4 | 1.30 | 1.24 | 1.35 | 199.5 | 163.5 | 235.5 |
| Living alone | 187,200 | 41,481 | 817.7 | 806.7 | 828.8 | 1.21 | 1.19 | 1.23 | 143.1 | 130.7 | 155.5 |
| Not applicable | 20,700 | 5,589 | 808.6 | 769.4 | 849.8 | 1.20 | 1.14 | 1.26 | 134.0 | 93.4 | 174.6 |
| Mother tongue |  |  |  |  |  |  |  |  |  |  |  |
| English ${ }^{\dagger}$ | 794,100 | 64,432 | 748.1 | 742.3 | 753.9 | 1.00 | ... | ... | 0.0 |  |  |
| French | 345,900 | 25,727 | 666.3 | 658.1 | 674.6 | 0.89 | 0.88 | 0.90 | -81.8 | -91.9 | -71.7 |
| English and French (rare) | 4,400 | 448 | 783.0 | 711.4 | 861.8 | 1.05 | 0.95 | 1.15 | 34.9 | -40.4 | 110.2 |
| Neither English nor French | 232,400 | 16,661 | 616.5 | 607.1 | 626.0 | 0.82 | 0.81 | 0.84 | -131.6 | -142.7 | -120.5 |
| Knowledge of official languages |  |  |  |  |  |  |  |  |  |  |  |
| English only ${ }^{\dagger}$ | 925,200 | 75,326 | 728.6 | 723.4 | 733.8 | 1.00 | ... | $\ldots$ | 0.0 |  |  |
| French only | 209,100 | 17,175 | 675.0 | 664.7 | 685.4 | 0.93 | 0.91 | 0.94 | -53.6 | -65.2 | -42.0 |
| Both English and French | 221,700 | 12,139 | 628.4 | 617.2 | 639.7 | 0.86 | 0.85 | 0.88 | -100.2 | -112.6 | -87.8 |
| Neither English nor French | 20,800 | 2,628 | 601.5 | 576.1 | 628.1 | 0.83 | 0.79 | 0.86 | -127.1 | -153.6 | -100.5 |
| Community size |  |  |  |  |  |  |  |  |  |  |  |
| 1 million or more ${ }^{\dagger}$ | 433,000 | 32,050 | 662.1 | 654.9 | 669.5 | 1.00 | ... | $\ldots$ | 0.0 | ... |  |
| 500,000 to 999,999 | 225,200 | 16,544 | 687.5 | 677.0 | 698.1 | 1.04 | 1.02 | 1.06 | 25.4 | 12.5 | 38.2 |
| 100,000 to 499,999 | 212,100 | 18,096 | 733.1 | 722.3 | 744.0 | 1.11 | 1.09 | 1.13 | 70.9 | 57.9 | 84.0 |
| 10,000 to 99,999 | 191,900 | 15,906 | 727.0 | 715.6 | 738.5 | 1.10 | 1.08 | 1.12 | 64.8 | 51.3 | 78.4 |
| Less than 10,000 (rural and small town) | 314,600 | 24,672 | 734.9 | 725.7 | 744.2 | 1.11 | 1.09 | 1.13 | 72.7 | 61.0 | 84.5 |
| Metropolitan influence zone |  |  |  |  |  |  |  |  |  |  |  |
| CMA or $\mathrm{CA}^{\dagger}$ | 1,066,500 | 82,827 | 693.6 | 688.8 | 698.3 | 1.00 | ... | ... | 0.0 | ... | ... |
| Rural and small town |  |  |  |  |  |  |  |  |  |  |  |
| Strong metropolitan influence | 67,800 | 4,686 | 695.2 | 675.6 | 715.4 | 1.00 | 0.97 | 1.03 | 1.6 | -18.9 | 22.1 |
| Moderate metropolitan influence | 111,700 | 9,686 | 722.6 | 708.1 | 737.3 | 1.04 | 1.02 | 1.06 | 29.0 | 13.7 | 44.4 |
| Weak metropolitan influence | 109,800 | 8,468 | 756.8 | 740.7 | 773.3 | 1.09 | 1.07 | 1.12 | 63.3 | 46.3 | 80.2 |
| No metropolitan influence | 21,000 | 1,601 | 844.5 | 803.8 | 887.3 | 1.22 | 1.16 | 1.28 | 151.0 | 108.9 | 193.0 |
| Activity limitation |  |  |  |  |  |  |  |  |  |  |  |
| No activity limitation ${ }^{\dagger}$ | 1,228,600 | 65,852 | 577.3 | 572.9 | 581.8 | 1.00 | ... | ... | 0.0 | $\ldots$ |  |
| Any activity limitation | 141,100 | 39,745 | 1,330.1 | 1,312.9 | 1,347.5 | 2.30 | 2.27 | 2.34 | 752.8 | 734.9 | 770.6 |
| Not applicable | 7,100 | 1,671 | 989.5 | 926.4 | 1,056.9 | 1.71 | 1.60 | 1.83 | 412.2 | 346.8 | 477.6 |

$\dagger$ reference category
.. not applicable
Note: Reference population (person-years at risk) was taken from the total cohort age distribution for all variables except Aboriginal variables, for which the Aboriginal age distribution was used.
Source: Census mortality follow-up study, 1991 to 2001.

## Visible minorities

All visible minority groups had lower ASMRs, compared with Canadians who were not part of any visible minority. A large part of this difference could
be explained by the "healthy immigrant" effect (as evident in the mortality hazard ratios for visible minorities compiled separately for Canadian-born and foreign-born, data not shown). For the Canadian-born, visible minority
status was significantly protective only for ethnic Chinese, both men and women.

## Aboriginal origins

Persons with any Aboriginal origins (First Nations, Métis, Inuit) had higher ASMRs (standardized to the Aboriginal population structure) than did persons with no Aboriginal ancestry. RRs were greater for Aboriginal women (1.76) than men (1.41). Mortality rates were highest among Registered Indians (a subset of First Nations), with RRs of 1.56 for men and 1.94 for women, compared with all other residents of Canada.

## Immigration and mobility

Compared with the Canadian-born population, mortality rates were substantially lower among immigrants, particularly recent immigrants. However, immigrants' mortality advantage lessened as the number of years since immigration increased.

Mortality rates did not vary greatly by mobility (excluding those who had lived in a foreign country the year before the census), except for people who had lived at a different address in the same province the year before to the census, who had slightly higher mortality rates than did non-movers.

## Marital status and living arrangements

Currently married men and women had lower mortality rates than did unmarried or previously married people. The results also revealed somewhat higher mortality for people in common-law unions, compared with those who were legally married.

## Language

Men whose mother tongue was French had a somewhat higher mortality rate than did men whose mother tongue was English; the reverse was true among women. However, regardless of sex, Allophones (neither English nor French) had considerably lower mortality rates than other Canadians-due, in large part, to the "healthy immigrant" effect.

Results by knowledge of official languages (reported ability to converse
in English or French, even if not fluently) revealed that, compared with the "English only" reference group, men able to converse only in French had somewhat higher mortality rates, while women able to converse only in French had somewhat lower mortality rates. For people able to converse in both English and French, the mortality rate for men was the same as that of the reference group, while the rate for women was somewhat lower. Men unable to converse in either English or French had considerably lower mortality rates, and women, somewhat lower rates (about the same as for bilingual females), compared with the "English-only" reference group.

## Community size and metropolitan influence zone

Mortality rates varied by community size and metropolitan influence zone. Rates were lowest in metropolitan areas with a population of one million or more (Montreal, Toronto and Vancouver CMAs), and next lowest in metropolitan areas with a population of 500,000 to less than one million. Rates were somewhat higher in smaller urban areas and rural areas. However, in rural and small-town areas with strong metropolitan influence ( $30 \%$ to $49 \%$ of the workforce commuting to any CMA or CA), mortality rates were not significantly higher than those in all CMAs and CAs. By contrast, rates were substantially elevated in areas where the metropolitan influence was weak, particularly in zones with no metropolitan influence (none of the workforce commuting to a CMA or CA).

## Activity limitations

People who reported an activity limitation had higher mortality rates than those who did not. Mortality rates during the follow-up period among people with an activity limitation were more than double the rates among people without an activity limitation.

## Why is this study important?

- An important first step to monitor progress toward reducing or eliminating socio-economic inequalities in health is to determine the distribution of mortality rates across various groups.
- Until now, no nationally representative Canadian population-based cohort studies have examined mortality by socioeconomic status.


## What else is known on this topic?

- Results from other countries have consistently shown lower education levels and lower-status occupational categories (and the economically inactive) to have the highest mortality rates.


## What does this study add?

These results provide important baseline information on the nature and extent of socio-economic inequalities in mortality in Canada.

- A much greater disparity was revealed by individual and family income compared with neighbourhood income, especially for women.


## Discussion

In this analysis, mortality rates were much lower among people of higher socio-economic status, regardless of whether socio-economic status was determined by education, occupation or income. The findings reveal a clear stair-stepped gradient in mortality, with
wider steps nearer the bottom as compared with the top of the socioeconomic hierarchy.

The lowest mortality rates were among the university-educated, the employed, those in professional and managerial occupations, and those in the top income brackets. The highest mortality rates were among people with less than secondary graduation, those who were unemployed or not in the labour force, those in unskilled jobs, and those in the lowest income brackets.

Mortality rates also varied by ascribed characteristics such as ethnic origin, Aboriginal ancestry and mother tongue, and by achieved characteristics such as knowledge of official languages, mobility and marital status. Mortality rates also differed by the presence of activity limitations.

The census mortality follow-up study data provide a new set of reference mortality rates for occupational mortality studies, based on people with an occupation, or those gainfully employed at baseline. Previously, the use of reference mortality rates for the total population (including many people not in the labour force) may sometimes have prevented detection of moderately elevated mortality rates among workers.

Compared with life tables by neighbourhood income quintiles for urban Canada ${ }^{71}$ (unpublished annexes available on request), life tables based on individual and family income quintiles revealed a 2.0-year greater inter-quintile disparity in remaining life expectancy at age 25 for men ( 6.8 years in this cohort versus 4.8 years in the neighbourhood data), and a 2.9year greater disparity for women (4.3 versus 1.4 years). In terms of the expected probability of survival from ages 25 to 75 , this analysis revealed a 6.5 percentage-point greater interquintile disparity for men ( 21.7 versus 15.2 ) and a 5.7 percentage-point greater disparity for women (12.3 versus 6.6). By either measure, a much greater interquintile disparity was revealed by individual and family income compared
to neighbourhood income, especially for women.

Although international comparisons were not included in these initial results, it should now be possible to make such comparisons with the findings of census mortality follow-up studies in other countries.

## Strengths and limitations

The study was limited to people aged 25 or older at the time of the 1991 census, and it excluded institutional residents, non-tax-filers and persons missed by the census. Thus, the cohort had somewhat lower mortality rates than the Canadian population, especially at older ages.

Because of the reasonably high "response" rate ( $80 \%$ ) and the large number of people followed (about 2.7 million, including 260,000 deaths), the study was broadly representative of most groups in the Canadian population. However, some groups were over- or under-represented (notably, Aboriginal people) in the sample that could be followed for mortality. Use of more comprehensive nominal list files as sources of names for subsequent encryption might have improved the probabilistic matching rate from census to the name file. Nevertheless, for those records that were matched, the accuracy of the match from census to the name file was very high (99\%).

All of the socio-economic variables were only known at baseline (1991), although any achieved characteristic may change over time. For most of the census variables except age, occupation and language, imputed values could not be distinguished from nonimputed values, but records based on "hot deck" imputation were not included. Information on behavioural risk factors such as smoking and physical activity was not available from the census.

After matching to the Canadian Mortality Data Base, a single underlying cause of death was available for people determined to have died during the study period, but contributing causes of death were not available.

All comparisons were agestandardized or adjusted for age.

## Implications for future research

The results of the 1991-to-2001 census mortality follow-up study can help to inform future research that examines socio-economic differences in health outcomes and health care use in Canada. The results provide detailed baseline data on the nature and extent of socioeconomic inequalities in mortality, which is the most fundamental health outcome and the essential starting point for a true understanding of the impact of socio-economic disparities on population health.

Because of the rich detail of the Canadian census with respect to socioeconomic characteristics, the findings of the census mortality follow-up study are pertinent to the consideration of various policy alternatives. When clear relationships have been established connecting mortality not only to income (and sources of income), but also to education, employment and housing (among other variables), the evidence base for informed policy decisions is widened considerably. This study thus broadens the evidence base for informed decisions.

These findings provide fundamentally important baseline data on the nature and extent of socio-economic inequalities in mortality in Canada at the end of the 20th century. However, this report is only an initial profile of the results, examining the variables one by one. Future analyses should determine how the various dimensions are connected-for example, to what extent are inequalities in mortality across income brackets (or Aboriginal or visible minority groups) explained by inequalities in education and occupation, and which causes of death contribute most to the disparities?
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## Appendix

Table A
Mortality rate ratios, by sex, age group, education, occupation and income adequacy, non-institutionalized population aged 25 or older, Canada, 1991 to 2001

| Category | Age at baseline |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total | 25 to 34 | 35 to 44 | 45 to 54 | 55 to 64 | 65 to 74 | 75 to 84 | 85 or older |
| Baseline population |  |  |  |  |  |  |  |  |
| Men (number) | 1,358,400 | 371,900 | 353,700 | 243,000 | 190,500 | 135,700 | 55,300 | 8,200 |
| Women (number) | 1,376,800 | 400,500 | 364,700 | 226,600 | 161,700 | 136,400 | 71,600 | 15,300 |
| Deaths |  |  |  |  |  |  |  |  |
| Men (number) | 153,552 | 4,481 | 8,122 | 14,804 | 31,674 | 50,359 | 36,877 | 7,235 |
| Women (number) | 107,268 | 2,449 | 5,368 | 8,264 | 14,726 | 29,871 | 34,796 | 11,794 |
| Education |  |  |  |  |  |  |  |  |
| Men |  |  |  |  |  |  |  |  |
| University degree ${ }^{\dagger}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Postsecondary diploma | 1.13 | 1.33 | 1.32 | 1.40 | 1.27 | 1.13 | $1.04{ }^{\ddagger}$ | $0.91 \pm$ |
| Secondary graduation | 1.30 | 1.88 | 1.75 | 1.75 | 1.54 | 1.31 | 1.10 | 0.95 ${ }^{\text { }}$ |
| Less than secondary graduation | 1.55 | 2.86 | 2.39 | 2.29 | 1.94 | 1.53 | 1.19 | $1.09 \ddagger$ |
| Women |  |  |  |  |  |  |  |  |
| University degree ${ }^{\dagger}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Postsecondary diploma | 1.10 | 1.24 | 1.29 | 1.18 | 1.22 | 1.11 | $1.05{ }^{\ddagger}$ | $0.92{ }^{\ddagger}$ |
| Secondary graduation | 1.21 | 1.54 | 1.46 | 1.39 | 1.40 | 1.24 | 1.11 | $0.97{ }^{\ddagger}$ |
| Less than secondary graduation | 1.42 | 2.42 | 2.06 | 1.78 | 1.75 | 1.44 | 1.19 | $0.99 \ddagger$ |
| Occupation |  |  |  |  |  |  |  |  |
| Men |  |  |  |  |  |  |  |  |
| Professional ${ }^{\dagger}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Managerial | 1.11 | $1.04{ }^{\ddagger}$ | 1.11 | 1.10 | 1.22 | 1.09 | $1.13{ }^{\ddagger}$ | $0.99 \ddagger$ |
| Skilled/Technical/Supervisory | 1.17 | 1.40 | 1.50 | 1.47 | 1.38 | 1.11 | $1.05{ }^{\ddagger}$ | 0.98 ${ }^{\text { }}$ |
| Semi-skilled | 1.30 | 1.79 | 1.85 | 1.73 | 1.54 | 1.18 | 1.16 | $1.00 \ddagger$ |
| Unskilled | 1.37 | 2.17 | 2.13 | 1.99 | 1.68 | 1.19 | 1.17 | $0.97{ }^{\ddagger}$ |
| No occupation | 2.20 | 5.85 | 6.15 | 4.69 | 2.58 | 1.62 | 1.35 | 1.37 |
| Women |  |  |  |  |  |  |  |  |
| Professional ${ }^{\dagger}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Managerial | 1.22 | $1.01 \ddagger$ | $1.15{ }^{\ddagger}$ | 1.21 | 1.20 | 1.32 | $0.97{ }^{\ddagger}$ | 2.22 |
| Skilled/Technical/Supervisory | 1.23 | $1.13{ }^{\ddagger}$ | 1.23 | 1.24 | 1.25 | 1.23 | $1.13{ }^{\ddagger}$ | 1.77 |
| Semi-skilled | 1.24 | 1.42 | 1.35 | 1.28 | 1.26 | 1.18 | $1.17{ }^{\ddagger}$ | 1.57 |
| Unskilled | 1.34 | 1.59 | 1.65 | 1.42 | 1.44 | 1.29 | $1.20 \ddagger$ | 1.60 |
| No occupation | 1.70 | 2.58 | 2.42 | 2.40 | 2.01 | 1.67 | 1.22 | 1.77 |
| Income adequacy quintile |  |  |  |  |  |  |  |  |
| Men |  |  |  |  |  |  |  |  |
| Quintile 5 - richest ${ }^{\dagger}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Quintile 4 | 1.12 | 1.12 | 1.17 | 1.16 | 1.20 | 1.14 | 1.06 | $1.06{ }^{\ddagger}$ |
| Quintile 3 | 1.21 | 1.25 | 1.23 | 1.31 | 1.39 | 1.23 | 1.09 | $1.05{ }^{\ddagger}$ |
| Quintile 2 | 1.36 | 1.51 | 1.44 | 1.59 | 1.60 | 1.42 | 1.16 | 1.12 |
| Quintile 1 - poorest | 1.68 | 2.34 | 2.40 | 2.45 | 2.18 | 1.61 | 1.29 | 1.13 |
| Women |  |  |  |  |  |  |  |  |
| Quintile 5 - richest $^{\dagger}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Quintile 4 | 1.07 | $1.02{ }^{\ddagger}$ | $1.06{ }^{\ddagger}$ | 1.15 | 1.18 | 1.11 | $1.01 \ddagger$ | $0.95{ }^{\ddagger}$ |
| Quintile 3 | 1.13 | $1.12{ }^{\ddagger}$ | 1.20 | 1.30 | 1.29 | 1.14 | $1.04 \ddagger$ | $0.95{ }^{\ddagger}$ |
| Quintile 2 | 1.22 | 1.39 | 1.44 | 1.48 | 1.54 | 1.27 | $1.03{ }^{\ddagger}$ | 0.91 |
| Quintile 1 - poorest | 1.49 | 2.05 | 2.15 | 2.34 | 2.01 | 1.50 | 1.11 | 0.95 ${ }^{\text { }}$ |

$\dagger$ reference category
$\ddagger$ not significantly different from reference category ( $p<0.05$ )
Notes: Rate ratios were calculated from age-standardized mortality rates (ASMRs) standardized to the cohort age structure of person-years at risk. The ASMRs for each 10-year age group were standardized on 5 -year age groups.
Source: Census mortality follow-up study, 1991 to 2001.

Table B
Mortality hazard ratios, by sex, age group, education, occupation, income adequacy and activity limitation, noninstitutionalized population aged 25 or older, Canada, 1991 to 2001

\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Category} \& \multicolumn{8}{|c|}{Age at baseline} \\
\hline \& Total \& 25 to 34 \& 35 to 44 \& 45 to 54 \& 55 to 64 \& 65 to 74 \& 75 to 84 \& 85 or older \\
\hline \begin{tabular}{l}
Baseline population \\
Men (number) \\
Women (number)
\end{tabular} \& \[
\begin{aligned}
\& 1,358,400 \\
\& 1,376,800
\end{aligned}
\] \& \[
\begin{aligned}
\& 371,900 \\
\& 400,500
\end{aligned}
\] \& \[
\begin{aligned}
\& 353,700 \\
\& 364,700
\end{aligned}
\] \& \[
\begin{aligned}
\& 243,000 \\
\& 226,600
\end{aligned}
\] \& \[
\begin{aligned}
\& 190,500 \\
\& 161,700
\end{aligned}
\] \& \[
\begin{array}{r}
135,700 \\
136,400
\end{array}
\] \& \[
\begin{aligned}
\& 55,300 \\
\& 71,600
\end{aligned}
\] \& \[
\begin{array}{r}
8,200 \\
15,300
\end{array}
\] \\
\hline \begin{tabular}{l}
Deaths \\
Men (number) Women (number)
\end{tabular} \& \[
\begin{aligned}
\& 153,552 \\
\& 107,268
\end{aligned}
\] \& \[
\begin{aligned}
\& 4,481 \\
\& 2,449
\end{aligned}
\] \& \[
\begin{aligned}
\& 8,122 \\
\& 5,368
\end{aligned}
\] \& \[
\begin{array}{r}
14,804 \\
8,264
\end{array}
\] \& \[
\begin{aligned}
\& 31,674 \\
\& 14,726
\end{aligned}
\] \& \[
\begin{aligned}
\& 50,359 \\
\& 29,871
\end{aligned}
\] \& \[
\begin{aligned}
\& 36,877 \\
\& 34,796
\end{aligned}
\] \& \[
\begin{array}{r}
7,235 \\
11,794
\end{array}
\] \\
\hline \begin{tabular}{l}
Education \\
Men \\
University degree \({ }^{\dagger}\) \\
Postsecondary diploma \\
Secondary graduation \\
Less than secondary graduation \\
Women \\
University degree \({ }^{\dagger}\) \\
Postsecondary diploma \\
Secondary graduation \\
Less than secondary graduation
\end{tabular} \& \[
\begin{aligned}
\& 1.00 \\
\& 1.17 \\
\& 1.42 \\
\& 1.71 \\
\& 1.00 \\
\& 1.13 \\
\& 1.26 \\
\& 1.45
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.03 \\
\& 1.89 \\
\& 2.86 \\
\& 1.00 \\
\& 1.24 \\
\& 1.55 \\
\& 2.41
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.32 \\
\& 1.76 \\
\& 2.39 \\
\& 1.00 \\
\& 1.29 \\
\& 1.46 \\
\& 2.05
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.40 \\
\& 1.74 \\
\& 2.26 \\
\& 1.00 \\
\& 1.18 \\
\& 1.37 \\
\& 1.75
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.28 \\
\& 1.55 \\
\& 1.94 \\
\& 1.00 \\
\& 1.21 \\
\& 1.39 \\
\& 1.74
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.14 \\
\& 1.32 \\
\& 1.55 \\
\& 1.00 \\
\& 1.11 \\
\& 1.24 \\
\& 1.44
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.04^{\ddagger} \\
\& 1.11 \\
\& 1.21 \\
\& 1.00 \\
\& 1.04 \ddagger \\
\& 1.11 \\
\& 1.19
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 0.89^{\ddagger} \\
\& 0.95^{\ddagger} \\
\& 1.10 \\
\& 1.00 \\
\& 0.90^{\ddagger} \\
\& 0.95^{\ddagger} \\
\& 0.98^{\ddagger}
\end{aligned}
\] \\
\hline \begin{tabular}{l}
Occupation \\
Men \\
Professional \({ }^{\dagger}\) \\
Managerial \\
Skilled/Technical/Supervisory \\
Semi-skilled \\
Unskilled \\
No occupation \\
Women \\
Professional \({ }^{\dagger}\) \\
Managerial \\
Skilled/Technical/Supervisory \\
Semi-skilled \\
Unskilled \\
No occupation
\end{tabular} \& \[
\begin{aligned}
\& 1.00 \\
\& 1.12 \\
\& 1.34 \\
\& 1.53 \\
\& 1.72 \\
\& 2.29 \\
\& \\
\& 1.00 \\
\& 1.19 \\
\& 1.26 \\
\& 1.28 \\
\& 1.45 \\
\& 1.85
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.03^{\ddagger} \\
\& 1.41 \\
\& 1.80 \\
\& 2.18 \\
\& 5.89 \\
\& 1.00 \\
\& 1.01^{\ddagger} \\
\& 1.13^{\ddagger} \\
\& 1.42 \\
\& 1.60 \\
\& 2.56
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.10 \\
\& 1.50 \\
\& 1.86 \\
\& 2.15 \\
\& 6.17 \\
\& 1.00 \\
\& 1.15^{\ddagger} \\
\& 1.23 \\
\& 1.35 \\
\& 1.65 \\
\& 2.44
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.09 \\
\& 1.46 \\
\& 1.72 \\
\& 1.97 \\
\& 4.56 \\
\& 1.00 \\
\& 1.20 \\
\& 1.24 \\
\& 1.27 \\
\& 1.41 \\
\& 2.37
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.23 \\
\& 1.99 \\
\& 1.56 \\
\& 1.70 \\
\& 2.47 \\
\& 1.00 \\
\& 1.21 \\
\& 1.24 \\
\& 1.25 \\
\& 1.45 \\
\& 1.96
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.09 \\
\& 1.11 \\
\& 1.21 \\
\& 1.24 \\
\& 1.62 \\
\& 1.00 \\
\& 1.33 \\
\& 1.21 \\
\& 1.19 \\
\& 1.34 \\
\& 1.64
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.14 \\
\& 1.06^{\ddagger} \\
\& 1.18 \\
\& 1.18 \\
\& 1.38 \\
\& 1.00 \\
\& 0.97^{\ddagger} \\
\& 1.13^{\ddagger} \\
\& 1.18^{\ddagger} \\
\& 1.21^{\ddagger} \\
\& 1.22
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 0.95^{\ddagger} \\
\& 1.03^{\ddagger} \\
\& 0.89^{\ddagger} \\
\& 1.08^{\ddagger} \\
\& 1.67 \\
\& 1.00 \\
\& 2.14 \\
\& 2.03 \\
\& 1.69 \\
\& 1.67 \\
\& 2.20
\end{aligned}
\] \\
\hline \begin{tabular}{l}
Income adequacy quintile \\
Men \\
Quintile 5 - richest \({ }^{\dagger}\) \\
Quintile 4 \\
Quintile 3 \\
Quintile 2 \\
Quintile 1 - poorest \\
Women \\
Quintile 5 - richest \({ }^{\dagger}\) \\
Quintile 4 \\
Quintile 3 \\
Quintile 2 \\
Quintile 1 - poorest
\end{tabular} \& \[
\begin{aligned}
\& 1.00 \\
\& 1.15 \\
\& 1.27 \\
\& 1.45 \\
\& 1.76 \\
\& 1.00 \\
\& 1.09 \\
\& 1.16 \\
\& 1.27 \\
\& 1.47
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.12 \\
\& 1.25 \\
\& 1.51 \\
\& 2.34 \\
\& \\
\& 1.00 \\
\& 1.02^{\ddagger} \\
\& 1.12^{\ddagger} \\
\& 1.39 \\
\& 2.07
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.18 \\
\& 1.25 \\
\& 1.46 \\
\& 2.45 \\
\& 1.00 \\
\& 1.07^{\ddagger} \\
\& 1.22 \\
\& 1.47 \\
\& 2.20
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.17 \\
\& 1.33 \\
\& 1.61 \\
\& 2.47 \\
\& 1.00 \\
\& 1.15 \\
\& 1.31 \\
\& 1.48 \\
\& 2.34
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.20 \\
\& 1.38 \\
\& 1.58 \\
\& 2.15 \\
\& 1.00 \\
\& 1.18 \\
\& 1.28 \\
\& 1.52 \\
\& 2.00
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.15 \\
\& 1.24 \\
\& 1.42 \\
\& 1.64 \\
\& 1.00 \\
\& 1.12 \\
\& 1.15 \\
\& 1.27 \\
\& 1.49
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.06 \\
\& 1.11 \\
\& 1.18 \\
\& 1.31 \\
\& 1.00 \\
\& 1.02^{\ddagger} \\
\& 1.05 \\
\& 1.04^{\ddagger} \\
\& 1.11
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.07^{\ddagger} \\
\& 1.06^{\ddagger} \\
\& 1.12 \\
\& 1.15 \\
\& 1.00 \\
\& 0.93^{\ddagger} \\
\& 0.93^{\ddagger} \\
\& 0.90 \\
\& 0.94^{\ddagger}
\end{aligned}
\] \\
\hline \begin{tabular}{l}
Income adequacy decile Men \\
Decile 10 - richest \({ }^{\dagger}\) \\
Decile 9 \\
Decile 8 \\
Decile 7 \\
Decile 6 \\
Decile 5 \\
Decile 4 \\
Decile 3 \\
Decile 2 \\
Decile 1 - poorest \\
Women \\
Decile 10 - richest \({ }^{\dagger}\) \\
Decile 9 \\
Decile 8 \\
Decile 7 \\
Decile 6 \\
Decile 5 \\
Decile 4 \\
Decile 3 \\
Decile 2 \\
Decile 1 - poorest
\end{tabular} \& \[
\begin{aligned}
\& 1.00 \\
\& 1.11 \\
\& 1.18 \\
\& 1.24 \\
\& 1.30 \\
\& 1.36 \\
\& 1.47 \\
\& 1.55 \\
\& 1.72 \\
\& 2.13 \\
\& 1.00 \\
\& 1.07 \\
\& 1.12 \\
\& 1.13 \\
\& 1.18 \\
\& 1.22 \\
\& 1.26 \\
\& 1.34 \\
\& 1.44 \\
\& 1.67
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.03^{\ddagger} \\
\& 1.09^{\ddagger} \\
\& 1.18 \\
\& 1.21 \\
\& 1.31 \\
\& 1.41 \\
\& 1.69 \\
\& 2.08 \\
\& 2.65 \\
\& \\
\& 1.00 \\
\& 0.84^{\ddagger} \\
\& 0.94^{\ddagger} \\
\& 0.92^{\ddagger} \\
\& 0.98^{\ddagger} \\
\& 1.06^{\ddagger} \\
\& 1.23 \\
\& 1.32 \\
\& 1.52 \\
\& 2.15
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.05^{\ddagger} \\
\& 1.20 \\
\& 1.22 \\
\& 1.27 \\
\& 1.30 \\
\& 1.41 \\
\& 1.61 \\
\& 2.07 \\
\& 2.89 \\
\& \\
\& 1.00 \\
\& 1.02^{\ddagger} \\
\& 1.04^{\ddagger} \\
\& 1.11^{\ddagger} \\
\& 1.26 \\
\& 1.20 \\
\& 1.38 \\
\& 1.61 \\
\& 1.86 \\
\& 2.52
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.12 \\
\& 1.19 \\
\& 1.28 \\
\& 1.35 \\
\& 1.46 \\
\& 1.62 \\
\& 1.79 \\
\& 2.18 \\
\& 2.92 \\
\& \\
\& 1.00 \\
\& 1.10 \\
\& 1.23 \\
\& 1.18 \\
\& 1.33 \\
\& 1.42 \\
\& 1.48 \\
\& 1.62 \\
\& 2.04 \\
\& 2.72
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.18 \\
\& 1.25 \\
\& 1.34 \\
\& 1.43 \\
\& 1.56 \\
\& 1.63 \\
\& 1.79 \\
\& 2.11 \\
\& 2.47 \\
\& 1.00 \\
\& 1.20 \\
\& 1.24 \\
\& 1.32 \\
\& 1.37 \\
\& 1.43 \\
\& 1.59 \\
\& 1.71 \\
\& 1.93 \\
\& 2.36
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.15 \\
\& 1.19 \\
\& 1.25 \\
\& 1.31 \\
\& 1.32 \\
\& 1.46 \\
\& 1.56 \\
\& 1.72 \\
\& 1.82 \\
\& 1.00 \\
\& 1.06 \\
\& 1.14 \\
\& 1.15 \\
\& 1.13 \\
\& 1.22 \\
\& 1.28 \\
\& 1.32 \\
\& 1.49 \\
\& 1.67
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.05^{\ddagger} \\
\& 1.10 \\
\& 1.07 \\
\& 1.13 \\
\& 1.14 \\
\& 1.18 \\
\& 1.22 \\
\& 1.33 \\
\& 1.32 \\
\& 1.00 \\
\& 1.04^{\ddagger} \\
\& 1.04^{\ddagger} \\
\& 1.04^{\ddagger} \\
\& 1.07^{\ddagger} \\
\& 1.08 \\
\& 1.00^{\ddagger} \\
\& 1.09 \\
\& 1.12 \\
\& 1.17
\end{aligned}
\] \& \[
\begin{aligned}
\& 1.00 \\
\& 1.04^{\ddagger} \\
\& 1.07^{\ddagger} \\
\& 1.09^{\ddagger} \\
\& 1.07^{\ddagger} \\
\& 1.08^{\ddagger} \\
\& 1.14 \\
\& 1.15 \\
\& 1.19 \\
\& 1.08^{\ddagger} \\
\& 1.00 \\
\& 0.98^{\ddagger} \\
\& 0.93^{\ddagger} \\
\& 0.90^{\ddagger} \\
\& 0.95^{\ddagger} \\
\& 0.89 \\
\& 0.91^{\ddagger} \\
\& 0.87 \\
\& 0.94^{\ddagger} \\
\& 0.92^{\ddagger}
\end{aligned}
\] \\
\hline \begin{tabular}{l}
Activity limitation Men \\
Not limited \({ }^{\dagger}\) \\
Limited \\
Women \\
Not limited \({ }^{\dagger}\) \\
Limited
\end{tabular} \& 1.00
2.09

1.00

2.04 \& $$
\begin{aligned}
& 1.00 \\
& 4.17 \\
& 1.00 \\
& 5.18
\end{aligned}
$$ \& \[

$$
\begin{aligned}
& 1.00 \\
& 3.69 \\
& 1.00 \\
& 3.77
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 1.00 \\
& 3.10 \\
& 1.00 \\
& 3.32
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 1.00 \\
& 2.39 \\
& 1.00 \\
& 2.68
\end{aligned}
$$
\] \& 1.00

2.00

1.00

2.14 \& $$
\begin{aligned}
& 1.00 \\
& 1.71 \\
& 1.00 \\
& 1.70
\end{aligned}
$$ \& 1.00

1.58
1.00
1.48 <br>
\hline
\end{tabular}
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#### Abstract

This article reviews motor vehicle accident (MVA) deaths from 1979 through 2004, with a more in-depth look from 2000 onwards. The data are from the Vital Statistics Death Database. Crude and age-standardized death rates were used to examine mortality over time. Average annual death rates were compared by age, sex and other selected characteristics. The average daily number of deaths was used to show seasonal fluctuations. Deaths resulting from motor vehicle accidents declined from 25 deaths per 100,000 population in 1979 to 9 deaths per 100,000 population in 2004. Despite this decline, motor vehicle accidents remain a leading cause of death for young people. From 2000 through 2004, MVA deaths accounted for $1.3 \%$ of all deaths Canada, but $17.3 \%$ of all deaths among people younger than 30. Males consistently had higher MVA death rates than did females
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> Tn 2004, there were 21.6 million licensed drivers in Canada ${ }^{1}$ among a population of 25.8 million people aged 16 or older. ${ }^{2}$ They operated over 25 million registered vehicles. ${ }^{3}$ Most of these vehicles ( $76 \%$ ) were cars, trucks, buses and motorcycles for on-road use, while a smaller proportion were farm, construction and off-road vehicles.

Despite the ever-increasing number of drivers and vehicles, fatal collisions and those resulting in personal injury have steadily declined over the past 20 years. ${ }^{1}$ Even so, motor vehicle accidents remain a leading cause of death for young people.

From 2000 through 2004, there were 44,192 accidental deaths in Canada; $32 \%$ of them $(14,082)$ were the result of motor vehicle accidents (MVAs). In the 15 to 24 age group, MVA deaths $(3,417)$ accounted for $70 \%$ of all accidental deaths $(4,895)$.

Many competing factors increase or decrease the risk of motor vehicle accidents and injuries. Technological advances such as anti-lock braking, airbags, improved seat belts and child restraints make vehicles safer.4-6 Legislation and enforcement of speed limits, blood alcohol levels, seat belt use, bicycle helmets for children, and other safety measures are intended to protect vehicle occupants, pedestrians
and cyclists. ${ }^{7}$ Changing social norms discourage drinking and driving. ${ }^{8}$

However, the motor vehicle safety picture is not entirely positive. While seat belt technology has improved and legislation mandates their use, many adults still fail to "buckle up"themselves or their children. ${ }^{9}$ Related problems include car and booster seats that are incorrectly installed or placed in high-risk positions (front passenger seat, for example), and children who are not using age- or size-appropriate restraints. ${ }^{5}$ The widespread use of cellphones, navigation systems and other telematic devices add to driver distraction. ${ }^{10,11}$ Driving under the influence of alcohol, although declining, continues to be a problem, particularly among young drivers. ${ }^{12}$ Driving under the influence of cannabis is a related concern. ${ }^{13}$ Rural roads pose another threat-in 2004, $62 \%$ of collisions resulting in a fatality were in rural areas. ${ }^{1}$ Weather frequently plays a part in motor

Figure 1
Crude death rate for motor vehicle accident, by sex, Canada, 1979 to 2004


Source: Canadian Vital Statistics - Death Database.
vehicle accidents, as does human error such as fatigued and drowsy driving. ${ }^{14}$ "Road rage," a term first coined in 1988, ${ }^{15}$ which describes "uncontrolled anger that results in violence or threatened violence on the road," ${ }^{16}$ reflects an extreme form of human error.

This study reviews motor vehicle accident deaths in Canada from 1979 through 2004, with a more in-depth look from 2000 onwards. Data are from the Canadian Vital Statistics Death Database which is composed of information from death certificates. Pedestrian and pedal cyclist fatalities are included if a motor vehicle was involved in the accident. Traffic and non-traffic (off-road) deaths are reported in the study.

## Decline since 1979

Over the past 25 years, the annual number of Canadians who died from

Table 1
Number and rates (crude and age-standardized) of motor vehicle accident deaths, by sex, Canada, 1979 to 2004

|  | Both sexes |  |  | Males |  |  | Females |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Deaths per 100,000 population |  | Deaths per 100,000 population |  |  | Deaths per 100,000 population |  |  |
|  | Number | Crude | Standardized | Number | Crude | Standardized | Number | Crude | dardized |
| 1979 | 5,933 | 24.5 | 24.5 | 4,327 | 35.9 | 35.9 | 1,606 | 13.2 | 13.2 |
| 1980 | 5,560 | 22.7 | 22.7 | 4,014 | 32.9 | 32.9 | 1,546 | 12.6 | 12.5 |
| 1981 | 5,443 | 21.9 | 21.9 | 4,054 | 32.8 | 32.8 | 1,389 | 11.1 | 11.1 |
| 1982 | 4,232 | 16.8 | 16.9 | 3,061 | 24.5 | 24.5 | 1,171 | 9.3 | 9.3 |
| 1983 | 4,334 | 17.1 | 17.2 | 3,153 | 25.0 | 25.1 | 1,181 | 9.3 | 9.3 |
| 1984 | 4,133 | 16.1 | 16.3 | 2,995 | 23.5 | 23.7 | 1,138 | 8.8 | 8.8 |
| 1985 | 4,234 | 16.4 | 16.5 | 2,980 | 23.2 | 23.4 | 1,254 | 9.6 | 9.7 |
| 1986 | 4,072 | 15.6 | 15.9 | 2,891 | 22.3 | 22.7 | 1,181 | 9.0 | 9.1 |
| 1987 | 4,342 | 16.4 | 16.8 | 3,093 | 23.6 | 24.1 | 1,249 | 9.4 | 9.5 |
| 1988 | 4,133 | 15.4 | 15.9 | 2,985 | 22.5 | 23.1 | 1,148 | 8.5 | 8.6 |
| 1989 | 4,376 | 16.0 | 16.4 | 3,053 | 22.6 | 23.1 | 1,323 | 9.6 | 9.8 |
| 1990 | 3,824 | 13.8 | 14.2 | 2,691 | 19.6 | 20.2 | 1,133 | 8.1 | 8.2 |
| 1991 | 3,612 | 12.9 | 13.4 | 2,522 | 18.2 | 18.9 | 1,090 | 7.7 | 7.8 |
| 1992 | 3,456 | 12.2 | 12.6 | 2,389 | 17.0 | 17.7 | 1,067 | 7.5 | 7.5 |
| 1993 | 3,573 | 12.5 | 13.0 | 2,445 | 17.2 | 18.0 | 1,128 | 7.8 | 8.0 |
| 1994 | 3,195 | 11.0 | 11.4 | 2,246 | 15.6 | 16.4 | 949 | 6.5 | 6.6 |
| 1995 | 3,256 | 11.1 | 11.5 | 2,238 | 15.4 | 16.1 | 1,018 | 6.9 | 7.0 |
| 1996 | 3,088 | 10.4 | 10.8 | 2,157 | 14.7 | 15.2 | 931 | 6.2 | 6.4 |
| 1997 | 3,055 | 10.2 | 10.7 | 2,110 | 14.3 | 14.9 | 945 | 6.3 | 6.5 |
| 1998 | 2,947 | 9.8 | 10.0 | 2,016 | 13.5 | 14.0 | 931 | 6.1 | 6.1 |
| 1999 | 3,084 | 10.1 | 10.4 | 2,110 | 14.0 | 14.4 | 974 | 6.3 | 6.4 |
| 2000 | 2,696 | 8.8 | 9.0 | 1,871 | 12.3 | 12.6 | 825 | 5.3 | 5.3 |
| 2001 | 2,617 | 8.4 | 8.6 | 1,835 | 11.9 | 12.2 | 782 | 5.0 | 4.9 |
| 2002 | 2,988 | 9.5 | 9.5 | 2,063 | 13.3 | 13.3 | 925 | 5.8 | 5.7 |
| 2003 | 2,906 | 9.2 | 9.3 | 2,034 | 13.0 | 13.2 | 872 | 5.5 | 5.3 |
| 2004 | 2,875 | 9.0 | 9.1 | 2,035 | 12.8 | 13.0 | 840 | 5.2 | 5.1 |
| Total | 97,964 | ... | ... | 69,368 | ... | ... | 28,596 | ... | ... |

[^3]motor vehicle accidents dropped by $52 \%$, from 5,933 in 1979 to 2,875 in 2004 (Table 1). There were 97,964 MVA deaths over this period, the majority ( $71 \%$ ) involving males.

In 1979, the MVA crude death rate was 24.5 deaths per 100,000 population, 35.9 and 13.2 deaths per 100,000 for males and females, respectively (Table 1, Figure 1). By 2004, these rates had dropped drastically to 12.8 per 100,000 population for males and 5.2 for females, for an overall rate of 9.0 deaths per 100,000 population. The close correspondence between the crude and age-standardized rates (Table 1) indicates that factors other than the changing age structure of the Canadian population between 1979 and 2004 account for the decline.

## Death rates by province and territory

From 2000 through 2004, there were 14,082 MVA deaths in Canada, for an average annual average death rate of 9.0 per 100,000 population (Figure 2 ). Rates varied across the country, with the highest in the Yukon ( 16.4 per 100,000 population). Prince Edward Island, New Brunswick, Manitoba, Saskatchewan, Alberta and British Columbia also had rates above the national figure. Only Ontario and Newfoundland and Labrador had rates below the Canada level, at 7.0 and 7.8 per 100,000 population, respectively.

## A leading cause of death for teens and young adults

From 2000 through 2004, MVA deaths accounted for $1.3 \%$ of all deaths in Canada. However, almost one in five deaths ( $17.3 \%$ ) of people younger than 30 resulted from a motor vehicle accident.

The average annual MVA death rate for 15 - to 24 -year-olds was 16 deaths per 100,000 population, significantly higher than the rate for all age groups combined ( 9 deaths per 100,000 population) (Figure 3). Seniors (65 or older) also had a rate above the national level at 13 deaths per 100,000

Figure 2
Average annual rate of death from motor vehicle accident, by province or territory, Canada, 2000 to 2004


* significantly different from estimate for Canada ( $\mathrm{p}<0.05$ )

Source: Canadian Vital Statistics - Death Database.

Figure 3
Average annual rate of death from motor vehicle accident, by age and sex, Canada, 2000 to 2004


[^4]
## The data

Results for this study are based on Statistics Canada's Vital Statistics - Death Database, accessed through the Information Retriever/Metainformation Administrator (IRMA) software (July 2007). Data are extracted from death certificates submitted by the provinces and territories to Statistics Canada. Cause of death is coded according to World Health Organization's International Statistical Classification of Diseases and Related Health Problems (ICD).
Deaths resulting from motor vehicle accidents (MVA) are defined by groups of codes from the International Classification of Diseases (ICD). ${ }^{17-19}$ The Ninth Revision was in use from 1979 to 1999, after which ICD-10 was implemented.
ICD-9 codes: E810-E825, E929.0 (late effects of motor vehicle accident)
ICD-10 codes: V02-V04, V09.0, V09.2, V12-V14, V19.0-V19.2, V19.4-V19.6, V20-V79, V80.3-V80.5, V81.0-V81.1, V82.0-V82.1, V83-V86, V87.0V87.8, V88.0-V88.8, V89.0, V89.2, Y85.0 (sequelae of motor-vehicle accident)
These codes include traffic deaths, which are those that occurred on public streets and highways, and non-traffic deaths, which occurred elsewhere. The codes reflect the victim's mode of transport, including occupants of cars, buses and other street vehicles, motorcycle riders, and operators of farm, construction and recreational vehicles such as snowmobiles and four-wheelers. Deaths of pedestrians, pedal cyclists, riders of animals and occupants of animal-drawn vehicles are included if the accident involved a motor vehicle. Appendix Table A contains a more detailed list of codes for mode of transport.

Sequelae of motor vehicle accident include conditions reported as such, or occurring as "late effects" one year or more after the originating event.
Implementation of the ICD-10 in 2000 has the potential to disrupt trends in the underlying cause of death statistics. A Statistics Canada study dualcoded 1999 deaths to the Ninth and Tenth Revisions of the ICD and generated comparability ratios. ${ }^{2{ }^{2}}$ The comparability ratio for MVAs is 0.9813 ( $95 \%$ CI: $0.9705,0.9922$ ) signifying that for $1999,1.9 \%$ fewer deaths are classified to this group in ICD-10 than in ICD-9. Consequently, the disruption in the trend of MVA deaths is believed to be minimal.
The study is limited to Canadian residents. Of the 99,583 MVA deaths between 1979 and 2004, 1,619 (2\%) involved non-residents, most of whom (981) were from the United States. These non-resident deaths are excluded from this study. Deaths of Canadian residents occurring in the United States are included, as these deaths are reported to provincial registrars under a reciprocal agreement. ${ }^{21}$ However, deaths of Canadian residents occurring in other countries are not reported and are, therefore, excluded from this study.
The mortality data do not contain information about road conditions, the use of seat belts or child restraints, alcohol or drug use, driver distractions, or other circumstantial risk factors. In addition, analysis by mode of transport is limited, as a third of death certificates did not provide sufficient detail to be classified. A death resulting from a collision between a car and an off-road vehicle, for example, would be "unspecified" unless the death certificate specified whether the person was an occupant of the car or the driver of the off-road vehicle. This lack of information prevented a more detailed analysis by province.
population. Rates were lower for the remaining age groups, especially those younger than 15 ( 3 deaths per 100,000 population). Regardless of age group, males consistently had higher death rates than did females.

## Most deaths vehicle occupants

From 2000 to 2004, more than a third (38\%) of MVA deaths were occupants (drivers or passengers) of a car, van, truck, bus or other motor vehicle. Pedestrians accounted for $12 \%$ of MVA deaths, followed by motorcyclists (6\%) and drivers of all-terrain or other offroad vehicles (5\%). Pedal cyclists and operators of agricultural vehicles made up $2 \%$ and $1 \%$ of deaths, respectively. For the remaining third of the MVA deaths that occurred in that period
$(4,705)$, the deceased's mode of transport was not specified in the death certificate.

Looking specifically at the 5,388 deaths among occupants of motor vehicles, $1,499(28 \%)$ were to people aged 15 - to 24 -years. Between 2000 and 2004 the average annual rate for this cause was over 3 deaths per 100,000 population (Figure 4). However, the rate for 15 - to 24 -year-olds was 7 deaths per 100,000 , significantly higher than for any other age group. Young men were particularly at risk, with a rate of 10 deaths per 100,000 , compared with 4 per 100,000 for women of the same age (data not shown).

## Deaths of senior pedestrians

A relatively large proportion of pedestrians killed in MVAs were seniors. Between 2000 and 2004, 1,746
pedestrians died in accidents involving motor vehicles; over a third of them (636) were 65 or older. Seniors' average annual death rate from this cause was over 3 per 100,000 population, compared with less than 1 per 100,000 for people in the under-65 age range (Figure 4).

## Deaths peak in warmer months

From 2000 to 2004, an average of just under 8 Canadians died each day in motor vehicle accidents (Figure 5). However, the daily number of MVA deaths fluctuated across the seasons. For the most part, the daily average rose during the warmer months and was lowest from January through April. Deaths peaked in August 2004, with an average of more than 10 fatalities each day. The lowest number in any

Figure 4
Average annual rate of death as occupant of motor vehicle or pedestrian, by age group, Canada, 2000 to 2004


Deaths per 100,000 population
Total

[^5]month was in March of the same year, with a daily average of 5 fatalities.

## Conclusion

Deaths resulting from motor vehicle accidents have declined since 1979. Despite this, they remain a leading cause of death for young people.

There are opportunities to lower the risk of motor vehicle accidents and the injuries and deaths that result. Measures that help prevent accidents and those that minimize harm in the event of an accident are two approaches. Strategies that fall in the first category include reducing distractions from cell phones and other telematic devices, as well as addressing driving under the influence of alcohol and drugs. Adult seat belt use and age- and sizeappropriate restraints for young people fall in the second category. Many strategies aimed at motor vehicle occupants could also benefit more vulnerable road users such as pedestrians and cyclists. Younger and older motorists, as well as senior pedestrians, are particularly at risk with higher than average death rates.

Figure 5
Average daily number of deaths from motor vehicle accident, by month, Canada, 2000 to 2004

## Average daily number of deaths



Note: Excludes sequelae of MVAs (172 cases).
Source: Canadian Vital Statistics - Death Database.
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Table A
ICD-10 codes for motor vehicle accidents, by mode of transport

Motor vehicle occupant (includes three-wheeled motor vehicle, car, pick-up truck or van, heavy transport vehicle, and bus)
V30 - V79
V87.0, V87.2 - V87.5
V88.0, V88.2 - V88.5
Pedestrian (includes person making adjustment to a motor vehicle, changing wheel of vehicle, or using a pedestrian conveyance such as a baby carriage, push cart, roller-skates, scooter, skateboard, or wheelchair)
V02 - V04
V09.0
V09.2
Motor cyclist (includes moped, motorcycle with sidecar, motor scooter, motorized bicycle)
V20 - V29

Pedal cyclist (includes bicycle and tricycle)
V12-V14
V19.0 - V19.2
V19.4-V19.6

## All terrain (ATV) and other off-road vehicles (includes snowmobile) <br> V86

Agricultural vehicles (includes motor vehicles for use in farming such as combine harvester, tractor and trailer, and other motor vehicles designed specifically to work the land, tend and harvest crops, and transport materials on the farm)
V84
Other vehicles (includes rider/occupant of animal-drawn vehicle, occupant of railway train, streetcar, industrial, and construction vehicles)
V80.3 - V80.5
V81.0 - V81.1
V82.0 - V82.1
V83
V85
Unspecified vehicle (traffic and non-traffic, mode of transport unspecified)
V87.1, V87.6-V87.8
V88.1, V88.6 -V 88.8
V89.0
V89.2

# Trends in teen sexual behaviour and condom use 
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#### Abstract

Results from the 1996/1997 National Population Health Survey and the 2003 and 2005 Canadian Community Health Survey suggest that the proportion of teens who have had sexual intercourse has declined. In 2005, $43 \%$ of 15 to 19 -year-olds reported that they had had sexual intercourse at least once, down from $47 \%$ in 1996/1997. As well, the proportion of teens reporting that they had become sexually active before age 15 declined. About one-third of those who had had intercourse in the previous year did so with more than one partner. Condom use was reported by around threequarters of sexually active 15 - to 19 -year-olds who had had multiple partners or who were not married or in a common-law relationship
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> Q exual intercourse at an early age, having N multiple sexual partners, and unprotected sex put teens at risk of sexually transmitted infection (STI) and of unwanted pregnancy. Since the mid-1990s, some of these behaviours have become less prevalent, while the prevalence of others has not changed or has increased. However, trends differ by age, gender and jurisdiction.

This article presents recent trends in sexual behaviours among Canadian teenagers, based on nationally representative surveys conducted in 1996/1997, 2003 and 2005.

## Sexual activity

In $2005,43 \%$ of teens aged 15 to 19 reported that they had had sexual intercourse at least once, down from $47 \%$ in 1996/1997 (Table 1). All of the decline reflected the behaviour of young women, among whom the proportion reporting ever having had intercourse fell from $51 \%$ to $43 \%$. The proportion of young men who reported having had intercourse remained at $43 \%$.

Throughout the period, the percentage of teens reporting sexual intercourse was higher at older ages. About onethird of 15- to 17-year-olds had had
intercourse, compared with about twothirds of 18 - and 19-year-olds.

In 2005, $58 \%$ of Quebec teens reported having had sexual intercourse, significantly above the estimate for the rest of Canada (the other provinces combined); the proportions were $37 \%$ in Ontario and $40 \%$ in British Columbia, which were significantly lower. The remaining provinces did not differ from the rest of Canada.

From 1996/1997 to 2005, the proportion of Nova Scotia teens reporting that they had had sexual intercourse rose from $31 \%$ to $49 \%$, while the figure fell from $41 \%$ to $37 \%$ among those in Ontario. In Prince Edward Island and New Brunswick, 2005 figures were down substantially from 2003 estimates.

Table 1
Number and percentage of 15- to 19-year-olds who had sexual intercourse at least once, by gender, age group and province, Canada excluding territories, 1996/1997, 2003 and 2005

|  | 1996/1997 |  | 2003 |  | 2005 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | '000 | \% | '000 | \% | '000 | \% |
| Total | 920 | 47* | 862 | 45 | 868 | 43 |
| Gender |  |  |  |  |  |  |
| Males ${ }^{\dagger}$ | 434 | 43 | 437 | 46 | 432 | 43 |
| Females | 486 | 51** | 425 | 45 | 435 | 43 |
| Age group |  |  |  |  |  |  |
| 15 to $17{ }^{\dagger}$ | 380 | 32 | 348 | 30 | 362 | 29 |
| 18 to 19 | 540 | 70 | 514 | $68{ }^{\ddagger}$ | 506 | $65 \pm$ |
| Province |  |  |  |  |  |  |
| Newfoundland and Labrador | 23 | 46 | 19 | 54 $\ddagger$ | 17 | 49 |
| Prince Edward Island | $4{ }^{\text {E }}$ | $37^{\text {E }}$ | 5 | 52* | 3 | 35 |
| Nova Scotia | $16^{\text {E }}$ | 31**E | 29 | 49 | 29 | 49 |
| New Brunswick | $28^{\text {E }}$ | $43^{\text {E }}$ | 24 | 52* $\ddagger$ | 19 | 43 |
| Quebec | 297 | $59 \ddagger$ | 252 | 62 ${ }^{\text {+ }}$ | 263 | $58{ }^{\ddagger}$ |
| Ontario | 269 | 41** | 302 | $4{ }^{\ddagger}$ | 302 | $37{ }^{\ddagger}$ |
| Manitoba | 30 | 39\# | 31 | 43 | 27 | 39 |
| Saskatchewan | $38{ }^{\text {E }}$ | 54 | 27 | 39 $\ddagger$ | 28 | 43 |
| Alberta | 82 | 44 | 80 | 39 $\ddagger$ | 77 | 39 |
| British Columbia | 133 | 47 | 93 | $37^{\ddagger}$ | 103 | $40^{\ddagger}$ |

† reference category

* significantly different from corresponding estimate for 2005 ( $p$ < 0.05 )
$\ddagger$ significantly different from estimate for reference category or within year rest of Canada ( $p<0.05$ )
E use with caution (coefficient of variation 16.6 to $33.3 \%$ )
Note: Because of rounding, counts may not add to total.
Sources: 1996/1997 National Population Health Survey; 2003 Canadian Community Health Survey, cycle 2.1; 2005 Canadian Community HealthSurvey, cycle 3.1.

Table 2
Number and percentage of 15 - to 19-year-olds who had sexual intercourse before age 15 or at ages 15 and 16, by gender and age group, Canada excluding territories, 1996/1997, 2003 and 2005

| Age when first had sexual intercourse | 1996/1997 |  | 2003 |  | 2005 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | '000 | \% | '000 | \% | '000 | \% |
| Total |  |  |  |  |  |  |
| Less than 15 | 230 | 12* | 172 | 9 | 162 | 8 |
| 15 to 16 | 428 | 22 | 420 | 22 | 426 | 21 |
| Gender |  |  |  |  |  |  |
| Males |  |  |  |  |  |  |
| Less than 15 | 104 | 11 | 87 | 9 | 80 | 8 |
| 15 to 16 | 194 | 20 | 206 | 22 | 215 | 22 |
| Females |  |  |  |  |  |  |
| Less than 15 | 126 | 13* | 85 | 9 | 82 | 8 |
| 15 to 16 | 234 | 25 | 214 | 23 | 210 | 21 |
| Age group |  |  |  |  |  |  |
| 15 to 17 |  |  |  |  |  |  |
| Less than 15 | 138 | 12* | 95 | 8 | 99 | 8 |
| 15 to 16 | 213 | 18 | 213 | 19 | 225 | 18 |
| 18 to 19 |  |  |  |  |  |  |
| Less than 15 | 92 | 12* | 76 | 10 | 63 | 8 |
| 15 to 16 | 215 | 28 | 207 | 28 | 200 | 26 |

[^6] Community HealthSurvey, cycle 3.1.

## Early sexual intercourse

The younger a person is when he or she becomes sexually active, the longer they are at risk of unwanted pregnancy or of contracting a sexually transmitted infection. ${ }^{1}$ Research has also shown that an early age at first intercourse is related to risk behaviours such as unprotected sex, alcohol consumption and smoking. ${ }^{2-5}$ The proportion of teens who reported having had sexual intercourse before they were 15 years old fell from 12\% in 1996/1997 to 8\% in 2005 (Table 2). Among girls, the percentage reporting intercourse before age 15 decreased, while among boys, the figure did not change significantly. As well, in 2005, the proportions of both 15 - to 17 -year-olds and 18 - and 19 -year-olds reporting early sexual intercourse were significantly lower than in 1996/1997.

## Multiple partners

The number of sexual partners is an important indicator of sexual risk behaviour, particularly with respect to contracting an STI. ${ }^{6,7}$ In 2005, about one-third of the 15 - to 19 -year-olds who had had intercourse in the past year reported having done so with more than one partner, around the same percentage as in 1996/1997 (Table 3). Throughout the period from 1996/1997 to 2005 , males were more likely than females to report having had multiple partners in the past year, a finding consistent with other studies. ${ }^{4-8}$ Having had sex with more than one partner was more common at older ages. In $2005,36 \%$ of 18 - to 19 -year-olds reported having had multiple partners in the past year, compared with $29 \%$ of 15- to 17-year-olds.

## Condom use

Condom use is a means of preventing unplanned pregnancies and reducing the risk of contracting a STI. In 2005, three-quarters of sexually active 15 -to-19-year-olds who had been with multiple partners in the past year and/ or who were not married or in a common-

Table 3
Number and percentage of sexually active 15- to 19-year-olds who reported having multiple partners in past year, by gender and age group, Canada excluding territories, 1996/1997, 2003 and 2005

|  | 1996/1997 |  | 2003 |  | 2005 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | '000 | \% | '000 | \% | '000 | \% |
| Total | 231 | 29 | 271 | 35 | 261 | 33 |
| Gender |  |  |  |  |  |  |
| Males ${ }^{\dagger}$ | 123 | 35 | 154 | 40 | 151 | 40 |
| Females | 108 | $25^{\ddagger}$ | 117 | $30^{\ddagger}$ | 110 | $27{ }^{\ddagger}$ |
| Age group |  |  |  |  |  |  |
| 15 to $17^{\dagger}$ | 85 | 27 | 107 | 35* | 95 | 29 |
| 18 to 19 | 146 | 31 | 164 | 35 | 166 | $36^{\ddagger}$ |

$\dagger$ reference category
$\ddagger$ significantly different from estimate for reference category ( $p<0.05$ )

* significantly different from correspoinding estimate for 2005 ( $\mathrm{p}<0.05$ )

Sources: 1996/1997 National Population Health Survey; 2003 Canadian Community Health Survey, cycle 2.1; 2005 Canadian Community HealthSurvey, cycle 3.1.
law relationship reported using a condom the last time they had intercourse (Table 4). Males were considerably more likely than females to report having used a condom, a finding consistent with other studies. ${ }^{1,2,9-11}$ From 2003 to 2005 (the only years for which nationally representative and comparable data are available), the proportion of sexually active young women who reported condom use rose from $65 \%$ to $70 \%$; among young men, the proportion remained around $80 \%$.

In 2005 , condom use was more common at ages 15 to 17 than at ages

## The data

The prevalence of sexual intercourse and condom use and the number of sexual partners among 15- to 19-year-olds were estimated from the 1996/ 1997 National Population Health Survey (NPHS) cross-sectional file and from cycles 2.1 and 3.1 of the Canadian Community Health Survey (CCHS).
Respondents to the cross-sectional component of the NPHS were surveyed from June 1996 to August 1997, with an overall response rate of $83 \%$. The sample aged 15 to 19 for the questions about sexual intercourse and age at first intercourse numbered 4,449; the analyses of multiple partners were based on a sample of 3,600 . Both samples were weighted to represent a population of approximately 2.1 million. Virtually all the NPHS data $(98.5 \%)$ were collected in telephone interviews. Details of the design and sampling techniques have been described elsewhere. ${ }^{12}$

Cycle 2.1 of the CCHS was conducted from January to December in 2003; cycle 3.1, from January to June in 2005. The response rates for cycle 2.1 and cycle 3.1 were $81 \%$ and $79 \%$, respectively. The samples used for this article numbered 11,022 and 9,874 respondents aged 15 to 19, weighted to represent populations of approximately 2 million and 2.1 million, respectively. Telephone interviews accounted for $70 \%$ of all cycle 2.1 interviews, and $61 \%$ of cycle 3.1 interviews. Details of the CCHS design and sampling techniques have been published elsewhere. ${ }^{13}$

All differences were tested to ensure statistical significance, which was established at the 0.05 level. To account for survey design effects, standard errors and coefficients of variation were estimated using the bootstrap technique. ${ }^{14,15}$
The percentage of 15 - to 19-year-olds who had had sexual intercourse at least once was based on yes/no responses to the following question in the NPHS and in cycles 2.1 and 3.1 of the CCHS: "Have you ever had sexual intercourse?" Respondents were asked how old they were "the first time," which was used to calculate the proportions who became sexually active at age 14 or younger, and at ages 15 and 16 . The percentage who had had sexual intercourse with more than one person in the past year was based on the number of partners respondents said they had had in the previous 12 months. Estimates of condom use among sexually active young people who had been with multiple partners in the past year and/or who were not married or not in a common-law relationship were based on responses to: "Did you use a condom the last time you had intercourse?" Because condom use referred to the most recent sexual encounter, it does not necessarily reflect typical behaviour. It is also possible that the question itself generated confusion among respondents, as it does not specifically ask about male versus female condom use.
The mode of data collection can influence response rates, data quality and non-sampling errors, notably bias. 16,17 "Social desirability," which has been identified as a source of bias in the CCHS, ${ }^{13}$ may be especially relevant to this analysis. Social desirability refers to a tendency for respondents to modify their answers in an effort to construct a more favourable image of themselves. Some studies have found that face-to-face interviews are more susceptible to this type of bias than are telephone interviews, while others have found that respondents interviewed by telephone are less likely to share or accurately report potentially embarrassing attitudes or behaviours. ${ }^{18,19}$ Thus, social desirability has the potential to result in both over- and underestimation of a particular behaviour, since the perception of what is "desirable" may differ depending on a respondent's age, gender and socioeconomic status. Some teens may give socially acceptable answers (under-report) to questions about sexual behaviour; others may exaggerate their sexual experience.
Differing proportions of the interviews in three surveys used for this analysis were conducted by telephone. To ascertain the impact of these differences, analyses were rerun for the subset of respondents from each survey who were interviewed by telephone. The results were generally the same as those for the full sample (data not shown), thereby lending support to the stability and credibility of the original estimates.

The term "sexual intercourse" was not defined in the NPHS or CCHS questions, so it is possible that some teens may have misinterpreted the question. As well, recall errors are possible.

Table 4
Number and percentage of sexually active 15- to 19-year-olds who used a condom the last time they had intercourse, by gender, age group and province, Canada excluding territories, 2003 and 2005

|  | 2003 |  | 2005 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Number | \% | Number | \% |
| Total | 541 | 72 | 567 | 75 |
| Gender |  |  |  |  |
| Males ${ }^{\dagger}$ | 300 | 79 | 298 | 80 |
| Females | 241 | 65* | 269 | $70 \ddagger$ |
| Age group |  |  |  |  |
| 15 to $17^{\dagger}$ | 238 | 79 | 260 | 81 |
| 18 to 19 | 303 | $68^{\ddagger}$ | 307 | 70 |
| Provinces |  |  |  |  |
| Newfoundland and Labrador | 11 | 73 | 12 | 80 |
| Prince Edward Island | 4 | 88 ${ }^{\ddagger}$ | 2 | $87{ }^{\ddagger}$ |
| Nova Scotia | 20 | 77* | 23 | 90٪ |
| New Brunswick | 16 | 74 | 13 | 79 |
| Québec | 143 | 66* | 150 | 66 ${ }^{+}$ |
| Ontario | 199 | $75^{\ddagger}$ | 208 | 77 |
| Manitoba | 21 | 76 | 17 | 72 |
| Saskatchewan | 18 | 75 | 19 | 78 |
| Alberta | 50 | 73 | 53 | $82^{\ddagger}$ |
| British Columbia | 59 | 72 | 70 | 77 |

$\dagger$ reference category

* significantly different from corresponding estimate for 2005 ( $p<0.05$ )
$\ddagger$ significantly different from estimate for reference category or within year rest of Canada ( $p<0.05$ )
Note: Data pertain to sexually active 15- to 19-year-olds who were not married or in a common-law relationship or who had multiple partners in past year.
Sources: 2003 Canadian Community Health Survey, cycle 2.1; 2005 Canadian Community HealthSurvey, cycle 3.1.

18 and 19. While $81 \%$ of the younger group reported that they had used a condom the last time they had intercourse, the figure for older teens
was $70 \%$. Previous research has shown condom use to decrease with age, to be less common among oral contraceptive users, and to be more
common among individuals in shortterm relationships. 2,4, 20-24

In 2005, the percentage of 15 - to 19 -year-olds who reported that they had used a condom the last time they had sex was significantly higher in Prince Edward Island, Nova Scotia and Alberta, and significantly lower in Quebec, compared with the rest of Canada. Nova Scotia was the only province where teen condom use increased significantly between 2003 and 2005.

## Conclusion

Based on a representative sample of 15 - to 19-year-olds, the proportion of teens who had had sexual intercourse at least once declined between 1996/ 1997 and 2005. As well, the proportion who reported becoming sexually active at a very early age decreased. However, among those who were sexually active, there was no significant change in the likelihood of having multiple partners or, for males, using condoms. So while some adolescents have adopted measures to reduce their risks of sexually transmitted infection and unwanted pregnancy, others report high-risk behaviour.
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# Diabetes-prevalence and care practices 

by Claudia Sanmartin and Jason Gilmore


#### Abstract

In 2005, an estimated 1.3 million Canadians aged 12 or older ( $4.9 \%$ of the population of these ages) reported to the Canadian Community Health Survey (CCHS) that they had been diagnosed with diabetes. The Canadian Diabetes Association has published Clinical Practice Guidelines for the Prevention and Management of Diabetes in Canada, which recommend the type of care that should be provided to individuals with diabetes. According to the CCHS, and based on data from six of the provinces/territories (Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory), almost three-quarters of diabetic respondents aged 18 or older reported having had their hemoglobin A1C checked by a health care professional at least once in the year before the survey, and those who had had the test were close to meeting the recommended frequency of every three months. The majority of diabetic respondents were also meeting the recommendation for eye examinations, but only half had the recommended annual foot examinations. Half the diabetic population reported that they or a family member had checked their glucose level every day.
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> Diabetes is a serious chronic disease that affects the body's ability to produce or properly use insulin. ${ }^{1}$ It can lead to various disabling and life-threatening complications such as heart disease and stroke, high blood pressure, and premature death. ${ }^{2}$ In Canada, diabetes is the single largest cause of blindness, and a leading cause of kidney failure and lower limb amputations. ${ }^{3}$ Diabetes is the seventh leading cause of death and accounts for 25,000 person-years of life lost before age $75 .{ }^{2}$

In 2005, 1.3 million Canadians aged 12 or older, or $4.9 \%$ of the population in this age group, reported that they were living with diabetes (Chart 1). This estimate, which reflects self-reports of physician-diagnosed diabetes, is based on recent national data from the Canadian Community Health Survey (CCHS) (see Data source). Prevalence was higher than the national average in all four Atlantic provinces: 6.0\% in New Brunswick, $6.3 \%$ in Prince Edward Island, $6.7 \%$ in Nova Scotia, and $6.8 \%$ in Newfoundland and Labrador. In Alberta and the Northwest Territories, rates were significantly lower than the national average, at $3.9 \%$ and $3.4 \%$, respectively.

Males aged 12 or older were slightly more likely (5.4\%) than females (4.4\%) to report having diabetes (Table 1). People younger than 45 were much less likely to have diabetes than were those aged 45 or older. Overall, in 2005, about one in five (19.9\%) individuals with diabetes reported using insulin (data not shown).

## Diabetes care in selected regions

Appropriate care is critical to managing diabetes and to preventing serious complications. In 2003, the Canadian Diabetes Association published the Clinical Practice Guidelines for the Prevention and Management of Diabetes in Canada. ${ }^{4}$ These guidelines

Figure 1
Percentage of Canadians with physician-diagnosed diabetes, by province/ territory, household population aged 12 or older, Canada, 2005


[^7]Table 1
Percentage of Canadians with physician-diagnosed diabetes, by sex and age group, household population aged 12 or older, Canada, 2005

recommend the type of care that should be provided to individuals with diabetes.

While some information about the quality of care for diabetes in Canada is available, ${ }^{1,5}$ it has been based on small studies that do not always represent the overall Canadian population. The 2005 CCHS included a set of questions on diabetes care. Developed by Statistics Canada in collaboration with the Public Health Agency of Canada, these questions were designed to collect information about the care practices of people with diabetes, including glucose testing and foot and eye examinations (see The data).

The following information on hemoglobin A1C testing, foot care and eye exams is based on the "diabetes care module" of the 2005 CCHS and reflects results from the following provinces and territories: Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory.

## Hemoglobin testing

Management of glycemic levels is a critical part of diabetes care. Glycemic control, as measured by hemoglobin A 1 C , is associated with a reduced risk of developing long-term complications. The Clinical Practice Guidelines recommend that a physician measure this indicator every three months to ensure that glycemic goals are being met or maintained.

In 2005, almost three-quarters (74\%) of diabetic respondents aged 18 or older reported having had their hemoglobin A1C checked by a health care professional at least once in the year before the survey (Table 2). Diabetic respondents who had been tested were tested an average of 3.4 times during the 12 -month period, or about once every three and a half months (data not shown). Rates were similar for men and women aged 18 or older, as well as across age groups. Diabetics who used insulin were more likely to have been tested ( $83 \%$ ) than those not using insulin (74\%).

Among the diabetic population, half (49.8\%) reported that they, or a family member had checked their glucose level every day (Table 3).

## Foot care

Individuals with diabetes often experience foot problems such as ulcers, lesions and infections. Without appropriate care, these may lead to more serious health conditions such as gangrene and the need for amputation. To reduce the risk of serious complications and to improve quality of life, the Clinical Practice Guidelines recommend annual foot examinations for all people with diabetes, and more frequent exams for those at high risk. The Guidelines also recommend that high-risk individuals receive instruction for appropriate self-care.

In 2005 , almost half ( $48 \%$ ) of the diabetic population aged 18 or older (in Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory) reported having had their feet checked

Table 2
Percentage of Canadians with physician-diagnosed diabetes reporting tests performed by a health care professional, by selected characteristics, household population aged 18 or older, selected provinces/territories, ${ }^{\dagger} 2005$

|  | Hemoglobin A1C test, past 12 months |  | Foot examination, past 12 months |  | Eye exam (pupils dilated), ever |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% | 95\% <br> confidence interval | \% | 95\% <br> confidence interval | \% | 95\% <br> confidence interval |
| Total, aged 18 or older | 74.4 | 72.2 to 76.6 | 48.4 | 45.9 to 51.0 | 68.2 | 65.8 to 70.5 |
| Sex <br> Male ${ }^{\ddagger}$ <br> Female | $\begin{aligned} & 75.6 \\ & 72.7 \end{aligned}$ | $\begin{aligned} & 72.5 \text { to } 78.8 \\ & 69.7 \text { to } 75.8 \end{aligned}$ | $\begin{aligned} & 49.1 \\ & 47.5 \end{aligned}$ | $\begin{aligned} & 45.3 \text { to } 52.8 \\ & 44.0 \text { to } 51.0 \end{aligned}$ | $\begin{aligned} & 67.2 \\ & 69.4 \end{aligned}$ | $\begin{aligned} & 64.0 \text { to } 70.5 \\ & 66.3 \text { to } 72.6 \end{aligned}$ |
| Age <br> 18 to $24 \ddagger$ <br> 45 to 64 <br> 65 or older | $\begin{aligned} & 71.9 \\ & 76.2 \\ & 73.3 \end{aligned}$ | $\begin{aligned} & 65.1 \text { to } 78.8 \\ & 72.6 \text { to } 79.8 \\ & 70.3 \text { to } 76.3 \end{aligned}$ | $\begin{aligned} & 45.9 \\ & 48.5 \\ & 49.0 \end{aligned}$ | $\begin{aligned} & 38.1 \text { to } 53.7 \\ & 44.7 \text { to } 52.4 \\ & 45.3 \text { to } 52.8 \end{aligned}$ | $\begin{aligned} & 58.6 \\ & 70.3^{*} \\ & 68.8^{*} \end{aligned}$ | $\begin{aligned} & 50.5 \text { to } 66.7 \\ & 66.7 \text { to } 73.9 \\ & 65.8 \text { to } 70.5 \end{aligned}$ |
| Uses insulin Yes ${ }^{\ddagger}$ No | $\begin{aligned} & 82.9 \\ & 74.1^{*} \end{aligned}$ | $\begin{aligned} & 78.6 \text { to } 87.1 \\ & 71.5 \text { to } 76.6 \end{aligned}$ | $\begin{aligned} & 67.8 \\ & 44.7^{*} \end{aligned}$ | $\begin{aligned} & 62.8 \text { to } 72.8 \\ & 41.7 \text { to } 47.6 \end{aligned}$ | $\begin{aligned} & 81.8 \\ & 66.3^{\star} \end{aligned}$ | $\begin{aligned} & 77.5 \text { to } 86.0 \\ & 63.6 \text { to } 69.0 \end{aligned}$ |
| Has a regular medical doctor Yes <br> $\mathrm{No}^{\ddagger}$ | 74.8* 61.5 | $\begin{aligned} & 72.5 \text { to } 77.1 \\ & 52.1 \text { to } 71.0 \end{aligned}$ | 48.7 39.8 | $\begin{aligned} & 46.1 \text { to } 51.3 \\ & 29.6 \text { to } 49.9 \end{aligned}$ | $\begin{aligned} & 68.5 \\ & 56.5 \end{aligned}$ | $\begin{aligned} & 66.2 \text { to } 70.9 \\ & 45.9 \text { to } 67.0 \end{aligned}$ |
| Household income Less than \$20,000 \$20,000 to \$39,999 $\$ 40,000$ to $\$ 59,999$ $\$ 60,000$ or more ${ }^{\ddagger}$ Missing | $\begin{aligned} & 70.8 \\ & 72.7 \\ & 76.5 \\ & 77.8 \\ & 72.5 \end{aligned}$ | $\begin{aligned} & 66.2 \text { to } 75.3 \\ & 68.3 \text { to } 77.1 \\ & 71.1 \text { to } 81.9 \\ & 73.0 \text { to } 82.6 \\ & 67.1 \text { to } 77.9 \end{aligned}$ | $\begin{aligned} & 46.1 \\ & 52.0 \\ & 42.7 \\ & 52.4 \\ & 44.4 \end{aligned}$ | 40.6 to 51.5 <br> 47.3 to 56.6 <br> 36.3 to 49.1 <br> 47.0 to 57.8 <br> 38.0 to 50.7 | $\begin{aligned} & 65.5 \\ & 69.8 \\ & 67.8 \\ & 69.1 \\ & 66.7 \end{aligned}$ | $\begin{aligned} & 60.8 \text { to } 70.3 \\ & 65.4 \text { to } 74.3 \\ & 61.6 \text { to } 74.0 \\ & 63.8 \text { to } 74.4 \\ & 60.6 \text { to } 72.8 \end{aligned}$ |
| Highest level of education <br> Less than secondary <br> Secondary graduation ${ }^{\ddagger}$ <br> Some postsecondary <br> Postsecondary graduation | $\begin{aligned} & 73.2 \\ & 75.9 \\ & 73.6 \\ & 76.7 \end{aligned}$ | $\begin{aligned} & 69.9 \text { to } 76.5 \\ & 70.0 \text { to } 81.7 \\ & 65.3 \text { to } 81.9 \\ & 73.1 \text { to } 80.3 \end{aligned}$ | $\begin{aligned} & 46.0 \\ & 53.5 \\ & 39.0 \\ & 50.8 \end{aligned}$ | $\begin{aligned} & 41.8 \text { to } 50.2 \\ & 46.3 \text { to } 60.6 \\ & 27.7 \text { to } 50.3 \\ & 47.0 \text { to } 54.5 \end{aligned}$ | $\begin{aligned} & 65.4 \\ & 67.3 \\ & 72.6 \\ & 70.8 \end{aligned}$ | $\begin{aligned} & 61.6 \text { to } 69.1 \\ & 60.7 \text { to } 73.9 \\ & 63.7 \text { to } 81.5 \\ & 66.9 \text { to } 74.6 \end{aligned}$ |

+ Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory
$\ddagger$ reference category
* significantly different from estimate for reference category ( $p<0.05$ )

Source: 2005 Canadian Community Health Survey, diabetes care module.

Table 3
Diabetes care provided by self, family member or friend, diabetic household population aged 18 or older, selected provinces/territories, ${ }^{\dagger} 2005$

|  | Glucose checked (frequency) |  | Feet checked (frequency) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | \% | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | \% | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| Daily | 49.8 | 47.1 to 52.4 | 37.4 | 34.9 to 39.9 |
| Weekly | 27.9 | 25.6 to 30.2 | 17.3 | 15.3 to 20.9 |
| Monthly | 7.2 | 5.9 to 8.6 | 6.1 | 5.0 to 7.2 |
| Yearly | 2.9 | 2.1 to 3.6 | 3.7 | 2.9 to 4.5 |
| Never | 9.7 | 8.2 to 11.2 | 31.3 | 28.8 to 33.8 |

[^8]by a health care professional at least once during the previous 12 months (Table 3). On average, these individuals had had their feet checked 3.7 times over a 12 -month period. The participation rates were similar for males and females, and across age groups and socio-economic status. Individuals using insulin were more likely to have had their feet checked (68\%), compared with those who were not using insulin (45\%). After adjusting for other factors, diabetic respondents using insulin were 2.7 times more likely to have had their feet examined by a health care professional in the previous year, compared with those not using insulin.

Respondents were also asked about foot care provided by themselves or

## The data

Estimates in this article are based on data from the 2005 Canadian Community Health Survey (CCHS), conducted by Statistics Canada. The CCHS covers the population aged 12 or older living in private households. It does not include residents of Indian reserves, institutions, and some remote areas, full-time members of the Canadian Forces, and civilian residents of military bases. The data were collected by personal and telephone interviews between January and December 2005. The estimated prevalence of diabetes is based on these national data for the population aged 12 or older ( $n=132,947$ ).
In 2005, participation in the "diabetes care module" of the CCHS was optional, and all health regions in Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory chose to participate. Data on individuals aged 18 or older in these provinces were selected for analysis ( $n=3,924$ ).

Following the collection and processing of the data, the respondents' records were weighted to reflect the sampling and non-response that occurred in the CCHS. Weights were adjusted to demographic projections by age group and province.

Weighted distributions and frequencies were produced. Partial or item non-response accounted for less than $5 \%$ of the totals in most analyses; records with item non-responses were excluded from the calculations. The bootstrap technique, which fully adjusts for the design effects of the survey, was used to estimate the variance and confidence intervals; a significance level of $p=0.05$ was established.

All 2005 Canadian Community Health Survey (CCHS) respondents aged 12 or older were asked a series of questions about "long-term conditions" that were expected to last, or had already lasted, six months or more and that had "been diagnosed by a health care professional." Individuals who reported having received a diagnosis of diabetes were asked several follow-up questions, including their age at diagnosis and whether they were using insulin.

In 2005, all health regions in Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory chose to participate in the diabetes care module of the CCHS. Respondents aged 18 or older were asked:

- "In the past 12 months, has a health care professional tested you for hemoglobin A-one-C? (An A-one-C hemoglobin test measures the average level of blood sugar over a three-month period.)" Those who said "yes" were asked how many times they had had the test.
- "In the past 12 months, has a health care professional checked your feet for any sores or irritations?" People who said "yes" were asked how often they had had such checks.
- "Have you ever had an eye exam where the pupils of your eyes were dilated?" Response categories were: less than one month ago; one month to less than one year ago; one year to less than two years ago; and two or more years ago.

These questions were derived in part from the 2003 Behavioral Risk Factor Surveillance System (BRFSS) in the United States, which has been used for reporting diabetes care indicators since $1984 .{ }^{6}$

The information respondents provided about their diabetic status and health care (professional and self-care) is based on self-reported data, and has not been clinically validated. The CCHS did not ask respondents specifics about their diagnosis (i.e., whether they had Type I (insulin-dependent) or Type II (non-insulin-dependent) diabetes).
a family member or friend. The majority of respondents $(65 \%)$ indicated that they, or a family member or friend, had checked their feet for sores or irritations at least once in the previous 12 months; $37 \%$ checked daily and $17 \%$ checked weekly (Table 3 ). Almost one third of respondents indicated that they had never checked their feet.

## Eye exams

People with diabetes are at risk of developing diabetic retinopathy-a disease of the blood vessels of the eye. High blood sugar levels cause the blood vessels in the eye to weaken and leak
tiny amounts of blood or fluid, causing swelling of the retina. Vision may become blurred and, in some cases, blindness will result. The Clinical Practice Guidelines recommend that all people with diabetes be screened and examined for retinopathy when diabetes is first diagnosed.

Most of those responding to the questions on diabetes care ( $68 \%$ ) indicated that, at least once, they had had an eye test where their pupils were dilated. Diabetics aged 18 to 44 were less likely to have had a dilation eye exam in the past 12 months, compared with older diabetic respondents
(Table 2). As with other types of care, those using insulin were more likely to have had an eye exam ( $82 \%$ ), compared with those not using insulin (66\%). After adjusting for other factors, diabetic respondents taking insulin were 2.7 times more likely to have received an eye dilation examination compared with those not taking insulin.

Among all those who reported having had an eye examination, $14 \%$ reported having had it within the last month, $58 \%$ between one month and one year ago; and $17 \%$, one to two years ago (Table 4).

Table 4
Most recent eye exam (pupilsdilated), diabetic population aged 18
or older who have ever had a dilation eye exam, selected provinces/territories, ${ }^{\dagger} 2005$

|  |  | $95 \%$ <br> confidence <br> interval |
| :--- | ---: | ---: |
| Less than month ago <br> 1 month to less <br> than 1 year ago <br> 1 year to less <br> than 2 years ago <br> 2 or more years ago | 13.5 | 11.4 to 15.5 |
| Newfoundland and Labrador, Prince Edward Island, New <br> Brunswick, Ontario, Manitoba and Yukon Territory |  |  |
| Source: <br> 2005 Canadian Community Health Survey, <br> diabetes care module. |  |  |

## Meeting the CPG requirements?

Information from the 2005 CCHS diabetes care module provides insight into care practices for and of diabetic patients in the participating regions of Canada. Overall, the proportion of diabetic respondents meeting the

Clinical Practice Guidelines varied by the type of care. Most diabetic patients (74\%) had had their hemoglobin A1C checked by a health care professional at least once in the year before the survey, and, on average, those who had received the test were close to meeting the recommended frequency of every three months. The majority of diabetic respondents were also meeting the recommendation for eye examinations (dilation of pupils), but only half had the recommended annual foot examinations. The Canadian rates for eye examinations were slightly higher than those reported in the United States; in 2001, only $66 \%$ of the US respondents indicated that they had had an eye examination. ${ }^{7}$ For foot examinations, though, the Canadian rates were lower than those in the United States, where approximately $60 \%$ of diabetics received annual foot examinations.

The results indicate that diabetics who were using insulin were more likely to receive diabetes care, compared with
those not using insulin. In some cases, insulin use may be a marker for a more progressed or advanced disease or may reflect poor glycemic control.

Based on data from six of the provinces/territories, this article presents a first look at the health care practices for diabetics-information needed to better understand this aspect of the disease and the factors that affect the receipt of appropriate care.

An electronic version of this article entitled "Diabetes care" was released on June 13, 2006 in the online publication Smoking and Diabetes Care: Results from the CCHS Cycle 3.1, 2005, part of the Your Community, Your Health: Findings from the Canadian Community Health Survey (CCHS) series. The free publication (Catalogue no. 82-621-XWE2006002) is available at http://www.statcan.ca/bsolc/english/ bsolc? catno=82-621X20060029226.
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# Organized extracurricular activities of Canadian children and youth 

by Anne Guèvremont, Leanne Findlay and Dafna Kohen


#### Abstract

This article presents rates of participation in organized extracurricular activity by Canadian children and youth aged 6 to 17 years, and examines how these rates vary by sociodemographic and socio-economic characteristics. The data are from Cycle 4 of the National Longitudinal Survey of Children and Youth (2000/2001). The majority of children and youth ( $86 \%$ ) participated in at least one extracurricular activity. Girls were more likely than boys to be involved in non-sport activities and in clubs or community groups. Young children who lived in urban areas and those who lived with two parents had relatively high rates of participation in extracurricular activities. Participation rose with family income for children aged 6 to 13 , but not for 14 - to 17 -year-olds. Children of all ages in the Western provinces had high participation rates in each type of activity; rates tended to be low in Quebec.
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> hildren's participation in organized extracurricular activities has been associated with positive short- and long-term outcomes, such as academic achievement and prosocial behaviours, and with reduced negative outcomes, such as dropping out of school and emotional and behavioural disorders. ${ }^{1-4}$

The likelihood that children will take part in organized extracurricular activities varies by factors such as their age and gender, family income, and family structure (one- or two-parent family). $3,5,6$ Older children, children from higher-income families, and those living with two parents have been shown to have higher participation rates. However, much of this research was conducted in the United States; the most recent Canadian study was based on 1994/1995 data and covered only 6- to 11- year-olds. ${ }^{3}$

This article presents data for 6- to 17 -year-olds from the 2000/2001 National Longitudinal Survey of Children and Youth (NLSCY). Rates of participation in sports, non-sport activities, and clubs or community groups are examined, along with how these rates vary by socio-demographic characteristics such as gender and family income (see The data).

## Majority participate

In 2000/2001, a large majority ( $86 \%$ ) of Canadian children and teens were reported to have taken part in at least one organized extracurricular activity during the previous year (Figure 1). Participation rates were significantly higher at ages 10 to 13 (91\%) and 14 to 17 ( $86 \%$ ) than at ages 6 to 9 ( $81 \%$ ). A considerably larger proportion of children and youth participated in organized sports than in non-sport activities and in clubs or community groups.

## Gender

Overall, boys and girls were equally likely to have taken part in at least one organized extracurricular activity ( $86 \%$ of girls and $85 \%$ of boys). However, participation rates in the various types of activity differed by gender.

At ages 6 to 9 , boys were more likely than girls to play organized sports, but at older ages, participation rates in sports did not differ significantly by gender

Figure 1
Percentage who participated in organized extracurricular activity, by age group and type of activity, household population aged 6 to 17, Canada, 2000/ 2001

$\dagger$ reference category

* significantly different from estimate for reference category ( $\mathrm{p}<0.05$ )

Source: National Longitudinal Survey of Children and Youth, 2000/2001.
(Table 1). At all ages, a larger proportion of girls than boys were involved in non-sport activities and in clubs or community groups.

## Living with one or two parents

Family structure was associated with playing organized sports at ages 6 to 9 and 14 to 17 . Nearly three-quarters (74\%) of 6- to 9-year-olds who lived with two parents played sports, compared with $58 \%$ of those living with one parent. At ages 14 to 17, the corresponding figures were $78 \%$ and $69 \%$.

By contrast, family structure was not significantly related to children's and teens' involvement in non-sport activities and in clubs or community groups.

## The data

The data are from the National Longitudinal Survey of Children and Youth (NLSCY), a comprehensive survey of Canadian children's development and factors that have an impact on their well-being. ${ }^{7}$ Cycle 4 , which was conducted in the fall of 2000 and in the spring of 2001, was selected for this analysis because it is the most recent NLSCY cycle that provides nationally representative, cross-sectional data for a sample of children aged 6 to 17, including information on a variety of socio-demographic and socio-economic characteristics of the family and children's participation in various activities. This analysis pertains to 5,242 children aged 6 to 9 (representing 1,495,358 children) and 6,926 children and teens aged 10 to 17 (representing 2,889,183 youth).
Information about participation in organized extracurricular activities was reported by parents for 6 - to 9 -year-olds, and self-reported by 10- to 17-yearolds. Youth not attending school at the time of the survey (about $10 \%$ of 16 - and 17 -year-olds) and children not yet in school ( $3 \%$ of 6 - to 9 -year-olds) were excluded from this analysis because they had more disposable time and would not be comparable.

Most NLSCY questions about the frequency of participation in various activities referred to the previous 12 months. The exception was questions asked of 14- to 17-year-olds about school-related activities, which concerned the last 3 months. Response categories for parents of 6-to 9-year-olds were: "almost never," "about once a month," "about once a week," "a few times a week," and "most days." Response categories for 10- to 17-yearolds were: "never," "less than once a week," "1 to 3 times a week," and " 4 or more times a week." Responses of "almost never" and "never" were categorized as non-participation; all other responses were categorized as participation in an extracurricular activity.
Three types of organized activity were examined: sports, non-sport activities, and clubs or community groups. Two questions were asked about sports: participation in sports with a coach or instructor, and participation or instruction in other physical activities such as dance, gymnastics and martial arts with a coach or instructor. These activities were aggregated into a single variable, organized sports. Non-sport activities include lessons (other than in class) in music, art, drama, etc. Clubs or community groups refer to associations such as Brownies, Guides, Cubs, Scouts, church groups, and $4-\mathrm{H}$. Youth aged 14 to 17 were asked about participation in both school-related (but out of class) activities such as yearbook club, photography club and student council, and in out-of-school activities. The Appendix contains the full wording of the questions.
The socio-demographic and socio-economic factors examined in relation to extracurricular activities were: age, gender, region (the eastern provinces of Newfoundland and Labrador, New Brunswick, Nova Scotia and Prince Edward Island; Quebec; Ontario; and the Western provinces of British Columbia, Alberta, Saskatchewan, and Manitoba), urban or rural residence (urban areas were defined as areas with a population of at least 1,000 and a minimum of 400 people per square kilometre), whether the child lived with one or two parents, and the ratio of family income to the low income cutoff (LICO). The LICO is a statistical measure of the income thresholds below which families likely devote a larger-than-average share of their income to the necessities of food, shelter and clothing. ${ }^{8}$ To reflect differences in costs for different community and family sizes, LICOs are defined for five community size categories and seven family size categories.

Participation rates by socio-demographic characteristics were tested for statistical differences with t-tests. All analyses were weighted using a normalized population weight, and variance estimation used the bootstrap technique to account for the complex survey design. 9.11

Table 1
Percentage who participated in organized extracurricular activity, by age group, type of activity and selected characteristics, household population aged 6 to 17, Canada, 2000/2001
$\left.\begin{array}{lllll}\hline & & & & \\ & & & \text { Type of activity }\end{array}\right]$

[^9]* significantly different from estimate for reference category ( $\mathrm{p}<0.05$ )

E use with caution (coefficient of variation $16.6 \%$ to $33.3 \%$ )
$\times$ suppressed to meet the confidentiality requirements of the Statistics Act
Source: National Longitudinal Survey of Children and Youth, 2000/2001.

## Family income

Participation in organized extracurricular activities varied by family income, especially for young children (Figure 2). At ages 6 to 9 , an income gradient in participation rates was evident for each type of activity. For example, $88 \%$ of 6 - to 9 -year-olds from the highest income families had participated in organized sports the previous year, compared with $49 \%$ of those from the lowest income families.

Sports participation also varied by family income for 10 - to 13 -year-olds: over $92 \%$ of those from the highest income families had played organized sports, compared with $72 \%$ from the lowest income families.

Among 14- to 17 -year-olds, those from the highest income families were more likely to take part in non-sport activities than were youth from the lowest income families, but participation in sports and in clubs or community groups did not vary by family income.

## Urban/Rural residence

Urban versus rural residence was related to the extracurricular activities of the youngest children, but the association diminished at older ages. Children aged 6 to 9 in urban areas were generally more likely than those in rural areas to participate in organized sports and in non-sport activities. As well, urban youth aged 14 to 17 were significantly more likely than those in rural areas to play organized sports. Urban versus rural residence was not significantly associated with the extracurricular activities of children aged 10 to 13 .

## Region

Participation in organized extracurricular activities tended to be low for children and teens in Quebec, compared with those in the Western provinces. Relatively small proportions of Quebec children aged 6 to 9 and 10 to 13 took part in non-sport activities. And for Quebec youths aged 14 to 17,

Figure 2
Percentage who participated in at least one extracurricular activity, by age group and ratio of family income to low-income cutoff (LICO), household population aged 6 to 17, Canada, 2000/2001

$\dagger$ reference category

* significantly different from estimate for reference category ( $\mathrm{p}<0.05$ )

Source: National Longitudinal Survey of Children and Youth, 2000/2001.
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participation rates were low not only in non-sport activities and in clubs or community groups, but also in sports.

As well, 14- to 17-year-olds in the Eastern provinces were significantly less likely than those in the Western provinces to play organized sports. In Ontario, youth of these ages were less likely to participate in non-sport activities and in clubs or community groups.

## Conclusion

In 2000/2001, a large majority of Canadian children and youth were reported to have taken part in at least one organized extracurricular activity during the previous year. However, differences by socio-demographic and socio-economic characteristics were apparent. The likelihood of involvement in extracurricular activities was associated with age, family structure, family income, urban versus rural residence, and region.
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## Appendix

## National Longitudinal Survey of Children and Youth (2000/2001) questions about extracurricular activities

## Sports

Ages 6 to 9

- In the last 12 months, out of school hours, how often has your child: taken part in sports with a coach or instructor (except dance or gymnastics)?
- In the last 12 months, outside of school hours, how often has your child: taken lessons or instruction in other organized physical activities with a coach or instructor such as dance, gymnastics or martial arts?

Ages 10 to 13

- During the past 12 months, how often have you played sports WITH a coach or instructor (swimming lessons, baseball, hockey, etc.)?
- During the past 12 months, how often have you taken part in dance, gymnastics, karate or other groups or lessons, other than in gym class?

Ages 14 to 15

- In the last 3 months, how often have you taken part in the following school-based activities (other than in class): Played sports WITH a coach or an instructor other than for gym class (e.g., school teams)?
- In the last 3 months, how often have you taken part in the following school-based activities (other than in class): Taken part in dance, gymnastics, karate or other groups or lessons, other than in gym class?
- Out of school, during the past 12 months, how often have you played sports WITH a coach or instructor (swimming lessons, baseball, hockey, etc.)?
- Outside of school, during the past 12 months, how often have you taken part in dance, gymnastics, karate or other groups or lessons (always organized outside of school)?

Ages 16 to 17

- In the last 3 months, how often have you taken part in the following activities in school (other than in class): Played sports WITH a coach or an instructor, other than in gym class (e.g., school teams)?
- In the last 3 months, how often have you taken part in the following activities in school (other than in class): Taken part in dance, gymnastics, karate or other groups or lessons other than in gym class?
- Out of school, in the last 12 months, how often have you: Played sports or done physical activities with a coach or instructor (e.g. swimming lessons, baseball, hockey, aerobics, etc.)?
- Outside of school, in the last 12 months, how often have you: Taken part in dance, gymnastics, karate or other groups or lessons (outside of school)?


## Non-sport activities

## Ages 6 to 9

- In the last 12 months, out of school hours, how often has your child: taken lessons or instruction in music, art or other non-sport activities?


## Ages 10 to 13

- During the past 12 months, how often have you taken part in art, drama or music groups, clubs or lessons outside of class?


## Ages 14 to 15

- In the last 3 months, how often have you taken part in the following school-based activities (other than in class): Taken part in art, drama or music groups, clubs or lessons, outside of class?
- Out of school, during the past 12 months, how often have you taken part in art, drama or music groups, clubs or lessons(again out of school)?


## Ages 16 to 17

- In the last 3 months, how often have you taken part in the following activities in school (other than in class): Taken part in art, drama or music groups, clubs or lessons outside of class?
- Out of school, in the last 12 months, how often have you: Taken part in art, drama or music groups, clubs or lessons (out of school)?


## Clubs or community groups

## Ages 6 to 9

- In the last 12 months, out of school hours, how often has your child: taken part in any clubs, groups or community programs with leadership, such as Brownies, Cubs or church groups?


## Ages 10 to 13

- In the last 12 months, how often have you taken part in clubs or groups such as Guides or Scouts, 4-H club, community, church or other religious groups?

Ages 14 to 15

- In the last 3 months, how often have you taken part in the following school-based activities (other than in class): Taken part in a school club or group such as yearbook club, photography club or student council?
- Out of school, during the past 12 months, how often have you taken part in clubs or groups such as Guides or Scouts, 4-H club, community, church or other religious groups?


## Ages 16 to 17

- In the last 3 months, how often have you taken part in the following activities in school (other than in class): Taken part in a school club or group such as student council, yearbook club or photography club?
- Out of school, in the last 12 months, how often have you: Taken part in clubs or groups such as Guides or Scouts, Junior Farmers, community, political, church or other religious groups?


# The feasibility of establishing correction factors to adjust self-reported estimates of obesity 

by Sarah Connor Gorber, Margot Shields, Mark S. Tremblay and Ian McDowell


#### Abstract

\section*{Background}

This study examines the feasibility of developing correction factors to adjust selfreported measures of body mass index (BMI) to more closely approximate measured values.

\section*{Data and methods}

Data are from the 2005 Canadian Community Health Survey (subsample 2), in which respondents were asked to report their height and weight, and were subsequently measured. Regression analyses were used to determine which socio-demographic and health characteristics were associated with the discrepancies between self-reported and measured values. The sample was then split into two groups. In the first, self-reported BMI and the predictors of the discrepancies were regressed on measured BMI. Correction equations were generated using all predictor variables that were significant at the $p<0.05$ level. These correction equations were then tested in the second group to derive estimates of sensitivity, specificity and obesity prevalence. Logistic regression was used to examine relationships between self-reported, measured and corrected BMI and obesity-related health conditions.

\section*{Results}

Corrected estimates provide more accurate measures of obesity prevalence, mean BMI and sensitivity levels (percentage correctly classified). In almost all cases, associations between BMI and health conditions are more accurate when based on corrected versus selfreported values.
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Obesity is a public health problem in both the developed and developing world. Globally, an estimated 400 million people are obese. ${ }^{1}$ In Canada, the prevalence is estimated to be $23 \%$ in adults ${ }^{2}$ and $8 \%$ in children, ${ }^{3}$ with rates expected to rise in coming years. ${ }^{4,5}$ The costs associated with obesity represent approximately $2 \%$ of Canada's total health care expenditures. ${ }^{6}$

Because collecting measured data is expensive, national estimates of the prevalence of obesity are usually based on self-reported survey data. In most countries, body mass index (BMI) is used to estimate the prevalence of obesity because BMI can be easily calculated from self-reported height and weight. However, in both clinical and population samples, self-reports have tended to overestimate height and underestimate weight, which results in a systematic underestimation of obesity prevalence. ${ }^{7-10}$ This tendency has recently been confirmed in a review of 64 international studies, ${ }^{11}$ as well as in Canadian research. ${ }^{12}$

Underestimating the prevalence of obesity is important not only because obesity itself can cause social and physical impairment, but also because it is a risk factor for disease. ${ }^{13-15}$ When estimates of obesity are based on self-reported
data, the relationship between obesity and conditions such as diabetes, hypercholesterolemia, hypertension, arthritis and heart disease is substantially exaggerated. ${ }^{16-18}$

Given that much population health surveillance will continue to rely on self-reported data, it has been suggested ${ }^{19}$ that estimates of obesity based on self-reports could be adjusted to more closely approximate measured values. Using data from the 2005 Canadian Community Health Survey (CCHS), which collected both selfreported and measured height and weight, this study examines the feasibility of developing correction equations to adjust self-reported estimates, and assesses whether these equations improve the estimation of obesity (when based on BMI).

## Methods

## Data source

Data for this study come from the 2005 CCHS. The CCHS is an ongoing survey designed to provide timely crosssectional estimates of health determinants, health status and health system use at a sub-provincial level. ${ }^{20}$ Sampling is based on a multi-stage cluster sampling technique that is representative of over $98 \%$ of the Canadian population (members of the Canadian Forces, individuals living on Indian Reserves or Crown lands, and residents of institutions, Canadian Forces bases and certain remote regions are excluded). Three sampling frames were used to select households for the 2005 survey: $49 \%$ of the sample of households came from an area frame; $50 \%$ from a list frame of telephone numbers; and the remaining 1\% from a Random Digit Dialing (RDD) sampling frame. More details about the CCHS are available in Béland, 2002. ${ }^{21}$

The 2005 CCHS collected data from 132,947 respondents, yielding a response rate of $79 \%$. A subsample of 7,376 respondents aged 12 years or older were asked their height and weight, and later in the interview, were directly measured. These respondents were all drawn from the area frame and were selected across the ten provinces in proportion to their populations (residents of the territories were excluded). Measured height and weight were obtained for 4,735 individuals-a response rate of $64 \%$. (The main reason for non-response was refusal.)

Because of the high non-response to measured height and weight, an adjustment was made to minimize nonresponse bias. A special sampling weight was created by redistributing the sampling weights of non-respondents to respondents using response propensity classes. The variables used to create these classes were region (British Columbia, Prairies, Ontario, Quebec, Atlantic provinces), age, sex, household size, marital status, rural/urban indicator, and quarter of data collection.

The present study included only adults aged 18 years or older. Children are in a stage of development where weight and height may change over short periods of time. It has also been suggested that the nature of the reporting error in children and adolescents may differ from that in adults. ${ }^{10}$ Women who were pregnant $(\mathrm{n}=47)$ or breastfeeding ( $\mathrm{n}=58$ ) were also excluded, as BMI is not recommended for use in these groups. Respondents for whom the difference between selfreported and measured estimates of height, weight or BMI were more than 3 standard deviations from the mean were considered outliers and were excluded from the analysis ( $n=43, n=44$ and $n=39$, respectively). This left 4,080 respondents with self-reported and measured values for height and weight.

CCHS interviewers were trained to measure height and weight. Height was measured to the nearest 0.5 cm (without shoes) with a measuring tape attached to the wall. Weight was measured to the nearest 0.1 kg (without shoes) with a calibrated digital scale (ProFit UC-321 made by Lifesource). The interview lasted approximately 50 minutes and took place in the respondent's home. Self-reported height and weight were collected near the beginning of the interview; the measurements were taken near the end. Respondents were not told that they would be measured.

Self-reported height and weight were collected with the questions: "How tall are you without shoes on?" and "How much do you weigh?" Categories for height in feet and inches were listed on the questionnaire with corresponding metric values in brackets. Interviewers rounded up to the closest inch for respondents who reported half-inch measures. If questioned, interviewers told respondents to report their weight without clothing. Respondents were asked if they had reported in pounds or kilograms; 94\% reported in pounds.

## Analytical techniques

The first step was to use the full subsample ( $\mathrm{n}=4,080$ ) to determine which factors were associated with the bias between self-reported and measured height and weight. The bias was calculated by subtracting the measured value from the self-reported value. Negative values indicated underestimation; positive values, overestimation.

Multiple linear regression was used with the bias as the dependent variable in the model. Socio-demographic and health variables, selected based on a review of the literature, were entered as independent variables. Separate models were estimated with the bias in weight, height and BMI as dependent variables. All models were estimated separately for men and women, because the bias differs between the sexes. $8,22-24$ Variables that were significant ( $\mathrm{p}<0.05$ ) were used to develop the correction equations.

The sample was then randomly divided into two parts: split-sample A and split-sample B, each containing approximately $50 \%$ of the respondents (2,029 or $49.7 \%$ and 2,051 or $50.3 \%$, respectively). Split-sample A was used to generate the correction equations using the variables that were significantly associated with the bias in height, weight and BMI identified in the first step. Split-sample B was used to test the equations. To generate the correction equations, the measured value was the dependent variable, and the self-reported value and any variables that were significantly associated with the bias from the first part of the study were independent variables. Only significant independent variables (or categorical variables for which at least one category was significant) were retained for the final correction equations.

Four models were tested: two Full Models and two Reduced Models. In Model 1 (the first Full Model), estimates of height and weight were first adjusted based on the predictors that were
significantly related to the bias in height and weight, respectively, in step 1. BMI was then calculated using the adjusted values of height and weight. In Model 2 (the second Full Model), BMI was adjusted by regressing the predictors of the bias in BMI from step 1 directly onto measured BMI. The Reduced Models were similar, except only selfreported height, weight and BMI were used as independent predictors of the measured values. The models are shown in Table 1.

All analyses were run for men and women separately. Interactions and quadratic terms were tested as appropriate. All variables were entered into the models simultaneously, but only significant variables were retained to generate the final correction equations. Final models were tested to ensure they met the assumptions of independence, linearity, equal variance, and normality.

The correction equations generated from split-sample A were applied to the data in split-sample B. Descriptive statistics (means, prevalence of selected categories) were used to compare the self-reported, measured and corrected estimates of obesity. Sensitivity (proportion of obese, overweight or normal weight respondents, based on measured values, who were classified as obese based on self-reported and corrected estimates) and specificity (proportion of non-obese, nonoverweight or non-normal weight respondents who were correctly classified based on self-reported and corrected estimates) were used to determine if the corrected estimates improved BMI classification, compared with self-reported estimates. According to the World Health Organization ${ }^{25}$ and Canadian classification guidelines, ${ }^{26}$ respondents were categorized as underweight (BMI less than $18.5 \mathrm{~kg} / \mathrm{m}^{2}$ ), normal weight (BMI 18.5 to $24.9 \mathrm{~kg} /$ $\mathrm{m}^{2}$ ), overweight (BMI 25.0 to 29.9 $\mathrm{kg} / \mathrm{m}^{2}$ ) or obese (BMI $30.0 \mathrm{~kg} / \mathrm{m}^{2}$ or more).

Logistic regression was then used to determine if the corrected estimates more accurately modeled the relationship

Table 1
Correction equations to adjust self-reported estimates of weight, height and body mass index (BMI), Full and Reduced Models

|  | Equation |
| :---: | :---: |
| Full Models |  |
| Model 1 (Height and Weight) | Weight measured $=\mathrm{b}_{0}+\mathrm{b}_{1}\left(\right.$ weight $\left._{\text {self-reported }}\right)+\mathrm{b}_{2}(\operatorname{var} 1)+\mathrm{b}_{3}(\operatorname{var} 2)+\mathrm{b}_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{i}}\right) \ldots+$ error Height measured $=b_{0}+b_{1}\left(\right.$ height $\left._{\text {self-reported }}\right)+b_{2}(\operatorname{var} 1)+b_{3}(\operatorname{var} 2)+b_{i}\left(x_{i}\right) \ldots+$ error |
| Model 2 (BMI) | $B M 1 I_{\text {measured }}=\mathrm{b}_{0}+\mathrm{b}_{1}\left(\mathrm{bmi}{ }_{\text {self-reported }}\right)+\mathrm{b}_{2}(\operatorname{var} 1)+\mathrm{b}_{3}(\mathrm{var} 2)+\mathrm{b}_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{i}}\right) \ldots+$ error |
| Reduced Models |  |
| Model 3 (Height and Weight) | Weight $_{\text {measured }}=\mathrm{b}_{0}+\mathrm{b}_{1}\left(\right.$ weight $\left._{\text {self-reported }}\right)+$ error Height measured $=b_{0}+b_{1}($ height self-reported $)+$ error |
| Model 4 (BMI) | $B M I_{\text {measured }}=\mathrm{b}_{0}+\mathrm{b}_{1}\left(\mathrm{bmi} \mathrm{self}^{\text {-reported }}\right.$ ) + error |

between obesity and obesity-related health conditions than did the selfreported estimates. All models controlled for age and sex and examined the relationship between BMI (selfreported, measured and corrected) and one of six conditions: diabetes, heart disease, hypertension, arthritis, activity limitations, and fair or poor self-rated health. The analysis was restricted to respondents aged 40 years or older, because the six conditions are more prevalent in that age range.

Data were appropriately weighted, and all measures of variance were estimated with the bootstrap technique to account for the complex survey design. ${ }^{27-28}$ SAS (version 9.1) was used for all analyses.

## Definitions

The socio-demographic variables included age (divided into seven groups: 18 to 24,25 to 34,35 to 44,45 to 54 , 55 to 64,65 to 74 , and 75 years or older); level of education (less than secondary graduation, secondary graduation, some postsecondary, and postsecondary graduation); geographic region (Atlantic, Québec, Ontario, West and British Columbia); urban or rural area; employment status the week before the interview (full-time, part-time or not working); immigrant status (10 or fewer years in Canada, more than 10 years in Canada and Canadian-born);
ethnicity (collapsed because of sample size into White, East and South East Asian, and Other); and household income. Household income groups were derived by dividing total household income from all sources in the previous 12 months by Statistics Canada's lowincome cutoff (LICO) specific to the number of people in the household, the size of the community, and the survey year. These adjusted income quotients were grouped into deciles.

The health variables were self-reported health status and mental health status (dichotomized into fair/ poor versus good/very good/excellent); activity limitations imposed by a longterm health problem (sometimes/often versus never); smoking status (daily/ occasional versus non-smoker); selfperceived stress (most days are quite a bit/extremely stressful versus a bit/ not very stressful); life satisfaction (dissatisfied/very dissatisfied versus satisfied/very satisfied); perception of weight (overweight, underweight, or about right); number of physician consultations in the past year (continuous); and chronic conditions (asthma, arthritis/rheumatism, hypertension, diabetes, heart disease, cancer, mood disorders). Sample sizes were too small to examine associations with eating disorders.

Leisure-time physical activity level was based on total energy expenditure (EE) during leisure time. EE was
calculated from the reported frequency and duration of all of a respondent's leisure-time physical activities in the three months before the 2005 CCHS interview and the metabolic energy demand (MET value) of each activity, which was independently established. ${ }^{29}$

$$
\mathrm{EE}=\Sigma\left(\mathrm{N}_{\mathrm{i}} * \mathrm{D}_{\mathrm{i}} * \mathrm{MET}_{\mathrm{i}} / 365 \text { days }\right)
$$ where

$\mathrm{N}_{\mathrm{i}}=$ number of occasions of activity i in a year,
$D_{i}=$ average duration in hours of activity i, and
$\mathrm{MET}_{\mathrm{i}}=$ a constant value for the metabolic energy cost of activity i. An EE of 3 or more kilocalories per kilogram per day (KKD) was defined as active; 1.5 to 2.9 KKD, moderately active; and less than 1.5 KKD, inactive.

The influence of end-digit preference (the tendency to round responses to numbers ending in 0 and 5) was examined for weight, because past research has associated it with a reporting bias. ${ }^{8,10,30}$ The majority of CCHS respondents ( $73 \%$ of men and $67 \%$ of women) reported values for their weight that ended in 0 or 5 , although it would be expected that, by chance, only about $20 \%$ of respondents would have end-digits of 0 or 5 .

## Results

Consistent with past research, mean values of self-reported height were overestimated, while weight and BMI were underestimated. Men overestimated their height by 1.08 cm , and underestimated their weight by 1.84 kg and hence, their calculated BMI by $0.94 \mathrm{~kg} / \mathrm{m}^{2}$. For women, height was overestimated by 0.56 cm , and weight and BMI were underestimated by 2.47 kg and $1.19 \mathrm{~kg} / \mathrm{m}^{2}$, respectively.

The regression results derived from split-sample A that were used to establish the correction equations for weight are shown in Table 2. In the Full Models for men, self-reported weight, age and the respondents' perception of being over- or underweight were significant predictors of measured weight. Those who perceived themselves as overweight
tended to underestimate their weight, and those who perceived themselves as underweight tended to overestimate their weight; the model adjusted these values up or down as appropriate. The adjusted R ${ }^{2}$ was .95 for both the Full and Reduced Models.

For women, factors associated with measured weight were self-reported weight, the perception of being overweight, and end-digit preference (the model added a positive adjustment to self-reported weight to compensate for this tendency). The adjusted $\mathrm{R}^{2}$ for women for both the Full and Reduced Models was . 97.

Results for height are found in Table 3. Among men, self-reported height, age and life dissatisfaction were significant predictors of measured height, with a negative adjustment related to age and a positive adjustment for those who reported being dissatisfied
with their lives. The adjusted $\mathrm{R}^{2}$ was .82 for the Full Model and .81 for the Reduced Model. For women, all age groups were significantly associated with measured height except for 45 to 54 years. Also significant were those whose ethnicity was a group other than White or East/South East Asian, and those who reported an activity limitation.

For BMI (Table 4), the Full Models adjusted self-reported estimates down for men who were dissatisfied with life and who perceived themselves as underweight, and positive adjustments were made for age. For women, significant predictors of measured BMI were self-reported BMI, education, perception of being overweight, and end-digit preference. The $\mathrm{R}^{2}$ was higher for the female than the male models, but in both cases, was similar for the Full and Reduced Models.

Table 2
Regression results for establishing correction equations for weight, by sex, Full and Reduced Models generated from split-sample A, household population aged 18 years or older, 2005

|  | Variable | Coefficient | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| :---: | :---: | :---: | :---: |
| Men |  |  |  |
| Full Model | Intercept | -0.30 | -2.7 to 2.1 |
| $\mathrm{R}^{2}=0.95$ | Self-reported weight (kilograms) | 1.01* | 1.0 to 1.0 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.95$ | Aged 25 to 34 years ${ }^{\dagger}$ | 0.54 | -0.5 to 1.6 |
|  | Aged 35 to 44 years ${ }^{\dagger}$ | 0.39 | -0.7 to 1.5 |
|  | Aged 45 to 54 years ${ }^{\dagger}$ | 0.50 | -0.5 to 1.5 |
|  | Aged 55 to 64 years ${ }^{\dagger}$ | 1.69* | 0.6 to 2.8 |
|  | Aged 65 to 74 years ${ }^{\dagger}$ | 0.83 | -0.2 to 1.8 |
|  | Aged 75 years or older ${ }^{\dagger}$ | 0.39 | -0.6 to 1.4 |
|  | Perceives self as overweight | 1.16* | 0.4 to 1.9 |
|  | Perceives self as underweight | -1.52* | -2.9 to -0.1 |
| Reduced Model | Intercept | -2.19* | -4.3 to -0.1 |
| $\mathrm{R}^{2}=0.95$ | Self-reported weight (kilograms) | 1.05* | 1.0 to 1.1 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.95$ |  |  |  |
| Women |  |  |  |
| Full Model | Intercept | -1.25 | -3.3 to 0.7 |
| $\mathrm{R}^{2}=0.97$ | Self-reported weight (kilograms) | 1.04* | 1.0 to 1.1 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.97$ | Perceives self as overweight | 1.25* | 0.5 to 2.0 |
|  | End-digit preference (0 and 5) | 0.52* | 0.0 to 1.0 |
| Reduced Model | Intercept | -2.14* | -3.9 to -0.4 |
| $\mathrm{R}^{2}=0.97$ | Self-reported weight (kilograms) | 1.07* | 1.0 to 1.1 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.97$ |  |  |  |
| ${ }^{\dagger}$ reference group is ages 18 to 24 years <br> * $\mathrm{p}<0.05$ |  |  |  |
| Note: Dependent variable is measured weight. <br> Source: 2005 Canadian Community Health Survey. |  |  |  |

To generate the final equations, adjustments were made for all of the variables in Tables 1 to 3 . The final equations are shown in Table 5.

These equations were applied to data in split-sample B to generate corrected estimates of mean height, weight and BMI (Table 6). In all cases, self-reported estimates were statistically different from the measured values, and the corrected estimates were closer than the self-reported estimates to the measured values. In all but one case (the difference in BMI for females in Model 3), the corrected and measured means were not statistically different.

Among men, the proportion who were obese was $13.8 \%$ according to selfreported data and $23.1 \%$ according to
measured data (Table 7); the corrected data generated estimates ranging from $19 \%$ to $22 \%$. Self-reported, measured and corrected data yielded similar rates of overweight among men. However, self-reported data overestimated the percentage of men in the normal weight range; the corrected data reduced this bias by 9 to 11 percentage points, with the result that the corrected and measured estimates were similar.

Among women, the proportion who were obese was $12.5 \%$ according to self-reported data and $18.9 \%$ according to measured data; the corrected data generated estimates ranging from 18.2\% to $18.7 \%$. Similarly, for overweight, corrected values were closer than selfreported values to the measured

Table 3
Regression results for establishing correction equations for height, by sex, Full and Reduced Models generated from split-sample A, household population aged 18 years or older, 2005

|  | Variable | Coefficient | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| :---: | :---: | :---: | :---: |
| Men |  |  |  |
| Full Model | Intercept | 12.17* | 5.6 to 18.8 |
| $\mathrm{R}^{2}=0.82$ | Self-reported height (centimetres) | 0.93* | 0.9 to 1.0 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.82$ | Aged 25 to 34 years ${ }^{\dagger}$ | -1.48* | -2.4 to -0.5 |
|  | Aged 35 to 44 years ${ }^{\dagger}$ | -0.43 | -1.5 to 0.6 |
|  | Aged 45 to 54 years ${ }^{\dagger}$ | -1.23* | -2.3 to -0.1 |
|  | Aged 55 to 64 years $^{\dagger}$ | -2.44* | -3.4 to -1.5 |
|  | Aged 65 to 74 years ${ }^{\dagger}$ | -2.87* | -4.1 to -1.6 |
|  | Aged 75 years or older ${ }^{\dagger}$ | -2.84* | -4.2 to -1.5 |
|  | Dissatisfied with life | 2.22* | 0.3 to 4.1 |
| Reduced Model | Intercept | 7.70* | 0.7 to 14.7 |
| $\mathrm{R}^{2}=0.81$ | Self-reported height (centimetres) | 0.95* | 0.9 to 1.0 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.81$ |  |  |  |
| Women |  |  |  |
| Full Model | Intercept | 14.85* | 9.2 to 20.4 |
| $\mathrm{R}^{2}=0.83$ | Self-reported height (centimetres) | 0.91* | 0.9 to 0.9 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.83$ | Aged 25 to 34 years $^{\dagger}$ | -1.20* | -2.0 to -0.4 |
|  | Aged 35 to 44 years $^{\dagger}$ | -0.87* | -1.7 to -0.1 |
|  | Aged 45 to 54 years $^{\dagger}$ | -0.59 | -1.6 to 0.4 |
|  | Aged 55 to 64 years $^{\dagger}$ | -1.34* | -2.6 to -0.1 |
|  | Aged 65 to 74 years $^{\dagger}$ | -1.42* | -2.4 to -0.5 |
|  | Aged 75 years or older ${ }^{\dagger}$ | -3.79* | -5.0 to -2.5 |
|  | East or South East Asian ${ }^{\ddagger}$ | -0.32 | -1.8 to 1.2 |
|  | Other ethnicity ${ }^{\ddagger}$ | -0.73* | -1.4 to -0.1 |
|  | Activity limitation | -0.66* | -1.3 to 0.0 |
| Reduced Model | Intercept | 8.05* | 2.5 to 13.6 |
| $\mathrm{R}^{2}=0.81$ | Self-reported height (centimetres) | 0.95* | 0.9 to 1.0 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.81$ |  |  |  |
| ${ }^{+}$reference group is ages 18 to 24 years <br> ${ }^{\ddagger}$ reference group is White <br> * $\mathrm{p}<0.05$ |  |  |  |
| Note: Dependent variable is measured height. Source: 2005 Canadian Community Health Survey. |  |  |  |

prevalence, with a slight 1-to 2-percentage-point overestimate in the corrected values. Sample sizes in the underweight category were too small to generate reliable estimates.

Sensitivity values in the normal weight category for self-reported data were $93.9 \%$ for men and $91.8 \%$ for women (Table 8), meaning that in most cases, self-reports correctly classified people of normal weight into the normal weight category.

Sensitivities for the overweight and obese categories fell to $71.1 \%$ and $58.7 \%$, for men, and to $62.6 \%$ and $68.5 \%$ for women. When the data were corrected, sensitivities increased: the corrected numbers accurately classified as many as $86.1 \%$ of obese women, $76 \%$ of obese men, $79.7 \%$ of overweight women, and $82.8 \%$ of overweight men. However, the corrected estimates reduced sensitivities for those in the normal weight range.

Specificities were highest for the underweight and obese categories (Table 8), indicating that it is rare for someone to be classified into these groups based on self-reports unless they actually are underweight or obese.

Table 9 displays adjusted odds ratios relating self-reported, measured and corrected BMI to six obesity-related health conditions. An earlier study ${ }^{16}$ demonstrated that self-reported BMI exaggerates the relationship between obesity and these health conditions. Unique to the present analysis is that the models have been re-generated based on the corrected estimates. Compared with the odds ratios from the selfreported models, the odds ratios for the corrected models are reduced in most cases (that is, they are closer to the measured values). Arthritis is an exception, with the corrected estimates inflating the relationships for those who are overweight or obese (class II or II - BMI 35 or more $\mathrm{kg} / \mathrm{m}^{2}$ ) even more than what they would be if based on self-reports. In addition, the odds ratios for obese class I are higher than the self-reported odds ratios for diabetes

Table 4
Regression results for establishing correction equations for body mass index (BMI), by sex, Full and Reduced Models generated from split-sample A, household population aged 18 years or older, 2005

|  | Variable C | Coefficient | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| :---: | :---: | :---: | :---: |
| Men |  |  |  |
| Full Model | Intercept | -0.67 | -1.8 to 0.5 |
| $\mathrm{R}^{2}=0.86$ | Self-reported BMI (kg/m²) | 1.04* | 1.0 to 1.1 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.86$ | Aged 25 to 34 years ${ }^{\dagger}$ | 0.64* | 0.2 to 1.1 |
|  | Aged 35 to 44 years $^{\dagger}$ | 0.31 | -0.2 to 0.8 |
|  | Aged 45 to 54 years ${ }^{\dagger}$ | 0.39 | -0.2 to 1.0 |
|  | Aged 55 to 64 years $^{\dagger}$ | 1.28* | 0.7 to 1.9 |
|  | Aged 65 to 74 years $^{\dagger}$ | 1.16* | 0.6 to 1.7 |
|  | Aged 75 years or older ${ }^{\dagger}$ | 0.86* | 0.3 to 1.4 |
|  | Dissatisfied with life | -0.97* | -1.6 to -0.3 |
|  | Perceives self as underweight | -0.73* | -1.3 to -0.1 |
| Reduced Model | Intercept | -1.08 | -2.2 to 0.0 |
| $\begin{aligned} & R^{2}=0.85 \\ & R^{2}(\text { adj })=0.85 \end{aligned}$ | Self-reported BMI (kg/m²) | 1.08* | 1.0 to 1.1 |
| Women |  |  |  |
| Full Model | Intercept | 1.01 | -0.6 to 2.6 |
| $\mathrm{R}^{2}=0.92$ | Self-reported BMI (kg/m²) | 1.01* | 0.9 to 1.1 |
| $\mathrm{R}^{2}(\mathrm{adj})=0.92$ | Highest level of education is secondary graduation* | -0.91* | -1.5 to -0.3 |
|  | Highest level of education is some postsecondary ${ }^{\ddagger}$ | -0.32 | -1.3 to 0.7 |
|  | Highest level of education is postsecondary graduation ${ }^{\ddagger}$ | \# -0.53* | -1.0 to 0.0 |
|  | Perceives self as overweight | 0.70* | 0.2 to 1.2 |
|  | End-digit preference (0 and 5) | 0.29* | 0.0 to 0.6 |
| Reduced Model | Intercept | -0.12 | -1.5 to 1.3 |
| $\begin{aligned} & R^{2}=0.91 \\ & R^{2}(\mathrm{adj})=0.91 \end{aligned}$ | Self-reported BMI (kg/m²) | 1.05* | 1.0 to 1.1 |

$\dagger$ reference group is ages 18 to 24 years
$\ddagger$ reference group is less than secondary graduation

* $\mathrm{p}<0.05$

Note: Dependent variable is BMI based on measured height and weight.
Source: 2005 Canadian Community Health Survey.
in Models 1 and 2, and for high blood pressure, in Models 3 and 4.

Measured height and weight data were available for only a subsample of the 2005 CCHS. The ultimate goal of developing correction equations is to be able to apply them to the broader survey. When applied to the full sample of the 2005 CCHS (without different adjustments for telephone and in-person interviews) for respondents who were 18 years or older and who were not pregnant or breastfeeding ( $\mathrm{n}=118,383$ ), the models generated obesity estimates similar to, although slightly lower than, the measured values (Table 10). Based on data from both split-sample A and B, the self-reported prevalence of obesity was $16 \%$ for both sexes, while the measured prevalence was $25.6 \%$ for men and $22.3 \%$ for women. The models
generated obesity rates of approximately $23 \%$ for men and $21 \%$ for women.

## Limitations

The response rate for the measured height and weight subsample of the CCHS was only $65 \%$. If people who agreed to participate had different height and weight profiles than did those who refused, the sample could be biased. The self-reported prevalence of obesity among everyone who was selected to have their height and weight measured was $15.9 \%-19.1 \%$ of non-respondents and $14 \%$ of respondents. However, when the special sampling weight was applied to those who underwent the physical measures, the prevalence of obesity based on self-reported data fell to $15.2 \%$, comparable to that for the entire subsample. ${ }^{12}$

Bias in self-reported height may be due to inconsistent rounding between self-reported and measured data. When half-inches were reported, interviewers asked respondents to round up to the nearest inch, but for the measured values, height was recorded to the nearest 0.5 cm. Moreover, because interviewers recorded self-reported height only in metres, it was impossible to determine how many people reported in feet and inches and thereby assess the extent of this rounding bias.

For measured weight, it is not known if interviewers consistently asked respondents to empty their pockets and remove their footwear. And for selfreported weight, it is not known if respondents reported their weight with or without clothing, since interviewers told them to report their weight without clothing only if they asked.

Although interviewers were trained in the correct procedures for measuring height and weight, and the weigh scales and measuring tapes were calibrated, intra- and inter- interviewer reliability was not assessed.

BMI is commonly used as a measure of obesity on population surveys, but it has limitations: it cannot distinguish between muscle mass and fat, nor does it consider fat distribution. ${ }^{26}$

Finally, the models generated for this article were limited to the variables collected in the CCHS. It is possible that additional variables that were not part of the survey could be associated with the bias in weight, height or obesity.

## Discussion

BMI calculated from self-reported height and weight underestimates obesity prevalence. This has implications for our understanding of the burden of obesity and the relationship between obesity and obesity-related health conditions. This study examined the feasibility of applying correction factors to self-reported estimates to determine if they could be adjusted to more closely approximate measured values.

Table 5
Correction equations to adjust self-reported estimates of weight, height and body mass index (BMI), by sex, Full and Reduced Models, household population aged 18 years or older, 2005

| Sex and Model | Equation |
| :---: | :---: |
| Men |  |
| Full Model 1 | Weight $_{\text {(measured) }}=-0.30+1.01$ (weight $\left._{\text {self-reoorted }}\right)+0.54($ age $25-34)+0.39($ age $35-44)+0.50($ age $45-54)+1.69($ age $55-64)+0.83($ age $65-74)$ +0.39 ( 75 or older) +1.16 (overweight)-1.52 (underweight) |
|  | $\begin{aligned} & \text { Height } \\ & \text { (measured) } \\ & \text { +2.22((ifie dissatisfaction) } \end{aligned}$ |
| Full Model 2 | $\begin{aligned} & \left.\left.\left.\left.\mathrm{BMI}_{\text {maasured) }}=-0.67+1.04\left(\mathrm{BMI}_{\text {self-reported }}\right)+0.64 \text { (age } 25-34\right)+0.31 \text { (age } 35-44\right)+0.39 \text { (age } 45-54\right)+1.28 \text { (age } 55-64\right)+1.16(\text { age } 65-74)+0.86(75 \text { or older) } \\ & -0.97(\text { (ife dissatisfaction) }-0.73 \text { (underweight) } \end{aligned}$ |
| Reduced Model 3 | $\left.\begin{array}{l} \text { Weight } \left._{\text {(measured) }}=-2.19+1.05 \text { (weight }_{\text {self-reported }}\right) \\ \text { Height } \left._{\text {(measured) }}\right) \end{array}=7.70+0.95 \text { height }_{\text {sell-reported }}\right)$ |
| Reduced Model 4 | $\mathrm{BMI}_{\text {(measured) }}=-1.08+1.08\left(\mathrm{BMI}_{\text {selli-reported }}\right)$ |
| Women |  |
| Full Model 1 | Weight $_{\text {(measured) }}=-1.25+1.04$ (weight $\left._{\text {sell-reported }}\right)+1.25$ (overweight) +0.52 (end-digit preference) |
|  | $\begin{aligned} & \text { Height } \left.\left._{\text {(measured) }}=14.85+0.91 \text { (height }_{\text {self-reportere) }} \text { ) } 1.20 \text { (age } 25-34 \text { )-0.87(age } 35-44 \text { )-0.59(age 45-54)-1.34(age } 55-64\right)-1.42 \text { (age } 65-74\right)-3.79 \text { ( } 75 \text { or older) } \\ & -0.32 \text { (ethnicity E/SE Asian)-0.73(ethnicity other)- }-6.66 \text { (activity limitation) } \end{aligned}$ |
| Full Model 2 | $\begin{aligned} & \mathrm{BMI}_{\text {(measured) }}=1.01+1.01\left(\text { BMI }_{\text {self-reported }}\right)-0.91 \text { (secondary graduation)- } 0.32 \text { (some postsecondary) }-0.53 \text { (postsecondary graduation) }+0.70 \text { (overweight) } \\ & +0.29(\text { phd-digit preference) } \end{aligned}$ |
| Reduced Model 3 | $\begin{aligned} & \text { Weight }_{(\text {measured) }}=-2.14+1.07\left(\text { weight }_{\text {self-reported }}\right) \\ & \text { Height } \left._{\text {(measured) })}=8.05+0.95 \text { heit }_{\text {self-reported }}\right) \end{aligned}$ |
| Reduced Model 4 | $\mathrm{BMI}_{\text {(measured) }}=-0.12+1.05\left(\mathrm{BMI}_{\text {self-reported }}\right)$ |

Source: 2005 Canadian Community Health Survey.

Table 6
Mean weight, height and body mass index (BMI) for measured, self-reported and corrected data generated from splitsample B, by sex, household population aged 18 years or older, 2005

|  | Sample size | Self-reported | Measured | Corrected |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Model 1 (Full) Height and weight | Model 2 (Full) BMI | Model 3 (Reduced) Height and weight | Model 4 (Reduced) BMI |
| Mean height (centimetres) |  |  |  |  |  |  |  |
| Men | 942 | 176.35* | 175.21 | 175.42 | ... | 175.44 | ... |
| Women | 1,087 | 162.28* | 161.71 | 161.73 | ... | 161.73 | ... |
| Mean weight (kilograms) |  |  |  |  |  |  |  |
| Men | 947 | 81.44* | 83.24 | 83.26 | ... | 83.27 | ... |
| Women | 1,080 | 64.47* | 66.91 | 66.76 | $\ldots$ | 66.75 | ... |
| Mean BMI ( $\mathrm{kg} / \mathrm{m}^{2}$ ) |  |  |  |  |  |  |  |
| Men | 949 | 26.12* | 27.09 | 27.00 | 27.05 | 26.98 | 27.03 |
| Women | 1,080 | 24.55* | 25.73 | 25.60 | 25.69 | 25.58* | 25.68 |

[^10]In each of the four models tested, and in all analyses undertaken, the corrected estimates provided more accurate measures of overweight and obesity than did the self-reported values. However, this was not the case for the normal weight category. The sensitivity values for the normal weight population
fell to as low as $84 \%$ in men (a $10-$ percentage-point decrease) and to $83 \%$ in women (a 9 -percentage-point decrease). Kuskowska-Wolk et al. also found a reduction in sensitivity for normal weight individuals. ${ }^{19}$ We hypothesized that the decline in sensitivity was because heavier
individuals have a greater reporting bias ${ }^{12}$ (a greater tendency to underestimate their BMI), and therefore, different adjustments may be required depending on where the individual lies on the BMI distribution. Without these differing adjustments, sensitivity declines when a small proportion of

Table 7
Percentage distribution of population, by body mass index (BMI) category and sex, based on self-reported, measured and corrected data from split-sample B, household population aged 18 years or older, 2005

| BMI category | Self-reported | Measured | Corrected |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Model 1 (Full) Height and weight | Model 2 (Full) BMI | Model 3 (Reduced) Height and weight | Model 4 (Reduced) BMI |
| Men |  |  |  |  |  |  |
| Underweight | F | F | F | F | F | F |
| Normal weight | 43.1* | 32.2 | 33.6 | 32.2 | 32.8 | 33.8 |
| Overweight | 42.5 | 44.0 | 44.1 | 45.6 | 48.0 | 45.7 |
| Obese | 13.8* | 23.1 | 21.9 | 21.6 | 18.9* | 20.1 |
| Women |  |  |  |  |  |  |
| Underweight | 4.7*E | $3.1{ }^{\text {E }}$ | $2.7{ }^{\text {E }}$ | 1.5*E | $2.7{ }^{\text {E }}$ | $1.9{ }^{\text {E }}$ |
| Normal weight | 58.2* | 46.9 | 46.8 | 47.0 | 46.6 | 47.1 |
| Overweight | 24.6* | 31.1 | 31.8 | 33.2 | 32.4 | 32.7 |
| Obese | 12.5* | 18.9 | 18.7 | 18.3 | 18.2 | 18.3 |

[^11]Table 8
Sensitivity and specificity values for self-reported and corrected data, by sex, household population aged 18 years or older, 2005

|  | Underweight |  | Normal weight |  | Overweight |  | Obese |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $95 \%$ confidence interval | \% | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | \% | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | \% | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | \% | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| Sensitivity (\% true positives) |  |  |  |  |  |  |  |  |  |  |
| Men |  |  |  |  |  |  |  |  |  |  |
| Self-reported |  | F | 93.9 | 91.7 to 96.2 | 71.1 | 66.2 to 76.0 | 58.7 | 51.7 to 65.7 | 75.0 | 72.0 to 78.0 |
| Model 1 (Full - height and weight) |  | F | 87.8 | 83.6 to 91.4 | 79.8 | 73.2 to 86.4 | 76.0 | 67.1 to 84.9 | 81.2 | 77.3 to 85.1 |
| Model 2 (Full - BMI) |  | F | 85.5 | 80.8 to 90.1 | 81.1 | 74.5 to 87.7 | 74.6 | 65.5 to 83.8 | 80.7 | 76.7 to 84.7 |
| Model 3 (Reduced - height and weight) |  | F | 83.8 | 77.6 to 90.1 | 82.8 | 76.5 to 89.0 | 70.2 | 59.9 to 80.4 | 79.9 | 75.6 to 84.1 |
| Model 4 (Reduced - BMI) |  | F | 85.8 | 79.7 to 91.9 | 81.1 | 74.7 to 87.6 | 73.8 | 64.8 to 82.8 | 80.7 | 76.6 to 84.7 |
| Women |  |  |  |  |  |  |  |  |  |  |
| Self-reported | 77.8 | 63.2 to 92.3 | 91.8 | 88.9 to 94.8 | 62.6 | 56.8 to 68.5 | 68.5 | 62.3 to 74.8 | 77.8 | 74.9 to 80.7 |
| Model 1 (Full - height and weight) | $66.8{ }^{\text {E }}$ | 42.6 to 91.2 | 85.1 | 79.0 to 91.3 | 74.3 | 67.7 to 81.0 | 86.1 | 78.7 to 93.5 | 81.4 | 77.4 to 85.3 |
| Model 2 (Full - BMI) | $39.3{ }^{\text {E }}$ | 18.3 to 60.4 | 83.4 | 77.2 to 89.6 | 75.0 | 68.4 to 81.5 | 85.1 | 77.5 to 92.7 | 79.7 | 75.7 to 83.8 |
| Model 3 (Reduced - height and weight) | $66.8{ }^{\text {E }}$ | 43.2 to 90.3 | 85.6 | 79.6 to 91.7 | 77.1 | 70.7 to 83.6 | 85.4 | 78.0 to 92.8 | 82.4 | 78.5 to 86.2 |
| Model 4 (Reduced - BMI) | $45.6{ }^{\text {E }}$ | 24.0 to 67.5 | 86.9 | 81.4 to 92.4 | 79.7 | 73.9 to 85.5 | 86.0 | 78.6 to 93.4 | 83.2 | 79.6 to 86.8 |
| Specificity (\% true negatives) |  |  |  |  |  |  |  |  |  |  |
| Men |  |  |  |  |  |  |  |  |  |  |
| Self-reported | 99.6 | 99.4 to 99.9 | 83.2 | 80.2 to 86.1 | 79.7 | 76.3 to 83.2 | 98.3 | 96.6 to 99.7 | ... |  |
| Model 1 (Full - height and weight) | 99.8 | 99.5 to 100.0 | 92.2 | 88.7 to 95.6 | 84.1 | 79.8 to 88.3 | 94.4 | 91.5 to 97.2 | ... |  |
| Model 2 (Full - BMI) | 99.7 | 99.3 to 100.0 | 93.2 | 89.8 to 96.6 | 82.3 | 77.8 to 86.7 | 94.3 | 91.4 to 97.2 | ... | ... |
| Model 3 (Reduced - height and weight) | 99.9 | 99.7 to 100.0 | 91.6 | 88.0 to 95.1 | 79.3 | 74.0 to 84.7 | 96.5 | 94.3 to 98.7 | ... |  |
| Model 4 (Reduced - BMI) | 99.8 | 99.5 to 100.0 | 91.0 | 87.3 to 94.7 | 82.2 | 77.4 to 87.0 | 96.1 | 93.7 to 98.4 | ... | .. |
| Women |  |  |  |  |  |  |  |  |  |  |
| Self-reported | 97.7 | 96.8 to 98.5 | 78.3 | 74.6 to 82.0 | 88.9 | 86.5 to 91.2 | 99.6 | 99.3 to 99.8 | ... |  |
| Model 1 (Full - height and weight) | 99.4 | 98.8 to 99.9 | 87.1 | 82.9 to 91.3 | 87.4 | 82.9 to 91.9 | 97.0 | 95.5 to 98.4 | ... |  |
| Model 2 (Full - BMI) | 99.7 | 99.4 to 100.0 | 85.2 | 80.8 to 89.7 | 85.6 | 81.0 to 90.2 | 97.3 | 96.0 to 98.6 | ... | ... |
| Model 3 (Reduced - height and weight) | 99.3 | 98.8 to 99.9 | 87.9 | 84.0 to 91.8 | 87.7 | 83.3 to 92.2 | 97.4 | 96.1 to 98.7 | ... |  |
| Model 4 (Reduced - BMI) | 99.6 | 99.1 to 100.0 | 88.0 | 84.1 to 91.9 | 88.4 | 84.3 to 92.5 | 97.5 | 96.3 to 98.8 | ... | ... |

[^12]Table 9
Adjusted odds ratios relating self-reported, measured and corrected body mass index (BMI) to selected self-reported health conditions, household population aged 40 years or older, 2005

| BMI category (range kg/m2) | Based on self-reported values |  | Based on measured values |  | Based on corrected values |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Model 1 (Full) | Model 2 (Full) |  | Model 3 (Reduced) |  | Model 4 (Reduced) |  |
|  | Adjusted odds ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |  |  | Adjusted odds ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Adjusted odds ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Adjusted odds ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Adjusted odds ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ | Adjusted odds ratio | $\begin{array}{r} 95 \% \\ \text { confidence } \\ \text { interval } \end{array}$ |
| Diabetes |  |  |  |  |  |  |  |  |  |  |  |  |
| Normal weight (18.5 to 24.9) | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  |
| Overweight (25.0 to 29.9) | 2.6* | 1.5 to 4.3 | 1.4 | 0.7 to 2.8 | 1.8 | 0.9 to 3.3 | 2.0* | 1.1 to 3.8 | 1.8* | 1.1 to 3.0 | 2.0* | 1.2 to 3.3 |
| Obese class I (30.0 to 34.9) | 3.2 * | 1.8 to 5.6 | 2.2* | 1.0 to 4.5 | 3.3* | 1.8 to 6.0 | 3.9* | 2.1 to 7.0 | 3.1* | 1.7 to 5.7 | 3.2 * | 1.8 to 5.8 |
| Obese class II and III (35.0 or more) | 9.0* | 4.5 to 17.9 | 5.9* | 2.5 to 14.0 | $6.8 *$ | 3.7 to 12.5 | 7.3* | 3.9 to 13.9 | 7.6* | 4.0 to 14.2 | 7.4* | 4.0 to 13.7 |
| High blood pressure |  |  |  |  |  |  |  |  |  |  |  |  |
| Normal weight (18.5 to 24.9) | 1.0 |  | 1.0 | . | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  |
| Overweight (25.0 to 29.9) | 2.7* | 1.9 to 3.8 | 2.1* | 1.5 to 3.0 | 2.3* | 1.6 to 3.2 | 2.5* | 1.8 to 3.5 | 2.5* | 1.7 to 3.5 | 2.4* | 1.7 to 3.3 |
| Obese class I (30.0 to 34.9) | 4.2* | 2.9 to 6.3 | 3.4* | 2.3 to 5.2 | 4.0* | 2.8 to 5.9 | 4.1* | 2.8 to 6.0 | 4.5* | 3.0 to 6.6 | 4.7* | 3.2 to 7.0 |
| Obese class II and III (35.0 or more) | $6.8 *$ | 3.2 to 14.8 | 5.2* | 2.9 to 9.3 | $6.0 *$ | 3.3 to 10.7 | $6.0 *$ | 3.4 to 10.5 | 6.1 * | 3.4 to 10.9 | 5.6* | 3.2 to 9.8 |
| Heart disease |  |  |  |  |  |  |  |  |  |  |  |  |
| Normal weight (18.5 to 24.9) | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  |
| Overweight (25.0 to 29.9) | 1.4 | 0.9 to 2.3 | 1.0 | 0.6 to 1.7 | 1.3 | 0.8 to 2.2 | 1.3 | 0.8 to 2.2 | 1.2 | 0.7 to 2.0 | 1.4 | 0.8 to 2.2 |
| Obese class I (30.0 to 34.9) | 1.6 | 1.0 to 2.6 | 1.5 | 0.8 to 2.9 | 1.2 | 0.7 to 2.0 | 1.4 | 0.8 to 2.4 | 1.3 | 0.8 to 2.2 | 1.5 | 0.9 to 2.5 |
| Obese class II and III (35.0 or more) | $3.7 *$ | 1.8 to 7.7 | 2.1 | 1.0 to 4.4 | 3.3* | 1.8 to 6.2 | 3.4* | 1.8 to 6.5 | 2.9* | 1.5 to 5.6 | 2.8* | 1.5 to 5.5 |
| Arthritis |  |  |  |  |  |  |  |  |  |  |  |  |
| Normal weight (18.5 to 24.9) | 1.0 | ... | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  |
| Overweight (25.0 to 29.9) | 1.2 | 0.8 to 1.7 | 1.2 | 0.8 to 1.7 | $1.5 *$ | 1.1 to 2.0 | 1.5* | 1.1 to 2.1 | 1.5* | 1.1 to 2.0 | $1.4 *$ | 1.0 to 1.9 |
| Obese class I (30.0 to 34.9) | 2.0* | 1.3 to 3.0 | 1.2 | 0.8 to 1.8 | 1.7* | 1.2 to 2.5 | 1.9* | 1.3 to 2.8 | 1.9* | 1.3 to 2.8 | $1.7 *$ | 1.2 to 2.5 |
| Obese class II and III (35.0 or more) | 3.1* | 1.5 to 6.3 | 2.7* | 1.6 to 4.6 | 3.5* | 2.0 to 5.8 | 3.2* | 1.8 to 5.4 | 3.2* | 1.9 to 5.6 | 3.4* | 1.9 to 6.0 |
| Activity limitation |  |  |  |  |  |  |  |  |  |  |  |  |
| Normal weight (18.5 to 24.9) | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  |
| Overweight (25.0 to 29.9) | 1.2 | 0.9 to 1.6 | 1.2 | 0.9 to 1.6 | 1.2 | 0.9 to 1.7 | 1.1 | 0.8 to 1.5 | 1.0 | 0.8 to 1.4 | 1.1 | 0.8 to 1.5 |
| Obese class I (30.0 to 34.9) | 2.0* | 1.3 to 3.0 | 1.5* | 1.1 to 2.2 | 1.4 | 0.9 to 2.0 | 1.4 | 1.0 to 2.1 | 1.5* | 1.0 to 2.1 | 1.5* | 1.0 to 2.2 |
| Obese class II and III (35.0 or more) | 4.3* | 2.2 to 8.2 | 2.9* | 1.7 to 4.7 | 4.2 * | 2.6 to 6.8 | $3.7 *$ | 2.3 to 6.1 | 3.9* | 2.4 to 6.5 | 3.1 * | 1.8 to 5.2 |
| Fair/poor self-perceived health |  |  |  |  |  |  |  |  |  |  |  |  |
| Normal weight (18.5 to 24.9) | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  | 1.0 |  |
| Overweight (25.0 to 29.9) | 1.3 | 0.9 to 2.0 | 0.8 | 0.5 to 1.2 | 1.1 | 0.7 to 1.6 | 1.1 | 0.8 to 1.7 | 1.0 | 0.7 to 1.5 | 1.0 | 0.7 to 1.5 |
| Obese class I (30.0 to 34.9) | 2.8* | 1.8 to 4.3 | 1.7* | 1.0 to 2.7 | 1.6* | 1.0 to 2.5 | 1.7* | 1.1 to 2.7 | 2.1* | 1.3 to 3.3 | 2.1* | 1.4 to 3.3 |
| Obese class II and III (35.0 or more) | 4.5* | 2.0 to 10.2 | 2.9* | 1.6 to 5.2 | 4.1* | 2.4 to 7.0 | 4.3* | 2.4 to 7.8 | 3.5* | 1.9 to 6.5 | 3.6* | 2.0 to 6.6 |

* significantly different from estimate for normal weight category ( $p<0.05$ )
. not applicable
Notes: Models control for age (continuous) and sex. Odds ratios for underweight group not reported because of small sample sizes.
Source: 2005 Canadian Community Health Survey.
normal weight individuals are erroneously shifted to the overweight category. We attempted to address this by incorporating polynomial regressions (quadratic terms for self-reported weight) and spline regression to determine if different slopes could be generated for different weight ranges. The quadratics and differential slopes were not significant, and we were unable to refine the estimates for those in the normal weight range. Therefore, although the adjustments improve the estimates for those who are overweight or obese, the non-adjusted numbers provide better estimates for respondents in the normal weight category because
the reporting bias is smaller in this group. Further research is needed to better understand how to improve selfreported overweight and obesity estimates without decreasing sensitivity for those in the normal weight range. More research is also required to determine if differential adjustments are necessary for respondents who were interviewed by telephone.

Despite this drawback, the improvement in classification for overweight and obese individuals is significant, and thus, we recommend the use of corrected estimates in addition to self-reported values in studies examining overweight and obesity in
the adult population of the 2005 CCHS. We attempted to adjust for independent variables that were related to the reporting bias, but the $\mathrm{R}^{2}$ of the Full Models (Models 1 and 2) was either the same as or only slightly higher than that of the Reduced Models (Models 3 and 4, which used only weight, height or BMI). In most cases, including the extra variables offered no predictive advantage. Plankey et al. ${ }^{31}$ also found that more complex models (including self-reported BMI and additional covariates) only minimally improved predictive ability. Of the models we tested, all four generated similar means, prevalence rates and sensitivity values;

Table 10
Percentage distribution of population, by body mass index (BMI) category and sex, when corrected estimates were applied to full 2005 Canadian Community Health Survey Sample, household population aged 18 years or older

| BMI category | Self-reported | Measured | Corrected |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Model 1 (Full) Height and weight | Model 2 (Full) BMI | Model 3 (Reduced) Height and weight | Model 4 (Reduced) BMI |
| Males |  |  |  |  |  |  |
| Underweight | $0.7{ }^{\text {E }}$ | $0.9{ }^{\text {E }}$ | 1.0 | 1.2 | 0.9 | 1.0 |
| Normal weight | 41.8 | 32.4 | 31.2 | 30.0 | 31.2 | 33.1 |
| Overweight | 41.2 | 41.1 | 44.3 | 45.4 | 44.9 | 42.9 |
| Obese | 16.3 | 25.6 | 23.5 | 23.4 | 23.0 | 23.1 |
| Females |  |  |  |  |  |  |
| Underweight | 4.3 | $2.6{ }^{\text {E }}$ | 2.7 | 2.1 | 2.5 | 2.0 |
| Normal weight | 54.0 | 46.1 | 46.5 | 46.4 | 46.8 | 46.7 |
| Overweight | 26.1 | 29.1 | 29.9 | 30.6 | 30.1 | 30.6 |
| Obese | 15.7 | 22.3 | 20.9 | 21.0 | 20.7 | 20.8 |

E coefficient of variation between $16.6 \%$ and $33.3 \%$ (interpret with caution)
Notes: Measured and reported values were generated based on subsample of respondents whose height and weight were measured.
Source: 2005 Canadian Community Health Survey.

## What is already known on this subject?

- Self-reported data underestimate the true prevalence of obesity and overestimate the relationship between obesity and obesityrelated health conditions.
- For fiscal and logistical reasons, most population health surveillance in Canada is based on self-reported information.


## What does this study add?

- Correction factors can be generated to adjust self-reported data to produce more accurate estimates of obesity.
- Although not perfectly predictive of the measured values of body mass index (BMI), corrected values are an improvement over self-reported estimates.
- For future studies examining BMI for adult populations, based on data from the 2005 Canadian Community Health Survey, corrected estimates of BMI are recommened.
no model stood out as being consistently superior. Model 4, however, had the further advantage of being the most parsimonious, and therefore, showing the greatest utility if it is determined that the equations are generalizable.

This method of generating corrected estimates (linear regression with measured BMI as the outcome) has been used in the past, ${ }^{10,19,31-34}$ but to our knowledge, has never been attempted on data for the Canadian population. Plankey et al. ${ }^{31}$ concluded that a systematic error was associated with the reporting bias, which was impossible to correct with this method. However, in their work, the self-reported sensitivity values for the obese population (BMI $27.3 \mathrm{~kg} / \mathrm{m}^{2}$ or more) were $80 \%$ in men and $85 \%$ in women and increased only marginally with the corrected models. By contrast, in the current study, self-reported sensitivity of obesity was much lower$59 \%$ for men and $69 \%$ for womenand the correction equations increased these values significantly. Also, the reporting bias in our study was two to three times larger than that in the 1976-1980 NHANES II, on which the analysis of Plankey et al.was based.

The generalizability of these equations has not been determined. Some authors ${ }^{33}$ assume transportability, while others ${ }^{30}$ have shown that
correction equations are applicable only to the population for which they have been established. In one Swedish study, ${ }^{32}$ researchers demonstrated that because height was under- rather than over-reported in that country, selfreported estimates of BMI did not require calibration.

More research using Canadian data is required to determine if these equations are stable across Canadian populations and over time. It is probable that the increase in obesity in recent years ${ }^{35}$ has been accompanied by a corresponding increase in reporting bias, which could indicate temporal instability in the equations. At least one study that has examined the bias over time has found that it has increased. ${ }^{36}$

In the interim, surveys that collect self-reported and measured height and weight would benefit from standardization of protocols to ensure that equipment is regularly calibrated and that respondents are asked to report their weight in a consistent way and are measured in light clothing, without shoes. Rounding should also be minimized, if not eliminated.

## Conclusion

Although measured data for height and weight provide the most accurate estimates of the prevalence of obesity
based on BMI, the costs of collecting such data are often prohibitive for large population-based surveys. Corrected estimates, though not identical to measured BMI values, are a significant improvement over estimates based on self-reported data, which substantially underestimate obesity prevalence and overestimate the relationship between obesity and disease.
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[^0]:    † time-varying co-variate
    $\ddagger$ reference category

    * significantly different from estimate for reference category ( $\mathrm{p}<0.05$ )
    ... not applicable

[^1]:    Source: Census mortality follow-up study, 1991 to 2001.

[^2]:    reference category
    $\ddagger$ not significantly different from reference category ( $\mathrm{p}<0.05$ )
    Notes: Mortality hazard ratios were adjusted for age in single years. Census population counts were rounded to nearest 100.
    Source: Census mortality follow-up study, 1991 to 2001.

[^3]:    . not applicable
    Notes: $\quad$ Ninth Revision of the International Classification of Diseases from 1979 to 1999; Tenth Revision from 2000 to 2004. Age-standardized to 1981 Canadian population. Includes deaths coded as "late effects or "sequelae" of MVAs.
    Source: Canadian Vital Statistics - Death Database.

[^4]:    * significantly different from rate for Total Canada ( $\mathrm{p}<0.05$ )
    $\dagger$ significantly different from rate for females ( $\mathrm{p}<0.05$ )
    Source: Canadian Vital Statistics - Death Database.

[^5]:    * significantly different from rate for 15-to-24 age group ( $\mathrm{p}<0.05$ ) (occupants of motor vehicles)
    $\dagger$ significantly different from rate for 65 or older age group ( $\mathrm{p}<0.05$ ) (pedestrians)
    Source: Canadian Vital Statistics - Death Database.

[^6]:    * significantly different from corresponding estimate for 2005 ( $p$ < 0.05)

    Notes: Comprises sexually active and sexually inactive 15 - to-19-year-olds. Because of rounding, counts may not add to totals
    Sources: 1996/1997 National Population Health Survey; 2003 Canadian Community Health Survey, cycle 2.1; 2005 Canadian

[^7]:    * signficantly different from estimate for Canada ( $\mathrm{p}<0.05$ )

    E use with caution (coefficient of variation $16.6 \%$ to $33.3 \%$ )
    F too unreliable to be published (coefficient of variation greater than $33.3 \%$, suppressed because of extreme sampling variability)
    Source: 2005 Canadian Community Health Survey.

[^8]:    Newfoundland and Labrador, Prince Edward Island, New Brunswick, Ontario, Manitoba and Yukon Territory.
    Source: 2005 Canadian Community Health Survey, diabetes care module.

[^9]:    $\dagger$ reference category

[^10]:    ... not applicable

    * significantly different from measured estimate ( $p<0.05$ )

    Source: 2005 Canadian Community Health Survey.

[^11]:    E interpret with caution (coefficient of variation between $16.6 \%$ and $33.3 \%$ )
    F too unreliable to be published (coefficient of variation greater than 33.3\%)

    * significantly different from measured estimate ( $p<0.05$ )

    Source: 2005 Canadian Community Health Survey.

[^12]:    not applicable
    ${ }^{\mathrm{E}}$ interpret with caution (coefficient of variation between $16.6 \%$ and $33.3 \%$ )
    F too unreliable to be published (coefficient of variation greater than 33.3\%)
    Note: Reported estimates are based on data from split-samples A and B. Modelled estimates are generated from split-sample B.
    Source: 2005 Canadian Community Health Survey.

