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Frontispiece Wave refraction and diffraction patterns in
Wreck Bay, Vancouver Island. (From Brenner, 1970).
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ABSTRACT

Hodgins~ D.O.~ P.H. LeBlond~ and D.A. Huntley. 1985. Shallow-water wave
calculations. Can. Contract. Rep. Hydrogr. Ocean Sci. 10:75 p.

This report discusses the numerical calculation of wave
transformations. The discussion has particular application to the problem
of relating shallow water wave conditions to offshore waves provided by a
deep water wind-wave hindcast model.

Recent research into wave transformations is reviewed and, in
particular, the application of methods where the wave conditions are
described by directional spectra.

This is followed by a review of the current status of numerical
modelling and the practical considerations of the application of existing
models to Canadian waters.

Hodgins~ D.O.~ P.H. LeBlond~ and D.A. Huntley. 1985. Shallow-water wave
calculations. Can. Contract. Rep. Hydrogr. Ocean Sci. 10:75 p.

Le present rapport traite du calcul
transformation des vagues. La discussion s'applique
probleme consistant a lier les conditions des vagues en
aux vagues du large qui sont fournis par un modele
posteriori des vagues de vent.

numerlque de la
en particulier au
eaux peu profondes

de previsions a

On examine les recherches recentes sur la transformation des
vagues et en particulier l'application de methodes ou les conditions des
vagues sont decrites par des spectres directionnels.

Cette discussion est suivie de l'examen de la situation actuelle
concernant la modelisation numerique et des observations d'ordre pratique
sur l'application des modeles existants aux eaux canadiennes.
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1. INTRODUCTION

Modern wave climate analysis relies increasingly on hind

casting techniques for estimation of extreme wave conditions.

In circumstances where measured wave data are lacking, or

available only for a few seasons, the usually much longer

meteorological record is used to generate waves for a selection

of historical storms and hence to provide synthetic data

for extreme analysis. The current practice in wind-wave

hindcasting (Resio, 1981; Sand et al., 1982; Greenwood

et al., 1982) makes use of a discrete directional energy

spectrum to describe the wave field. These models are not

directly applicable to shallow nearshore areas for two

reasons. First, the grid scale on which the wind forcing

and the wind waves are discretized is often too coarse to

resolve the features of interest. Secondly, wave hindcasting

models have not been satisfactorily extended to account for

refraction and energy dissipation in shallow water.

What is then needed for a reliable shallow water wind wave

hindcast model is a system which will take as input the

waves generated by a deepwater model (specified by a directional

spectrum) and relate them to nearshore wave conditions by

taking into account geometrical refraction and shoaling

as well as energy dissipation. This kind of system should

also be capable of including the sheltering effect of islands

and peninsulas on the wave climate. Examples of locations

in Canadian waters where shallow water hindcast models would

be required include Sable Island and the Beaufort Sea.

This report first reviews recent research on the transformation

of wave spectra from deep to shallow water. Application of

refraction and shoaling methods to spectral evolution will

be considered in Chapter 2 and what is known about various wave

dissipation mechanisms in shallow water is presented in Chapter 3.

The status of shallow water refraction and spectral wave

modelling will then be discussed in Chapter 4.



- 2 -

Finally, in Chapter 5 the problem of modelling wind-waves

from the scale of storms down to nearshore conditions is

considered, and a practical modelling approach based on

conventional deep water models and a spectral refraction

procedure is recommended and discussed.



- 3 -

2. SHOALING AND REFRACTION

2.1 Plane Waves

As waves propagate from deep water into shallow water they

are modified by interaction with the seabed. Even if we

ignore processes which might increase (through wave generation)

or decrease (through dissipation or reflection of waves)

the energy flux in shallow water, modification of the wave

energy can occur through convergence or divergence of this

energy flux. This section deals with such processes.

Once the water depth becomes less than about a half of a

wavelength, the velocity of wave crests (the phase velocity,

c) and of the wave energy (the group velocity, V) becomes

depth-dependent. Thus an initially straight wave front

propagating into water of varying depth will become curved

in a manner directly analogous to the refraction of light

waves. In fact the first water wave refraction diagrams

were produced using Huygen's principle to construct wave

fronts, though direct plotting of wave rays (lines everywhere

perpendicular to wave fronts) quickly became the preferred

method. The wave ray equations, given, for example, by

Munk and Arthur (1952), are

dx cose; ~- sine=ds ds

de 1
[ sine

dC cose ~J=ds c dX dy
(2.1)

where ds is an infinitesimal increment of the wave ray

length, x,y are the two horizontal axes, and e is the

angle the ray makes to the x direction.

There are two ways in which wave energy changes along wave

rays have traditonally been calculated. If we ignore

generation or dissipation of wave energy the flux of

energy between two rays must remain constant as the waves

propagate. Thus
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EVb = (2.2)

can be

in wave

a b iswhere E is the wave energy pe

distance between and s

water conditions. Thus the

height, H, from water to

written

H
Ho

E
I
:2

1
:2

2. 3)

where Ks is the shoal factor and s the re ion

factor. For parallel bottom contours = coseo/cose. As

an alternative to this Munk and Arthur (1952)

derived an ordinary differential ion for along a

single ray, without the need to two ray paths.

Both techniques have been wide used for monochromatic

waves. Wilson (1966) g s computer programs for plotting

wave rays and Aranuvachapun (1977 uses her program to show

comparison between observed values in the North Sea and

those computed from ray s ions. ard et a1.

(1975, 1976) also describe a r wave refraction

program and include wave effects ue to bottom

friction. Griswold (96 d scusses r lementation

of refraction diagrams coefficients the

Munk and Arthur method both continuous and finite

difference solutions for Aberne and Gilbert (1975)

present a method of ray trac bas i grid

elements.

2.2 Refraction by Current

Waves are also refracted currents, and this may be

important in shallow water. S and Jonsson (1977)

show that the equations for the wave Is (called rays

in the discussion above) are prov the phase
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velocity is replaced by the absolute velocity

c = c + U cos¢a

where U is the current speed and ¢ is the angle between

the current direction and the wave propagation direction.

However they also point out, following Johnson (1947), that

the direction of energy propagation is not the same as the

wave orthogonal direction, except in the special case of

co-linear waves and currents. They give a new set of

equations for the energy propagation paths (called by

them the wave rays). Calculation of the wave height or

wave energy is much more difficult when currents are present

since energy is exchanged between the waves and the current.

Jonsson and Wang (1980) discuss equations appropriate for

depth-current refraction, based on wave action and

radiation stress concepts and give some solutions for

idealized cases. Tayfun et al. (1976), following Phillips

(1977), Willebrand (1975) and others make similar calculations

for wave spectra. Noda et al. (1974) developed a rectangular

grid finite difference scheme for studying monochromatic wave

current interactions in the nearshore zone. However the

wave-current interaction equations are complex and have not

been routinely used in practical refraction calculations.

This may be a significant limitation on the accuracy of

refraction models presently in use since there is some evidence

for substantial wave-current interaction effects in some

locations (Johnson, 1947i Smith, 1976i Hayesi 1980).

2.3 Refraction of Wave Spectra

Calculations of the refraction of wave spectra are generally

based on the assumption that the wave energy flux in a

frequency band of width df centred at frequency f remains

in that band as the waves propagatei i.e. non-linear

interactions which might transfer energy from one frequency

to another are ignored. With this assumption it is possible
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to calculate spectra in any depth of water (in the absence

of currents and generation/dissipation processes) by

dividing an initial spectrum into discrete frequency bands,

refracting each frequency band separately and then recombining

to form the refracted spectrum (Pierson et al., 1953, 1955).

However the continuum of frequencies present in a spectrum

requires that a subtle but important modification be made

to equation (2.3). If S(f,8) is the spectral energy

density at frequency f for waves travelling in direction 8,

then the transformation from deep water is given by

S (f '8) = S (f 8 ) K 2 K 2 a80
, 0' 0 s r a8

The additional term, ae /ae, is a Jacobian allowing for
o

the change of the angle variable 8 ,from deep to shallow

water (Pierson et al., 1953; Dorrestein, 1960; see also

LeMehaute and Wang, 1982).

( 2. 4 )

One important effect of this additional term is the removal

of 'caustics' present in the monochromatic results. Caustics

will occur when wave rays cross each other. Since b becomes

zero at a crossing, equation (2.3) predicts an infinite wave

height at that point. However in a continuum of frequencies

there is infinitesimal energy associated with a caustic for

any given frequency and the integrated energy over a finite

bandwidth remains finite. In equation (2.4) K tends to
r

infinity as a caustic is approached but the Jacobian term

tends to zero since the direction is not unique for a given

deep water direction. Thus the product of these terms

remains finite (Dorrestein, 1960).

The first rigorous theoretical approach to the evolution

of spectra in shallow water is due to Longuet-Higgins (1956,

1957). He showed the surprising result that the energy

density, if defined per unit area of wave number space,

remains constant along a wave ray. Karlsson (1969) showed
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that this is equivalent to the conservation equation, for

8(f,O), the energy density in (f,O) space,

VC8(f,0) ==VC8 (f,8)
00000

or, since the frequency also remains constant as the waves

propagate,

8(f,0) == Vo k 8 (f 0 )
V ko 0 ' 0

(2.5)

where k is the wave number (2n/wavelength). Dorrestein

(1960) and LeMehaute and Wang (1982) show that this is

equivalent to equation (2.4). Collins (1972) generalizes

this to the case where dissipation or generation are included,

and Phillips (1977, page 182) gives a related equation when

currents are included.

For the special case of straight parallel bottom contours

Krasitskii (1974) gives analytic solutions to equation (2.5).

He applies his theory to refract a deep water Pierson

Moskowitz spectrum into shallow water. Collins (1972) solves

the same special case numerically and is able to include

dissipation and generation.

2.4 Computational Methods

Two numerical schemes have been developed to solve equation

(2.5) for three-dimensional bathymetry. Collins (1972)

first constructs wave rays in the conventional way and then

can apply equation (2.5) along each ray; when generation

and dissipation effects are being included this involves

numerical integration along the ray path. 8hiau and Wang

(1977) on the other hand solve the ray equations and equation

(2.5) on a square grid. Their seaward boundary is either

taken out to deep water or, since this generally involves

excessive computation time, bottom contours are assumed to

be straight and parallel seawards of their model boundary and
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Krasitskii's (1974) analytical solutions are used to bring

deep water spectra to their seaward boundary.

LeMehaute and Wang (1982) compare these recent schemes

with the more traditional 'heuristic' calculations based

on equation (2.4). They conclude that in general equation

(2.5) is much simpler to use since k and V depend only

on depth and frequency, and not on angle of approach.

However all methods require a refraction diagram, or its

equivalent (though this will be simple to obtain for straight

parallel contours). They remark that, since such a refraction

diagram is required even to compute the one-dimensional

spectrum 8(f), complete determination of 8(f,8) should not

require much addi tional work.

Whatever the method used to compute refraction diagrams, it

is important to recognize the limitations inherent in such

computations. Firstly, since the wave amplitude calculations

are independent of the ray path calculations, there are no

constraints on along-crest amplitude variations as waves

refract. Where these along-crest amplitude variations become

large diffraction effects come into play to smooth out the

variations. For monochromatic waves the problem is

particularly acute due to the prediction of caustics.

Computer programs to model both refraction and diffraction

of monochromatic waves have been developed by Berkhoff (1973,

1975) and by Chen and Mei (1974), and studies, both

theoretical and experimental, of diffraction over idealized

topography form an active area of research at present (see

for example Jonsson et al., 1976; Meyer, 1979; Lozano and

Liu, 1980). Results generally suggest that wave amplitudes

at caustics are amplified only by factors of 2 or 3. However

computation of diffraction effects is currently very expensive

and is not a routine operational procedure. There does not

appear to have been any attempt to consider diffraction

effects in wave spectra.
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An alternative to a full calculation of diffraction is to

smooth refracted waves over some spatial region or grid of

sub-regions. Bouws and Battjes (1982) suggest a version of

such a procedure and remark that it should also reduce the

sensitivity of the calculations to schematization of the

bathymetry and to numerical procedures. In their procedure,

which they call a Monte Carlo approach the refraction

coefficient (equation 2.4) is ignored, and the total energy

in a given sub-region or 'bin' is simply the sum, over all

rays passing through the sub-region, of the product of ray

energy and the time that it takes the ray to traverse the

sub-region. Summation is over all incident angles of approach

and may include summation over discrete frequencies too.

In the spirit of a statistical sampling scheme, they treat

the uncertainty in their estimates as a compromise between

confidence and resolution, the latter including both frequency

space and physical space. Qualitative comparisons are made

with data from the JONSWAP array, and suggest that the scheme

provides useful results. Further discussion of these points

is presented under "caustics" (4.1.2) below.

2.5 Nonlinear Wave Refraction

The refraction of finite amplitude waves has been studied

by, among others, Ryrie and Peregrine (1982). The results

show that linear theory does a good job of estimating wave

angle until very close to the break point, except for waves

travelling almost parallel to depth contours. Waves ~ravelling

within about 25 degrees of the contours may, depending on

the wave amplitude, be refracted in a direction opposite

to that of linear waves, an unexpected phenomenon which the

authors term 'anomalous refraction'. Since there do not

appear to be any field observations of this effect it is not

clear that it is important in practice. In fact, since the

effect is only important at relatively large values of off

shore steepness (deep water wave height to wavelenghth

ratios greater than about 0.04), it may be unimportant for
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a spectrum of waves continuous in both frequency and

direction of approach. Nevertheless Ryrie and Peregrine

are continuing work on this effect and its practical

relevance should become clearer.

Ryrie and Peregrine's (1982) results also show that linear

wave theory predicts wave height remarkably well until very

close to the break point, at least on their linear, parallel

bottom topography. Thus, for example, even for a deep

water wave steepness of about 0.1, wave heights calculated

by their 'numerically exact' calculations are less than

5% higher than linear theory until the depth reduces to

1.5 times the breaking depth. As discussed above, many of

the details of the wave spectra will be modified in much

deeper water, but, for many practical purposes for which

wave height is the critical parameter, linear theory seems

to be quite adequate into very shallow water.

However the finite amplitude theories do diverge substantially

from linear theory in prediction of wave heights and direc

tions at the point of breaking. Both Ryrie and Peregrine

(1982) and Petersen (1977) (the latter using cnoidal

wave theory) agree that nonlinear waves are higher at

breaking and are refracted less than linear waves. The

effects are greatest for the steepest offshore waves, of

course. Breaker heights can be up to twice linear theory

predictions and a 30% difference in wave angle can occur in

the case of cnoidal waves. Again, however, the relevance

of this to spectra of incoming waves is not yet clear.

Certainly the comparisons of Bryant (1979) suggest that linear

wave theory is adequate for predicting breaker height

(Figure 2.1) i there is no obvious systematic deviation from

linear theory, though the results are very scattered.

Skovgaard et al. (1976) suggest calculating the Ursell number

(HL 2/h 3 , where H is wave height, L is wavelength and h is

water depth) along rays in their wave refraction program, and



- 11 -

2.0

Computed

1.0

o

Spearman's
Wilcoxon's

Significance
Level

., ..,
/.- / ., .

• °0 "./..

~: //,
;,

/ .
"/

( :

r. 0.91
z: 0.58
n. 78

<0.01

•

•

1.0

estimated •
measured

••
•

2.0m

Estimated or Measured

Figure 2.1 Comparison of observed and computed
breaker wave heights, Broken Bay, Australia.
From Bryant (1979).
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changing to nonlinear equations once this number gets larger

than say 10 or 20. However it is far from obvious that this

is relevant for a spectrum of incident waves.
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3. DISSIPATIVE PROCESSES

Observations of shallow water waves indicate that in addition

to the geometrical effects of shoaling and refraction discussed

in Chapter 2 there is a significant amount of energy loss

due to a variety of mechanisms, such as bottom friction,

seepage and wave breaking. These processes can play an

important role in determining the form and the level of the

nearshore wave spectrum. We shall review the main dissipation

mechanisms as well as effects such as nonlinear interactions

which may transfer energy between parts of the spectrum in

this chapter.

3.1 Boundary Layer Friction

Shear stresses at the boundary between a rigid bottom and

the fluid above it may be expressed as (Putnam and Johnson,

1949)

T = p C f ~I~I (3.1)

(some authors such as Kamphuis (1975,1978) and Jonsson (1966)

use T = ! p Cf ulul), where T is the bottom shear stress,

p the water density, Cf a friction coefficient and u the

velocity just above the boundary layer. There is in general

a phase lag between T and u and this may be taken into account

when calculating the rate of energy dissipation in the bottom

boundary layer: (Jonsson, 1966; Hasselmann & Collins, 1968;

Jonsson and Carlsen, 1976)

dE
dt = < ToU > ( 3 0 2 )

where E is the wave energy density and the angled brackets

represent an average over a wave cycle.

This dissipation mechanism is by far the best studied; it

has been investigated in the laboratory and applied to

explain the attenuation of shoaling waves in the field in a
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number of instances. In the majori of cases studied,

the bottom friction model provides a satisfactory account of

wave attenuation.

Most field measurements (Brets ider and Reid, 1954;

Hasselmann and Collins 1968; Iwagaki and Kakinuma, 1963;

Shemdin et al. p 1978; Hasselmann et al., 1973 Hsiao and

Shemdin 1978) yield values of Cf ranging from 0.008 to 0.05.

A representative value of Cf : 10- 2 has often been used.

Larger val ues have however been found: Van Ieperen (1975)

computed Cf : 0.06 to 0.10 offshore of Melkbosstrand, South

Africa.

Why is there such a wide range of observed values of Cf? Or,

to reword the question slightly, why is such a wide range

of values of Cf necessary to fit observed wave attenuation

through the bottom friction model? This question has been

addressed in a variety of ways.

In a series of laboratory experiments, Jonsson (1966),

Iwagaki et aL (1965) f Jonsson and Carlsen (1976), and Kamphuis

(1975,1978) have sought to establish, under controlled condi~

tions, relations between the iction coefficient Cf and

parameters speci ing the flow or the bottom roughness.

Tests were per for a range of values of a bottom ss

parameter (a/Ks, where a is the horizontal particle displace

ment associated with wave motion and Ks = twice the sand

grain diameter and of the Ids number (R = 1~la/v, with

v the kinematic viscosity). Results, summarized in Figure

3.1, indicate that as the flow passes from the laminar to

an increasingly rough turbulent regime, the friction factor

varies by more than two orders of magnitude.

Furthermore, it has been noted that when sand ripples are

present, bottom friction is enhanced due to form drag: the

additional ene dissipation occurs in the vortices formed
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above the ripple troughs. Ripple formation has been reviewed

by Dingler (1975) andNielsen (1977). Bottom stress in the

presence of ripples has been found to be strongly dependent

on their steepness (Dingler, 1975; Turnstall and Inman, 1975),

as shown in Figure 3.2.

Clearly then the specification of an appropriate value of

Cf to model wave damping in the bottom boundary layer requires

some knowledge of bottom sediments, in particular as to the

presence and character of ripples.

In addition Cf depends, through its dependence on the Reynolds

number, on the local wave height. For uniform bottom properties,

for example, Cf would vary shorewards because of shoaling

according to Figure 3.1.

Finally, the velocity u which enters equations (3.1) and

(3.2) is related to the wave amplitude through a model of

the wave motion. Most applications use a linear model;

Isaacson (1977) has used a higher approximation in wave

amplitude, finding somewhat higher attenuation rates. As

shoaling waves rapidly distort beyond the linear profile,

this point is also of some relevance.

Since the nonlinear bottom friction depends upon the total

velocity field, and not on particular frequency or direction

components of the velocity field, its parameterization poses

problems for ray-following techniques of calculating the

transformation of spectra. In principle all possible rays

are needed at all points to enable the quadratic bottom

dissipation to be accurately modelled. For this reason,

Collins (1972) proposes a simplification of the Hasselmann

and Collins (1968) bottom friction parameterization in which

the ratio of the total energy at any point along a ray to

that in deep water is assumed to be equal to the ratio of
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local to deep water S(f,8) values associated with the ray.

He remarks that this underestimates the energy loss by bottom

friction, and this may explain the tendency of his predictions

to overestimate the spectra. Cavaleri and Rizzoli (1981) f

also using a ray technique, estimate the local energy from

a parametric model based on the mean JONSWAP spectrum computed

for the local wind and dimensionless fetch at each point

along the ray. Presumably this problem with parameterization

of the bottom friction is not as acute in grid models of

refraction. Wang and Yang (1981) include bottom friction in

some of their calculations, but do not give details of their

procedure.

3.2 Percolation

Wave dissipation through percolation is associated with

seepage of fluid, under varying wave pressures, through porous

sediments, with subsequent dissipation of the energy by

friction against the sediment matrix. Percolation provides

significant damping for sands with diameters above D=O.4 mm.

Putnam (1949) first calculated wave attenuation due to per

colation. A more general (and corrected: Putnam having

overestimated the dissipation by a factor of 4 due to an

arithmetic error) result was obtained by Shemdin et al. (1977):

1 d tanh~~ kd
E = -k!&13 D (3.3)

E dt
cosh2 (kh)

where E is the energy density, k the wave number, h the water

depth, d the thickness of the sand layer and a and B the

horizontal and vertical coefficients of permeability respectively.

This result is also based on linear wave theory. Figure 3.3

compares dissipation rates for various mechanisms and shows

that percolation in coarse sand may be more important than

bottom friction in deep water.
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3.3 Bottom Motion

Very high rates of wave attenuation have been observed in

areas of soft muddy bottoms. Gade (1958) mentions a near

shore location in the Gulf of Mexico, known as the Mud Hole,

where wave attenuation is so high that fishing boats use

it as an emergency harbour during storms. Bea (1974) and

Tubman and Suhayda (1976) also reported very rapid atten

uation of waves near the Mississippi delta. MacPherson and

Kurup (1981) have also reported strong damping of waves over

the Kerala mud flats. The enhanced energy dissipation

is attributed to strong coupling of water waves with the

unconsolidated bottom muds which are set into a wave motion

of their own.

A number of theoretical models have been put forward to

represent the wave-sediment coupling based on various

rheological relationships for the sediment behaviour. Gade

(1958) considered a viscous Newtonian mud layer underlying

the sea and found realistic dissipation rates. This model

was extended by Dalrymple and Liu (1978) to include a wider

range of wave lengths. More complex rheologies, based on

measured properties of marine sediments (Carpenter et al.,

1973; Hamilton, 1979) included elastic effects (Mallard and

Dalrymple, 1977)--which by themselves were found not to

lead to any damping; visco-elastic media (Hsiao and Shem

din, 1980); porous media (Hunt, 1959; Liu, 1973) and poro

elastic studies of various kinds (Rosenthal, 1978; Yamamoto

et al., 1978; Madsen, 1978; Yamamoto, 1982).

Most of the models which include internal friction in the

sediments can account for the rapid attenuation rates observed

over muddy bottoms (Figure 3.3). Laboratory experiments

described by Yamamoto (1982) yield reasonable agreement

between his poro-elastic theory and observed attenuation

rates (Figure 3.4).
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It is thus clear from the above that an estimate of wave

attenuation requires not only knowledge of the form and

roughness of the ocean bottom, but also of its rheological

properties. Soft clay bottoms in particular induce rapid

wave damping. Table 3.1 (from Yamamoto, 1982) gives

estimates of damping rates for three types of bottom sediments

in different water depths.

3.4 Back Scattering

Waves travelling in shallow water may be scattered by bottom

irregularities. Although the total wave energy remains

conserved in this process, the shoreward energy flux will

be reduced by the fraction of energy scattered in the offshore

direction. Long (1973) has explored this mechanism for the

JONSWAP area (Hasselmann et al., 1973) and found it potentially

important. Later measurements by Richter et ale (1976)

suggest that with the observed bottom irregularities,

scattering is inadequate to explain the observed attenuation.

This mechanism remains poorly explored and has yet to be

applied to other areas. One might expect for example that

it could be important in the presence of regularly spaced

sand bars or other large underwater features, as indeed

Lau and Barcilon (1972) and Lau and Travis (1973) have found

by theoretical analysis.

3.5 Finite Amplitude Effects

The wave spectrum is only a good descriptor of the wave

field if the different frequency components making up the

spectrum are essentially independent. For most ocean depths

this is a fair approximation, despite the fact that nonlinear

exchanges of energy across frequency bands are known to be

a vital part of wave generation and dissipation. Most schemes

for modelling transformation of spectra in shallow water

therefore assume that energy in a particular frequency band

stays in that frequency band as the spectrum propagates.
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Table 3.1

Exponential damping coefficients D [wave
amplitude proportional to exp(-Dx)] for
waves of period T = 15 s, height H, length
L and group velocity cG in various water
depths h and for three types of sediments.
From Yamamoto (1982).

Location

h = 00 h = 70 m h = 50 m h = 30 m

Sand bed H 24.0 21. 8 21.7 21. 3
L 351. 0 311. 0 276.8 233.6

cG 11. 7 14.0 13.8 13.0
D 0 4.13xl0- 6 8.03xl0-6 1. 53 x 10-5

Silty clay bed H 24.0 1.5 1.1 0.8
L 351. 0 307.3 278.9 226.1

cG 11.7 13.8 14.3 13.9
D 0 7.60 x 10-4 1. 40 x 10-4 1.79xl0-4

Soft clay bed H 24.0 9.9 1.7 0.1
L 351. 0 342.1 334.3 214.0

cG 11. 7 13.0 16.5 13.9
D 0 4.16 x 10- 4 8.69 x 10-4 1.18 x 10- 3



- 25 -

However it is well known that wave forms change as waves

shoal, the ultimate manifestation of this being breakers

approaching a shoreline. In a spectral sense this wave

form transformation implies that energy is being transferred

into different frequency bands, and different frequencies

are no longer independent.

One effect of this 'nonlinear interaction' which has

frequently been observed in laboratory and numerical

experiments is wave splitting. Finite amplitude waves

evolve as they propagate and a single wave may split into

two or more waves. Madsen and Mei (1969), for example,

show theoretical and experimental evidence for the splitting

of solitary waves as they propagate over an uneven bottom.

Even over constant or very slowly varying depths finite

amplitude waves change shape as they propagate and may show

a continuously varying sequence of wave forms which repeats

over a 'repetition length' (e.g. Benjamin, 1974). Observations

show the often spectacular, but very local, generation of

secondary waves as waves propagate over a reef or sand bar

(e.g. Gallagher, 1972). The relevance of these phenomena

to wave spectra in general is not yet clear. An illustration

of possible wave splitting is shown in Figure 3.5.

Observations at Port Elgin, Ontario (Baird and Glodowski,

1977) show that peak periods inside the harbour never exceed

3 sec. while they reach up to 9 sec. outside. Whether this

feature is due to wave splitting or to some type of period

dependent attenuation remains. unknown.

However an effect that is readily observed in the real

ocean is the generation of harmonics of a spectral peak

as waves travel into very shallow water. Shemdin et ale

(1980) estimate that wave-wave interaction at a spectral

peak becomes rapidly more important as koh gets below about

0.5, where ko is the wave number of the peak and h is the

water depth (Figure 3.3b). As an excellent example of this

interaction



Figure 3.5 Photograph of regular waves refracting near a coastline, with
possible wave splitting near the left-hand point (additional
crests appearing between the regular wave crests next to the coast)
(Photo courtesy of Dr. George L. Pickard).
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interaction Guza and Thornton (1980) show the development of

harmonic peaks in a spectrum as waves propagate from 10 m

depth into 1.8m depth (Figure 3.6a) and show the inadequacy

of linear shoaling and refraction theories in modelling

this development (Figure 3.6b).

Freilich (1982) has modelled this nonlinear interaction using

the Boussinesq equations. The incident spectrum was divided

into discrete frequencies, with all possible 'nearly

resonant' triad interactions allowed between them. Only

normally incident waves were considered, propagating over

a constant 2.2% bottom slope. The numerical scheme took

measured spectra from 10 m depth and shoaled them to 3 m

depth over a total distance of about 270 m. Comparisons

were made with measured spectra at six sensors across this

distance. An example of the results is shown in Figure 3.7.

As might be expected, the nonlinear model was much better than

a linear model for the shallow sensors and at high to mid

frequencies. Interestingly the most prominent effect

appeared in the phases of the waves at harmonic frequencies,

where forced waves are more important than free waves.

For broad-banded, low-energy conditions, and in relatively

deep water, however, the linear approximation was quite

satisfactory. Unfortunately the numerical calculations

were very time consuming and hence very expensive. Freilich

suggests that linear theory should be used for broad-banded,

low-energy conditions, while for narrow band spectra non

linear calculations should be used for peak-peak-harmonic

interactions but are probably not necessary at other

frequencies. Unfortunately no attempt has yet been made

to quantify the 'broad-banded' or 'low-energy' conditions,

though work is continuing.

Hasselmann and Hasselmann (1980) have calculated numerically

the nonlinear transfer due to third order wave-wave

interactions in finite depth water for directional spectra.



N

E
<>

Hi

.1

- 28 -

l- 21 ~

f(Hz)

(a)

r-- 3f -I l- 4 f --I

20 NOV '8
depfhfcm)

- 1019.,P4
..• J95., PI6

•.• iTS., W29

.f::.;

20NOV 78
ELEVATION

:.l
on

N
E
<>

-w
,

3 f\
10 .::

.1

((Hz)

(b)

.2 .3

Figure 3.6 a) The generation of harmonics in
shoaling waves; b) comparison
between predicted and observed
spectra. curve a is the elevation
spectrum in 1019 cm depth; curve b
is the predicted spectru~ in 395 cm
depth and curve c is the observed
spectrum in 395 cm depth. From
Guza and Thornton (1980).



9 SEPT 90 CSPECTRR)

•. zo

_OIlTA

•••••.• BOuSS

• _ •• COHSI.

_.-•.• \.I"EAR

'.1'1'.1'1'•.•s
102 ( I 1 I ! , 9 t t i a

\0"

I
10 ':

0.20

_OIlTA

••••••• BOUSS

•••• CONSIS

_·._LINEAR

n.1''.1',.o·~

102 ! t ! 1 f , J ! ! I t

10" ,.

10
S

•. z.

__ OIlTII

••••••• 90USS
_ •• , COl/SIll

__••_\.I"EIIII

e. IS8.11...~1~" I ! t , , , t , t I ,

101 I I I I ! ! I I I I ! 1011 I r , ! , ! ! ! I ,
10'

•.•t; .... '.IS •.1' '.IS •• 11 '.IS .... '.n '.1' '.IS 8.2'

PB ~6.30 Pll 74.50 P10 165.30
l'-)

\..0

~

10
c

E" 10'10 r." __ 0:17= t _OOTa _OIlTII'

•••••.• BOuSS'

".~
••••••• 90USS •.•••.• 90USS

.. __ • CONS::; •• -. CO"SIS ... _. C'OllS IS

.e........ L; rl(n~ /\
••.•.•.• \. ,,·tO~ }. ••.•.•.• \.1"("1'

1e"t- 1'\ 10"

•Ie

1C
S

"

\.11 194.5.0 W4 246.30 1-18 267.50

Figure 3.7 Comparison of power spectra between measured data ("DATA"), the
Boussinesq model \ "BOUSS") , another non-linear model used by
Freilich ("CONSIS") and linear theory ("LINEAR"). The ordinate is
frequency (Hz) and the abscissa is spectral density (cm2 /Hz). P and W
represent pressure sensors & wave staffs respectively. The distances
in metres, from the input sensor are also shown beneath each graph.
From Freilich (1982).



- 30 -

Their calculations use JONSWAP spectra as input, and

results show a very rapid increase in the importance of

wave-wave interaction as the depth decreases (Figure 3.3b).

Shemdin et ale (1980) use their calculations in a

comparison with data obtained from the JONSWAP

site, but the example considered, transformation from 17 m

to 13 m over about 18 km, is not shallow enough to show

strong influence of the wave-wave interactions.

3.6 Wave Breaking

Wave breaking takes place in deep water and limits the growth

of the high frequency part of the ppectrum. Phillips (1958)

invoked dimensional arguments to derive an equilibrium range

for wind waves in the range of frequencies above the spectral

peak for which wave energy is limited by breaking. For the

equilibrium range, the frequency spectrum S(w) is given by

2 -5
S(w) = Sg w (3. 4 )

where S is a non-dimensional constant and g the acceleration

of gravity. This power law dependence is frequently observed

in well developed seas and has been incorporated in commonly

used spectral representations such as the Pierson-Moskowitz

or the JONSWAP spectra. Deep water breaking is thus already

included in present wave hindcasting models explicitly,

as in Hasselmann (1974) or implicitly in assuming some

limiting spectral form.

In shallow water, waves break by overtopping where the ratio

of wave height to undisturbed water depth reaches a

certain value. This value may vary with breaker type

(Bowen et al., 1968) but from theoretical considerations

(Miche, 1944) should be around 0.78.
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Breaking produces a marked decrease in the level of the

peak of the spectrum; the distortion which precedes breaking

leads to the appearance of harmonics of the spectral peak

and to a relative increase in the importance of both high

and low frequency (well above and below the spectral peak)

parts of the spectrum. Examples of spectral changes due

to breaking are shown in Figure 3.6 and 3.8. There is a

tendency for a new high frequency equilibrium spectrum to

re-establish itself, but it has been argued by a number of

authors, starting with Kitaigorodskii et al. (1975) that

the power-law dependence should be modified in shallow

water to an w- 3 dependence, in agreement with measurements

made by Dreyer (1973). A simple theoretical justification

was advanced by Thornton (1977) who argued that if the wave

speed c was taken as the variable responsible for breaking,

the equilibrium range should obey (on dimensional grounds)

2 -3
S(w) = Bc w

In deep water, c 2 = g2/w2 and one recovers equation (3.4);

in very shallow water, c 2 = gh and the equilibrium range

becomes

S(w) = Bghw- 3

The measurements made in shallow water by Dreyer (1973),

Thornton (1976, 1977) and Vincent et al. (1982) confirm

the goodness of fit of the w- 3 equilibrium spectral shape

at high frequencies.

Following early work by Ijima et al. (1970), Sawaragi and

Iwata (1980) have suggested that an extremely shallow

water equilibrium range [with wave height/water depth <

0.4] could exist, with S(w) crw- l . In the Dresence of a

return flow from backwash the dependence would be modified

to w- 2 . Experiments in wave tanks, in water depths of

a few centimeters have provided some confirmation for the

presence of more than one equilibrium region, but these ideas

have not been confirmed by field data.
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3.7 Wave Generation

Two mechanisms appear to be involved in the generation of

waves by the wind. In the initial stages of wave growth

the turbulent pressure spectrum generates waves whose

phase speeds match the wind speed by resonant interaction.

This mechanism, investigated by Phillips (1957), results

in a linear growth of the wave spectrum. Once the waves

grow to a certain size they influence the atmospheric

turbulence themselves and wave growth becomes much more

rapid, increasing exponentially (Miles, 1957). Both of

these generation mechanisms have been parameterized in

spectral transformation calculations (e.g. Collins, 1972;

Cavaleri and Rizzoli, 1981) though there are some differences

of detail. The forms used, however, are not appropriate

to very shallow water where the waves are non-dispersive.

Vincent et al. (1982) argue that their field spectra from

between 36 m and 2 m water depth were significantly influenced

by wave generation, and comment that, due to the absence

of dispersion in shallow water, all parts of the spectrum

may receive direct forcing by the wind even in depths as

large as 17 m. If this is the case there is a clear need

for more study of shallow water wave generation.
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4. STATUS OF SHALLOW WATER WAVE MODELS

Just how well does the combination of ray tracing and wave

damping reproduce nearshore conditions given deep water

waves? We shall first take a critical look at some problems

arising in refraction studies and then review the success

of spectral modelling techniques in shallow water.

4.1 Factors Affecting the Accuracy of Ray Tracing

4.1.1 Parameterization of Depth

The computer refraction programs generally in use (Skovgaard

et al. (1975) review several examples) require depths to be

specified at grid points over the region of interest. The

programs then employ some method of interpolation to find

depths along ray paths, and to compute bottom slopes and

curvatures for use in wave height calculations (Munk and

Arthur, 1952). Three questions arise in chosing an

appropriate depth parameterization:

i) How small should the initial grid be?

ii) How should we smooth the grid points to minimize
the influence of erroneous data?

iii) How sensitive will the model be to systematic
errors in the depth?

Choice of a grid size will generally depend on the need to

resolve significant features in the bottom topography.

There appear to have been very few attempts to quantify

this. Skovgaard et al. (1975) varied the grid size over a

sinusoidal bar and compared the results from a computer

refraction scheme with an analytic solution, but their

coarsest grid spacing was only 4% of the bar wavelength,

giving errors in direction of I degree, and in wave height

of about 0.5%. Of course, a lower limit on grid size will

be related to the wavelength of the waves. A fundamental

assumption in the refraction equations is that the depth

does not change appreciably over a wavelength, so it
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should not be necessary to choose a grid size much smaller

than a wavelength. In fact Skovgaard et al. (1975) apply

a limiting condition which stops computation if the bottom

slope becomes greater than the ratio of depth to the

local wavelength.

Whether grid size is scaled to wavelength or the bottom

topography, it is likely that the optimum grid size would

need to be smaller in shallower water. Thus, for example,

Bryant (1979) used a 200 m grid size over the continental

shelf but reduced this to about 64 m in the inshore region.

It is worth noting that the criteria for choosing grid size

also apply to the independence of the wave rays, and initial

ray spacing is generally chosen equal to the grid spacing.

Some programs (e.g. Jen, 1969) add wave rays if divergence

causes the rays to become further apart than some multiple

of the initial spacing (1.5 in the example cited).

Abernethy and Gilbert (1975) made a careful study of wave

refraction in which they found that conventional refraction

diagrams were very sensitive to frequency, offshore

direction and position. This sensitivity is greatest in

those regions where the refraction coefficient is large.

The pairs of Figures (4.1 and 4.2) shown from their work

exhibits quite strikingly the small scale variability of

refraction diagrams.

In practice smoothing of the grid points is necessary to

avoid unrealistic effects, particularly on the spatial

derivatives of the depth, due to errors or local depth

variations. Poole (1975) compared observations of wave

refraction by aerial photography in Saco Bay, Maine, with

three computer refraction schemes, involving quadratic least

squares smoothing, cubic least squares smoothing and
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constrained bicubic polynomial interpolation with no smoothing.

He concluded that all techniques agreed 'equally well' with

the aerial photographs, apart from one anomalous ray in the

unsmoothed interpolation program, suggesting that the wave

crest locations were not sensitive to the smoothing used.

However the local wave height distributions varied sub

stantially between the models. Poole concluded that further

field work would be needed to determine which of the smoothing

techniques worked best in practice.

Bryant (1974) looked at the sensitivity of refraction patterns

to systematic errors in depth in a shallow water (depths

less than 16m) refraction calculation. As expected, errors

were most apparent where refraction was strongest, but Bryant

concluded that the ray paths were relatively insensitive to

the kind of errors which might arise from surveying errors.

Clearly, however, this kind of effect is strongly dependent

on the relative magnitude of the depth error and the length

of the ray path, and it is therefore difficult to find

general rules for assessing likely errors.

4.1.2 Treatment of Caustics

Although theoretical and laboratory studies of 'caustics'

(regions wh~re rays cross each other ) are relatively advanced

(e.g. Chao, 1971; Lozano and Liu, 1980), the practical

handling of caustics in wave refraction programs is generally

very primitive. Several approaches have been used. The

most common approach seems to be to allow waves to travel

through the caustics and simply recognize that calculated

wave heights close to the caustics will be in error. According

to Pierson (1972a) this is a reasonable approach if the

areas of interest are sufficiently far from caustics and

the wave does not break in the region of the caustic, since

theory shows that the main far field effect on a monochromatic

wave is only a phase shift. Bryant (1979) arbitrarily assigns

a maximum wave height increase of 2 around a caustic, based
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on laboratory and theoretical predictions. The DHI wave

refraction scheme, on the other hand, stops computing wave

rays which come within one wavelength of crossing (Skovgaard

et al., 1975), thus admitting to ignorance about conditions

near a caustic. Yet another approach, suggested by Bouws

and Battjes (1982), is to assume that each ray carries with

it a parcel of energy (a 'hydron'), and thus find mean

energies in the grid squares based on the number of rays

passing through the grid squares, regardless of whether they

cross.

As discussed earlier, the continuum of frequencies present

in a spectrum of waves prevents the wave amplitude becoming

infinite at a caustic and this conceptually reduces the

problem. The technique of Bouws and Battjes discussed above

implicitly recognizes this, since decreasing the grid size

around a caustic will be accompanied by an increase in the

number of rays per unit crest length, each carrying less

energYi in the limit that the grid becomes infinitely small,

the energy carried by the rays crossing at a caustic becomes

infinitely small also.

Nevertheless wave heights do increase significantly near

caustics, and the effects of diffraction and wave breaking

are not well handled, or understood, in practical situations.

There is a clear need for more quantitative testing of the

combined refraction-diffraction programs with field data.

Wave breaking near caustics also needs to be further investi

gated by field studies. As Pierson (1972a) comments, "it

seems rather simplistic to assume that some limiting height

to length ratio" (or height to depth ratio) "will determine

breaking, considering the very strange shape of the waves

near the caustic".
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4.1.3 Comparisons with Observations

There have been surprisingly few quantitative comparisons

made between monochromatic wave refraction calculations and

field measurements. Wavelengths and directions can be seen

in aerial photographs and have therefore been compared by

various authors (e.g. Poole, 1975; Bryant, 1974), but wave

heights are much more difficult to compare quantitatively.

Where wave height comparison have been made agreement has been

reasonable (e.g. Bryant, 1979; Aranuvachapun, 1977), but

the uncertainties in the observations and predictions are

very large. Figure 2.1 shows, as an example, the comparison

made by Bryant (1979).

Surprisingly, there also do not seem to have been any direct

comparisons between the monochromatic refraction schemes and

the spectral schemes for any natural site.

In conclusion, while present wave refraction programs appear

to be satisfactory in a regionally averaged sense, they are

locally very unreliable, and there is insufficient field data

at present to improve them. In regions with strong refraction,

and especially where caustics are predicted, existing models

should be used with extreme caution. The practical relevance

to navigation of wave refraction, has been exemplified by

Pierson (1972b), who discussed the case of the loss at sea

of two British trawlers.

4.2 Applications of Shallow Water Wave Models

4.2.1 Spectral Models

The full equation for the transformation of spectral energy

density S(k,x) in the presence of a current U(x) and non-
~ ~ ~ ~

conservative processes Q(k,x) [which include dissipation,

generation and nonlinear transfer process] is (Phillips,

1977)
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+ R·\7U = Q (4 .1)

where f is the radiation stress tensor (Longuet-Higgins
:>:

and Stewart, 1960,196l). For the case of no currents, and

Q set to zero this equation reduces to the simple form

given in equation (2.5) and it is with this form that

traditional spectral calculations have been made. However,

there have been a number of recent numerical calculations

which attempt to account for some or all of the mechanisms

included in Q. These results will be discussed briefly

in this section.

As noted earlier, Collins (1972) included wave generation,

a simplified form of bottom friction dissipation, and an

equilibrium spectrum form of wave breaking. Using the

ray tracing technique he calculated spectra for linear

parallel contours and for fully three-dimensional bathymetry.

Typical comparisons with observations are given in Figure

4.3. Fair agreement is found (no details are given of the

locations of Stages I and II). Collins remarks that the

much simpler parallel bottom model appears to work as well as

the three-dimensional model and suggests that two-dimensional

models may be adequate in many instances.

Cavaleri and Rizzoli (1981) used very similar techniques

to Collins (1972) to calculate wave spectra for the Adriatic

Sea and Tyrrhenian Sea. They included wave generation,

saturation and bottom friction, and for some of their results

needed to include a limiting breaker height as some
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proportion of local water depth. In this case waves are

entirely generated within the modelled region. Comparisons

with observations are only fair (Figure 4.4). In common with

Collins and others, they remark on the sensitivity of their

predictions to specification of the wind field, and

suggest that this is the main limitation on the accuracy of

their scheme. This is of course a problem with all wave

hindcasting models and has no special relevance to shallow water

transformations.

Wang and Yang (1981) present calculations and data for spectral

transformation within 900 m of the shore in very shallow

water. No generation effects were included but bottom

friction and a wave breaking criterion was used. Comparisons

with field data are highly variable (Figure 4.5) and generally

poor at both high and low frequencies. The inclusion of

friction, using a constant friction coefficient, generally

improved the comparison somewhat. The authors also show

the sensitivity of the model to the assumed direction of

approach of the incident waves (Figure 4.5).

Shemdin et al. (1980) present what is probably the most

complete calculation of wave spectral transformation in

shallow water. They include generation, bottom friction,

wave-wave interactions, percolation, and wave-induced bottom

motion. Comparison is made for transformation between 17 m

and 13 m depth over a propagation distance of about 18 km.

Examples of the comparisons are shown in Figure 4.6. It

can be seen that the agreement is generally very good, except

at high frequencies where the authors remark that wave

breaking, near-surface turbulence, and possibly strong

interactions with long waves are not adequately modelled.

It appears from these results that there is as yet

insufficient field data for an adequate test of the rather

sophisticated theory that exists to describe spectral
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transformation in shallow water. This lack of tests of the

theory makes it difficult to assess the value of including

the various generation, dissipation and interaction effects

in operational calculations. Unfortunately a satisfactory

test would require a great deal of instrumentation and may

take some time to achieve. Airborne remote sensing techniques

hold some promise of providing the required data (Pawka

et al. 1980).

Although the addition of bottom friction, nonlinear inter

actions and other effects does appear to improve the

predictions under certain circumstances, the improvement

is only achieved at the expense of substantial computing

time (as an extreme case, Freilich's (1982) calculation of

wave-wave interaction took 100 hrs. of integration on a

fast (Perkin-Elmer 8/32) minicomputer with highly optimized

code to compute 8 spectra and associated cross-spectra).

Inclusion of some of these effects will probably only be

justified under circumstances where the most accurate

results are required for engineering design or analysis

purposes.

4.2.2 A Simplified Wave Height Model

Often the engineer needs only wave height information in shallow

water and not the complete one or two-dimensional spectrum. Then

a significant wave height, proportional to the area under the

frequency spectrum, will suffice, and the expense of computing

a spectral result by the methods described above can be avoided.

Vincent (1982) has described a method for obtaining a depth

limited significant wave height, H~, based on the shallow-water

spectral form described by Kitaigorodskii et al. (1975). This

spectral form provides an estimate of the upper limit on energy

density in water depth h as a function of frequency and wave

generation as expressed in the Phillip's parameter a. Using a low
frequency cutoff value f , the spectrum is integrated toc
give the depth-limited 'significant' wave height H~,

H£ = 4 [f: ag2~(Whl/(2nl"df]l (4.2)

¢ is a function involving frequency, depth and gravity

(Kitaigorodskii et al., 1975). Typical curves for H~ are
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shown in Figure 4.7 for three different cutoff frequencies.

Use of this method requires estimates of f c ' from wave

measurements in deep water, and a which can be obtained from

the spectral peak frequency f p and the wind speed U using the

relationships derived by Hasselmann et al. (1973). f p must

be obtained from measurements or hindcasts.

One interesting result of this approach is that for the

condition 2nf/h/g < 1,

1 .1-1= TI (agh)2 f c (4.3)

showing that H£alh when the primary spectral components

are depth-limited. On the other hand, the monochromatic

depth-limited wave height Hd varies linearly with h. Support

for the Ih variation is shown in Figure 4.8 from measurements

made by the Coastal Engineering Research Centre, U.S. Army,

(CERC) (Vincent, 1982). We note that the water depths in

Figure 4.8 are very shallow, ranging from 10 down to 1 m.

Because the value of H£ is derived from the area under the

spectrum it corresponds with the deep water definition of

significant wave height, Hm , calculated from the varianceo
spectrum. For most practical purposes Hmo ~ H

I
/ 3 in deep

water; as Vincent points out, however, H£ will be different

from Hl / 3 in shallow water but by a presently unknown amount.

In conventional practice HI / 3 is usually specified in deep

water and is then refracted and shoaled into shallow water

until HI / 3 > Hd at which point HI / 3 is set equal to Hd . Vincent's

work shows, however, that H£, which is proportional to IE, is

normally much less than Hd . The spectral approach thus points

to a different interpretation of the shallow water results

from that usually made in coastal engineering practice.

Vincent (1982) argues in favour of H£ as a significant wave

height appropriate in applications where the energy is of

concern, and suggests that Hd be regarded as a maximum

individual wave height. The relation between H£ and the
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Figure 4.8 Variation of wave height with square root of
depth, 25 October 1980, Duck, North Carolina.
Solid line is based on measured a and f c .
Dashline represents monochromatic theory with
H=0.5 h. From Vincent (1982).
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spectrum area is based on a Rayleigh distribution of wave

heights. In shallow water this distribution has been modified

to include depth (Massel, 1978) i just what effect the

difference in the distribution functions for wave height would

have on the interpretation of H£ has not been reported.

ctral Model

An alternative to the spectral models based on equation (4.1)

is obtained by numerically integrating the Boussinesq equations

for irregular wave boundary conditions. Abbott et ale (1978)

have computed solutions to these equations in the form derived

by Peregrine (1967) and to extensions to those equations

incorporating frictional effects and porous media flows.

The equations are applicable to the propagation of long waves

(i.e. where the wave length is still large compared with the

water depth) in arbitrary directions and having small to

moderate amplitudes (Ursell number «0(1». This approach

has the advantage that refraction, diffraction and reflection

processes are modelled within the one scheme. Dissipation

by bottom friction is included.

The high-order terms in the Boussinesq-type equations are

rewritten using the linearized wave equations (see e.g.

Long, 1964) to provide forms suitable for finite difference

approximation. Solutions are obtained on a regular grid of

points using an implicit finite-difference scheme accurate to

third-order in all differentials and coefficients. The

scheme evolved from the alternating direction implicit method

published by Abbott et ale (1973) for the shallow-water

long-wave equations (hydrostatic pressure distribution) i

further details are given in Abbott (1978).

Because this numerical scheme is implicit the time-step

is independent of the grid size. Performance testing by

Abbott et ale (1978) has shown that in many applications
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run at a Courant Number l of approximately one, the number

of points per wavelength in time and space could be reduced

to as low as 6, which provides time steps of about 1 sand

space increments of the order of 10 m. Cnoidal wave solutions

were accurate in the sense of negligible amplitude and phase

speed errors. Solutions calculated at larger Courant

numbers are possible but would require greater wave resolution

for accuracy so that little or nothing would be gained in

computational efficiency.

Comparison of numerical results for shoaling waves with

experimental data (Madsen and Mei, 1969) is shown in Figure

4.9. Here the wave crest elevations and wave heights

(non-dimensionalized by the deep water amplitude no) are

plotted for comparison purposes. The agreement between

computed and observed results is quite satisfactory, particu

larly the departure from linear theory for relative depths

less than about 0.30. In another application, Hanstholm

harbour in Denmark was modelled in two-dimensions with the

numerical scheme and results for the wave amplification

factors derived from the mathematical model were compared with

physical model results (Figure 4.10). Again, the agreement

is within the experimental error of the observed data.

1 The Courant Number is defined as the ratio of the

integration time step 6t, to the critical tim~ step

6t = 6X/C+ where 6x is the spatial increment and c+c _ _

are the wave celerities generated by the governing

differential equations.
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5. TOWARD PRACTICAL MODELLING SYSTEMS

To conclude this review of shallow-water wave modelling we

return to the problem of estimating design wave conditions

for sites or areas where bathymetric effects are important

and where the basic deep water wave information will be

derived from meteorologically-based hindcast models. Two

figures are presented (Figures 5.1a and 5.1b) to illustrate

the relevance of this type of modelling: the first shows

that portion of the southern Beaufort Sea where the water

depths are shallow enough to refract and shoal 10 second

period waves, and the second shows the analogous situation

for 12 second period waves on Sable Island Bank. The majority

of the proposed offshore oil and gas production facilities

fall within the shaded regions. Thus accurate wave prediction

in these areas must incorporate refraction and dissipation

processes.

We shall consider the deep water information to be derived

from conventional discrete spectral wind wave models; for

a review of these models see Dexter (1974), Resio and Vincent

(1979), Cardone and Ross (1979), and Earle (1981). In

this class of model the wave energy density is parameterized

into discrete frequencies and directions at each grid point

of a regular mesh laid over the area of interest. When used

for ocean-wide wave prediction the mesh must necessarily

cover the whole ocean; in this way local wind-sea and swell

are continuously modelled throughout the solution domain.

Consequently the grid spacings used are rather coarse, of

the order of 100 to 300 km, to keep computational costs

within reasonable limits. For most structural design purposes

the local wind-sea during severe storms is of primary concern;

swell, if it is important, can be introduced as a boundary

condition to the wave energy calculation so that we

do not necessarily have to think in terms of meshes
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covering the entire Atlantic Ocean for wave prediction on

the Canadian East Coast.

Three discrete spectral models have been applied in Canadian

waters and are useful for reference in the following

discussion. Resio's (1981) model is presently under 

development by Fisheries and Oceans for applications in a

hindcast mode, and the SAIL (Greenwood et al., 1982) and DHI

System 20 (Hodgins, 1983i $and et al., 1982) models have been

applied by the offshore oil industry. Each model has both

merits and demerits: Resio's model is based primarily on

parameterizing the nonlinear wave-wave interaction process,

the SAIL model incorporates a sophisticated growth formulation,

also modelling the wave-wave interaction process, and the

DHI System 20 model incorporates refraction into the energy

propagation scheme, but neglects the wave-wave interaction

mechanism in modelling spectral growth. In terms of oceanic

hindcasts each model can be verified and the differences

between them are not central to the discussion here. The

DHI System 20 model is, however, the only one to attempt

including the shallow-water effects directly into the energy

conservation equation and solve for them at every time

step.

5.1 Consideration of Scales, Resolution and the Consequences

To adequately hindcast deep water wave conditions the spectral

model must resolve the temporal and spatial variations of .

the weather system, the coastlines and any islands which may

produce spatial variations in the wave fields due to sheltering.

Moreover, it must incorporate major bathymetric features

if these modify low-frequency energy propagation. We are

considering here not shoaling conditions, but refraction

by the outer shelf in Mackenzie Bay, Sable Island Bank,

Banquereau Bank or the Grand Banks of Newfoundland. Finally

it must cover the range of wave frequencies (or wave
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numbers) to be expected and resolve these adequately well

to give good low-frequency detail where this is important.

To model the shallow-water transformation of wave energy

the important bathymetric details must also be resolved,

down to a lower limit of about one wave length. These

scale and resolution requirements are summarized as order

of magnitude estimates in Table 5.1. The storm system size

is based on two diameters of large winter storms on the East

Coast so that wave growth due to winds on the leading edge

of the system is modelled, as well as growth due to winds

on the trailing side, as the storm moves past the site.

The resolution requirement of 50 km reflects about the

largest grid spacing possible for modelling the variations

in wind on either side of and along fronts embedded in

these large-scale storms. Individual waves are included in

Table 5.1 at the smallest scales to reflect the resolution

requirements of a model that integrates Boussinesq-type

equations such as described in Section 4.2.3. This order

of detail would not be relevant to shallow-water spectral

or wave-ray tracing calculations. Finally, frequency and

direction ranges are given, together with desirable discreti

zations.

A complete solution to an energy conservation equation like

(4.1), taking the wind field as input and predicting wave

spectra in shallow water, along the shoreline of Sable

Island of Mackenz Bay for example, would require a grid

large enough to model the storms with a spacing small enough

to resolve the near-shore bathymetry. As an extreme example,

for a uniform grid the number of mesh points would be

of 0(10 9 ) (using the dimensions given in Table 5.1). If the

spectrum has 30 frequencies by 24 directions,or 720 degrees

of freedom, then 0(10 12 ) spectral components would need to

be computed at every time step, 6t.
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Table 5.1

Scales and resolution requirements for
a wave modelling system.

Physical Size Resolution Comment
Feature (m) (m)

storm system 3 x 10
6

5 x 10
4

[1] cover all fetches relevant
to site; must resolve weather
system fronts and their
motion

coastlines 1 x 105 2 x 10
4 delineate fetch properly

and resolve coastline features

marginal 1 x 105 2 x 10
4

resolution consistent with
sea ice quality of ice data
zone available

islands 1 x 10
4

2 x 10
3

resolve features such as
Sable or Herschel Island

bathymetry 1 x 10
3

1 x 10
2

resolve bottom features
(detailed) important to refraction,

shoaling or reflection

waves 1 x 10
2

10 resolution to give 10 points
per wavelength

wave Range Resolution Comment
spectrum

frequency 0.04 to O.OlOHz [ 2] gives 30 frequency bins
0.33 Hz

direction 0 to 15° gives 24 directional bins
360°

[1] f'..s,\; 0(10 4 ) probably required to resolve Arctic low systems
in Beaufort Sea (see Hodgins, 1983), where f'..s = grid spacing.

[2] Gives barely adequate resolution for periods above 16 s;
non-uniform frequency discretization is desirable but yields
a more complex computer code.



- 62 -

In storms characterized by transitory lows the rate of

change in wind speed and the behaviour of the growth terms

in the discrete spectral model implies a maximum time step

for adequate resolution. This is usually governed by the

temporal resolution of the atmospheric data available to

drive the model--in most cases this is 3-hourly data at

best.

A modelling consideration may, however, be more important

than the wind field data in determining the time step.

The spectral models use finite difference methods to solve

the propagation term (~ + ~) ·VS in (4.1) and most of these

schemes are limited by the CFL linear stability condition

(Richtmeyer and Morton, 1966). They require the operational

Courant Number, C , to be less than one; this makes the choice
r

of 6t dependent upon 6S and Iv + ul ,the combined 'group
~ ~ max

velocity' of the wave energy. The DHI System 20 uses a

Lagrangian scheme which is not stability limited to Cr :5 1,

but from a purely programming point-of-view it is most

conveniently run at this condition for the treatment of

boundary data.

Thus if Cr = ( Iv + ul6t )6s = 1,
~ max

6t 'V
6s

max
I~ + ul

(4.2)

For f = 0.04, v - 20 m/s; say U 'V 1, m/s then 6t 'V 0.056S
~ max

in seconds. If the value for 6S is 0(10 2 ) m to resolve the

bathymetry for refraction and shoaling conditions, then

6t 'V 5 s. For a storm lasting 36 hours to peak conditions,
max

and allowing spin-up time for the model (matching of initial

conditions to the actual wind field), this time step gives

about 3 x 10 4 solution steps. Combining this with the

number of spectral components per time step derived above
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yields 0(1016) solution values for the storm. Typical

computer times are 0(10- 4 ) CPU seconds per value (DHI

System 20 model including refraction) which gives a run

time of 0 (10 12 ) seconds, or 30,000 years. One would be

far better off to measure the required wave data!

Although an extreme example, this argument shows why spectral

models are run with spatial increments of 50 to 300 km,

and also why considerable effort is devoted to reducing

the number of degrees of freedom in the spectra, parti

cularly for high frequencies which are usually saturated

in storm conditions. It also points out very clearly the

need for nested grids with increased resolution only in those

areas which require definition of islands or important bottom

features, and the use of an efficient refraction calculation

to provide wave spectral data in shallow water. A recommended

modelling strategy is discussed in the next section, together

with data requirements for developing and verifying these

models.

5.2 A Recommended Strategy

To date the deep water wind-wave models applied on the

East Coast have not attempted to incorporate Sable Island

into the grid and model its influence on the wave field

over Sable Bank. This would be an import~nt step, however,

for providing accurate boundary data to any subsequent

calculation of refraction and shoaling. The situation in

the Beaufort Sea is slightly different in that the major

concern of the deepwater model is to provide accurate

boundary data incorporating the influence of moderate

refraction by the continental shelf, as close as possible

to the shoreline. In this way the areal coverage required

in a shallow water refraction and shoaling model is minimized

for any given near-shore site. This was attempted using a

40x40 km grid in a hindcast study of the area with the DHI
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System 20 model (Hodgins, 1983) but this grid spacing is

still too coarse to give good resolution of the bathymetry

in Mackenzie Bay.

Thus we recommend the development of automatic change of

scale capabilities within one or more existing deep water

wind-wave models. This would be done by dividing the base

grid, with a spacing of say 45 to 50 km, into a nested grid

with spacings of perhaps 10 to 15 km, over an appropriate

subregion of the modelled area. The wave growth, decay

and propagation calculations would proceed from the coarse

grid to the fine grid, and vice versa, within one execution

step so that there would be no loss or distortion of

propagating wave energy between the grids. Because of the

CFL stability condition noted above, the propagation schemes

used in some of the wind-wave models would need modification,

essentially to schemes where the time and space steps are

independent. The deep-water model must also include depth

and current refraction in areas where these are important.

To obtain wave spectra at shallow-water locations with depths

ranging from about three to thirty metres we recommend the

development of a spectral refraction model based on reverse

ray tracing into deeper water. This model would provide a

directional energy frequency spectrum at the site after

refraction, shoaling, dissipation, and possibly growth

effects. The refraction and shoaling aspects would follow

the approach used for example by Abernethy and Gilbert (1975).

However, the method of including dissipation terms requires

careful study, in particular for parameterizing bottom

friction for a range of frequencies and other mechanisms

such as percolation, bottom motion, and reflection that may

be important in certain areas.
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While this type of shallow-water model would not reproduce

all the nuances of spectral transformation, such as finite

amplitude effects leading to wave splitting or harmonics

of the peak frequency, it would provide a practical modelling

approach giving useful wave data. Moreover the required

boundary conditions are directly available from the deep

water models discussed above.

As we have noted earlier there is very little quantitative

comparison between model results and shallow water wave

height or spectral data. Model developments such as recommended

here should logically be accompanied by measurement programs

for two reasons. First the data are needed to calibrate

empirical coefficients in the dissipation, and possibly

growth terms. Second, data are required to validate the

model results and to assess how important finite amplitude

and current effects are for given areas. Because the primary

output of the model is a directional spectrum, we recommend

that field programs be designed to measure this type of

spectrum both in deep and shallow water. In this way

detailed spectral verifications can be made in addition to

comparisons of such integral measures as mean wave direction,

wave period or significant wave height.
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