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ABSTRACT

I review the present procedures used to calculate the spectra of

wave data. I suggest a coarser rate of sampling of the data, the use

of interpolation to search for the frequency of the maximum power and

the calculation of smoother spectra over broader bandwidths, and recom­

mend the use of the method of maximum entropy because it does these

tasks effectively.

RESUME

J'examine les methodes actuelles qui servent a determiner les

spectres des donnees de mesure des vagues. Je propose une fa~on plus

simple de prelever les donnees, 1'utilisation du procede d'interpolation

pour trouver la frequence de la puissance maximale et le calcul de

spectres plus reguliers couvrant une largeur de bande plus grande; de

plus, je recommande 1'utilisation de la methode d'entropie maximale qui

permet d'effectuer efficacement ces travaux.
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Recommendations

1. Decimate the wave records to a lower sampling rate.

2. Lower the sampling rate of the instrument in the field to the new
rate of sampling established.

3. One should calculate smoother spectra over broader bandwidths for

the wave data.

4. The peak period should be interpolated from the calculated values

of the spectrum over at least three bands.

5. Secondary peaks should be picked out, identified and localized

whenever they are significant.

6. Round off the value of the significant wave height to the centimeter

n

7. Use the maximum entropy method program to calculate the spectrum of
wave data.
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INTRODUCTION

The 30 records collected at Station 140 (Zapata Ugland) are
to test various forms of processing in order to evaluate programs

sed to cal ate power spectra.

1. SAMPLING RATE

For any band limited signal (Z(s) = 0 Isl~ sf)' the maximum spacing
between samples is:

sf is the folding frequency beyond which the spectrum Z(s) is zero. All
observed time series are band limited and sf is determined by the design
of the instrument and not by the signal to be measured. A properly designed
instrument should respond to all the frequencies of interest in the phen­
omenon to be investigated. The folding frequency of the instrument can be
found a posteriori from the record collected with it. For the 30 wave
records collected at Station 140 (Zapata Ugland) Table 1 gives the threshold
frequency beyond which the power is less than 1%, .1%, .01% and .001% of the
peak power of the individual spectrum. These values can be used to locate
approximately the folding frequency. The shortest period found for the 30
samples is 2.2,1.4, 1.3 and 1.1 sec for the threshold values indicated.
Clearly the instrument does not respond to any oscillation with a period
less than 1 second. If this is physically acceptable and no change in
design of the instrument is contemplated, the present sampling rate should
be adjusted to the folding frequency sf of the instrument as it is. Take:

sf ~ 1/1.3 cis to .01% of the peak power

cis to .001% of the peak power

which, according to the sampling theorem, implies spacings of:

~t = .65 sec at .01% and .50 sec at .001%.



Table 1. Search for the folding frequency by identifying the threshold
frequency beyond which the power is less than 1%, .1%, .01% and .001% of
the peak power in the individual spectrum. (The maximum entropy method
program was used to obtain these results from Station 140).

Frequency (peri ad) beyond whi ch the power is 1ess than the percentage indi cated.

Record < 1% < .1% < .01% < .001%
s T s T s T s T

(c/sec) (sec) (c/sec) (sec) (c/sec) (sec) (c/sec) (sec)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

.35

.31

.34

.33

.38

.42

.40

.41

.38

.37

.30

.34

.35

.31

.34

.31

.28

.29

.32

.38

.46

.42

.42

.45

.43

.38

.29

.31

.33

.27

2.84
3.23
2.96
3.00
2.63
2.40
2.51
2.45
2.67
2.74
3.39
2.96
2.84
3.18
2.92
3.23
3.56
3.50
3.09
2.63
2.18
2.40
2.40
2.25
2.34
2.60
3.44
3.18
3.05
3.68

.64

.59

.63

.61

.65

.67

.67

.61

.65

.58

.53

.57

.60

.56

.61

.55

.49

.54

.54

.62

.68

.68

.69

.69

.67

.63

.62

.50

.57

.47

1.56
1.71
1.58
1.63
1.55
1.49
1.50
1.64
1. 53
1.72
1.89
1. 75
1.68
1. 78
1.64
1. 81
2.05
1.86
1.86
1.60
1.46
1.48
1.44
1.44
1.49
1.58
1.62
2.01
1. 75
2.11

.72

.72

.73

.70

.74

.74

.79

.72

.72

.71

.70

.72

.72

.72

.73

.72

.70

.71

.70

.73

.75

.75

.75

.75

.75

.73

.69

.68

.70

.69

1. 39
1. 39
1. 37
1.42
1. 36
1. 35
1.26
1.39
1. 39
1.40
1.43
1. 39
1. 39
1. 39
1. 38
1. 39
1.43
1.40
1.42
1.38
1. 33
1. 34
1. 34
1. 33
1.34
1.38
1. 44
1.46
1. 42
1.45

.92

.78

.79

.78

.85
> .94

.87

.78

.77

.76

.75

.77

.76

.76

.77

.76

.76

.76

.76

.78
> .94

.82
> .94
> .94
> .94

.80

.76

.75

.75

.75

1.09
1. 28
1.27
1.28
1.18

< 1.07
1.15
1.29
1.30
1. 32
1. 35
1. 30
1. 32
1. 32
1. 30
1.32
1. 32
1. 31
1. 31
1.29

< 1.07
1.23

< 1.07
< 1.07
< 1.07

1.25
1. 32
1. 33
1. 33
1. 34

.28 .... 46
Range of frequencies

.47 .... 69 .68 .... 79 .75 .... 94 (c/s)

Maximum frequency

.46 .69 .79 .94 (c/s)

2.2

Minimum period

1.4 1.3 1.1 (sec)

< .001 % (max power)
.532 (sec)

1.88

< .01%< .1 %
1.09 .72 .633

I .92 1.38 1.58 I
------~I 'I" 3 samples/2 sec I----------_-1

< 1%To
lit =
samples/sec =

'I" 2 samples/sec

Taking 2 samples/sec insures that more than .99999 of the power is truly
sampled and that there is danger of aliasing at most .00001 of the power
present in the record.
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The actual sampling rate is:

7.5 samples/sec

so that:

~t = 2/15 = .133333 sec.

It is excessive by a factor of 5 at .01% and of 3.75 at .001%.

Recommendation

1. Decimate the wave records to a lower sampling rate.
2. Lower the sampling rate of the instrument in the field

to the new rate of sampling established.

Implementation

I note, using the original spacing ~to = .133333 sec, that:

4 ~t = .533 seco
which is very close to the sampling time step of ~t = .532 sec corresponding
to the folding frequency of sf = .532 cis at the threshold of .001%. I
noted also that 5 ~ to = .667 sec is 1arger than the step of ~ t = .633 sec
corresponding to the threshold of .01%. If we wish to keep the original
time step in the installed electronic which must be 1/7.5 sec and avoid
interpolation of the data to obtain a new time step of .633 sec, an obvious
decimation procedure is to pick lout of 4 from the original data.

Present data 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Decimated
data

t t t t
1 +~t+ 2 3

~t = .533 sec

3

4 rate of sampling 1 sample/.533 sec
1.875 sample/sec
7.5 samples/4 sec
15 samp1es/8 sec.



1.1 Advantages of the new rate of sampling

With a new rate of sampling of 7.5 samples/4 sec:

a) sible iasi spectrum is
reduced to some .001% of the power present;

b) the data ently on record can be decimated
simply by picking lout of 4 of the original
data without any need of interpolation;

c) the bulk of the data in storage is reduced by
a factor of 4, thus reducing the space needed
and cost of maintaining the archives;

d) the sampling rate of the instrument in the

field being reduced by the same factor, its
span of observations may be prolonged; and

e) the decimation reduces the CPU time by the

same factor each time the data is handled by
the computer.

2, MUM BANDWI

The bandwidth over which the spectrum is ved is determi
duration of the observations with respect to the set of frequencies present
in the record. The exact spectrum is given by:

00

Z(s) = lit L:
j= _ 00

z(jlit) e-27Tijlit s (1)

where the samples {z(jlit)} are taken at time intervals satisfying lit ~ 1/2s f ,
One may sample at any rate one likes provided lit ~ 1/2s f : the sum (1) will
always represent the true spectrum (sampling theorem). In practice one tries
to sample at the coarsest rate compatible with the sampling theorem so that
aliasing is all but eliminated while the number of samples is kept to a strict
minimum. We have seen that for the wave data records, a rate of 15 samples/8
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seconds (1.875 samples/sec) insures that less than .001% of the power will
be aliased.

The concept of minimum bandwidth arises at the moment one tries to
estimate Z(s) from a finite set of samples:

where we have a set of 2N+l observations covering an interval of time
2T = 2N~t. I call the calculated spectrum Z2N+l and I presume that it
approximates the exact but unknown spectrum Z(s). In fact:

sf

f
Z(s .) sin ['IT( N+i) (s- s ' )/ sf]

Z2N+l(s) = ds'
2sf sin ['ITt (s-s')/sf]

-sf

(2)

(3)

in terms of the true spectrum. The spectrum derived from the data is therefore
a smeared version of the exact one and the estimates of Z(s) at closely spaced
frequencies are not independent of each other.

If the spectrum consists of only two spectral lines, the true spectrum
is given by:

Z(s) = alo(s-s') + a2o(s-s')

where o(s) is the Delta function and sl' s2 are the frequencies at which the
spectral lines exist. The spectrum estimated from the sample will be:

Z2N+l(s)

The function sin nx/sin x with Ixl < 'IT is shown in Figure 1.

5
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Fig. 1. Diagram explains the concept of the elementary frequency band. The de­
phasing (separation) between two spectral lines is proportional to the interval
of observation. For the interval shown, the two lines can just be recognized
from the diffraction pattern created by the truncation of the observations to n
units of time. Reversely this determines the minimum spacing between spectral
estimates for this interval of observations.

If the two lines lie within n/n cycles from each other, they will blur each other.
They can only be resolved if their frequencies sl and s2 satisfy:
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Equation (4) gives a guideline as to
the initial calculations of the spectrum;
than one over twice the interval of

or

the minimum frequency spacing for which two lines can just be distinguished;
it clearly depends on the interval of observation 2T = 2~t. I call:

the elementary frequency band. Note:

~s = sf/(2N+l) ~ l/(26t(2N+l)) ~ l/4T

since sf ~ l/26t from the sampling theorem. It is a waste of time to try to
resolve the spectrum at a spacing finer than:

6S ~ l/4T

2T is the interval of observations.
which size of bandwidth to select in
which says that it should be coarser
observations.

In practice we may calculate spectrum over narrower dths
keeping in mind that the estimates are not independent of each other and that
the computational task is increased unnecessarily.

The above considerations apply to a deterministic signal from which all
noise is absent. If noise is present as is the case in all observations, an
irreducible variability is introduced into the calculated estimates of the
spectrum which does not decrease with more prolonged observations. It is
necessary to reduce this variability by procedures which will be described
later. In practice, a manipulated power spectrum will be presented over
bandwidths of:

10 + 20 ~s

7
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For wave records:

2T ~ 20 min

~s = 1/40 min = 1/2400 sec = ,00042 cis

A practical bandwidth should be of the order of:

.00417 + .00833 cis

if the whole series is retained. If the record is divided into 8 subsequences,
the elementary bandwidth is .00336 cis and the final spectrum should be pre­
sented over bandwidths of:

.0334 + .0666 cis

The present bandwidth in the wave spectra program is:

.00833 cis (.5 cis 160)

which is too fine and gives a very jagged spectrum.

2.1 Smoothing of spectra

As previously mentioned, increasing the duration the ervations

does not decrease the intrinsic variability of the s estimates al-
though the estimates will become statistically independent at closer fre­
quency intervals. The only way to reduce the variability of the estimates
is to manipulate them by suitably devised operators called windows. The
most elementary smoothing operator is the average operator. One may average:

a) successive estimates at the same frequency, or
b) estimates centered around a given frequency.

To get successive estimates of the spectrum at the same frequency for
a given set of observations one must breakup the sequence into smaller
sequences. Automatically this forces us into coarser resolution bands. To
average estimates around a given frequency, these must be sufficiently in-
dependent statistically make the average successful; if the true spectrum
varies rapidly over these frequencies, there will be a loss of resolution.

8



This is unavoidable: we are caught between resolution and stability and
the optimum situation consists in a compromise between the two extremes.
I note first that a) called the "Bartlett" smoothing procedure, consists
in wave climate program to calculate:

1 8
I(s) - - L

8 i=l
z. (s)

1

is exa~ equivalent to calculating the spectrum of the whole set of
data {Z(j~t)} j€ (-N,N) and applying the window:

N (Sin TISM)2

TIsM

where M= 2T/8, the length of the shorter series, to the spectral estimates
so that:

I (s) =£00Z(s_S I) M (S i nITS 1M) ds I
'ITS 1M

..J:X)

In practice the function (sin x/x)2 is significant only between the
quencies ± 11M and one multiplies the discrete spectral estimates by its
values at the discrete frequencies. In the case of the wave data
11M = .003333 cis and the spectrum could be initially calculated at a
spacing of some .00126 cis to have enough samples to weigh.

Procedure b) allows the calculation of the spectrum over narrower
bands and the variance is reduced by a factor equal to the number of spectral
estimates lumped into a single band. The program using procedure a) is the
one currently applied to wave records. The program using b) is in general
use throughout MEDS and I will call it FFT hereafter.

Recommendation

One should calculate smoother spectra over broader bandwidths for the
wave data.

9



Implementation

This will be discussed after the comparison between conventional
Fourier spectra and maximum entropy spectra.

3. COMPARISON BETWEEN CONVENTIONAL FOURIER POWER SPECTRA AND POWER
DERIVED FROM MAXIMUM ENTROPY

A sequence of observations are given:

which has a spectrum:

Z(s)

which must be estimated from the samples. The conventional method of cal­
culations is to evaluate the approximation to the spectrum:

N
Z(k~s) = ~t ~ z(j~t)e-2TIij~tkS

j=-N

using the algorithms developed by Runge in 1903 whi were ai
details in a set of lectures given in 1924; these were put into
use by Cooley and Tukey in 1965. The power spectrum is obtained by cal­
culating:

where a and b are the real and imaginary parts of Z(k~s) the spectral
estimate at the frequency k~s. As we have seen, the estimates are averaged
over a few bands or over the same frequency using subsequences of obser­
vations in order to increase the stability.

There is a hidden hypothesis behind this procedure; it is that z is 0
beyond the span of observations, in the past and in the future. If the
function z(t) is defined only over the interval (-T,T) its Fourier series
represents a periodic extension of z(t) over the whole t interval (Godin 1972).

10
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We get the power spectrum !z(s)12 we are looking for, by noting that the
spectrum of the filtered sequence is:

Its power spectrum is:

!Z(s)/2I l + l: d e- 27Tik£).tS!2 = P
k k k+l

the variance or power spectrum of the noise which is determined from the
autocorrelations by recursion.

The desired power spectrum is:

The number of lags k is found empirically: too many make the spectrum
wiggly, not enough make it too smooth. The practical advantage of the
maximum entropy method is that it gives an immensely better resolution of
the peaks if they are present in a short sequence of data (see Figure 2).
Both methods should give identical results for longer series. Using one in
preference to the other is simply a matter of taste and of the quality of the
programs available.

12
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g. 2. Comparison between the power of resolution of the FFT and the MEM
on a record consisting in a single period of a signal over which 10% of
whi te noise has been added (from Ul rych 1972).

4. INSPECTION OF THE WAVE SPECTRA AT STATION 140 USING VARIOUS BANDWIDTHS
FOR THE FAST FOURIER TRANSFORM AND THE MAXIMUM ENTROPY METHOD

I have calculated the spectra of the 30 records at Station 140
covering the interval 10:00 25/11/79 + 1:00 29/11/79 using:

a) the original wave climate program for bandwidths of
.00833 c/s the bandwidth actually used;
.01667 c/s (twice as coarse);
.0333 c/s (4 times); and
.0667 c/s (8 times);

13



b) the FFT program in current use at MEDS with a bandwidth
of .0114 cis (equivalent to a bandwidth of .0910 cis in
the wave climate program because the full length of the
records is used in the calculation of the spectrum);

c) the Maximum Entropy Method program (MEM) as written by
John Taylor. After some experiments some 43 terms were
retained in the whitening filter and the spectrum was
calculated over bandwidths of .004688 cis.

The calculations did not stop at s = .5 cis in b) and c) as in
program but continued until it was clear there no longer was any energy.
computing times for going through the 30 records of Station 140 were for
FFT and MEM:

wave
The

the

CP
IO

FFT (200 bands)
188.7
139.2

MEM (200 bands)
112. 1 seconds
80.4 seconds

Now review the spectra for appearance and for consistency in the calculation

of the two parameters, the peak period Tp and the significant wave height
SWH. The wave climate spectra, at the usual resolution, are peaky and prob­

ably contain spurious oscillations due to the overresolution. Those done
with the coarser bandwidth of.01667 cis give essentially the same information
but with less peakiness. The coarser bandwidths do delete some information
about the peaks. The FFT plots at .0114 cis reproduce almost all the details
of the standard plots of the wave climate and do exhibit some peakiness too.
The MEM spectra are smoother (because of the limited number of weights), are
normalized with the normalization clearly indicated, give the limits of con­
fidence of the peaks in words and in graphic form in the log plot of the power.

They have a very good appearance and had they contained the additional inform­
ation of peak period and significant wave height, would give all the information
needed for wave spectra. In appearance therefore, the MEM plots are much more
appealing than those derived from conventional Fourier methods.

14



4. 1 Location of peaks

It is quite important to locate the main peak of the wave spectrum
accurately especially in the low frequencies because a slight change in
location there affects the value of the peak period appreciably. Notice
first that the practice of locating the peak period at the maximum value
of the calculated spectrum is not correct: the peak of the spectrum may
fall to the right or to the left of the band and in low frequencies, this
may make a significant difference. Looking at record 2 of Station 140,
the MEM located the maximum calculated value of the spectrum on frequency
s = .098438 cis. If we take this as the point where the spectrum is
maximum as is the practice in wave climate, the peak period would be:

Tp = 10.16 sec

In fact, the MEM program interpolates between the calculated values of the
spectrum and locates the peak on s = .09575 cis which gives a peak period of:

Tp = 10.44 sec.

Recommendation

The peak period should be interpolated from the calculated values of
the spectrum over at least three bands.

Implementation

One could use parabolic interpolation for instance. Write the curve
of the spectrum as:

y = ax2 + bx + c

where x is the frequency and a, b, c, are constants to be determined
from the values of the spectrum around which the maximum is located.

15



At the maximum:

ay/ax = 0 at x = xo the location of the maximum

ay/ax = 0 ~ 2axo + b = 0 so that the frequency of the peak value is:

x = -b/2ao

Call the three frequencies xl' x2 and x3' The central frequency is x2
and we have:

where d is the bandwidth, At the three points we have:

2Yl = aXl + bX1 + c

e constant c is not needed. By elimination:

2 2
Y3 - Y2 = a(x3 - x2) + b(x3 - x2)

2 2
Y2 - Yl = a(x2 - xl) + b(x2 - xl)

Using the bandwidth value d between the XiS, we get:

X
2 2 2d d2
2 - xl = x-

222x3 - x2 = 2dx + d

16

where x = x2



so that:

and

so that:

1 x
b = 2d [(Y3-Y2) + (Y2-Y1)] + 7 [(Y2-Yl) - (Y3-Y2)]

The second term represents a correction term which locates the peak a bit
more accurately to the right or the left of x2 depending on whether it is
positive or negative. Let us check this parabolic interpolation formula
for record 2:

x2 = .098438 Yl = 900.6685 Y2 = 1000 Y3 = 694.8551 d = .004688

.004688 99.3315 - 305.1449
e = =-.00119272

2 99.3315 + 305.1449

so that:

Xo = .098438 - .00119272 = .09724.

This value differs quite significantly from the Xo given in the listing,
.0957483421, obtained by using a routine which was applied to samples over
finer bandwidths; our interpolation used the coarser samples.

17



4.2 Secondary peaks

The diagrams indicate that there are significant secondary peaks at
mes in the spectrum. The MEM picks out all the peaks, the wave climate

ck y one.

on

Secondary peaks should be picked out, identified and localized whenever
they are significant.

Implementation

Decide on a threshold of significance of the secondary peak, 30%, 40%,
50% of the power of the main peak and whenever a peak reaches this level,
identify it in the printout along with its corresponding period. There

could be more than one secondary peak and the only criterion for picking

them out is that they should exceed the threshold power.

4.3 sian values obtained for the peak period and the significant
wave height from various programs

We do not know the correct values of these variables and can only
check the quality of the program calculating them by following the way they
vary from record to record, either jaggedly or in a smooth natural way. In

Table 2, I give the peak period obtained for the 30 records of Station 140

from the MEM without and with interpolation. The value in brackets is the
period of the secondary peak whenever it is significant. Then the values
derived by the FFT program and finally the values from the wave climate
program from the coarsest band up to the fine one currently in use. Note
a wide range in values of the peak period for the same record. Disregard
the results from the wave climate program for the two coarsest bands. The
double band and the single band tend to agree more closely and I assume
that the match would have been even better if interpolation had been used.
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Table 2. Peak period at Station 140. timates in
programs: a) MEM without and with interpolation) bandwidth d= .
b) FFT (no interpolation), ban dth d = .01 . c) imate
program (no interpol on), bandwidths d = .067 cIs, d = .033
d = .0167 cis, d = .00833 cIs ( ar) . () i

MEf~.

(a) (b) (c)

Record MEM FFT
~

Interpolation

1 10.2 10.2 10.0 8.5 8.5 9.8 9.8
2 10.2 10.4 10.0 8.5 8.5 9.8 9.8
3 10.7 10.6 10.0 8.5 11.4 9.8 9.8
4 10.7 10.9 10.0 8.5 11.4 9.8 10.5
5 10.7 (6.9) 11.2 (6.8) 10.0 8.5 11.4 9.8 9.8
6 11.2 (8.9) 11.3 (8.9) 11.4 8.5 11.4 11 .4 11.4
7 6.5 (10.7) 6.4 (10.6) 6.2 5.7 6.8 6.2 6.5
8 7.4 (6.5) 7.4 (6.4) 6.7 8.5 6.8 6.8 7.6
9 7.6 (10.2) 7.7 (10.0) 8.0 8.5 8.5 7.6 7.6
10 8.2 (10.2) 8.2 (10.4) 8.0 8.5 8.5 7.6 7.6
11 8.5 8.6 8.9 8.5 8.5 8.5 9. 1
12 8.5 (10.2) 8.6 (10.4) 8.9 8.5 8.5 9.8 9.8
13 8.5 (11.2) 8.7 (11.4) 8.9 8.5 8.5 8.5 9.1
14 11.9 (7.6) 11.7 (7.7) 11.4 8.5 11.4 11.4 12.4
15 12.5 (7.9) 12.5 (8.0) 11.4 11.4 8.5 11.4 12.4
16 12.5 (10.2) 12.6 (10.0) 11.4 8.5 11.4 11.4 12.4
17 12.5 (9.7) 12.3 (9.9) 11.4 8.5 11.4 1 .4 12.4
18 11.9 (9.7) 1 .9 (9.6) 11.4 8.5 11.4 . 1.4
19 11.9 (7.4) 12.1 (7.4) 11.4 8.5 11.4 11.4 1.4
20 11. 9 (7.4) 12.0 (7.4) 11.4 8.5 11.4 11.4 11.4
21 11. 9 (9.3) 11.7 (9.3) 11.4 8.5 11.4 .4 1.4

5.9 (10.7) 6.0 (10.9) 6.2 5.7 5.7 6.2 5.9
23 6.9 (10.7) 6.8 (10.4) 7.3 8.5 6.8 6.8 7.2
24 6.9 (10.7) 7.0 (10.6) 7.3 8.5 6.8 6.8 7.2
25 6.3 (10.7) 6.4 (10.5) 6.7 5.7 6.8 6.2 6.5
26 6.7 (7.9) 6.6 (7.8) 7.3 5.7 6.8 6,8 6.8
27 9.3 9.3 8.9 8.5 8.5 8.5 8.5
28 10.2 10.2 10.0 8.5 8.5 9.8 9.8
29 10.7 (8.5) 11.0 (8.7) 11.4 8.5 11.4 11.4 11.4
30 10.7 (7.4) 11.0 (7.2) 11.4 8.5 11.4 11.4 10.5
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The FFT program gives results which agree at times with the wave climate
results and at other times with those of the MEM program. I plotted the
peak period obtained from the wave climate program and the MEM program
in Figure 3. Part of the stilted behaviour of the graph of the wave
climate results is probably due to the lack of interpolation of the peak.
On the other hand, the results from the MEM vary smoothly and beautifully.
I plotted also the peak period of the secondary peak (from MEM) when it
was significant. The peak periods from the Zapata Ugland records are
clustered around 11 and 7 seconds as if two types of waves tended to pre­
dominate there. The secondary peak corresponds to the alternative type
when it stops predominating. In Figure 4 the plot of the peak period
obtained from the double band and the fine band in the wave climate
program. Table 3 gives the significant wave height SWH obtained from the
same set of programs. In the case of the MEM we show two values, one from
the integrated spectrum, the other from the variance of the data. Figure 5
shows a plot of the SWH from the wave climate and the MEM and in Figure 6,
a plot of the SWH from the wave climate and from the variance. There is
clearly no difficulty calculating this parameter. I note that in the
standard plots of the wave climate spectra, the SWH is given in m and is
rounded off the dm which is 1/3 of a foot. In the files kept in feet,
the SWH is rounded off to .1 foot: it means therefore a loss of accuracy,
at least in the display, when converting from feet to meters.

Recommendation

Roundoff the SWH to the cm in the display spectra.
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Fig. 3. Plot of the peak period for 30 records at Station 140 (Zapata Ugland) ob-
tained from: (a). • the MEM (with interpolation) (b) 1II-----1lI the wave
climate program (no interpolation) and (c) 0- e the period of the secondary
peak noted in the MEM output is also plotted when it is deemed to be significant.
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Table 3. Significant wave height at Station 140. Estimates in
feet from various ~rograms and from the variance of the data.
a) The variance s of the data so that SWH = 4s. b) The MEM.
c) The wave climate program for the same bandwidths as for the
peak period.

(a) (b) (c)

Record Vari ance MEM Wave Climate
~ ~ r * ,

x8 x4 x2 xl

1 8.6 8.6 8.2
2 8.5 8.5 8.5 8.5 8.6 8.6
3 8.2 8.2 8.2 8.2 8.2 8.2
4 8.4 8.4 8.3 8.5 8.5 8.5
5 8.1 8.1 8.1 8.1 7.9 7.9
6 8.1 8.1 8.1 8.1 8.2 8.2
7 10.0 10.0 9.8 9.8 9.8 9.8
8 12.5 12.5 12.0 11.9 12.0 12.0
9 10.4 10.4 10.0 10.0 10.0 9.8
10 10.7 10.7 10.6 10.6 10.5 10.5
11 13.6 13.6 13.4 13.4 13.6 13.6
12 13.8 13.8 13.9 13.9 13.9 13.9
13 14.1 14.1 14. 1 14. 1 14. 1 14.1
14 15.3 15.3 15.3 15.3 15.6 15.6
15 13.7 13.7 13.7 13.7 13.7 13.9
16 13.8 13.8 13.9 13.9 14.1 14. 1
17 12.5 12.5 12.4 12.6 12.4 12.4
18 11.6 11.6 11.6 11 .6 11.7 11. 7
19 9.9 9.9 9.9 9.9 9.9 9.9
20 8. 1 8. 1 8.1 8.1 8.1 8.1
21 7.9 7.9 7.9 7.9 7.8 7.8
22 8.8 8.8 8.8 8.8 8.8 8.8
23 7.6 7.6 7.6 7.6 7.6 7.6
24 7.3 7.3 7.2 7.2 7.4 7.4
25 7.8 7.8 7.8 7.8 7.8 7.8
26 9.7 9.7 9.6 9.6 9.5 9.5
27 13.2 13.2 13.0 12.9 13.0 12.9
28 14.3 14.3 14.3 14.3 14.6 14.6
29 12.9 12.9 12.9 12.9 12.6 12.7
30 14.9 14.9 14.8 15.0 15. 1 15. 1
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F(ai9' 5., Plot of the SWH obtained for Station 140 (Zapata Ugland) from:
) ~------4. the MEM program and (b) .-----. the wave climate program,
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Fig. 6. Plot of the SWH obtained from • the wave climate program and
* the value of the computed variance of the data. (60 bands, and

d = .00833 cis).
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4.4 Discussion of the measured values of the peak period and of the
significant wave height

There was no difficulty in obtaining comparable values of the SWH
from the programs investigated, from the two bit programs to the most
sophisticated. In fact, there is not even the need to compute the spectrum
of the data to get the SWH as it can be derived directly from the variance
of the observations.

But finding a good value of the peak period lies at the other extreme
of difficulty. The spectrum varies very rapidly around the peak period
and any crudeness in calculating the spectrum or in locating the peak will
result in considerable uncertainty: we must seek the best spectral analysis
program available and search for the peak with the help of the most accurate
methods possible. In view of all this, I wish to make the following recom­
mendation.

Recommendation

Use the MEM program to calculate the spectra of wave data. The
reasons for this recommendation are mainly esthetic: the MEM spectra
calculated are smooth and are not riddl with peaks which really
nothing to the information needed; the program is beautifully written
with clear statements interspersed; the limits confidence of the
sample spectral values are given both in the printouts and in the log
plots of the spectrum; normalization is used which makes it easy to
compare a succession of spectra and the integrated spectrum is given
explicitly. There is also a scientific reason to advocate its use: the
method of maximum entropy is recognized as being especially good at
locating peaks very precisely and a successful estimate of the peak period
depends on this very ability of the spectrum program to do this adequately.
Finally, the MEM program is already written, debugged and is ready to use;
one simply has to push a button to put it in operation.
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variance of the power spectrum is:

where W(s) is the spectrum of ndow in the calcul
spectrum (a window is always used when one calculates spectra,
analyst does it consciously or unconsciously). For a flat spectrum (noise)
IZ(s)1 2 is a constant and can be taken out of the integral. re1 ve
variance of the power spectrum is:

Var [I Z{s) 12]

!Z(s)2!

1
T

(t )

For a ett ndow (as uncons ously in the wave

1 T 2 Mf W2(t I )dt' = _ e

2T 3 2T-T

where M is the maximum lag used (in the wave climate M/2T = 1
the relative variance of the calculated spectrum is ~ 10%. Near a
this may mean quite a lot. To get absolute estimates of the
estimates of the spectrum of a white noise can be shown to -square
distribution and must probably be the limits shown in ram,
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5. SPECTRAL WIDTH

An immediate data product of the MEM program is an empirical definition
of the "spectral width ll

• The exact mathematical definition of the spectral
width parameter is:

where the index on m indicates the order of the moment. The spectral
width then depends on the inverse of the fourth moment. Vandal
(1976) tried to correlate this spectral width with other wave data but
he could not obtain any clear correlation. A simple empirical definition
of the spectral width consists in stating that it is the frequency interval
covered from 0 cis to the frequency for which 90% of the integrated power is
reached. For the 30 records at Station 140, the power falls very sharply in
that region and the cutoff frequency is well defined. In Table 4 I give a
listing of the periods for which the 90% power cutoff corresponds. By
itself it does not mean much but when I plot it along the SWH and the
peak period, a clearer pattern emerges. There is a good correlation be-
tween the SWH and T90%with possible some time lag between the two (Figure 7).
There is also some correlation between the peak period and T90%as stronger
wave activity is linked to longer periods and to a narrower range of fre­
quencies (narrower spectral width). In Figure 8 I give a scatter diagram

of the T90%, a measure of the spectral width and the SWH in order to follow
the correlation more clearly. We get a correlation coefficient of .79 be­
tween the spectral width and the SWH while Vandal could not get any clear
correlation with the theoretically defined spectral width. The regression
line is:

.213
T90%= 3.066 + ~2 SWH seconds

for the 30 records at Zapata Ugland. There is a factor of ~ running
loose in the latter two plots because it had been overlooked in the original
wave climate program.
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Table 4. Empi cal
Defined as the peri

jus t reai:::nes

Record

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

21

23
24
25
26
27
28
29
30

TgO%
(sec)

4.96
4.64
4.44
4.54
4.54
4.10
4.03
4.85
4.44
4.54
4.85
4.85
5.08
5.20
5.20
5.47
5.
5.
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Fig. 7. Parallel plots of the SWH, T90%and T for
Station 140 (Zapata Ugland) to show tneOtime cRange
of the spectral width in comparison with that of the
SWH and the peak period. The scale for the SWH is
ft/12.

30



5 -

Tmax
90% 4- - ••

I
6

I
7

I
8

stm ft/f2

9
I
10 11

Fig. 8. Scatter diagram of T90% vs SWH. The scale for the SWH is in
intercept is 3.066 sec and the slope is .213/\!2 sec/ft.

31



REFERENCES

Cooley, J.W. and J.W. Tukey. 1965. An algorithm for the machine calculation
of complex Fourier series. Mathematics of Computation 19: 29 301.

Godin, G. 1972. The analysis of tides. Univ. of Toronto Press, xxi +

264 p.
Jenkins, G.M. and D.G. Watts. 1968. Spectral analysis and its applications.

Holden-Day, Inc., 525 p.
Kanasewich, E.R. 1973. Time sequence analysis in geophysics. Univ. of

Alberta Press, Edmonton, Alta., 352 p.
Runge, C. 1903. Zeit fur Math. und Physik, 48: p. 443.
Ulrych, T.J. 1972. Maximum entropy power spectrum of truncated sinusoids.

J. Geophys. Res. 77: 1396-1400.

Vandall, P.E. Jr. 1976. Coastal wave statistics during a North Atlantic
storm. BI-R-76-11 (on microfiche) 42 p.

32


