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Message from Dr. Edward T. Pryor 

The October 1985 International Planning Conference on the 1991 Census marked the starting point 

for Statistics Canada in its planning and development for the next decennial Censuses of Population 

and Agriculture, to take place in June 1991. 

The Census of Population is Statistics Canada's largest and most visible data collection vehicle; it is 

the cornerstone of the entire social statistics program and provides data for thousands of users in all 

parts of the country. The Census of Agriculture plays a similar role in measuring the state of 

Canadian agriculture. This conference represented a first attempt to define the shape of the 1991 

Census and how best to address the many technical, content and policy issues that must be faced. 

The participation of census-taking experts from other countries - the United Kingdom, the United 

States, Australia and Sweden - was of enormous help to Statistics Canada. They brought to the 

conference not only their considerable experience, new ideas and approaches, but a sense of shared 

problems and issues. Such exchanges of information and experiences are and continue to be 

mutually beneficial to all countries. 

I would like to thank all the participants and organizers of the conference for making it a success. 

Through their work we established a solid foundation for 1991. 

^./M/^' 

Edward T. Pryor 
Director General 
Census and Demographic Statistics 
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Introduction 

The purpose of this manual is to provide an account of the conference on the planning of the 1991 
Census. This conference took place in Statistics Canada's Ottawa offices from October 8 to 
October 11, 1985. The manual has been organized in such a way as to respect the order of events at 
the conference. 

The aim of the conference was to help Statistics Canada undertake the planning of the 1991 Census, 
while continuing the activities connected with the 1986 Census. 

Throughout the conference, the representatives of the countries invited and Statistics Canada 
shared their views on the census and told of their experiences. Many questions, ranging from 
general ones on subjects such as confidentiality of data to specific ones regarding such things as the 
development of automation, were raised and discussed by the speakers and participants. This 
meeting therefore made possible fruitful exchanges among the countries involved with censuses in 
the 1990s. 

This manual is divided into seven main sections, one for each of the seven sessions of the conference. 
The order of events in the conference program is respected. Each section includes the speeches that 
were made during the session, as well as resumes of the question periods and discussions that 
followed. The question periods and discussions were summarized using tape recordings made 
during the conference. Some speeches were also transcribed from tapes. These are printed in italics 
to distinguish them from original texts supplied by the speakers. 

Finally, to complete the documentation on the conference, two appendices have been included. The 
first is the conference program, the second the list of participants. 
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WELCOMING ADDRESS 

Ivan P. Fellegi 

Chief Statistician of Canada 
Statistics Canada 

General Remarks 

It is a pleasure for me this morning to welcome you and to ofi"icially open this conference on the 
planning of the 1991 Census of Canada. 

This conference marks the starting point of our planning efforts for 1991. By launching our 
planning with this conference, we hope to stimulate this very important process. The interaction 
and exchange of ideas which will take place during this week will provide the catalyst for much of 
our work during the next five years. 

The interest in this topic and the importance of this conference are reflected not only by the large 
number of participants from within Statistics Canada but by the presence of a number of 
representatives from statistical organizations in other countries including the United States, 
Europe and Australia. Their thinking and experiences will be most valuable in furthering our 
future plans for the 1991 Census. Such strong and widespread interest is a very positive sign and an 
encouraging start. 

In a certain sense, this conference is really two conferences in one. Canada is rather unique in the 
world in conducting its Census of Agriculture along with the Census of Population. Many of the 
issues discussed throughout the conference will apply to both censuses, but there will also be a 
special session devoted to the Census of Agriculture. 

The Importance of this Conference 

The Census of Population is our largest and most visible program and is of vital importance to the 
national statistical system. The census provides: 

- the only source of directly comparable data for small geographic areas; 
- the only source of data for sparse population groups; 
- the bench-mark for many of our intercensal programs such as population estimates, monthly 

employment and unemployment rates, and portions of the system of national accounts; 
- the main source of cross-classified socio-economic information (for instance relating region, 

employment, education, age and family relationships). 

In the same way, the Census of Agriculture provides the only set of comprehensive, small area 
statistics on agriculture. Our current agriculture statistics program is totally dependent for its 
accuracy on the census. 

There are, however, many changes occurring to the environment in which we conduct the census. 
There is increasing pressure to reduce the costs of taking a census, and in 1986 we have seen major 
changes in the manner of funding the census. A large portion of our collection and processing work
force will be recruited through a student/youth employment program, and we will be attempting to 
recover far more of the costs of taking the census through a new pricing structure for our products 
and services. I suspect these are issues we share with other countries represented here. 

The technology of information processing and retrieval is also changing rapidly. While this new 
technology allows us to produce our data more quickly and at less cost, it is a double-edged sword. 
The technology also has the effect of increasing the capacity and the appetite of users for data. As 
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they become more sophisticated, users are also demanding higher quality data and are becoming 
more questioning of our methods and approaches. 

There are also increasing public concerns over issues such as privacy and the linkage of large data 
files, and over the need for the census to ask so many questions. The situation which has developed 
in West Germany, far from being irrelevant to us, is of considerable concern. There will be an 
increased need in 1991 for us to justify the need for the census to the Canadian public. 

It may seem that 1991 is still far away, especially with the 1986 Census rapidly approaching. 
However, Tuesday, June 4, 1991 is in fact less than 68 months from today. It is not too early to begin 
discussion of 1991 issues. Many other countries are well on their way towards planning their 1990 
or 1991 Census. If we wish to make significant changes for 1991, it is essential that we begin to plan 
now, even before we have the benefit of our 1986 experience. 

We recently had a very visible illustration of the importance of censuses in Canada: the 1986 
Census was cancelled by the government and, in response to widespread and a r t i cu l a t e 
representations received from client groups, it was reinstated. It is worthwhile to draw some lessons 
from this rather dramatic sequence of events. 

First, the major reason for reinstatement was, without any doubt, the fact that the planned 1986 
Census content was regarded by our users as highly relevant and responsive to their needs. We 
must keep this as the most important objective. 

Second, the great many positive submissions received were not ofi"set by any negative feedback: i.e. 
the census had few enemies. This is the result of having a good record on a number of key issues, 
such as: confidentiality protection; good public communications programs in the past; sensitivity to 
privacy issues; and a record of continuously diminishing per household unit costs (in constant 
dollars) during the last four censuses. 

Third, the role of influential external spokespersons was crucial. This implies the need for a strong 
and special effort to keep in close communication with the major users and user groups. 

Expectations for the Conference 

Over the next 3 1/2 days, we will be hearing about and debating many new and difi"erent aspects of 
census-taking. We will be addressing issues of census content, the collection environment which 
may exist in 1991, and the use of automation, to name just three. Through these discussions, we 
intend to lay the groundwork for developing our strategy for 1991. By examining new approaches, 
while at the same time building on our 1981 and 1986 experiences, we hope to establish a strong 
footing for future planning. 

We also hope to make some progress towards establishing our major planning assumptions for 1991 
and towards identifying our priorities for research and testing. For 1986, our major planning 
assumption was that of a minimum change census. As a result, we were able to maintain unit costs 
at a very low level by minimizing research and development. While the acid test of this assumption 
will come with the results of the 1986 Census, we must begin now to discuss what we think is the 
most appropriate approach for 1991. 

Finally, we hope to generate an awareness of the 1991 Census and to encourage th inking 
corporately about the priority issues for successfully planning a 1991 Census. The 1981 experience 
has again demonstrated to us the extent to which the census is a bureau-wide undertaking. Success 
in 1991 will undoubtedly depend on a strong commitment from all parts of Statistics Canada. 

International Guests 

We are fortunate to have the assistance in this process of several representatives from the statistical 
agencies of the United States, the United Kingdom, Australia and Sweden. Three of these countries 
attended our census dissemination conference, held one year ago, and we are now putting to use 
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much of what we learned in the planning of the 1986 Census output program. In turn, several 
countries have expressed to us that they too learned from that conference. 

With this conference on the 1991 Census, we again hope to benefit from the international exchange 
of expertise and experience. We share with them the challenges of anticipating new data needs, of 
choosing collection methodologies and processing technologies, and of generating public interest and 
support for a national census. We hope that this week will be of as much benefit to them as I am sure 
that it will be to us, and I bid them welcome. 

Concluding Remarks 

To conclude, I would like to emphasize that this conference provides us with a rare opportunity to 
bring together the views of a large number of talented people on a very important topic. There is a 
large depository of knowledge, experience and intuition sitting in this room this morning. 

We will benefit the most from this expertise through the free exchange and sharing of ideas and 
opinions, and I encourage all participants to take part in the discussions. In particular, I want to 
encourage the younger and newer members of our stafTto play an active role in this conference. It is, 
to a very large extent, on you that the success of the 1991 Census will depend. 

I would now like to turn the conference over to its chairman, Mr. Edward T. Pryor, Director Genera! 
for Census and Demographic Statistics. 
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OPENING REMARKS 

Edward T. Pryor 

Director General for Census 
and Demographic Statistics 

Statistics Canada 

Purpose of the Conference 

The stimulus to arrange the conference emerged from our international contacts. About a year ago, 
we attended a meeting in the United States where we started to figure the planning and the timing 
for the censuses of the 1990s. At that time, it became obvious to us that it was time to look ahead to 
the 1991 Census, even if the 1986 Census was still under development. 

There is a common tendency for countries that are in a five-year census cycle to become static about 
the decennial census while being in the peak period of the quinquennial census. This is especially 
true when we are faced with a quinquennial census that is as large as a decennial census. 

The chronological order of censuses leads to emphasize the coming census in terms of development, 
collection, processing and production, and afterwards we focus on the next census. 

Such an approach could afi'ect the decennial census in different ways, and especially concerning 
innovation. New issues would not have time to develop and we would be bound to simply repeat the 
same content as the quinquennial census. I am assuming that, for the 1991 Census, we will not be 
able to tolerate that kind of stand-pat approach. 

For the 1991 Census, we have to expect modifications and changes to areas like technology for 
collection, the content of the census and the release of the data. Moreover, some modifications and 
changes could be implemented initially for the 1986 Census to allow testing before a complete 
implementation. 

International Exchanges 

Last fall, Mr. Alex Martin, who is the 1986 Census Manager, organized a conference on census 
dissemination gathering many countries. This conference was interesting because of the exchange 
of ideas between difTerent countries on the specific type of dissemination, and also because of the fact 
that countries involved became more conscious about the number of issues which we have in 
common. We realized that we do share increasingly similar problems with other countries and it 
would be beneficial for every country to share them. 

In the past, census-taking countries have had the tendency to isolate themselves, believing that 
their procedures for taking the census were the best. However, despite cultural differences and 
variations in statistical tradition, we discovered that there were advantages in discussing and 
sharing certain issues such as: how to maintain comparability in data versus changes in the content 
over time, how to make the best use of technology, how to present data, how to meet user needs, etc. 
From those discoveries emerged a new phenomenon, throughout the countries, that can be referred 
to as a "spirit of coalition". 

There is another reason for having international exchanges on census information. This is because 
of the increasing interest of organizations like the United Nations, the International Statistical 
Institution and the International Union for the Scientific Study of Population who are interested in 
this information. These organizations are also interested in international s tandards for data 
comparability. Their concerns are shown by the recent discussions they have had during their 
meetings on topics such as census methods or the cost for taking a census. Their interest should 
encourage us to pursue our exchange on census issues. 
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In conclusion, I hope we have a good conference and a good exchange of ideas. In terms of my 
objectives, if we have one good idea which is fruitful and new or, if we possibly develop a new 
approach concerning collection, geography, content, agriculture, processing or output, this 
conference will be a great success. 

I also hope for our guests, our staff and ourselves, that we will go away with notions and approaches 
which would not have occurred to us if we had not participated in this conference. 
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SESSION: CENSUS COLLECTION 

Chairperson: John Riddle 
Regional Operations 
Statistics Canada 

Tuesday, October 8, 1985 





AUTOMATION IN THE COLLECTION ENVIRONMENT 

BRIAN J. WILLIAMS 

MANITOBA AND SOUTHERN SASKATCHEWAN REGIONAL OPERATIONS 
STATISTICS CANADA 

Introduction 

The challenge of census-taking in the 1990s will 
centre on a reduction in labour-intensive activ
ities and increased pressure from users for more 
timely data. Technological advances will contri
bute to our ability to collect data, train personnel, 
control and monitor field and processing activ
ities, and foster respondent relations. This paper 
will present a number of areas where various 
technologica l advances can aid co l lec t ion 
activities. 

At the same time, technological advancements 
will further unsettle the already complex environ
ment in which we must fulfil our mandate. The 
invasion of privacy and privacy protection issues 
currently before us will become even more promi
nent as information processing technologies 
become more sophisticated. The 1984-85 Annual 
Report of the Canadian Privacy Commissioner 
features, on the front cover, a masked thief 
s tea l th i ly unlocking the chains to a micro
computer. The increased use of technology can 
certainly help to reduce the cost of census-taking, 
but will also br ing a new set of respondent 
problems and issues. 

Data Collection 

The most labour-intensive activity in the census 
process is the field collection operation. Collection 
operat ions will employ some 38,000 Census 
Representatives in the 1986 Census of Canada. 
Any new technology that can be applied in this 
phase will potentially yield significant savings. 

One a rea t ha t mer i t s study is the use of a 
Centralized Edit and Telephone Follow-up pro
cedure in urban centres. An internal report by 
Survey Operations Division in May 1983 con
cluded that a Centralized Edit and Telephone 
Follow-up would not produce a cost-saving, but in 
fact cost an additional $100,000.1 

This study presumed the manual Census Repre
sen ta t ive (CR) edit and follow-up would be 
replaced by a manual centralized edit and follow-
up. If, however, the edit process could be auto
mated through the use of Optical Charac ter 
Recognition (OCR) equipment. Centralized Edit 

and Telephone Follow-up would be feasible. A 
questionnaire designed to facilitate OCR coupled 
with a Computer-assisted Telephone Interviewing 
(CATI) application for "fail-edit" documents could 
yield several benefits: speedier processing, auto
mated record keeping of r e tu rns , controlled 
follow-up. It must be emphasized that any major 
changes to collection procedures such as this must 
be thoroughly studied and field tested. The effect 
on data quality must be carefully considered. If, 
as well, non-response households were initially 
contacted through a centralized follow-up process, 
further cost-savings could be potentially signifi
cant. 

Telephone Follow-up of non-respondents through 
the same CATI application is also feasible, par
ticularly in light of recent studies of the Labour 
Force Survey. The Labour Force Survey (LFS) is 
Statistics Canada's largest ongoing survey, con
tacting some 55,uu' .iwellings monthly. The LFS 
has recently ex-tended telephone interviewing into 
rural areas previously done in person. As a result, 
there has been a number of studies conducted. 

Preliminary results from the first two months of 
the Labour Force Survey's Telephone Contact 
Study indicate a 70% tracing rate. In this study, 
newly selected dwellings are matched by address 
to a current telephone company subscriber file to 
obtain name and phone number. The household is 
then contacted by phone to complete the Labour 
Force Survey. Clearly, this technique is appli
cable only to large urban centres where drop-ofl" 
records will show civic address. Nevertheless, in 
larger Regional Ofllce centres only (i.e. Montreal, 
Toronto, Winnipeg, Edmonton, Vancouver) there 
are potentially 325,000 households that could be 
followed up by telephone assuming 85% mail 
response and 70% tracing rate . Once aga in , 
thorough field testing is essential . The con
sequences of any such changes are enormous and 
could ripple through the system. 

Another area that could be explored for collection 
operations in 1991 is the use of hand-he ld 
computers for those areas that have traditionally 
been diflicult to enumerate, for example, follow-
up in urban core areas. This would expedite 
processing and with instant editing, reduce errors 

1 Statistics Canada (1983a I. 
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and the likelihood of a return visit. As well, it 
would provide for stronger control over the follow-
up process. 

The potential uses of this par t icular type of 
equipment (hand-held computers) bring into focus 
a number of important issues. As an organization, 
we have been reliant on a "hard copy" record of 
the document or questionnaire. A decision to 
employ hand-held computers (or for that matter 
automated edit with CATI follow-up) represents a 
basic shift in approach. What are the implications 
of losing the "hard copy"? As well, there are 
currently some technical concerns with hand-held 
computers today. Those that are truly hand-held 
have limited storage and display. Those that have 
overcome these limitations are portable but not 
hand-held for easy use in the field, and cost 
considerably more. Undoubtedly these technical 
difficulties will be overcome in the future. But, 
given the lead time required to design, test , 
evaluate systems and procedures, decisions must 
be made early in the census cycle. The census, by 
its very nature, is not the vehicle for research and 
development. The emphasis must be on proven 
technology. The use of technology is very alluring 
and can often be seen as a panacea . Our 
expectations can outstrip current technology. 

Technology can also be of benefit in some ancil
lary collection operations. In Western Canada the 
high incidence of non-resident a g r i c u l t u r a l 
operators results in the generation of some 50,000 
Forms 6D, Agriculture Land Referral Forms 
(ALRF). Census Representatives are asked to 
identify each ag r i cu l tu ra l holding in the i r 
Enumeration Area (EA) and also to determine the 
operator of each holding. When the CR deter
mines that the operator resides outside the EA, or 
is unable to determine the operator, a Form 6D is 
created. Using these Forms 6Ds, the operator is 
traced and a Census of Agriculture Questionnaire 
completed. Frequently, however, details of the 
operator are very sketchy and tracing grinds to a 
halt. The ability to access automated provincial 
property tax records using legal land description 
to identify the owner and thence the operator 
would be most helpful. 

As public institutions computerize their records, 
the potential benefit to collection operations is 
tremendous. Access to other agencies' data banks 
for the Reverse Record Check, for example, would 
undoubtedly reduce costs and improve timeliness. 
This technique, whilst efficient and effective, 
presents a legal problem. The Privacy Com
miss ioner in his Annual Report of 1984-85 
describes computer matching or linkage as a "far-
reaching, insidious threat to the way our society 
thinks and works".2 

F^inally, two of the options put forth previously 
imply a mix of technologies for both collection and 
processing. Traditionally we have used a single 
approach to collection and processing. Perhaps in 
the future mixed technologies could be employed. 
For example, the use of OCR equipment may only 
be possible with the Form 2A (short form) because 
of questionnaire size. The Form 2A could be 
processed using OCR; the Form 2B (long form) in 
the conventional manner by keying. 

One of the organizational issues tha t will be 
created through the increased use of technology is 
the blurring of the distinction between collection 
and processing. Currently, processing and collec
tion are seen as two distinct phases. The use of 
hand-held computers and automated centralized 
edit will meld collection and processing into one 
operation. Collection will be redefined as the 
creation of a "clean" data file. 

Training 

There will be 32,956 self-enumeration Census 
Representatives in 1986. They will receive 8 
hours of self-instruction blended with 6.5 hours of 
class-room instruct ion. The cost of th is in
struction will be 2.47 million dollars. Travel to 
training classes will bring the total cost to 3.1 
million dollars. Expressed in other terms, each 
minute of the planned 1986 CR training program 
will cost $2,800. 

Currently, the training of collection stafi" is almost 
exclusively a "paper" exercise. There are several 
areas where the use of relatively common equip
ment could be used to reduce costs. During the 
1980 U.S. Census, a series of audio cassettes was 
used to introduce new Regional Office staff to the 
census process. A similar program could well be 
introduced to orient Census Area Managers 
(CAM) and introduce pre l iminary ac t iv i t ies . 
Given the widely dispersed CAM staff, any 
reduction in Regional Office training will yield 
savings in travel. Audio casse t tes are used 
extensively in our training for ongoing programs 
at the junior levels (e.g., Labour Force Survey, 
National Farm Survey). Their contribution to the 
effectiveness of these programs is general ly 
recognized. Cassettes could well be used in the 
census program to emphasize key points. Or 
perhaps, brief "refresher" courses for (DRs could be 
put on cassette. 

Installed in a phone answering device, a phone 
number could be given during training and the 
"refresher" program accessed when the Census 
Commissioner is unavailable. 

Privacy Commissioner (19851. 
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Perhaps the most dynamic home entertainment 
sector in the last few years has been Video 
Cassette Recorders (VCRs). The number in 
Canadian homes doubled between May 1983 and 
March 1984.3 Today they are readily available for 
rent at corner convenience stores. VCRs were used 
on an ad hoc basis in 1981 to train Census Area 
Managers (CAMs) and Census District Managers 
(CDMs) on Census Commissioner (CO hiring and 
public relations duties. The availability issue has 
precluded more general use. As well, a well done 
video tape requires considerable lead time to 
prepare. Video tape also is an inflexible medium. 
A minor procedural change could undo a lot of 
work. Nevertheless, some aspects of the census 
program could be put on video tape. Video 
Cassette Recorders could be put to use to train 
staff on the handling of refusals or difficult 
respondents, mapping responsibilities, and other 
procedures t ha t are less effectively covered 
through "paper" exercises. One of the potential 
problems that may arise with the high percentage 
of students that will be hired in 1986 is a much 
higher than normal turnover rate of CRs. To 
avoid tying up key staff in a never-ending cycle of 
training classes, it would be advantageous to have 
drop-off and pick-up training on video cassettes. 
The video could interact with a self-administered 
study guide to train the replacement CR. 

With the coopera t ion of communi ty cable 
channels or educational stations, video cassettes 
could be used on a larger scale. Ninety-eight per 
cent of Canadian homes have at least one black 
and white television.4 The current self-study 
program could be supplemented with pre-recorded 
i l lustrations of key points, broadcast on com
munity or educational channels in non-peak 
times. 

Other areas to explore are the use of micro and/or 
hand-held computers to assist in the training of 
support staff. There is currently available a 
relatively inexpensive ($250) hand-held computer 
designed to interact with a self-administered 
study guide. The memory modules interface with 
a mic rocompu te r to p roduce d a t a on the 
effectiveness of various aspects of the training 
package. It would be worthwhile to use this ap
plication to test the effectiveness of CR and/or CC 
training. Areas that are more frequently mis
understood would be highlighted, and improve
ments could be implemented in a future census. 
The measurement of training effectiveness is a 
difficult, and hence frequently neglected area that 
can be addressed th rough the use of t h i s 
technology. 

Enumerator training is a crucial phase of the 
census operation. The success of the training pro
gram will, to a large degree, foretell the success of 
the census. Technology will afTord us the oppor
tunity to reduce training cost and at the same 
time enhance the effectiveness of the t ra in ing 
program. 

The Contro l and M o n i t o r i n g of F i e l d 
Activities 

Advances in technology will greatly assist in a 
number of areas related to the control of field 
activities. Maintaining lines of communication 
with a large widely dispersed stafT is a difficult yet 
essential task. A single procedural change after 
training or request for additional information 
beyond the Management Information System 
(MIS) requires over 41,000 phone calls to imple
ment. During the early phase of field operations, 
CAMs and CDMs are frequently in travel status 
recruiting CCs, performing field checks, etc. 
I t ineraries are frequently adjusted to accom
modate candidates or to adjust to a developing 
problem. Getting messages to a CAM can be 
difficult. There is currently being tested an audio 
electronic messaging system that would greatly 
ease this problem. "Hello Central" works very 
much like the Envoy 100 or o the r s i m i l a r 
electronic mail systems. Audio messages are left 
in a mailbox which is accessed through a touch-
tone phone. It can be accessed from a rotary phone 
using a tone simulator. The monthly charge is 
one-third the cost of an answering machine. 

The new generation of facsimile machines will 
expedite processing of MIS reports as well as 
reduce costs. Transmission times for some newer 
machines are as low as 30 seconds compared to 4 
or 6 minutes on older machines. In days when 7 or 
8 reports are due from up to 40 CAMs, line 
charges will be greatly reduced and the rollup of 
MIS data should be quicker. More importantly, 
there will be more time for analysis and reaction 
at the CAM and Regional Office levels. 

The MIS itself is a prime ta rge t for further 
automation. Micros will be used in the Regional 
Offices in 1986. In the future, micros could be 
used at the Census Area Manager (CAM) level to 
further expedite the flow of MIS data. Use of 
micros at this level would also help to eliminate 
logical inconsistencies in reported MIS data. As 
well, installing micros at this level could assist 
the CAM in monitoring a variety of activities such 
as CR hiring and training, the flow of pay-claims 
and other financial records, and the cost of clean
up. 

SlalislicsCanada(1983band 1984). 
Slulistics Canada (1984). 
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One historical bottle-neck that should be further 
automated is the CR pay system. In Canada, the 
production and issuing of pay cheques is the 
responsibility of a central agency. Supply and 
Services Canada (SSC). Statistics Canada gener
ates pay input documents and forwards them to 
Supply and Services for keying and cheque 
issuance. The process currently is automated at 
the Supply and Services Canada level, but not in 
the ROs. There is a cumbersome manual process 
in ROs to generate the input documents for SSC. 
This has historically led to bottle-necks and 
numerous complaints. Merging elements of the 
Census Geographic Master File (CGMF) with a 
CR file and appropriate record of work documents 
to produce a pay file for input to the SSC system 
would both save costs and reduce the number of 
complain ts . As we are all aware , a s ingle 
ministerial enquiry can siphon off considerable 
time and energy at a number of levels in the 
organization. 

Respondent Relations 

New telephone technology will help to make more 
effective use of Telephone Assistance Service 
(TAS) staff. With some minor regional dif
ferences, current TAS specifications call for a 
series of single-line sets linked on a "ring-down" 
or call forward system. Call distribution is not 
possible without the addition of an expensive 
piece of hardware. The same holds t rue for 
sequencing and stacking. Because of the short 
duration of TAS, approximately 10 days, it has not 
been practical to acquire this additional equip
ment. Automatic Call Distributor (ACD) is a 
standard feature of the fifth generation centrex 
system which will be installed in most centres in 
the next few years . ACD coupled with the 
"stacking" and sequencing of waiting calls will 
ensure maximum use of TAS staff. On-line 
monitoring systems will be in place to provide 
more detailed information than currently avail
able so that refinements in the scheduling of staff 
can be made to better serve the public. 

Another possible area to study is the feasibility of 
establishing a call-in system of reporting census 

data. Utilities use this system to record billing 
information when the meter reader fails to find 
someone home. Clearly there are a number of 
problems with this idea, but some form of call-in 
service to at least record appointments or sug
gested hours to call could produce savings in 
personal follow-up. 

Summary 

Increased pressures to reduce costs and produce 
more timely data will force Statistics Canada to 
examine technological a l t e rna t ives to labour 
intensive activities. When applied to collection 
activities, technology may reduce costs and im
prove timeliness. The effectiveness of the training 
program can be improved through the use of 
technology. The ability to coordinate and direct a 
large field stafi" will be improved. On the other 
hand, concerns over privacy and privacy pro
tection will remain, likely even increase, as more 
sophisticated equipment is employed. Technology 
can be very alluring. We must be certain that any 
new technology used has a proven track record. 
The "one-time" nature of a census does not allow 
for research and development of untried systems. 
As well, there is considerable "lead time" required 
to acquire and develop new h a r d w a r e and 
systems. Some field testing will be required to 
assess the effect on data quality. 

The areas that merit serious consideration for the 
employment of technology in 1991 are t ra ining 
and the use of hand-held computers. Present 
training practices rely exclusively on traditional 
"pen and paper" exercises. This is both costly and 
less effective than a t ra in ing package incor
porating new media. Each one hour reduction in 
the t ra in ing program will yield s av ings of 
$168,000. The elimination of one training class 
would yield $846,000 in fees and expenses. The 
use of hand-held equipment will expedite both 
collection and processing as well as s trengthen 
control over the operation. 

Decisions on new equipment and processes for 
1991 will have to be made soon in order that their 
impact can be fully considered and evaluated. 
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TELEPHONE FOLLOWUP - PAST, PRESENT, AND FUTURE 

JOHN A. KAZMAIER JR. 

FIELD DIVISION 
U.S. BUREAU OF THE CENSUS 

Introduction 

As part of the 1980 decennial census and 1985 test 
census data collection plan, an edit was performed 
on mail returns for clarity and completeness of 
response. Questionnaires judged to be incomplete 
were followed up by telephone or personally 
visited so that missing information could be ob
tained. 

Our goal in both censuses was to reduce the field 
costs without reducing data quality. Telephone 
followup is a means to reduce the amount of 
personal visits, and consequently, reduce costs. 
We will continue to conduct telephone followup 
during the upcoming censuses. 

Experiences from the 1980 Census 

Census Methodology for EdityFollowup System 

Mail return questionnaires and enumerator 
completed ques t ionnai res were clerically 
edited. 

- Questionnaires identified during edit as in
complete were sent to either telephone follow-
up or personal visit followup.^ This included 
long form questionnaires with 20 or more in
complete questions and short form question
naires with four or more incomplete questions. 
Telephone followup proved to be more efficient 
for this group of incomplete questionnaires. 

The telephone followup clerks were trained to 
contact the household and re-ask the ques
tions identified by edit as incomplete. If the 
respondent had not entered a phone number 
on his or her questionnaire, the telephone 
followup clerk was instructed to use telephone 
directories and "criss cross" directories to 
obtain the phone number. As a last resort, the 
clerk could call directory assistance for the 
phone number. If the clerk was unable to 
contact the household after five attempts or 
contact was made with an unacceptable 
respondent, the questionnaires were set aside 
for personal visit (PV) followup. 

In centralized district offices, incomplete questionnaires 
were followed up by telephone from the central office. In 
decentralized district offices, incomplete questionnaires 
were distributed to field enumerators, who contacted the 
households by using their home phones or by conducting 
personal visits. 

Quality control clerks verified that e i ther 
every question marked during edit had been 
satisfactorily completed by the te lephone 
clerks or that the questionnaire had been 
marked for PV followup. If a PV marked 
questionnaire had less than four unacceptable 
items (less than 20 for long forms), the case 
was marked as complete. 

Staffing and Timing 

Approximately 4,000 t e lephone l ines were 
bu<igeted for telephone followup na t iona l ly . 
Approximately 950 of these lines were previously 
used for the telephone questionnaire assistance 
operation. Telephone followup was conducted 
from 87 centralized offices nationwide in 1980. 

In 1980, centralized telephone followup began 
approximately one week after the onset of the edit 
operation. It was completed about one week after 
the edit was completed. 

The telephone operation was functional six days a 
week, Monday through Saturday. 

Employees worked the following t i m e s in 
centralized offices: 

Day Shift 

1. Office Operations Supervisor 

Monday through Friday - 8:30 AM - 5:00 PM 
Saturday - 8:30 AM - 1:15 PM 

Either the Office Operations Supervisor or 
Office Operations Assistant worked Saturday 
afternoons depending on the preferences of the 
individuals involved. 

2. Senior Office Clerks 

Monday through Saturday - 8:15AM-3:15 
PM ( w i t h a 
half hour for 
lunch) 
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3. Quality Control Clerks 

Monday through Saturday 

4. Telephone Followup Clerks 

8:15 AM-3 :15 
PM (wi th a 
half hour for 
lunch) 

Monday through Friday - 8:30 AM - 3:00 PM 
(with a half hour 
for lunch) 

Night Shift 

1. Office Operations Assistant 

Monday through Friday -
Saturday 

1:15PM-9:45PM 
1:15 PM or 5:00 
PM - 9:45 PM (de
pending on hours 
worked by the Of
fice O p e r a t i o n s 
Supervisor) 

2. Senior Office Clerks 

Monday through Saturday 

3. Quality Control Clerks 

Monday through Sa tu rday 

4. Telephone Followup Clerks 

Monday through Saturday 

Evaluation Results 

2:45 P M - 9 : 4 5 
PM ( w i t h a 
half hour for 
lunch) 

- 2:45 PM - 9:45 
PM (wi th a 
half hour for 
lunch) 

3:00 PM - 9:30 
PM (wi th a 
half hour for 
lunch) 

An evaluation was completed to determine the 
effectiveness of the 1980 edit/followup system. 
These findings were made for the telephone 
followup on mail return questionnaires: 

1. In centralized offices, telephone followup 
resolved only 26 per cent of the population and 
housing questions marked for followup by edit 
clerks.2 

3. 

Telephone followup was much more successful 
in resolving 100 per cent quest ions than 
sample questions. The success rate for 100 per 
cent population questions was 37.2 per cent, 
while the rate for sample population questions 
was 27.2 percent. 

The impact of telephone followup in cen
tralized offices was less than expected, al
though still better than the impact of personal 
visit followup. The impact is illustrated be
low: 

ITEM NONRESPONSE 

Incoming 

23.0% 

After 
Clerical Edit 

16.9% 

After 
Telephone Followup 

12.1% 

After 
Personal Visit Followup 

10.0% 

The conclusion drawn from this analysis is 
that PV followup did not reduce the i tem 
nonresponse substantially after te lephone 
followup. 

Even though telephone followup reduced the 
item nonresponse by about 25 per cent, those 
q u e s t i o n s wi th t he h i g h e s t i n c o m i n g 
nonresponse rate were not necessarily reduced 
by the full 25 per cent for item nonresponse. 

4. It costs approximately $1 to follow up a 
questionnaire by telephone as compared to $4 
if it had to be returned to the field. 

Experiences from the 1985 Test Censuses 

Census Methodology for Edit/FoUowup System 

Mail return questionnaires and enumerator 
filled questionnaires from the collection sites 
(Jersey City, New Jersey and Tampa, Florida) 
were processed at our permanent processing 
site in JefTersonville, Indiana. 

A computer edit identified those question
naires which failed edit. 

A clerical review unit attempted to repair the 
failed edit questionnaires. 

The base used in determining this rale includes incomplete 
questionnaires that were judged acceptable based on edit 
tolerance rules. 
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Mail return questionnaires that could not be 
repaired were sent to a telephone unit for 
followup. 

The telephone followup clerks were trained to 
contact the respondents and re-ask the 
questions identified by edit as incomplete. 

If a telephone clerk was unable to make 
contact after three attempts or if a respondent 
requested a personal visit, the original mail 
return questionnaire was returned to the data 
collection office for personal visit followup. 

Staffing and Timing 

The telephone followup operation lasted about two 
weeks. 

Only one work shift was in operation. The shift 
ran from 11:30 AM until 8:00 PM daily (Monday 
through Friday). 

The following employees were assigned to the 
work shift: 

1. Primary Supervisor 

2. 2-3 Lead Operators (Assistant Supervisors) 

3. 55 clerks (even though 60 telephones were 
installed, they were not fully utilized) 

Preliminary Evaluation Results 

No formal evaluation has been conducted for the 
telephone followup for the 1985 test census. How
ever, there are some preliminary results: 

1. Approximately 80 per cent of the failed edit 
cases for mail returns had telephone numbers 
(either written by the respondents on the 
ques t ionnai re , or obtained by a clerk in 
Jeffersonville from telephone directories or 
directory assistance). 

2. Telephone followup clerks contacted 78.7 per
cent of the households whose questionnaires 
failed edit. 

(NOTE: Most of the telephone followup clerks 
were new hires. A few experienced telephone 
interviewers were also used.) 

Potential Benefits of Telephone Followup 

1. Past experience shows that the unit cost is 
considerably lower for telephone followup 
than it is for personal visit followup on failed 

edit cases. This is one of the primary con
siderations for using the telephone for as 
many of the failed edit cases as possible. In the 
1980 decentralized offices, failed edit cases 
were sent to enumerators. Enumerators were 
instructed to use their home telephone to 
resolve those units for which a phone number 
was provided, either on the questionnaire or 
in a phone directory. 

2. With the emphasis for using the telephone as 
much as possible, the Census Bureau will also 
test methods for conducting nonresponse 
followup by telephone in the 1986 test cen
suses, as well as failed edit resolution. 

Nonresponse followup is the operation done to 
contact and interview those households who 
did not return a completed questionnaire in 
the mail. The census enumerators will be 
provided with assignment lists containing all 
the addresses for households requ i r ing a 
questionnaire. Some of these nonresponse 
addresses will also include telephone num
bers. The enumerators will be trained to use 
the phone n u m b e r s to ob ta in comple te 
interviews. If a unit is done by telephone, the 
enumerator will indicate it was a telephoned 
case on the questionnaire. 

Some telephone numbers will be suppressed 
from the nonresponse followup assignments. 
These cases will be used as a control group for 
data comparisons to those units completed by 
telephone. Also, measurements of coverage 
(where coverage means enumerating the cor
rect persons in the correct place wi thout 
duplication) will be made by personal visits 
reinterview results. 

Also, plans are being made to evaluate the 
"terminal telephone", where some of the failed 
edit cases will never be returned to the field 
for personal visits. Instead, they will be sent 
back for further telephoning. Other failed edit 
units will be reassigned for personal visits. 
The item nonresponse will then be compared, 
along with costs of additional telephoning 
versus personal visit costs. 

3. The Census Bureau is using computer assisted 
telephone interviewing (CATI) for some of its 
one-time and current surveys. A CATI facility 
has been established in Hagerstown, Mary
land. 

If the Census Bureau pursues a computer 
assisted telephone followup of failed edits on 
the census, it may be possible to further 
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reduce the number of nonresponse items. A 
computer assisted program forces the ter
minal operator/telephone clerk to input new 
data for unresolved items, without thumbing 
through a paper document to find all the items 
marked for followup. It also allows for the 
design of specialized probes. Thus, the opera
tional design may be more desirable under a 
computer assisted program. 

Also, an automated call management could be 
utilized to allow for more efficiency in call
backs. The system would have a database of 
all failed edit cases, but it would only allow 
cases to be worked at certain hours of the day, 
based on the record of previous contacts. 

4. The 1980 evaluation indicated that the impact 
of telephone followup in reducing the percent
age of nonresponse items was greater than the 
impact made by enumerators who personally 
visited households to resolve failed edits. 
Thus, our conclusion is that telephone follow-
up is a worthwhile operation. 

Logistical and Operational Difficulties 

Some of the problems listed below have been 
identified in earlier censuses; others are antici
pated. 

1. Many respondents are unwilling to enter their 
phone numbers on the census questionnaire. 
Also, there has been an increase in the 
number of unlisted or unpublished phone 
numbers in certain areas. 

Public suspicion seems to be on the increase, 
and more and more persons do not wish to give 
information about themselves or their living 
quarters over the telephone. More private 
companies are using the telephone for con
tacts for product sales and promotions. Many 
respondents are "turned off by telephone 
sales persons. In some cases, the Census 
Bureau telephone interviewer is perceived as 
a telephone "solicitor". 

2. With the AT&T divestiture, there could be 
considerable difficulties in installation of local 
or WATS Lines in a central location, partic
ularly if the telephone followup is highly 
centralized. 

With deregulation, phone lines and instru
ment installation costs may be much higher in 
centralized locations than they were in 1980. 

3. If a telephone "look up" operation is required, 
and telephone and criss cross directories are 
the only reference sources, considerable time 
could be spent locating the correct phone num
ber. It is extremely difficult to locate phone 
numbers for persons l iving in mul t i -un i t 
structures, particularly when they have no 
identifiable unit designation (such as Apt. 1 or 
Apt. A). Considerable clerical time is required 
to match names and addresses. Computer 
searching may be a viable option, but ex
tensive research is required for computer 
address matching. 

4. The 1980 census experience indicated that the 
work fiows were uneven during the telephone 
followup operation. Telephone clerks ran out 
of work, but the previous operations (edit and 
edit QC) s o m e t i m e s did not g e n e r a t e 
additional work at the right times for the 
telephone staff. This affected the costs, 
because of inefficiencies in assigning work, 
and keeping everyone busy at all t imes . 
However, with an a u t o m a t e d approach 
(computer edit/CATI), this problem is non
existent. 

The Census Bureau's Objectives/Goals for 
Successful Telephone Followup 

1. The Census Bureau is committed to con
ducting the census quickly at a relatively low 
unit cost while maintaining a high level of 
data quality. With the budgetary and time 
constraints, we will need to use telephone 
followup where practical. Any telephone fol
lowup operation must be designed to allow for 
maximum success in reducing the nonre
sponse items on the questionnaires failing 
edit. 

One possible way to increase the chances of 
success is to design the questionnaire for ease 
of use. Some telephone clerks could not 
readily identify the items marked for fol
lowup, because of the design of the 1980 
census questionnaire itself. 

2. It makes good sense to resolve failed edit units 
from the same location where mail re turn 
questionnaires are received. If the actual 
document is used to contact the household and 
resolve failed edit items, then it is logistically 
and operationally practical to have a cen
tralized telephone followup conducted on mail 
return questionnaires. Otherwise, it would be 
necessary to distribute failed edit question
naires to several hundred data collection 

20 PROCEEDINGS OF THE INTERNATIONAL 1991 CENSUS PLANNING CONFERENCE 



offices (and to several hundred employees) for 
failed edit resolution. The documents would 
then have to be t ranspor ted back to the 
central site for data conversion recycling. 

However, it may not be possible to install 
several hundred te lephone l ines in one 
location for telephone followup, because of the 
lack of telephone lines to a specific building. 
Also, some telephone exchange areas are 
limited to the number of lines. 

Computer assisted telephone principles, such 
as an automated call management system, 
could be implemented to increase operational 
efficiency. 

However, it may not be cost efTective to install 
a network of computer terminals for each and 
every telephone clerk. In 1980, there were 
7,500 telephone clerks required for telephone 

followup. Since the operation ran for only 3-4 
weeks, it probably would not be practical to 
have several hundred computer t e rmina l s 
linked to a mini computer(s) for conducting 
computer assisted telephone interviewing. 

An automated call management system would 
have to be tested for feasibility. If CATI is not 
in place, it may be very difficult to have 
automated call management. Data would 
have to be keyed from call records, and then 
someone would have to manual ly assign 
unresolved failed edits to various work shifts, 
based on the results of the automated call 
manager sorting. The automated call man
ager would probably be personal computer-
based. 

If we have an automated field data collection 
system with hand-held computers, then the 
call manager approach may be viable. 

Note: 

1986 U.S. Test Census 

During his presentation, Mr. Kazmaier elaborated 
further on the 1986 Test Census that will be 
conducted in Central Los Angeles, California, with 
approximately 240,000 housing units and in eight 
counties in East Central Mississippi, with ap
proximately 80,000 housing units. 

In both places, the edit and follow-up methodology 
will be similar. Mail return questionnaires that 
cannot be completed in a telephone follow-up will 
he returned to the collection office for personal 
follow-up. 

The 1986 Test Censuses are not only used to test 
telephone follow-up for cases of failed edits but also 
to test telephone follow-up for non-response 
households. 

A list of telephone numbers for the test area in Los 
Angeles has been matched to the address control 

file. This matching is done using the Geographic 
Base File (GBF) which is a machine-readable 
rendition of street maps. The enumerators will be 
instructed to use the telephone list to follow up non-
response households. 

In Mississippi, a match between telephone num
bers and the address control file was impossible 
because the GBF does not cover the test area. In 
this case, the enumerator will have to first make a 
personal follow-up uisit and if unsuccessful will 
then attempt a telephone follow-up, having ob
tained the telephone number through such means 
as neighbours and telephone books. 

Finally, the evaluation of the 1986 Test Censuses 
will help to determine if the use of telephone follow-
up for failed-edit questionnaires and for non-
response households affects data quality and cover
age. 
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EXTENSION OF MAIL-BACK INTO PICK-UP AREAS 

DOUG HICKS 

SURVEY OPERATIONS DIVISION 
STATISTICS CANADA 

Introduction 

The current census employs self-enumeration 
methodology to enumerate 99% of all households 
and agricultural holdings in Canada. There are 
two forms of self-enumeration: mail-back,' which 
is used in larger urban areas, and pick-up,2 which 
is used in small urban areas and rural areas. This 
paper describes the implications of adopting the 
universal use of mail-back in 1991. Potential cost 
efficiencies, reduction in labour intensive activ
ities, operational concerns, assignment creation, 
the impact on the Census of Agriculture, and 
other considerations are addressed. 

1. Cost Eff ic iencies /Labour Intens ive 
Activities for the Census of Population 

The table below demonstrates savings that 
could be realized if a mail-back methodology 
was employed in pick-up areas with no change 
in assignment size in 1986. 

There is every reason to believe that as we 
approach 1991, savings by converting from 
pick-up to mail-back would be even greater. 
Labour and travel cost increases associated 
with a pick-up methodology are expected to 
exceed any postal increases associated with a 

Table 1. 

Ge( 

Comparison 
Canada, Cen 

graphic 
designat ion 

A 

B 

C 

D 

E 

2A 
2B 

2A 
2B 

2A 
2B 

2A 
2B 

2A 
2B 

of Hypothetical 
susof 1986 

•Average savings per household by 

M/B 
rate 

($> 

1.30 
1.98 

1.43 
2.12 

1.66 
2.38 

2.00 
2.75 

3.17 
4 04 

Savings 

P/U 
rate 

($) 

1.71 
2.36 

1.88 
2.53 

2.19 
2.84 

2.64 
3.28 

4.18 
4 82 

Between 

geographic designation are determined 

((2A PAJ rate - 2A M/B rate I X 4 -K2B PAJ rate 

Mail-back and Fick-u 

•Savings 
per hhid 

($) 

.032 

.070 

.144 

.246 

.592 

ds follows; 

- 2B M/B rate ))-((2A postage rates X 4 + 2B 

Estimated 
hblds 

960,000 

230,000 

400,000 

850,000 

285,000 

DosUKerate)X90% 

P Methodology, 

Savings 

($) 

31,000 

16,000 

58,000 

210,000 

170,000 

485,000 

mail return rate) 
5 

' Mail-back is defined as the return of a questionnaire 
through the mail to the Census Representative for each 
private dwelling at which a questionnaire was dropped 
off'. The Census Representative edits returned ques
tionnaires and conducts telephone follow-up and/or field 
follow-up for all edit failures and non-response house
holds. 

- Pick-up is defined as a return visi t by the Census 
Representative to each private dwelling to pick up and 
edit all questionnaires dropped off. 
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mail-back methodology. A pick-up methodo
logy also relies heavily on making contact 
during the re t r ieval phase. As the non-
contact rate increases, the number of return 
visits required also increases resulting in 
higher retrieval costs. This problem, and its 

associated costs, would be minimized with a 
mail-back methodology. 

The chart below compares average assign
ment size in 1981 by methodology for similar 
geographic designations. 

Figure 1. Comparison of Average Assignment Size Between Mail-back and 
Pick-up for Similar Geographic Designations, Canada, 1981 Census 

400 

333 

300 

200 

100 

277 

332 

'i'".!^'.. 

M/B 

P/U 

400 

300 
282 

251 

224 

207 

200 
184 

165 

140 

100 
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Dollar savings would be realized through a 
decrease in staff requirements if assignment 
sizes in pick-up areas approached those in 
mail-back areas. The reduction of Census 
Representatives has a multiplying effect - a 
reduction of 15-20 Census Representatives 
results in the reduction of one Census Com
missioner, one Census Commissioner Admin
istrative Assistant, and part of one Quality 
Control Technician. In 1986 a reduction of 
one Census Representative would result in a 
saving of $150 to $200; a reduction of one 
Census Commissioner would resul t in a 
saving of $6,500 to $7,000; the reduction of 
one Census Commissioner Administrat ive 
Assistant would result in a saving of $550 to 
$600; and the reduction of one Quality Control 
Technician would result in the saving of $700 
to $800. If assignment sizes in current pick-up 
areas approached those in mail-back areas, it 
is expected that staff could be reduced by 
1,500 pe r sons r e s u l t i n g in a sav ing of 
$750,000. 

On the negative side, the universal use of 
mail-back would result in some additional 
expenses: 

- delivery of questionnaires from the Census 
Commissioners' office to Census Repre
sentatives; 

- potential long-distance charges for tele
phone follow-up in some areas; 

- additional production costs - associated 
with the mail-back envelope. 

In total, these expenses would not be expected 
to exceed $300,000. 

2. Operational Considera t ions 

2.1 Te lephone Systems 

The successful extension of mail-back is 
dependent upon a high mail response rate 
and a capability of performing telephone 
follow-up on questionnaires which fail 
edit and, possibly, for non-response house
holds. One potential restriction on tele
phone follow-up is the prevalence of the 
party-line system in rural areas. 

Based on 1980/81 da ta , it has been 
estimated that the percentage of dwellings 
with private lines is 50% with an equal 
percentage of dwellings being served by 
party lines. 

It is probable that the incidence of party 
lines has decreased since 1980 and will 

continue to decrease as we approach 1991. 
However, by 1991, it is expected that the 
incidence of party lines in rural areas will 
still be significant and the potential will 
exist for breaches of confidentiality should 
current mail-back/follow-up procedures be 
adopted. This is one factor that must be 
addressed if the extension of mail-back is 
to be considered a viable option. It is not 
believed to be an insurmountable problem 
as there are now many surveys which 
make use of the telephone technique and 
it is probable that this trend will become 
more prevalent in the future. 

2.2 Rural Postal System 

The successful extension of mail-back is 
dependent upon the timely receipt and 
distribution of mail returns. Three factors 
can affect the ra te at which Census 
Representatives receive questionnaires: 

- public cooperation in completing and 
mailing the questionnaires; 

- the ability of Canada Post to process 
returns and turn them over to Census 
Commissioners; 

- the efficiency of Census Commissioners 
in sorting r e tu rns and d i s t r ibu t ing 
them to the Census Representative. 

2.2.1 Publ ic Coopera t ion 

Given the success of the 1981 Census 
and mail return rates dur ing the 
1977 Extension of Mail-back Test, 
t he re is reason to bel ieve t h a t 
acceptable levels of mail response 
would be achieved to support a move 
to extension of mail-back. 

2.2.2 Canad ian Pos ta l S y s t e m s 
in Rural Areas 

Extension of mail-back a reas in
troduces some complications in the 
mail return process. In most pick-up 
areas, the respondent cannot drop 
the ques t ionna i re in the co rne r 
mailbox. It is picked up by a local 
mail contractor or the respondent is 
required to go to a local Post Office to 
mail it. From the local Post Office, 
the mail must find its way to the Post 
Office which serves the Census Com
missioner. A small study conducted 
by the Post Office in Census Commis
sioner Districts where potential mail 
return problems exist indicated a 
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2-4 day turn-around t ime. The 
potential for a slight delay in receipt 
of mail re turns is not one which 
should be considered as a reason for 
rejecting extension of mail-back. 
While inconvenient to the field 
operation, slight delays can be dealt 
with. 

2.2.3 D i s t r i b u t i o n of Mai l 
Returns by Census Com
missioners 

The closer we move to desired assignment 
sizes, the greater are the economies to be 
realized in terms of stalT and dollars. This is 
not only true for extension of mail-back, but is 
also applicable to any collection methodology. 

A system which allows for fiexible assignment 
creation is preferred. As efficiencies are iden
tified in collection methodologies, the means 
to realize them through increased assignment 
size must be available. 

It is a p p a r e n t t h a t a d d i t i o n a l 
expenses would be i ncu r r ed in 
ensuring the timely distribution of 
ques t ionna i r e s by Census Com
missioners to Census Representa
t ives. It would be necessary to 
e v a l u a t e c u r r e n t o p e r a t i o n a l 
schedules and p lans and m a k e 
recommendations to minimize the 
cost impact. The potential of having 
re turns go directly from the Post 
Office to the Census Representative 
could also be investigated. 

2.3 Timeliness 

If extension of mail-back is pursued, 
timeliness of collection operations under 
mail-back must be reviewed. Although 
results of the 1977 Extension of Mail-back 
T e s t i n d i c a t e d m a i l - b a c k was an 
acceptable alternative, it did not indicate 
that it was preferable to pick-up. The 
factors which were identified as potential 
problems and which contributed to a 
longer collection process should be studied 
to at tempt to minimize their negative 
impact. 

3. Assignment Creation 

This topic, although not restr icted to ex
tension of mail-back, is being included be
cause, if dollar savings are to be realized, 
there must be extensive redelinealion of pick
up areas. 

Currently, a Census Representative is respon
sible for enumerating a geographically deline
ated area called an enumeration area. Be
cause of geographic restrictions, the cost of 
redel ineat ion , and the des i re over pas t 
censuses to stabilize boundaries for data 
comparability, it is difficult to take advantage 
of economies that can be realized through 
increased work-loads. 

4. Census of Agriculture 

The major concern with respect to extension of 
mail-back is agriculture enumeration. Cost, 
timeliness and potential coverage issues must 
be addressed. 

4.1 Cost 

Under a pick-up methodology the Census 
of Agriculture only incurs enumerat ion 
costs. It piggy backs on the Census of 
Population. Therefore, costs such as 
arrival time, travel time, mileage, etc., are 
paid for by the Census of Population. This 
would not be the case with extension of 
mail-back. It is known that, historically, 
the completion of the Agriculture Ques
tionnaire is more enumerator-dependent 
than the Population Questionnaire. Edit 
failures and cases of non-response will not 
necessar i ly coincide with t hose for 
Population. Lack of in format ion on 
factors such as potential mail response, 
questionnaire edit failure rates, success of 
telephone follow-up, numbers of field 
follow-ups, etc., make it very difficult to 
estimate the dollar increase which might 
result from a mail-back methodology. A 
detailed study would be required to assess 
the magnitude. Although there is no firm 
basis for the amount, previous assess
ments have c r u d e l y e s t i m a t e d the 

. increase at $500,000. 

Consideration must also be given to the 
fact t h a t conduc t ing the C e n s u s of 
Agriculture with Population could mini
mize the savings achieved by the Census 
of Population by placing a restriction on 
assignment size increases. 

4.2 Timeliness 

Evidence from the 1977 Extension of Mail-
back Test indicated that timeliness could 
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become a problem in a r e a s of high 
agricultural concentration particularly 
where there is a significant number of 
non-resident operators. 

4.3 Coverage 

The 1977 Extension of Mail-back Test also 
indicated that there was potential for a 
higher undercoverage rate in agricultural 
areas not covered by township plans. 

The above concerns must be studied if the 
mail-back methodology is to be considered 
an acceptable alternative for the Census of 
Agriculture. 

The following is a short list of items that 
could be explored: 

- simplify and redesign the Agriculture 
Quest ionnaire to make it easier to 
complete, which could resul t in in
creased mail-response and reduced edit 
failures; 

- relax Agriculture Questionnaire edit 
steps; 

- develop a publ ic i ty p r o g r a m em
phasizing the mai l ing back of the 
Agriculture Questionnaire; 

- study the success and failures of other 
agricultural surveys, particularly the 
National Farm Survey which is now 
e x p e r i m e n t i n g with a m a i l - b a c k / 
telephone follow-up approach; 

- provide enumerators with lists of non
resident operators; 

- include a filter question on the Popu
lation Questionnaire "Do you operate 
an agricultural holding?". 

It is also suggested that the possibility of 
not conducting the Census of Agriculture 
at the same time as the Census of Pop
ulation be investigated. The Census of 
Population could identify agr icul tura l 
operators, and a mail-out/mail-back ap
proach could be used with field follow-up 
of both non-response cases and those not 
resolved by telephone. This approach 
would allow the Census of Population to 
maximize savings through assignment 
creation and would, as well, vir tual ly 
eliminate any potential local enumerator 
problems with respect to the Census of 
Agriculture. 

5. Other Considerations 

5.1 Public Reaction 

A motivational study conducted after the 
1977 Extension of Mail-back Test in
dicated that there was,no reason to expect 
respondents to react unfavourably to the 
use of mail-back in rural areas. Indeed, 
the evidence suggests the reaction would 
be favourable. A mail-back methodology 
also gives the respondent a perception of 
greater confidentiality and minimizes the 
enumerator/respondent contact. 

5.2 Publicity 

It is r ecogn ized t h a t confus ion or 
"spillover" effects from publicity exist 
when both ma i l -back and p i c k - u p 
procedures are used. This is particularly 
true for residents of pick-up areas who are 
constantly subjected to media emanating 
from urban centres. This confusion would 
be e l i m i n a t e d w i t h t h e use of a 
standardized methodology and hence a 
standard publicity program. 

5.3 Standardization of Procedures 

One self-enumeration methodology would 
reduce or eliminate the requirement of 
some procedural and training material 
and would simplify the task of census 
supervisors who must supervise mixed 
methodology areas. 

5.4 Coverage - Population 

It is not felt tha t coverage would be 
adversely affected by extending mail-
back. Coverage is established primarily at 
drop-off, and there is no difference in the 
relevant drop-off procedures under pick
up and mail-back. 

Conclusion 

In summary it is recommended that extension of 
mail-back be given serious consideration for 1991. 
It is recognized that the move to extended mail-
back is not without risks, particularly as it relates 
to the Census of Agriculture, but it is felt these 
risks can be minimized. Regional Operations 
believes that the universal use of mail-back in 
1991 can be made to work both efficiently and 
effectively, and support this strategy. 
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PANEL DISCUSSION 
THE 1991 COLLECTION ENVIRONMENT - THREE PERSPECTIVES 

CONFIDENTIALITY/LEGAL ISSUES 

RICHARD BARNABE 

QUEBEC REGIONAL OPERATIONS 
STATISTICS CANADA 

Introduction 

Legal and confidentiality issues are critical 
factors for a census. My purpose today is to ex
plore with you what the future holds, or may hold, 
in this regard and what actions we may have to 
take to adapt. Some of my comments may sound 
provocative or even heretical because I will out
line scenarios that entail moving away from what 
are often considered to be sacrosanct features of 
census-taking. 

However, these aspects, which are technical in 
nature, may indeed have to give way to socio
political imperatives if censuses are to remain 
viable and acceptable undertakings in the future. 

I will first discuss legal aspects, then how this 
legal framework fits into the broader context of 
public opinion and conclude with their policy or 
operational implications for us. 

Legal Context 

The legal landscape is outlined by legislation, but 
i t s colours and c o n t o u r s a r e d e t a i l e d by 
jurisprudence. The Canadian picture is not unlike 
that of most other Organization for Economic Co
operation and Development (OECD) countries: an 
enabling law, the Statistics Act, specifies the 
mandate of the census-taking agency and its 
obligations as well as those of its citizens. How
ever, other legal realities directly impact upon the 
interpretation of the Statistics Act by the courts: 
the Char ter of Rights and Freedom and the 
Privacy Act are prime examples. 

These constitutional and legislative realities have 
led to a series of limits on the nature and extent of 
governmental information gathering activities. It 
can be said that a doctrine of "reasonable limits" 
and the primacy of people's right to privacy is 
gradual ly emerging, but to varying degrees 
depending on the country. 

In Germany and the Netherlands, censuses have 
been postponed or cancelled because of legal 
challenges. 

In Canada, the U.S.A., and the United Kingdom, 
the courts have generally upheld censuses and 
their compulsory na tu re , a l t hough isola ted 
challenges have been upheld on the basis of legal 
technicalities. 

In Denmark, the use of permanent registries is 
au thor ized and s t rongly suppor ted by t h e 
executive and judiciary. 

The general trend, however, is that a greater 
balance is sought between legitimate govern
mental requirements and individuals ' r ights . 
That is important because this area is relatively 
new legal ground in many countries. Therefore, 
the internationalization of related jurisprudence 
is more likely than for other domains where 
strong local traditions exist. 

The implication for us is that we can probably 
expect continued legal support if we ensure that 
our methods and practices respect the above-
mentioned balance. In practical terms, it raises 
with particular acuity the issues of identification, 
retention of identifiable records, and the integrity 
of our operations from a security viewpoint. 

Public Opinion Context 

Legal issues are very important because they 
establish the framework within which we operate. 
However, the success of a census will always rest 
on the public's acceptance of its necessity and 
willingness to provide the requested information. 

Public opinion support for the census can be 
illustrated as a platform which rests on three 
pillars: 

legal obligations; 

- recognition of the necessity of the census; 

the credibility of the guarantees we offer 
concerning the confidentiality and use of the 
information collected. 
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These pillars help withstand the negative pres
sures that could cause the platform to collapse. 
These pressures can be crys ta l l ized as the 
"Orwell ian Syndrome": a concern over the 
government's habit of obtaining information on 
everyone to better control all aspects of their lives. 
This syndrome can be exacerbated or alleviated 
depending on the public's view of the govern
ment's effectiveness in fostering the social and 
economic well-being of its citizens. However, the 
census usually ra ises three concerns in this 
regard, regardless of the prevailing mood: 

1. Concern over the amount of information avail
able to government. 

2. Concern over the use made of the information. 

3. Concern t ha t information ga ther ing is a 
breach of peoples' right to privacy. 

A successful census cannot be taken unless these 
concerns are kept to manageable levels. 

The Future Context 

Before addressing how we can deal with these 
concerns, we must assume the likely environment 
in which censuses will be conducted. 1 submit that 
the following conditions are likely to prevail: 

Our society will be increasingly litigious, and 
legal challenges of the census will be more 
frequent. 

- Privacy, and the right thereto will remain a 
forefront issue. 

Information technology will have made con
siderable progress and its potency (both as a 
benefit and a threa t ) will be even more 
generally recognized. 

Societal issues and increasingly sophisticated 
special interest groups will augment the need 
for detailed, timely and reliable data. 

These conditions represent opportunit ies and 
potential problems for us. It is important that we 
define appropriate responses now. 

Conclusion 

The responses must deal with the following issues: 

1. Confidentiality 

We must offer credible guarantees relative to 
three types of potential threats: 

Direct threat: 

Willful or accidental release of confiden
tial information by an employee. It is the 
most easy for us to cope with because we 
already have an appropriate legal frame
work. We must, however, guard against 
the temptation of achieving efTiciency or 
effectiveness gains at the expense of 
utmost prudence in this matter. 'This is an 
area where cost reduction or operational 
expediency mus t not be r e c k l e s s l y 
pursued. 

Indirect threat: 

Dangers associated with the existence of 
separate files which are individual ly 
secure but that could yield confidential in
formation by merging or matching them. 
Techniques such as random rounding, 
suppression and restricted access already 
exist to circumvent this possibility. Our 
vigilance must remain extreme. 

Perceived threat: 

The question of what could be done, now or 
in the future, with the information by an 
ill-intentioned (in the eyes of the public) 
government. This fear is difficult for us to 
alleviate as long as we collect and retain 
identifiable information. Our inst i tu
tional record has been our best advocate 
up to now, but it may not prove adequate 
enough in the future given the emerging 
social attitudes. 

2. Identification 

If the collection and retention of identifiable 
information remains a major concern despite 
the confidentiality guarantee, more drastic 
measures must be envisaged. Not collecting 
names or destroying all traces thereof early in 
the operat ional process have s ignif icant 
implications on concepts such as family for
mation, on questionnaire design, on follow-up 
techniques and on coverage measurement. 
However unappealing these implications may 
be, they must be assessed and a l t e rna t e 
approaches explored, if only as a precaution 
aga ins t cu r r en t l y un fo re seen e x t e r n a l 
pressures that could force us in this direction. 
The last thing we need is to be coerced 
unprepared up that avenue. 
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3. Legislation 

Should statistical agencies openly recommend 
the t ightening of laws on information to 
reassure the public of the harmlessness of 
providing information? For example, the laws 
could more severely res t r ic t information 
sharing, the merging of files, or the collection, 
or at least retention, of identifiable records. 
Some of these restrictions may hamper our 
technical possibilities, but they may become 
essential to the continuation of our activities. 

On the other hand, we may want to advocate 
methods such as permanent registries con
structed from existing (and presumably not 
too contentious) records, and move away from 
direct data collection. Again, the legal and 
political implications are far-reaching. 

The basic question that needs to be addressed 
now is whether we want to take a pro-active 
role in changing the status quo. 

4. Communications 

It is the sincere belief of census-taking orga
nizations that censuses are cost-effective 
national endeavours. However, our efforts to 
underscore that fact and to thus generate 
widespread public support are i rregular at 
best, and tend to be centred around census 
days. It may be well advised to re-examine 
our approach in this regard and to invest more 
resources in this area, albeit, in these times of 
restraint, at the expense of technical pursuits 
which are dearer to our professional hear ts 
but perhaps less critical to our long-term 
strategic interests and that of the public we 
must serve. 
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HIGHLIGHTS ON THE ELDERLY AND THE IMMIGRANT POPULATION OF 
INTEREST TO COLLECTION OPERATIONS 

PRESENTED BY: J. BOYD UNDERHAY 

NEWFOUNDLAND AND LABRADOR 
REGIONAL OPERATIONS 
STATISTICS CANADA 

Elderly Population 

The elderly population tends to be more dilTicult 
to enumerate for a whole host of reasons such as: 

• general mistrust of officials; 
• confusion over government forms; 
• fear of disclosing personal information. 

In 1991, the elderly will be a powerful and im
portant force. The elderly will: 

• represent 11.8% of the population; 
• grow at a faster rate than our youth; 
• live longer; 
• be better educated; 
• be less dependent on government transfers; 
• tend to live in private households as opposed to 

institutions; 
• tend to live in small urban centres. 

Two particular phenomena are of particular in
terest to enumeration of the elderly in 1991: 

1. Early retirement: 

• There is a possibility that the early retire
ment trend of the 1980s will continue into 
the 1990s. 

• If the 55-64 age group (i.e. early retirees) is 
added to the elderly (65 -I-), this overall group 
would account for an estimated 20.8% of the 
total population. 

• As a possible "special interest population", 
the importance of this group would equal 
that of transient youth in the 1980s. 

2. High proportion of immigrants among 
the elderly: 

• Immigrants constituted almost 1/3 of the 
elderly population in 1981. 

• If this port ion inc reases in 1991 , two 
characteristics of this population have to be 
considered in collection planning: 

(a) tendency to retain the first language, 
(b) concentration of this population in high-

rise buildings in large metropol i tan 
areas, especially in Ontar io , Bri t ish 
Columbia, Quebec and Alberta. 

The Immigrant Population 

The immigrant population overall tend to be more 
diificult to enumerate. The factors complicating 
enumeration are the same as for the elderly 
population but, in addition, a language problem 
may exist. 

The characteristics of the immigrant population of 
particular interest in 1991 enumeration are: 

a possible increase in the size of the immigrant 
population; 
a tendency to be better educated than the 
general population; 
language problems (in 1981, a small minority 
of immigrants were unable to speak either of 
the two official languages); 
a tendency to have a large proport ion of 
investment income; 
a tendency to be more dependent on private 
pensions; 
a tendency to live in high-rise buildings; 
a tendency to live in multiple-family dwellings. 

Also, there has been a noticeable increase in the 
number of Asian immigrants over the past years. 
This group will eventually form part of the elderly 
population. This will in effect be refiected in the 
social characteristics of the elderly population of 
the 1990s. 
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NATIVE PERSONS AND REMOTE AREAS 

C. JERRY PAGE 

ALBERTA, NORTHERN SASKATCHEWAN AND N.W.T. REGIONAL OPERATIONS 
STATISTICS CANADA 

Introduction 

Both remote areas and the native population are 
of concern to census takers. The native population 
live mainly in remote areas, and these remote 
areas are mainly inhabited by the native popu
lation. 

Remote Areas 

In Canada, remote areas are comprised of the 
Northwest Territories (N.W.T.), the Yukon, the 
coast of Labrador, and the northern part of most 
provinces. 

This presentation will focus on the N.W.T., which 
represen t s one-third of the surface a rea of 
Canada. It has a scarce population of only 46,000 
persons, comprised of 16,000 Inuit, 9,000 status 
Indians, 5,000 Metis and non-status Indians, and 
16,000 persons of European descent. There are 63 
communities, six of which make up 48.1% of the 
total population. Of these, 57 communities have 
an average population of approximately 400 
persons. The main language is English, but 
Inukt i tut (Inuit), French and Slavic are also 
spoken. 

Communication and air transportation are satis
factory, with the exception of very small settle
ments. 

Two enumeration systems were used in the 1981 
Census. There was the regular enumeration on 
June 3 and an early enumeration commencing in 
March. The early enumeration was initiated be
cause of costs and data quality. If we waited until 
spring break-up (shortly after Easter), 15% to 20% 
of the native population would not be counted as 
they left the communities to pursue their tra
ditional way of life "out on the land". If this did 
occur, the undercount of the population would 
have increased significantly as well as the in
crease in costs in locating the scattered popula
tion. 

There are still many problems facing census 
takers, such as recruiting local people who are 
qualified and willing to work for such a short 
period of t ime, employee turnover, and super
vision and monitoring of completed tasks in 
outlying communities. 

A proposal was made for the 1986 Census, in 
which a team of census takers from the South 
would carry out early enumeration in the North. 
Based on this team approach, a group of people 
would fiy into an isolated community and conduct 
the enumeration within a set time frame using 
local enumerators and/or interpreters as required. 

Our objectives for the 1991 Census are to reduce 
the amount of early enumeration in the North
west Territories and to improve the quality of the 
data. To meet these objectives, we have to be 
concerned with several issues: 

• People in the North want to be treated in the 
same way as people in Southern Canada. They 
do not think it's f̂ air when the entire N.W.T. is 
enumerated by the long form census ques
t ionnaire (2B). They want to be counted 
through self-enumeration and sampling meth
ods (one in five households) as are t h e i r 
southern counterparts. 

• Native people are in teres ted in ob ta in ing 
questionnaires in their mother tongue, not just 
translation thereof. We will still have the 
problem of natives going "out on the land". 
There does not seem to be an al ternat ive to 
early enumeration. Yet this in itself could be a 
problem. It is not clear legally if we can con
duct an early census and require people to take 
part in it. 

Development in technology, transportations and 
communications will continue to improve the 
enumerat ion of canvasser a reas and also to 
enhance timeliness and data quality. 

Native People 

The 491,460 individuals who identified them
selves as native people in the 1981 Census made 
up just 2% of the total population. They are 
distributed very unevenly across Canada. Nearly 
60% of the population of the N.W.T. is native, and 
about 20% of Yukon i n h a b i t a n t s ident i f ied 
themselves as native. Among the provinces, 
Manitoba and Saskatchewan had the highest 
proportion of native people - more than 6%. 
Alberta and British Columbia had 3% claiming 
native ancestry. (In the East, one person in 100 
was identified as native.) Most native people live 
in the West. 
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Not all status Indians live on reserves. Indian 
reserves are territories set aside as a result of 
treaties between the Federal Government and the 
Indians. Fewer than 60% of status Indians reside 
on reserves. Four out of every 10 native people 
made their homes in urban areas compared with 
nearly eight out of 10 for other Canadians. There 
were significant differences among the native 
groups. Two out of 10 Inuit and three out of 10 
status Indians lived in urban areas respectively 
compared to six out of 10 Metis and seven out of 10 
non-status Indians. Their urbanization could 
however increase as a result of young natives 
migrating into urban areas in search of jobs. 

The native population is a very young one, with 
an average age of 23 compared with 32 for non-
natives. With the exception of the Inuit, native 
people use English as the language they speak 
most frequently at home. Educational levels 
among Canada's native people are lower than 
those of other Canadians, with only 25% of natives 
having at least high school diplomas as compared 
with 50% of other Canadians. Compared to other 

Canadians, fewer native people are employed 
and/or in the labour force. They are more likely to 
have seasonal employment, and because of their 
relatively low level of education, they have been 
excluded from well-paying occupations. As educa
tional levels continue to rise, native people will 
secure better jobs in the future, despite the dis
tance from major labour markets. 

Land claims and the drive for self-government 
could increase resistance to the P^ederal Govern
ment in general, and the census in part icular . 
The native population generally claims that it has 
no input into enumeration procedures and that it 
obtains no direct benefits from the census, as per 
capita grants go to municipalities and not to the 
band. As municipalities generally do not provide 
reserves with any services, they do not see the 
benefits of it. 

However, on the other side of the coin, if we are 
able to demonstrate the value of good statistical 
data and their importance, they may be more 
receptive to our data collection efforts. 

Table 1: Distribution of Native Population in 1981, Canada 

TOTAL NATIVE POPULATION 
INUIT 
STATUS INDIANS 
NON-STATUS 
METIS 

491,460 
25,390 

292,700 
75,110 
98,260 
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Resunr)e of the Question Period 

After Mr. Kazmaier's presentation, a few issues, all 
of them related to telephone follow-up, were raised 
by the participants. 

Respondents' Concern about Privacy 

First, there was a general concern about 
respondent sensitivity using the telephone for 
follow-up, especially in cases where the respondent 
did not give his phone number. This problem will 
worsen in the future as public concern about 
confidentiality increases in relation to the growth 
of personal information existing in computer form. 
Dependent as they are on public cooperation, 
censuses are vulnerable. Up to now, the censuses of 
United States and Canada have not been much 
affected by this potential problem. 

Impact of New Technology 

Another concern relates to the impact of various 
technological developments on the use of tele
phones. The census already has to contend with 
the increasing use of answering machines. The 
United States Bureau of the Census (USBC) 
experimentation with centralized telephone follow-
up has shown that the most useful way to handle 
these cases may be to leave a message and then 
continue to call. Unfortunately, experimentation 
in this area is still in its early stages. 

A more positive technological development makes 
possible cross-checks from phone numbers to 
address geographic codes and then information. 
This development has great potential for the 
future. An immediate application of this capacity 

would be to the Telephone Assistance Service 
during field collection, by enabling the operators to 
match an address to the geographic code when 
respondents call in to report that they have not yet 
received a questionnaire. 

Eventual Extension of Telephone Follow-up 

The third concern was on the extension of telephone 
follow-up to resolve cases of failed-edit 
questionnaires and non-response households. The 
1986 Test Censuses to be conducted by USBC will 
address this issue. The evaluation of test results 
will provide data on the coverage and data quality 
implications and also some idea of cost con
sequences. 

Mr. Hicks' presentation raised two major aspects of 
the extension of mail-back into areas currently 
enumerated using a pick-up methodology. 

One aspect is the potential impact of such a change 
on the Census of Agriculture. The extension of 
mail-back could have a deleterious effect on the 
coverage of farms in the Census of Agriculture 
because the pick-up methodology is largely used in 
the enumeration of farms, and enumerators play a 
role in ensuring good coverage. 

The extension of mail-back into what are currently 
pick-up areas would also imply a redelineation of 
enumeration areas because an enumerator in a 
mail-back area can handle a larger number of 
households. However, the increased use of 
computers in generating geographic materials 
needed for collection could soften the impact of re
delineation on the overall work-load. 
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Introduction 

The mission of the U.S. Bureau of the Census is to 
provide basic statistics about the people and 
economy of our nation to our Congress, our 
Executive Branch, and the general public. The 
success of a census rests not only on how well we 
collect data, but also on how well we link those 
data to geographic areas . Like pieces of an 
enormous jigsaw puzzle, the thousands of small 
geographic administrative units used to control 
census operations must fit together to include 
every square mile of the country, and each square 
mile must be covered once and only once. The 
millions of separate pieces of data then must be 
transformed into convenient statistical units that 
a re a r ranged and r e a r r a n g e d in numerous 
combinations according to a variety of geographic 
a r ea s needed to serve numerous i n t e r e s t s . 
Without the ability to assign or relate data to 
specific areas, the data are of little value to the 
user community beyond that of national totals; 

the data are interesting, but their usefulness is 
severely limited. Census data fulfill most user's 
needs only when related to a specific area, or a 
combination of areas, of the earth's surface; and it 
is the geographic framework of the census tha t 
makes the data meaningful by providing the 
identification of the geographic units, by name, 
boundary, and interrelationship (see Table 1). 

Geographic Support Function 

It is not astonishing, therefore, to learn that the 
geographic support function is one of the most 
vital areas of concern in the planning effort for the 
1990 Decennial Census. Geographic processes cut 
across, infiuence, or are influenced by almost all 
phases of census activity; they play a crucial role 
in every stage of planning, enumerat ing, and 
tabulating a census. Identification of geographic 
uni ts and their boundar ies is the bas i s for 
administrative control in taking the census and 
for processing and tabulating the results. 

Table 1. Typesof Census Geographic Areas-

POUTICAL AREAS 

United States 

States & State Equivalents (57) 

S u t e s (50) 

D.C.(l) 

Outlying Areas (6) 

Counties, Parishes, &. Other 

County Equivalents (3,231) 

Minor Civil Divisions - MCD (30,491) 

Incorporated Places (19,176) 

American Indian Reservations (275) 

Indian Subreservation Areas (228) 

Alaska Native Villages (209) 

Congressional Districts - CD (435) 

Election Precincts (36,361) 

(in 23 participating States) 

School Districts (16,075) 

Neighborhoods (28,381) 

ZIP Codes (='37,000) 

1980 Census 

STATISTICAL AREAS 

Regions (4) 

Divisions (9) 

Standard Consolidated 

Statistical Areas - SCSA (17) 

Standard Metropolitan 

Statistical Areas - SMSA (323) 

Urbanized Areas - UA (373) 

Census County Divisions - CCD (5,512) 

Unorganized Territories (274) 

Census Designated Places-CDP(3,733) 

Census Tracts (43,383) 

Block Numbering Areas-BNA (3,404) 

Enumeration Districts - ED (102,235) 

Block Groups - BG (156,163) 

(Tabulated parts-200,043) 

Blocks (2,473,679) 

(Tabulated parts-2,545,416) 

Traffic Analysis Zones( = 160,000) 
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Basically, all aspects of the geographic (and 
cartographic) support function evolve around two 
major t a sks : first, the ass ignment of each 
residential address to its correct geographic 
location; and second, the classification of each 
location according to the various tabulation areas 
represented in the census. The mechanisms for 
accomplishing these goals entail provision of 
three major geographic tools: maps, address 
reference files - called GBF/DIME-Files in 1980 -
and a geographic reference file - called the Master 
Reference File in 1980. 

Maps 

Maps describe the earth in graphic form. Census 
maps show the streets, railroads, streams and 
other types of features a census enumerator would 
expect to see on the ground while collecting data 
for his/her assignment area. Maps also show the 
polygons - that we call blocks - formed by the 
features to which we assign unique numerical 
codes to represent the geographic ent i t ies of 
interest to the census. Once a census map has 
been marked with the field ass ignment area 
boundaries, a census enumerator can use this map 
to walk or drive around a block, enter every 
address that exists along each side of the block in 
a listing book, and record the number of the block 
in which that address is located. In that simple 
act, the enumerator has "geocoded" the address; 
that is, the enumerator has assigned it to a 
geographic locat ion - the first of the two 
geographic support functions mentioned earlier. 

Address Reference Files 

Whereas a map describes the earth in geographic 
form to a human, the address reference files (or 
GBF/DIME-Files that are similar to your Area 
Master Files) describe the earth in graphic form to 
a computer. Thus , the job once done by an 
enumerator now can be done by a computer. That 
is, the computer can perform the geocoding tasks 
for those a r e a s of the count ry where th i s 
capability is feasible. In order to computer assign 
an address to its geographic location, it is 
necessary to capture the geographic information 
shown on a traditional census map - s t ree ts , 
railroads, streams, block identifiers, and so forth -
and add information on the address ranges that 
apply to each side of a s t ree t between two 
intersecting map features. By adding the address 
range information, the computer can "see" what 
addresses fit into each block by using computer-
matching algorithms that perform the geocoding 
task previously done by an enumerator. Because 
the computerized address reference files contain 
only geographic information and not information 
on the street length or position on the earth, a 

map must be used when people participate in the 
geocoding process. For the 1980 census, about 55 
million households, or about 60% of the total 
housing units in the census, were in areas covered 
by the address reference file geocoding capability. 

Geographic Reference File 

Both of the geographic tools described so far have 
been concerned with the first of the geographic 
support functions - assigning an address to a 
geographic location. The second support func
tion - classifying each geographic locat ion 
according to the tabulation units recognized in the 
census - is performed by a geographic reference 
file, which we called the Master Reference File, or 
MRF, for the 1980 Decennial Census. This file 
shows , in c o m p u t e r - r e a d a b l e f o r m , t h e 
relationship between and among the geographic 
units shown on the set of census maps covering 
the entire United States and its possessions. 
Using this file, we can relate the geographic 
location to which an address has been assigned -
the specific block number written down by a field 
enumerator or assigned by the computer - to all 
higher-level geographic units for which we will 
tabulate data. 

1980 Experience 

All three of the geographic support products -
maps, address reference files, an<i the geographic 
reference file - have several items in cornmon; 
that is, they are simply three difi'erent ways of 
describing a part of the earth's surface. Problems 
with these geographic materials for the 1980 
census caused confusion on the part of the Census 
Bureau's field staff and the data-using public. 
The problems resulted because all three of these 
geographic tools were prepared in sepa ra t e , 
complex clerical operations using hundreds of 
clerks, many of them newly hired. Different 
errors were made on each product, leading to 
inconsistencies between the final products. One 
would expect mistakes to occur in an operation in 
which literally millions of geographic areas and 
identifiers were hand-entered on maps and in two 
independent, manually prepared computer files. 
As expec ted , we did not a c h i e v e pe r f ec t 
consistency among the three basic geographic 
products. The overwhelming majority of the 
ident i f ie rs in the t h r ee p roduc t s m a t c h e d 
perfectly, but where inconsistency did exist, it 
caused problems in data collection, tabulation of 
the data, and use of the data. Further, the labor-
intensive processes by which the Census Bureau 
generated these geographic products contributed 
to the i r la te de l ivery . The complex and 
functionally separate operations used to create 
the 1980 geographic products, like the processes 
used for earlier censuses, were not designed for 
the computer age. 
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In an effort to overcome the problems induced by 
manual and separate production of the geographic 
tools, the Geography Division has embarked on a 
program to produce a unified Geographic Support 
System. We have designed and are in the throes 
of building such a system for use in the 1990 
census. This system will avoid many of the 
problems of the past. Our goal, therefore, is to 
record all a v a i l a b l e r e l e v a n t g e o g r a p h i c 
in format ion about an a r e a in to a s i n g l e 
computer file. This file will permit the computer 
to produce maps for field o p e r a t i o n s and 
publication, and permit the computer to perform 
the data tabulation operations for any geographic 
entity whose boundaries have been recorded in 
the file. We call this file, and its ancil lary 
computer software, the Topologically Integrated 
Geograph ic Encoding and Refe renc ing or 
"TIGER" System (see Figure 1). At the core of the 
system is the TIGER File. 

An in-depth discussion of how we are building the 
TIGER System and an explanation of the TIGER 
File structure is beyond the purview of this paper. 
A brief synopsis, however, appears in order. If 
anyone is interested in further detail, please let 
me know, or write to Chief, Geography Division, 
Bureau of the Census, Washington, DC. 20233. 
We are providing the Geocartographics Sub
division, Informatics Services and Development 
Division, S t a t i s t i c s Canada with copies of 
specifications for the TIGER File as they become 
available. 

The TIGER System 

The fundamental concept of the TIGER File is the 
creation of a single geographic data base system 
with a computer-readable or digital map as its 
foundation. This file will cover the entire United 
States and the other areas for which the Census 
Bureau conducts a census. We created the 
internal structure of the TIGER File by applying 
the concepts of topology, a branch of mathematics 
that describes the spatial relationships of points, 
lines, and areas in a two-dimensional plane. 
Construction of the file using these principles 
allows us to fashion an elegant, powerfully self-
checking computer data base that contains all 
basic map features and the boundaries, names, 
geographic codes, and address ranges of the 
var ious geographic en t i t i e s . We s tore the 
geographic information in the TIGER File using 
lists and directories automatically linked and 
cross-referenced to each other. The line segments, 
points, and geographic area classification codes all 
are tied together so that when any one of them 
c h a n g e s , t he r e l a t e d c o m p o n e n t s and 
relationships change, too (Marx, 1984). Inte
grated into this single digital map data base will 

be all the information needed to allow (through 
the use of applications programs) census mapping 
by computer-driven plotting devices, the assign
ment of census quest ionnaires to geographic 
locations, and the cataloging and re la t ional 
definition of areas. This means that all mapping 
and geoprocessing will be in complete agreement 
and that the problem with inconsistency among 
geographic products will be solved. The TIGER 
System also will allow us to produce maps of 
consistently high quality, which was not always 
possible in the past. 

The TIGER File will be comprised of a series of 
records representing the position of roads, rivers, 
railroads, political and statistical boundaries, and 
other census-required features along with their 
attributes, such as name, geographic code, address 
ranges, feature class, and so forth (Broome, 1984). 

Each record in the file will contain information, 
such as: 

(1) the name and type of feature; t h a t i s , 
whether the feature is a road or street , a 
waterway, a railroad, a political boundary, 
and so forth; 

(2) the coordinate values defining intersection 
points along the feature, together with other 
geometric characteristics of the feature; for 
example, the curve vectors defining the 
shape of the feature; 

(3) the range of addresses located between 
in te r sec t ion po in t s for t h o s e r e c o r d s 
representing streets or roads, in addition to 
the post office name and ZIP code of each 
address range; 

(4) the codes of the geographic area(s) applicable 
to each segment of the feature based on the 
geometric relationship to the feature of the 
boundaries in the file for each geographic 
entity; and 

(5) other special situations associated with the 
record; for example, major employment 
centers or residential s t ruc tu re s located 
along the feature. 

Once constructed, the first, second and fourth 
characteristics of the TIGER File record provide a 
geographic framework from which the maps 
required for field operat ions or publ ica t ion 
products could be generated; the first, third and 
fifth characteristics provide a means through 
which the addresses can be assigned to specific 
geographic areas; the first, third and fourth 
characteristics provide a basis upon which an 
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Figure 1. Components and Functions of the TIGER System 

T 
I 
G 
E 
R 

opologically 
ntegrated 
eographic 
needing and 
eferencing 

System 

-Major 

Sources 

Major 

P r o d u c t s 

44 PROCEEDINGS OF THE INTERNATIONAL 1991 CENSUSPLANNINGCONFERENCE 



automated questionnaire check-in and control 
system could be established, permitting genera
tion of followup assignments based on structure 
a d d r e s s or s e r i a l n u m b e r in g e o g r a p h i c 
perspective; and the fourth characteristic provides 
the source file from which geographic table stubs 
and summary cartographic products could be 
generated for tabulation purposes. 

Our charge is to complete the development of the 
TIGER File and the associated components of the 
TIGER System based on the 1990 Decennial 
Census schedule of activities; the first operation is 
slated for the first quarter of calendar 1988. We 
view the work to accomplish our objective in three 
broad stages, which can be viewed generally in 
the flow diagram shown in Figure 2. 

• First, we must create the initial digital map 
data base - the underlying map image in 
c o m p u t e r - r e a d a b l e form - so t h a t t he 
computer will contain all of the streets, rivers, 
railroads, and so forth. We are working 
closely with our sister agency, the United 
States Geological Survey (USGS), to achieve 
this phase. 

• Second, we must update this digital map data 
base with other information that makes the 
map useful for Census Bureau activities -
adding new streets where subdivisions have 
been built; entering the names for all streets, 
rivers, and railroads so that Census Bureau 
field staff, as well as data users, can orient 
themselves; inserting the address ranges that 
go with each section of a street in the major 
urban areas; and adding the boundaries and 
codes of all the political and statistical areas 
for which the Census Bureau tabulates data. 

• Finally, we must use the file and enhance 
this information based on the results of the 
early file-use operations. Here , the file-
building and file-use activities interconnect 
because the file-use operations contr ibute 
valuable information from direct field staff 
observation to make the digital map data base 
match what currently exists on the ground. 

Obviously, there are many other steps in the 
TIGER File building process and even more steps 
involved in using it to support the 1990 census. 
The ability to complete an ambitious job of this 
magnitude in such a short period of time will 

involve expenditures of large sums of money and a 
commitment of literally hundreds of geographers, 
cartographers, computer programmers and clerks. 

Conclusion 

The TIGER concept did not ju s t e r u p t in to 
existence. It came into being as a result of hard 
work and dedication on the part of a small core of 
people who, in 1981, were ass igned by the 
Geography Division senior staff (Division Chief 
and Assistant Division Chiefs) to the full-time 
task of developing a long-range plan for the 
Census Bureau's geographic support activity. As 
expected, the major catalyst giving impetus to 
such an effort was the serious problem - still fresh 
in our minds - that existed in the delivery of 
ca r tograph ic and geographic p roduc t s and 
services for the 1980 census. 

The small planning group had at its disposal draft 
copies of two recently completed assessment 
reports of 1980 census operations prepared by 
separate interdivision work groups comprised of 
individuals who had worked on the census. It was 
apparent from the two reports that one major 
common denominator that threaded through the 
various operations was the need for and timely 
delivery of consistent geographic and cartographic 
support products. 

The first result of our planning effort was a plan 
and budget completed in time for the Fiscal Year 
1983 budget submission to the Census Bureau's 
Executive Staff. Without sufficient time to fully 
explain the ambi t ious p l a n , we were not 
successful in obtaining approval. Subsequent 
discussions and better documentation of the plan's 
benefits and budget considerations, coupled with 
more involvement of appropriate personnel from 
both the Department of Commerce and the Office 
of Management and Budget , c u l m i n a t e d in 
approval of our long-range plan and the promise of 
enhanced funding levels beginning in the Fiscal 
Year 1984 (that is, October 1, 1983). Thus, in less 
than three years, we were successful in obtaining 
clearances to dramat ica l ly change how the 
geographic support function would be carried out 
for decades to come. We could only have achieved 
this goal through the existence of a long-range 
plan of action. Without the requisite front-end 
p l ann ing effort, t he re was l i t t l e hope for 
launching and br inging such an a m b i t i o u s 
geographic program to fruition. 
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Figure 2. Stages to Create the TIGER File 
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1. Introduction 

To provide an tinderstanding of the Area Master 
File (AMF) and how it has evolved since 1969, a 
brief description of the AMF concept is given 
together with some of the reasons behind its 
development. Secondly, the processes used for the 
creation and maintenance of an Area Master File 
are outlined. An overview of the evolution of the 
Area Master File program through the 1971, 
1976, 1981, and 1986 Censuses is given which 
summarizes the major developments and achieve
ments to date. Finally, some of the major issues 
surrounding the future of AMFs are discussed 
together with recommendations on how to deal 
with them. 

2. Getting to Know An Area Master File 

For over 15 years, the Geography Division of 
S t a t i s t i c s C a n a d a h a s been c r e a t i n g and 
maintaining digital street network files known as 
Area Master Files. They form the geographic data 
base of a broader system, the Geographically 
Referenced Data Storage and Retrieval System 
(GRDSR), which has as its function the provision 
of geographic flexibility for census data retrieval. 

2.1 What Is the AMF? 

As a geographic base file, the Area Master 
File is unique. An AMF is organized by 
census subdivision (CSD) and there may be 
one or more complete CSDs within one AMF. 
An AMF file comprises the digital definition 
of all city s t ree ts and other s ignif icant 
geographic fea tures (such as h ighways , 
railroad tracks, rivers, hydro lines, etc.) which 
may be used in the delineation of special areas 
of interest. 

Every AMF feature is defined in terms of 
three groups of information. The first group 
provides unique identification which takes the 

form of census subdivision code, feature name 
(e.g., Albert St., Dow's Lake) and feature 
classification (e.g., street, lake, island). The 
second group defines the c a r t o g r a p h i c 
representation of each feature in the form of a 
series of nodes or points de l inea t ing , as 
accurately as possible, the shape and location 
of the feature as a single line image. Finally, 
the street (civic) address ranges for each 
portion of the feature (each block-face) are 
defined. A block-face is one side of a street 
between two consecutive feature intersections 
(see Figure 1). 

In the file creation process, the block-face 
centroid is a u t o m a t i c a l l y ca l cu la t ed to 
represent the "block-face a r e a " (all the 
.addresses along a given block-face). It serves 
as the key through which census data for all 
the households on the block-face may be 
geographically referenced or "geocoded" for 
special re t r ievals by non-s tandard user -
specified query areas such as school zones, 
police districts, etc. In urban areas, the use of 
block-face cen t ro ids has i n c r e a s e d the 
geographic reso lu t ion for r e t r i e v a l by 
approximately 25 times that for enumeration 
area (EA) centroids. 

The block-face centroid also facilitates a high 
degree of historical continuity. By contrast, 
census enumeration areas change at such a 
high rate (approximately 40% per census) that 
historical continuity of data at this level of 
geography is not readily available. Other 
methods to provide more stability, such as use 
of a stable block as a geostatistical unit, are 
currently being analysed (Parenteau, 1985). 

2.2 Process Used to Create or Update 
the AMF 

The process of creating an Area Master File 
s tar ts with a set of accurate s t ree t maps 
obtained from a variety of sources but mainly 
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Figure 1. Content of an AMF Feature 
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from municipal agencies (see Figure 2). Large 
scale current maps showing block-face address 
ranges are required together with an up-to-
date listof street names. 

The manuscript maps are divided into sections 
which will fit on a digitizer, and a "node" is 
used to identify points wherever two features 
intersect and where features begin, end, or 
curve sharply. Each node is then identified by 
a unique serial number. In the next step, 
descr ipt ive codes for every fea ture a re 
transcribed onto a specially designed form. 
The information coded includes fea ture 
names, types, directions, node numbers, and 
a d d r e s s e s a t i n t e r s e c t i o n s . The m a p 
manuscript is now ready to be placed on a 
digitizing table. 

The digitizing equipment measures node 
posit ions re la t ive to control points and 
generates one easting (X) and northing (Y) 
"table coordinate" for each node (see Figure 3). 
Since Universal Transverse Mercator (UTM) 
coordinates are used for AMFs, the table 
coordinates of the nodes must be transformed 
to UTM coordina tes du r ing subsequen t 
computer processing. During the computer 
processing, the UTM coordinates for each 
block-face centroid are calculated using the 
coordinates of the nodes bordering the block-
face (see Figure 4). Finally, all items and 
sections are merged to create an Area Master 
File for the census subdivision. 

A series of error-handling and correction 
procedures are employed whenever Area 
Master Files are being created or updated. 
Extensive computer checking is done to 
ensure that each node is linked to the correct 
feature segments and vice versa. This process 
locates the majority of clerical errors. When 
the file processing is complete, the file is 
plotted at the same scale as the original map. 
The two maps are then compared to ensure 
completeness and correctness of the AMF. 
Further plotting, followed usually by two or 
three update cycles, will produce a "clean" 
Area Master File. When input documents 
meet standards, the entire process of creating 
an AMF for a CSD of approximately 25,000 
population requires approximately 40 person-
days spread over 80 days elapsed time. 

3. The Evolution of the AMF: 1969-1985 

The evolution of the AMF from 1969 to the 
present time is described in terms of the ongoing 
development resulting in an increasing number of 

products and applications. These developments 
are punctuated by status reports on the extent of 
AMF coverage at each census year. 

3.1 Conceptualization, Development and 
Initial AMF Creation 

The conceptualization and software develop
ment phases for GRDSR and the AMF took 
place during the period 1969 to 1970 (Ion, 
1969). A prototype AMF was built for the city 
of London, O n t a r i o , in 1969 and was 
successfully used for testing. 

The longer term objective was complete AMF 
coverage for census subdivisions within all 
census metropolitan areas (CMAs) and census 
agglomerat ions (CAs) with over 50,000 
population. However, in the initial stage of 
AMF creation from 1970 to 1971, priority was 
given to the creation of parts of the 14 main 
CMAs and CAs based on demands from 
municipal governments who were prepared to 
collaborate with Statistics Canada . As a 
result, the geocoding methodology and some of 
the software were transferred to, and applied 
by, several major municipalities in building 
their own geographic information systems 
(Richmond, 1974). 

3.2 The 1971 Census 

During the 1971 Census processing cycle, the 
data for households on each block-face were 
successfully geocoded to the block-face cen
troids of the existing AMFs. As demand 
increased, AMFs for municipalities surround
ing the cities of Vancouver and Winnipeg 
were created in 1973, and 1971 Census data 
were retroactively geocoded to these centres. 
In all, block-face geocoding covered a total of 
54 CSDs and approximately 7.5 million or 
34% of the Canadian population for the 1971 
Census (see Table 1). These 54 CSDs were in 
effect subdivided into approximately 200,000 
micro a r ea s which b rough t much more 
flexibility to the operation of special a rea 
retrieval or aggregation than was possible 
with the EA (Facts by Small Areas, 1972). 

3.3 Major Expansion in AMF Coverage 

In preparation for the 1976 Census, a program 
was undertaken to continue the extension of 
block-face geocoding in collaboration with 
municipalities. Because of this collaboration 
by the municipalities in supplying documents 
and performing encoding activities while 
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Figure 2. Input Base Map 
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Figure 3. AMF Output: Single Line Image 
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Figure 4. Block-face Centroid 
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Table 1. Area Master File Coverage by Census (1971, 1976, 1981) 

(Number of Census Subdivisions, Population Covered and Percentage) 

Province 

Nnd. 
P.E.I. 
N.S. 
N.B. 
Que. 
Ont. 
Man. 
Sask. 
Alta. 
B.C. 
N.W.T. 
Yukon 
Canada 

1971 Census 

CSD 

1 

12 
12 
12 
2 
2 

13 

54 

Pop. 

122,035 

1,677,611 
3,055,090 

535,217 
265,918 
841,471 
877,956 

7,375,298 

% 

15.5 

27.8 
39.7 
54.2 
28.7 
51.7 
40.2 

34.2 

1976 Census 

CSD 

1 

2 
1 

58 
40 

1 
2 
2 

18 

125 

Pop. 

86,576 

183,223 
85,956 

3,277,026 
5,082,079 

560,874 
283,343 
931,278 

1,174,432 

11,664,787 

% 

15.5 

22.1 
12.7 
52.6 
61.5 
54.9 
30.8 
50.7 
47.6 

50.7 

1981 Census 

CSD 

1 

2 
2 

59 
48 

1 
2 
2 

42 

159 

Pop. 

83,770 

176,871 
135,264 

3,233,410 
5,496,971 

564,473 
316,823 

1,124,989 
1,580,190 

12,712,761 

% 

14.7 

20.9 
19.4 
50.2 
63.7 
55.0 
32.7 
50.3 
57.6 

54.5 

Statistics Canada performed map digitizing, 
cent ra l processing and assembly of the 
information into AMFs, it was possible for 
more AMFs to be created and maintained for 
the same relative level of funding. 

3.4 The 1976 Census 

The resulting increase in block-face geocoding 
coverage was on the order of 4.3 million or 
16% of the population, reaching a total for 
Canada of approximately 11.6 million or 
50.7% of the population. The number of 
census subdivisions represented increased to 
125 (see Table 1), and they were subdivided 
into approximately 350,000 micro or block-
face areas. 

3.5 New AMF Products and Applications 
Are Demonstrated 

With the original mandate of servicing non
standard areas of interest adequately fulfilled, 
the development of new services which would 
make use of the specialized information 
contained in the AMF was initiated. As well, 
AMF coverage began to be extended, based on 
demand, to centres smaller than 50,000 
population. 

Automated Street Indexes 

The creation of street indexes, which had 
previously been a time-consuming and an 
error-prone manual activity, was automated 
for the Chief Electoral Ofllce and census field 

operations. In the case of the Chief Electoral 
Office, it was possible to quickly identify the 
federal electoral district to which an elector 
should go simply by looking up the elector's 
address in a custom-made s t r e e t index. 
Similarly, in census field operations it was 
very easy to identify the appropriate Census 
Commissioner and Enumerator for follow-up 
or when a householder reported that he/she 
had not received a census questionnaire at a 
specific address. 

Prototype Computer-assisted Collection 
Mapping System 

The conceptualization and development of a 
prototype system to automatically generate 
double line street maps from the single line 
image of the AMF permitted the automated 
generation of collection maps for approxi
mately 34 CTs (Yan, Bradley, 1982). While 
this experience did not provide immediate 
production cost-savings, it did demonstrate 
the feasibility of the task and the benefits 
possible with further system improvements. 

Applications in Other Agencies 

Other agencies, including the Stratford police 
department and the city of St. Ca tha r ines 
Engineering Department for road inventory 
(Loewen, 1979), began using AMF as their 
basic cartographic file. 
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3.6 The 1981 Census 

For the 1981 Census, AMF coverage had been 
extended to 159 CSDs and approximately 12.7 
mi l l ion or 54% of the t o t a l C a n a d i a n 
population was covered through the block-face 
geocoding program (see Table 1). Small area 
data retrieval was now possible for approxi
mately 18,000 EAs or approximately 500,000 
micro units with households attached to them. 

3.7 Recent Initiatives 

More and more concrete benefits to census and 
other S t a t i s t i c s Canada opera t ions a re 
emerg ing through applicat ions aimed a t 
exploiting the AMF. Cooperation with federal 
and provincial mapping agencies is growing, 
and joint ventures with municipal govern
ments and other agencies to extend AMF 
coverage are on the increase. The following 
a re brief desc r ip t ions of some of these 
initiatives. 

Collection Mapping for the 1986 Census 

In 1983, an AMF collection mapping produc
tion system was developed based on the initial 
prototype system described in Section 3.5. For 
the 1986 Census, 1,200 census tract collection 
maps representing approximately 6,000 EAs 
have been automatically produced at a cost of 
$60 per map compared to a manual redrafting 
cost of $200 per map. 

As a secondary product, this system permits 
the production of double line maps with such 
data as number of households and postal codes 
plotted at the block-face centroid. 

Postal Code Conversion File 

Software has been designed and successfully 
implemented to link the postal code file con
taining 6-digit individual postal codes to the 
corresponding block-face centroids of an AMF 
file using the address ranges . With this 
facility it is possible for census data to be 
extracted by areas defined by postal codes. 

A p o s t a l code conve r s ion file ( c ros s -
referencing postal codes to 1981 s tandard 
geostatistical areas) has also been developed, 
thereby permitting the extraction of data from 
administrat ive files for selected s tandard 
geostatistical areas. 

Block-face Data Linkage File 

A special block-face file showing household 
and population counts has been provided to 

Labour Force Survey for use in the re-design 
of their sample units. 

Joint Ventures to Increase Coverage 

Since the 1981 Census, there has been an 
increased interest shown by external clients 
in digital street files. This interest has led to 
several joint ventures aimed at extending 
AMF coverage (Yan and Parker, 1985). 

One venture has resulted in major extensions 
to AMF coverage in southern Ontario and 
allows its use as the basic geographic file and 
a unique cartographic base for emergency 
agencies to make possible the computer-aided 
dispatch of emergency vehicles. Most of the 
e ight pe r son-yea r s effort involved was 
provided by police departments. 

Several joint ventures have been initiated 
which involve group efforts in order to reduce 
duplication and share the actual work. One 
such venture with Metro Toronto will see 
them updating their digital network file to 
refiect 1985 status. The completed file will 
then be used to upda te and/or r ep lace 
Statistics Canada 's 1981 version. Other 
similar ventures are being negotiated with 
municipalities such as Burnaby, Winnipeg 
(Courage et al., 1982) and Calgary (McNabb, 
1982). 

A memorandum of understanding between 
the Ontario Ministry of Natural Resources, 
the county of Oxford and the c i ty of 
Woodstock, and the Geography Division of 
Statistics Canada has been drawn up for 
creation of an AMF for the city of Woodstock. 

PUot Project With EMR 

A pilot project was undertaken with Energy, 
Mines and Resources (EMR). It involved the 
loading of an EMR digital file containing the 
UTM coordinate values for features, and then 
adding the attributes necessary to create the 
AMF (Yan etal . , 1985). 

Increased Cost-recovery Work 

The sale of AMFs through a licensing agree
ment is now being negotiated as a means of 
offsetting creation and maintenance costs. 

The collection mapping system has been 
enhanced and used to generate more than 
$50,000 in cost-recovery for mapping and 
s t r e e t index work done for a m b u l a n c e 
dispatch in Ontario. 
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Thus , it can be seen t h a t the scope of 
applications is broadening to the point where 
existing production mechanisms, file struc
tures and systems capacities are reaching 
their limit. It is appropriate at this time to 
step back and review the issues related to 
future directions for the AMF. 

4. The Future of AMF 

In 1969, when the AMF was first designed as the 
geographic nucleus of GRDSR, the extent to which 
AMF would evolve as a stand-alone product or a 
link through other files to such a wide range of 
applications may not have been foreseen. It is 
time now in the mid-1980s to re-assess AMF and 
plan for its future development and expansion as 
we move toward the 1991 Census and beyond. 
The issue is not only how far to extend AMF 
coverage, but also how to manage that extension. 
Some a l ternat ives and recommendations are 
presented in this section. 

4.1 The Need for AMF Extension 

The recent trends and experience with specific 
applications in the census context and beyond 
all point to the need for continued extension of 
Area Master File coverage. The following 
examples illustrate this point. 

1. The AMF is now the base not only for 
census data retrieval but also for census 
cartography, street indexes and other 
products. Where computer-assis ted 
collection mapping (CACM) has been 
implemented, significant savings have 
been realized (costs reduced to $60 per 
map compared with $200 per map for 
manual re-drafting). In addition, the 
collection mapping base is compatible 
with the base used for census retrieval, 
thereby resu l t ing in a reduct ion of 
person-years needed for manual recon
ciliation and the maintenance of two 
bases. The existing AMF coverage limits 
the extent lo which these k inds of 
savings are possible. 

2. Users requesting non-standard area data 
retrievals have much greater flexibility 
through AMF block-face coverage than 
they do in urban areas without AMF 
coverage. As a federal agency, we should 
keep in mind the potential political 
repercussions or implications that these 
two levels of coverage (and therefore 
service) provide. 

3. The provision of census data by postal 
code appears to be a very lucra t ive 
m a r k e t ; however , to da te t h e full 
potential of the postal code link to AMF 
has not been exploited. The postal code 
may very well be the flexible type of 
geographic locator needed to provide the 
capacity to upda te da t a to c u r r e n t 
geographic limits of cities, provided the 
postal code conversion file is maintained. 
However, this is dependent on the exis
tence of an AMF. Hence, expanded AMF 
coverage would make the use of the 
postal code more at tract ive (Puderer, 
1985). 

4. The AMF is being proposed as a frame
work for attaching individual addresses 
tha t would form par t of an address 
register (Royce, 1985). 

5. Specific external users such as police 
departments and ambulance services are 
using the AMF for computer-assisted 
dispatch (CAD) and are cooperating with 
Statistics Canada to extend AMF files. 
New demands by these agencies for 
extensions are coming in regularly. 

4.2 Scenarios for Managing the Exten
sion of AMF Coverage 

A number of impor t an t i s sues m u s t be 
considered within the context of planning and 
managing the extension of AMF coverage. 
They are as follows: 

1. the scope of AMF applications; 

2. Statistics Canada's role in producing 
AMFs and coordinating the production of 
AMFs by others; 

3. the logical and practical limits to which 
the e x t e n s i o n of AMF s h o u l d be 
attempted; 

4. the content of the AMF in relation to 
S t a t i s t i c s C a n a d a ' s needs and t h e 
structure of car tographic da ta bases 
produced by other agencies; and 

5. the degree of software modification. 

For each of these issues, various alternative 
scenarios and recommendat ions a r e put 
forward. It is hoped that by discussing these 
issues now, effective decisions can be made 
regarding the future of AMF for the 1991 
Census and beyond. 
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Issue 1: The Scope of AMF Applications 

Alternative scenarios: 

1.1 AMF for census applications only; 

1.2 AMF for all Statistics Canada's applica
tions; 

1.3 AMF for Statistics Canada and outside 
agencies on demand (especially emer
gency agencies, municipal agencies). 

Recommendations: 

1. Extend AMF applications for census 
based on AMF as the central urban 
geographic framework. New applications 
might include automatic geocoding of 
place-of-work data, census block pro
g r a m , and l a n d - b a s e d C e n s u s of 
Agriculture. 

2. Promote and demonstrate AMF as a key 
geographic tool for other operations 
within Statistics Canada, e.g., address 
regis ter , small a r ea da ta p rogram, 
administrative data program, postal code 
linkage. 

3. Develop effective external applications 
on a cost-recovery and "good public 
servant" basis. 

Issue 2: Statistics Canada ' s Role in AMF 
Extension 

Alternative scenarios: 

2.1 only census personnel involved in AMF 
production; 

2.2 only S t a t i s t i c s C a n a d a p e r s o n n e l 
involved in AMF production; 

2.3 census and selected external parties who 
contact Statistics Canada involved in 
AMF production; 

2.4 conduct an organized national/provincial 
program to solicit pa r tne r s in AMF 
extension. 

Recommendations: 

1. Census should ensure that a minimum 
standard of extension is maintained for 
its own needs through its own resources. 

2. Census should encourage extension by 
agencies who have better local know
ledge wherever there is a local interest 

and a d e q u a t e t echnica l c a p a b i l i t y . 
Strong local support is recommended. 

3. Stat is t ics Canada should encourage 
participation through developing: 

(a) improved documentation packages 
for local creat ion and support of 
AMF; 

(b) other tools and basic application soft
ware to increase ut i l i ty to o ther 
agencies. 

4. Stat is t ics Canada should se rve the 
central role of: 

(a) setting minimum standards for file 
content and exchange; 

(b) o r g a n i z i n g t h e work a n d t h e 
communications; 

(c) serving as clearing house for soft
ware and information exchange. 

Issue 3: Limits to AMF Coverage 

Alternative scenarios: 

3.1 no change in AMF coverage; 

3.2 extend to a consistent geographic level 
based on resources available, e.g., to 
complete CMAs or CAs, or to fixed 
population of CSDs, or to the level of 
door-to-door postal delivery; 

3.3 extend based on demand and support -
only external market; 

3.4 extend based on a f o rmu la which 
considers demand and utility; 

3.5 extend to national level over time based 
on cooperative ven tures with major 
partners (a la TIGER). 

Recommendations: 

1. Geography should consult with census 
and other programs within Sta t i s t ics 
Canada to de te rmine the u t i l i t y of 
extending AMFs to difi'erent regions of 
the country - pr ior i ty 1, pr ior i ty 2, 
priority 3, etc. 

2. Develop a formula for the utility of AMF 
extension based on the resulting benefit 
to Statistics Canada and the cost to the 
department if local or other agencies are 
willing to share the cost or create a fund. 
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Identify key agencies who are under
taking or who plan to undertake major 
digital mapping programs. Select those 
agencies for whom the content is similar 
and the accuracy levels are acceptable to 
Statistics Canada. Move through joint 
programs towards a national consensus. 
Develop interfaces and test the feasi
bility as soon as possible. Plan major 
extensions for the 1991 Census. Involve 
top management. 

Issue 4: Degreeof Change in AMF 
Content 

Alternative scenarios: 

4.1 freeze at current content; 

4.2 u n d e r t a k e minor e n h a n c e m e n t s to 
content as the need arises; 

4.3 be prepared to extend the content in line 
with the needs of major use rs and 
partners. 

Recommendations: 

1. Maintain the current basic concepts of 
the ne twork file and m a i n t a i n an 
interface to the current AMF format, no 
matter what content enhancements are 
made. 

2. Con t inue the process of g r adua l l y 
upgrading the AMF content to permit an 
improvement to current products, e.g., 
major roads and major buildings. 

3. Before the 1991 Census, undertake a 
major review of the geography infra
structure to improve the s t ruc tur ing 
between levels (network, boundaries , 
postal code) in the infrastructure, and 
streamline maintenance and handling. 
A detailed look at the TIGER system 
should be included. 

4. If and when partners for major exten
sions are identified, be prepared to 
discuss enhancements to AMF content in 
proport ion to the degree of r e t u r n 
services offered by the other agency. 
However, maintain the central concept of 
the network file as the primary base with 
dependen t but s e p a r a t e l ayers for 
a t t r ibutes , postal codes, boundaries , 
blocks, etc. 

Issue 5: Use of New Technology in AMF 
Maintenance Program 

Alternative scenarios: 

5.1 be reactive in system maintenance, i.e. 
maintain current systems except for 
correction of bugs; 

5.2 be proactive in system development. 

Recommendations: 

1. Streamline methodology/techniques to 
take advantage of recent technological 
developments and therefore be able to do 
more with existing resources. 

5. Summary of Recommendations 

The previous section outlined in some detail the 
range of issues s u r r o u n d i n g the con t inued 
development of AMP'S. The key recommendations 
are summarized here. 

1. Maintain present support of AMF program. 

Given the successful extended role of the 
AMFs within census geography and other 
projects, ensure ongoing funding to at least 
maintain the basic AMF program. 

2. Continue development of AMF applications. 

3. Extend AMF coverage th rough ongoing 
Statistics Canada resources and joint ventures 
with major partners. 

4. Review and enhance AMF content in line with 
requirements of major users and partners to 
facilitate their utilization of the files. 

5. Develop a long-term plan for AMF use. 

Given the changing role and the demonstrated 
benefits that can be generated through the use 
of the AMFs, a long-term strategy for AMF 
development should be undertaken. Major 
components of this plan should include: 

(a) analysis of new applicat ion of AMFs 
within census. Statistics Canada and out
side agencies; 

(b) an exhaustive survey of other agencies in 
the digital mapping business; 

(c) formulating policies to facil i tate and 
support "joint ventures". 
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6. Provide additional budget for AMF Research 
and Development. 

Research and development are required to: 

(a) improve infrastructure; 

(b) expand the product line; 

(c) streamline systems and methods; and 

(d) facilitate joint projects. 

7. Develop a promotional and marketing plan. 
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A BLOCK PROGRAM 

Yes or No? 

ROBERT PARENTEAU 

GEOGRAPHY DIVISION 
STATISTICS CANADA 

Introduction 

Development of the geographical structure for the 
conducting of a census of population and housing 
is a very complex operation. For the purpose of 
collecting information from all Canadian house
holds, the entire country is subdivided into small 
units called "enumeration areas" (EAs). The EAs, 
which are the geographical units enumerated by 
Census Representa t ives , change with each 
census. 

The instability of the EAs from one census to 
another is the focus of this presentation. The fact 
t ha t the enumera t ion a r ea s a re cons tan t ly 
changing is a source of ineffectiveness for the 
following reasons: 

1. difficulty in conducting longitudinal studies, 
since the summary tapes are prepared by EA 
and the "reverse record check" evaluation 
methodology for tracking households in the 
previous census is based on EAs; 

2. need to completely recede the geographical 
files (particularly the Census Geographic 
Master File), which are based on EAs; 

3. reduced fiexibility in the description of the 
territories defined by statistics users; 

4. strong impact on other activities at Statistics 
Canada (for example, the Labour Force 
Survey); 

5. creation of operational constraints which go 
against the common desire to decentralize, at 
the regional level, delineation of enumeration 
areas; 

6. inability to control changes (modification of 
EA delineation criteria by regional opera
tions, revision of geostatist ical uni t s and 
adjustment of EA boundaries at the request of 
users); and 

7. less-than-optimal delineation of certain geo
statistical units (CTs, PCTs and urban areas, 
for example) because the collection operations 
call for maximizing the EAs, and this results 
in c h a n g e s in t he b o u n d a r i e s of t h e 
geostatistical units for operational reasons 
(see Table 1). 

I. Past Experience 

In order to understand better the impor
tance of the enumeration area, the reader 
should examine Figure 1, which shows how 
the EA is s i tuated with respect to the 
geostatistical units and indicates the vital 
role it plays in data compilation. 

Table 1. Number of EAs* (1986 Methodology) 

Methodology 

Mail-back 
(criterion: 375 dwell.) 

Pick-up - Urban 
(criterion: 300 dwell.) 

Pick-up - Rural 
(criterion: 175 dwell.) 

Total 

> 

2.511 12% 

658 12% 

3,068 20% 

6,237 

< 

18,851 

4,762 

12,185 

88% 

88% 

80% 

35,798 

-

Average 

284.70 

160.06 

109.25 

Total 

21,362 

5,420 

15,253 

42,035 

•8509-30 
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Figure 1. Census Geostatistical Area Hierarchy 
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Delineation of EAs is based on federal 
electoral d is t r ic ts (FEDs). A FED is a 
territorial division from which a member of 
the House of Commons is elected. The FEDs 
are modified after each decennial census to 
refiect changes in population distribution; 
their boundaries may extend beyond those of 
census divisions and subdivisions, but not 
those of provinces. The 1991 Census should 
be based on a new representation order. 

Since an EA must respect the boundaries of 
the various geostatistical units, which may 
be changed several times during the inter
censal period, it is very unstable. For the 
last three censuses, the number of EAs 
fiuctuated widely: there were 42,533 in 
1971, 35,154 in 1976, and 41,197 in 1981. It 
is expected that there will be approximately 
43,000 for the 1986 Census (see Figure 2). 

Figure 2. Number of Enumeration Areas 
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This var ia t ion is largely the re su l t of 
changes in EA delineation criteria. The EA 
network is not stable enough to ensure the 
obtaining, through a given census, of infor
mation regarding a specific territory with 
the boundaries it had in the previous 

censuses, since those boundaries change. 
The EAs of a given census cannot, in general, 
be superimposed on those of any preceding 
census. Nor does their delineation respect 
the boundaries set for the geostatistical units 
in the previous census or censuses, if those 
boundaries have changed. The reason for the 
instability of the EAs is the fact that they are 
used in more than one way: (1) for the 
purpose of field data collection, they are 
administrative and operational units, (2) for 
the purpose of data dissemination, they are 
statistical units. Each function has a certain 
number of specific basic requirements, and 
these requirements are sometimes diver
gent. 

In order to solve this instability problem, it 
was decided that, for the 1986 Census, the 
boundaries of the rural as well as urban 
enumeration areas would be the same as 
those for the 1981 Census , w h e r e v e r 
possible. The aim of this policy was to make 
the EA boundaries for the 1986 Census 
stable with respect to those for the 1981 
Census. We lost many of our illusions when 
preparing for the 1986 Census (see Figure 3). 
Enumeration areas, by virtue of their many 
functions, are not stable units: only 62% of 
the 1986 EAs have boundaries comparable to 
those of the 1981 EAs. 

II. Alternatives to Enumeration Areas 

Enumeration areas in their present form do 
not meet the stability and fiexibility require
ments of the data-dissemination function. 

Removal of the dissemination function would 
help facilitate the creation and delineation of 
the enumeration areas. The task, therefore, 
is to find an alternative. All of the possible 
solutions depend on various factors and con
tingencies - for example, the time, staff" and 
budget available, the possibility of using 
existing elements, methods or equipment, 
and the possibility of reusing the units from 
a previous census ( the 1986 EAs , for 
instance) as a point of departure for a new 
system a l lowing for da t a c o m p a r i s o n 
beginning with this census. 

1 will describe briefiy a few of the various 
solutions that might be considered. 

(i) Use of a regular grid: a regular grid 
would generate permanent geographic 
areas that could be used as elements for 
the reconsti tut ion of d isseminat ion 
entities in the development of statistics. 
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Figure 3. Computer-Assisted CT Map 
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(ii) Use of the EAs of the previous censuses 
as the basic units: the EAs of the 
previous censuses would be geocoded 
and would become t h e d a t a -
dissemination base for future censuses. 
We would have a network of permanent 
units which could be superimposed on 
the new EAs at the time of each census 
and serve as a basis for chronological 
comparison. These basic units would 
allow for reconsti tut ion of the dis
semination entities. 

(iii) Use of postal codes: Great Britain is 
currently studying the possibility of 
using postal codes as data collection 
units. Since the postal system covers 
the entire country and the postal codes 
are linked to the dissemination units, 
pos t a l codes could become t h e 
operational unit for collection. 

(iv) Delineation of blocks: the U.S. Bureau 
of the Census plans to divide the United 
States into blocks for the 1990 census. 
Th i s objective is an ex tens ion of 
programs established during the last 
two censuses (1970 and 1980). The 
Canadian Census already uses the 
block concept, although a clear defini
tion has not yet been developed. 

The first solution would allow for delineation 
of stable, flexible and permanent uni ts . 
However, the establishment of such a system 
would certainly be a costly undertaking. 
This new technique would create a consid
erable break in the development of the 
Canadian geographical structure. I do not 
think that we are ready for this. In addition, 
integration of a regular grid with the irregu
lar boundaries of the blocks forming the 
geostatistical units would cause a tremen
dous number of problems. 

The second solution would be much less 
revolutionary. The principle of construction 
by predetermined element already exists for 
enumeration areas. The defined unit would 
be stable and fiexible and could be applied 
throughout Canada. 

The third solution, which involves using 
postal codes as collection units, could be 
applied where there are Area Master Files -
that is, in Canada's major urban centres. 
"Postal code and block-face" matching has 
been done in those centres. However, this 
method could not be applied in the small 
urban centres without enormous invest
ments to create other AMFs, and use of it 

would be out of the question in rural Canada, 
where postal codes cover a large territory. 
This solut ion shou ld not be r e j ec t ed 
completely; a step-by-step application of it 
has potential benefits. 

The last solution, that was chosen by the 
U.S. Bureau of the Census, involves dividing 
the territory into blocks. An examination of 
th i s option in l ight of t he A m e r i c a n 
experience follows. 

The solution or combination of solut ions 
chosen must ensure historical continuity as 
much as possible, in order that a sharp break 
in statistical chronology may be avoided. 
Such a break would likely lead to problems 
in the establishment of links in space and 
t ime. For example, it would likely be 
difficult to satisfy the users' valid need for 
linkage of their statistical series based on 
EAs (summary tapes based on EAs have 
been announced and sold since the 1971 
Census). 

Delineation of blocks might be the most 
effective solution. A first city-block con
ceptualization and delineation draft was 
developed for the 1971, 1976, 1981 and 1986 
Censuses.' 

III. Experience With Blocks in the Censuses 
from 1971 to 1986 

Definition of blocks is not really a new idea. 
The Geography Division considered the 
question in 1971 and 1976, when the census 
block was presented as a tool defined by 
Statistics Canada to make census informa
tion available for the smallest areas possible, 
while respecting the restrictions set out in 
the Statistics Act. For the 1971 Census, a 
block was defined as being the smallest area 
su r rounded by s t r e e t s . A block was 
generally rectangular, but it could also have 
an irregular shape and have boundaries of 
another kind - for example, a waterway or a 
political boundary. For the 1976 Census, the 
definition became more precise: a census 
block was the smallest enclosed area that 
could be delineated within a census tract or 
provincial census tract, and census blocks 
could vary from one another in terms of 
population, boundaries, shape and size (see 
Figure 3). 

An assessment of the blocks for the 1971 and 
1976 Censuses has already been carried out. 
The following is a summary of the most 
important points noted in this assessment. 
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(i) Use of block numbers was connected 
mainly with data collection and proces
sing. The enumerators were to proceed 
block by block; the block numbers were 
entered in the Vis i ta t ion Record, 
facilitating the geographical activities 
carried out immediately after Census 
Day. 

(ii) Use of block numbers for dissemination 
was considered a secondary objective. 

In light of the 1971 and 1976 experiences, it 
was recommended that, for the 1981 Census, 
only census subdivisions that were included 
in the census tract program be subdivided 
into blocks. This recommendation was 
observed, but the block was never defined as 
a geostatistical unit. The fact that the 1981 
Census Dictionary contains no definition of 
the term underlines the lack of importance 
assigned to the concept. Some census data 
(population and number of households) are 
available by block, but there has been no 
publicity or marketing in that regard. The 
budgetary restrictions and cut-backs affect
ing the Geography Division in the late 1970s 
delayed the development of any new geo
statistical concept. 

In the summer of 1982, it was decided that, 
for more than 1,200 census tracts included in 
the Area Master Files (AMFs), delineation of 
blocks (and EAs) would be a computer-
assisted operation based on the features in 
the AMFs. AMFs are machine-readable 
documents which describe the layout of 
streets and other physical features using a 
system of co-ordinates. 

For the computer-generated collection maps 
of the 1986 Census, blocks are therefore 
determined on the basis of all the linear 
features in the AMFs, excluding property 
l ines , m a r s h a l l i n g ya rds and r a i lway 
sidings. The block numbers are placed 
between these features, in the positions 
defined by the centroids. The numbers are 
ass igned to the i n d i v i d u a l b locks in 
ascending order - that is, 1, 2, 3 and so on. If 
a block is too small , the number is not 
automatically drawn. The block numbers 
are therefore not in perfect sequence; block 
numbers are also assigned to lakes, rivers 
and islands. The numbers are assigned from 
west to east and from south to north. 

With computerized production of census 
tract maps and delineation/numbering of 
blocks, the cost of preparing census-tract 

maps can be greatly reduced. The estimated 
cost of producing CT maps by computer is 
$60 a map, compared with $200 for manually 
produced maps. Barring any unforeseen 
circumstances, computer-assisted collection 
mapping will be used even more for the 1991 
Census. All of the census tracts (approx
imately 40,000) should be produced auto
matically, based on the AMFs. Given the 
continued efforts to improve the contents of 
the AMFs and to broaden their application, 
computerized delineation of blocks should 
cover a large proportion of the Canadian 
population in 1991 (approximately 65%). 

IV. Strategy for Future Censuses 

Large amounts of time and money have been 
invested in the development of blocks for 
recent censuses, but these investments have 
not always been productive for lack of a well-
defined policy. 

The question that must be asked at th is 
conference is whether S ta t i s t ics Canada 
should finance further projects to determine 
the advisability of a block program. In the 
U.S., blocks have been defined and deline
ated since 1970 as complements to enumera
tion districts. For the 1990 census, the policy 
adopted by the U.S. Bureau of the Census is 
that the block program will be extended to 
cover the entire United States. Blocks and 
enumeration districts will be defined either 
as dissemination units or as administrative 
units, and the two types of units will be 
mutually exclusive. All areas for which data 
are available by block or by group of blocks 
will have enumeration districts as adminis
trative units, and vice versa. 

This last point is very important. It is the 
answer to one of the problems connected with 
enumeration areas - namely, the instability 
resulting from the dual role assigned to the 
EAs. If dissemination units and collection/ 
administrative units are defined indepen
dently, it is easier to control the changes 
affecting each type of unit. 

American census specialists concluded from 
the 1980 census experience that control of 
collection activities at the block level allows 
for better supervision of the entire task and 
for improved national coverage. Availability 
of data for the entire country at the block 
level gives users the fiexibility of aggre
gating data for the territory in which they 
are interested. 
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This notion of data-aggregation fiexibility 
for users is a central issue. Do the users 
want to obtain census data by block or do 
they want to maintain the status quo? For a 
user accustomed to obtaining statistics by 
enumeration area, introduction of a new 
dissemination unit could be a major source of 
problems and confusion. 

Consultation with the users is therefore 
advisable. It could initially be done at the 
regional office level, where there is regular 
contact with the users of the statistics. If 
increased use of the statistics is desired, the 
users must believe that the information 
could be of assistance in their day-to-day 
decision-making. 

In order to prevent negative reactions on the 
part of local users, the U.S. Bureau of the 
Census encouraged local organizations to 
submit proposals regarding the delineation 
of enumeration districts and blocks. The 
Canadian census tract program operates on 
the same principle. These same contacts 
could become the co-ordinators for a block 
program in the major urban centres. 

This last issue is really the most important 
one: a block program will be developed only 
if it meets the needs expressed by the users of 
census data. If the users prefer the status 
quo, a special unit could be defined solely for 
use in data collection. It would not become a 
dissemination unit. 

If the users believe that the block program 
would be of great benefit to Canadians , 
Statistics Canada should develop a national 

policy. For the 1991 Census, there would be 
a pilot project in which all of the relevant 
questions would be examined: definition of 
the term "block", boundaries, numbering, 
matching with the EAs of previous censuses, 
dissemination of data by block or by group of 
blocks, and confidentiality of statistics. In 
addition. Statistics Canada should look a t 
what has been learned in this area by the 
Americans. Intensive discussions with cen
sus specialists in the United States are called 
for. 

Other questions must also be considered. 
What are the advantages of the establish
ment of such a program for Statistics Canada 
as a whole? The Labour Force Survey 
could benefit enormously from permanent 
numbering of blocks, which are the basic 
sampling unit. Sampling is now based on the 
blocks (and block numbers) of the 1981 
Census. In order to update the figures for the 
number of households per block to refiect the 
results of the 1986 Census, the LFS must 
connect the 1986 blocks with the 1981 
blocks. Permanent numbering would facili
tate the matching and reduce the costs of 
such an operation. 

The preparation of collection maps by 
the Geography Division could be a less costly 
operation if such a program were developed. 
Could the costs of collection be reduced? 
Could the reg iona l offices def ine t h e 
enumeration areas themselves through the 
grouping of blocks? All of these questions 
must be examined before such a program can 
be proposed. 
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COMPUTER SYSTEMS TO SUPPORT 
CENSUS GEOGRAPHY 

GORDON DEECKER, RON CUNNINGHAM AND KAROLE KIDD 

INFORMATICS SERVICES AND DEVELOPMENT DIVISION 
STATISTICS CANADA 

1. Introduction 

The backbone of any modern census operation is 
the geography system developed to support it. 
This fact is noted by Gordon (1975) who says that 
"a census must have a spatial framework for 
which data are to be gathered, tabulated and 
reported". Marx (1985) summarizes it as follows: 
"The success of a census rests not only on how well 
we collect the data, but also on how well we link 
those data to geographic areas". Tomasi (1985) 
identifies three major geographic tools involved in 
the census support function. They are: 

• Maps 
• Address reference files 
• Geographic reference files 

Maps relat ing to census geography include: 
reference maps which show the geostatistical 
framework; collection maps which are guides to 
the distribution and collection of the census 
questionnaires; and thematic maps which display 
specific themes or data variables for a given set of 
geostatistical units. 

A d d r e s s r e f e r e n c e f i l e s c o n t a i n d ig i t a l 
representations of street networks and associated 
features, along with address ranges for each side 
of a street between consecutive features. These 
files are called GBF/DIME files in the U.S. for the 
1980 Census, and are referred to as Area Master 
Files (AMF) at Statistics Canada. 

Geographic reference files contain, in digital 
form, the re la t ionships between the various 
components of the hierarchy of geostatist ical 
areas. The Master Reference File (MRF) in the 
U.S. and the Census Geographic Master File 
(CGMF) in Canada are examples. 

The geography and cartography components of 
the census are supported by computer systems 
which are necessary for the processing of the large 
and complex sets of spatial data involved in any 
modern census. 

In this paper we shall look at the spatial systems 
that were put into place for the 19'71 Census and 
the pressures that have come to bear on these 
systems. The changing nature of the statistics-

gathering process and of statistics-users' demands 
indicate that significant change in these spatial 
systems is inevitable. We will attempt to show 
how these demands can be conver ted into 
opportunities for improvement. 

2. Census Geography Systems at Statistics 
Canada 

The development of geography s y s t e m s for 
support of the Canadian census began in the late 
1960s when spatial information system tech
nology was still in its infancy. Ion (1969), Podehl 
(1971) and the GRDSR manual published by 
Statistics Canada (1972) document the systems 
that are essentially still in use today. During the 
early 1970s the CGMF data files were developed 
to complement the urban data coverage, and to 
provide uniform coverage for the entire country 
for selected geostatistical areas. 

The Geographically Referenced Data Storage and 
Retrieval (GRDSR) system was developed for the 
1971 Census as a means of retrieving census data 
for any user-specified area, whether or not it 
respects s tandard geostat is t ical a reas . The 
retrieval process is based on a ser ies of x-y 
centroids, defined at the block-face level in AMF 
areas, and at the EA level in the rest of Canada. 
These centroids are linked to the appropriate 
information in the census data base. When a user 
requires information for a specific set of areas , 
he/she outlines them on a map. These query areas 
are converted to d ig i ta l form and GRDSR 
identifies all centroids. The statistics are then 
tabulated in a report. 

An AMF references every street, address range, 
block-face, and centroid coordinate in cities with a 
population of 50,000 or more. Also itemized are 
other features such as railroad tracks, rivers and 
municipal boundaries. The AMFs were designed 
to enable data retrieval for non-standard areas 
and are now also being used to produce collection 
maps for some major urban centres for 1986. The 
background, content and applications of the AMF 
are described by Parker, Yan, and Kidd (1985). 

The main purposes of CGMF are: (1) to provide a 
central computer data base of the geographic 
information for the census, and (2) to quality 
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assure the geographic data by ensur ing the 
correct aggregation and presentation of census 
data. Information is coded in three data files: the 
geographic aggregation data file (EAMF) which 
contains one x-y coordinate reference for each 
enumeration area (EA) and a series of codes to 
identify all the geostatistical areas in which the 
EA falls; the attribute data file (ANAM) which 
describes the Standard Geographical Classifica
tion and official name for each area, and supple
mentary information such as land area and 
population count from the previous census; and 
the boundary data file (ABND) which defines the 
boundary polygons for cer tain geostatist ical 
areas. 

Since 1976, census geography systems have been 
operating in a mode of "minimal change", and 
research on new systems has been limited in 
scope. Refinements and enhancements are minor 
relative to the initial research and development 
efforts, and have come about in response to 
specific user demands and external pressures. 
The d e m a n d s have cent red on d ivers i f ied 
presentation formats for the geographic data with 
separate computer programs developed as the 
requests were made. 

In summary, from a single GRDSR system, we 
have grown to an eclectic set of systems that have 
been developed to overcome specific problems or to 
respond to specific enhancement needs. Collec
t ively, these provide a "spatial information 
system" that is tied together by the AMF and 
CGMF data files. 

3. Pressure Points 

When systems are left in place for 15 years, there 
are many pressures brought to bear on them. 
These are caused in part by technological develop
ments and in part by changes in the application 
itself In order to discuss the pressures that are 
associated with the census geography systems, we 
have defined the following categories: 

• New products 
• New clients 
• New systems 
• New ideas 
• New data 
• New joint ventures 

These types of pressure points will be examined 
one at a time, with a current example for each 
being described in detail. 

3.1 New Products 

Demand for new types of geographic products 
has taxed the limits of some of the existing 

systems, necessitating expansion of the data 
bases and increasing the need for changes in 
data structures. Some of the recent products 
requested include: 

• Forward Sortation Area (FSA)/postal 
code maps 

• emergency response maps 
• tourism data modelling 
• block-face data maps 
• multiple symbol maps 

The Trillium Data Group was given a contract 
by the Ontario Ministry of Health to produce 
an ambulance dispatch system for the Halton-
Peel Central Ambulance Dispatch Services. 
Trillium subcontracted to Statistics Canada 
the work of extending the AMF in Halton and 
Peel counties and producing reference maps 
and a street index for that area. In order to 
satisfy their needs, however, an increased 
number of road types had to be defined within 
the AMF structure. 

3.2 New Clients 

As part of the 1986 Census cost-recovery 
effort, emphasis has been placed on creating 
by-products that can be produced in a cost-
effective manner and sold to external clients. 
Within the past 18 months , a number of 
clients in the private sector have approached 
Statistics Canada to obtain hardcopy products 
and data files that are by-products of the 
census geography data base. The companies 
include: 

• Gandalf Data Ltd. 
• Trillium Data Group 
• John Deere and Company 
• Canadian Tire Corporation 

Stat is t ics Canada has recently provided 
Gandalf Data Ltd. with a s t r e e t index, 
generated from the AMF, for a taxi dispatch 
application in Metro Toronto. Using these 
data, the street address of a customer will be 
input into the system, which will then return 
the names of the intersecting streets on either 
side. This will allow identification of the 
customer's location to the nearest block-face. 

In 1984-85, digital files of munic ipa l i ty 
boundaries for Canada (used for quality assur
ance purposes in the CGMF - see Section 2) 
were merged and converted into a form useful 
for thematic mapping. The file cur ren t ly 
contains only the ofilcial limits, which do not 
respect actual shoreline (e.g., the limits go 
into the water, and often several islands are 
included in a single polygon). The addition of 
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shoreline to this file would increase the 
diversity of its applications, but would also 
substantially increase the volume of data in 
the CGMF data files. 

3.3 New Systems 

New systems provide new opportunities for 
automation of processes and for changes in 
existing data structures, thus overcoming the 
problems of excessive data and rigidity. Since 
GRDSR was developed for the 1971 Census, 
there have been major improvements in 
spatial information systems. Typical of these 
systems are: 

• CARIS 
• ARC/INFO 
• GBF/DIME 
• TIGER 
• ARIES III 

The A R C / I N F O s y s t e m , developed by 
Environmental Systems Research Institute, is 
a state-of-the-art geographic information and 
data base management system. It permits 
various forms of input, manipulation, user 
query, and output of geographic data which 
are not possible with cur ren t S ta t i s t i c s 
Canada systems. It allows for the subdivision 
and manipula t ion of geographic data by 
rectangular "tiles" and would permit the 
addition of a topological structure to the AMF. 

Clayton (1980) describes how image analysis 
systems are being used, in working with 
satellite data, to create land-use classification 
schemes, to detect land-use change on the 
edge of metropolitan communities, and to 
derive population estimates in areas under
going substantial growth. The ARIES III 
system is now being used by Statistics Canada 
in the analysis of agricultural data. 

New systems are being touted as tools to 
increase productivity and decrease costs. If 
these systems are substituted piecemeal into 
the overall system process, the net result will 
be an increase in the number of diverse 
computer systems that need to be maintained. 

3.4 New Ideas 

Throughout the life span of a system, new 
ideas for products and app l ica t ions are 
generated. These ideas in turn can create 
pressures to modify the basic data structures 
of the system in order to improve its power 
and fiexibility. Notions current ly being 
considered at Statistics Canada include: 

• postal code integration with the data 
base 

• addition of block topology to the AMF 
• integration of AMF and CGMF data files 
• EA mapping 
• input, storage and output of cartographic 

data by standard grid units 
• linkage with the Electronic Atlas project 

Currently, streets and other line features in 
the AMF are represented in a form tha t 
contains no information about the adjacent 
areas (e.g., blocks, geostatistical areas). Other 
geographic files represent geostatistical units 
in a polygon format which does not permit 
identification of the surrounding areas. The 
addition of a topological element, as in the 
TIGER system, would permit a boundary or 
street segment to be described as a "l-cell", 
with associa ted i n f o r m a t i o n a b o u t i t s 
junctions with other nodes (0-cells), and the 
areas (2-cells) that lie on either side. This 
would make for straightforward generation 
and aggregation of areas, as well as other 
geographic, car tographic and a n a l y t i c a l 
operations. 

While the addition of topology would add 
significant value to the AMF data files, it 
would mean" a modification of one of the basic 
building blocks of the spatial information 
system that supports census geography. 

An "Electronic Atlas" is being developed by 
the Surveys and Mapping Branch of Energy, 
Mines and Resources Canada (EMR), to 
provide increased fiexibility in the manipula
tion, analysis, and creative use of National 
Atlas information. The Electronic Atlas does 
not simply store existing maps, but also stores 
both positional and attribute data in such a 
way that creation of new maps is possible 
th rough the i n t e r a c t i v e m a n i p u l a t i o n , 
analysis and display of the data. EMR is 
interested in interfacing census da ta and 
geographic boundaries with the at las data 
files. The effort to develop new presentation 
formats for census files designed mainly for 
quali ty assurance purposes may lead to 
programming and o the r methodologica l 
problems. 

3.5 New Data 

Most joint venture agreements to date have 
involved extension of the AMFs. One such 
arrangement has recently been made with the 
city of Woodstock and the Government of 
Ontario to create an AMF for Woodstock. 
Bradley (1985), in an internal memo, points 
out that this success could be repeated in 
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"hundreds" of other communities. This would 
add a substantial amount of new data to an 
already overloaded system. 

Additions to the volume of geographic data 
cause pressure on processing requirements, at 
times exceeding the limits or reducing the 
efficiency of some processing and plotting 
programs which were designed for signifi
cantly smal ler data bases. This type of 
situation has usually been circumvented by 
the "quick fix" solution, which leaves much to 
be desired in terms of efficiency. 

The following list summarizes some of the 
pressures that generate new data: 

• The quantity of AMF data has more than 
tripled since 1971. 

• With agreements with Woodstock and 
other agencies it could double again. 

• Mun ic ipa l i t i e s of 20,000 - 50,000 
population want their own AMFs 

• Increased accuracy implies more data. 

Table 1 shows the growth in the number of 
records in the AMF data base for each of the 
censuses since 1971. It is anticipated that by 
1991 the number of records in the data base 
will increase by 500% compared to 1971. 

The National Research Council has demon
strated that the AMF is an effective data base 
for police departments. The Geographic Re
source Allocation Software System (GRASS) 
described by Arnold (1985) has been well 
received. Currently, a task force is recom
mending its use in 120 communities across 
Ontario. Many of these communities have 
less than 50,000 population. Thus, there will 
be pressure on Statistics Canada to extend the 
AMF base to include these areas. 

under consideration or already agreed to are 
ventures with: 

• EMR 
• Cambridge 
• Woodstock 
• IST(CRAR) 
• Metropolitan Toronto 
• Burnaby 
• Winnipeg 
• Calgary 

As par t of the Elec t ronic A t l a s project 
sponsored by EMR, S t a t i s t i c s C a n a d a , 
through the GCG subdivision, is providing 
programmer support for further development 
work, so t h a t common ob j ec t i ve s and 
simplified interfaces for data exchange can be 
achieved. 

Since 1979, the city of Winnipeg has used 
Statistics Canada's AMF as a source of street 
address informat ion for d i spa tch of all 
e m e r g e n c y veh i c l e s ( f i re , po l i ce , and 
ambulance). As well, the AMF is used to 
assign coordinates to each property parcel, 
permi t t ing spat ial analys is for p lann ing 
purposes. Winnipeg now performs all updates 
to their files and Statistics Canada uses these 
digital updates. All plotting is cur ren t ly 
performed by Statistics Canada. 

Exchanges such as this one with Winnipeg 
provide Stat ist ics Canada with improved 
quality data. They also place l imits on 
significant system changes t h a t can be 
accommodated without violating the jo in t 
agreements. If data and interchange formats 
are modified, then systems at S ta t i s t i c s 
Canada and Winnipeg must be amended. 

In 1981, the city of St. Catharines contracted 
with Statistics Canada to upgrade the quality 
of the AMF so that it could be used by the 
Engineering Department. In the main, the 
upgrades were done to obtain increased node 
l o c a t i o n a l a c c u r a c y , wh ich e n a b l e s 
calculations involving street length to be used 
in city planning studies. The net result was to 
i n c r e a s e the size of the AMF for St . 
Catharines by 300%. 

3.6 New Joint Ventures 

Joint ventures with other agencies lead to 
changes in structure, system, and processing 
requirements. Typical of the joint ventures 

3.7 Other Issues Impacting On Systems 

There are also issues of a political or economic 
nature that affect the future of geography 
computer support systems. One such example 
is a decen t r a l i z a t i on of the work- load. 
Regional offices would like more input in the 
definition of geostatistical areas , including 
enumeration areas and census tracts. This 
trend to regionalization of work-load may 
require changes to the systems. 

The cost of software is increasing as a per
centage of total system costs. This leads to an 
increased emphasis on sharing of software and 
on development of more general purpose 
systems. 
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Table 1. Area Master Files 

Year 

1971 
1976 
1981 
1986 
1991 

Number of records 

293,000 
590,000 
721,000 

1,000,000 
2,000.000 

% increase 

101 
22 
39 

100 

Recent changes in technology will play a 
major role in shaping the future of geographic 
systems. The decreasing cost of hardware 
allows more automation of certain processes 
by the use of sophisticated equipment, e.g., 
scanners. The increased availability of micro
computers will mean more decentralization, 
i.e. more analysis of statistics by individual 
users, with a resultant demand for specialized 
micro-based geographic software, and for 
positional and statistical data in disket te 
form. 

3.8 Summary of Pressures 

Many of the pressure points we have discussed 
are in ter twined. New clients want new 
products which require additional data to be 
added. New ideas and new products result in 
changes to data structures. Joint ventures 
result in new ideas and new data. 

Peuquet (1984) notes that "the rapidly expanding 
range of data ... and need for their combined use ... 
have revealed two severe problems ... narrowness 
in the range of applications ... and unacceptable 
storage and speed efficiency for cu r ren t and 
anticipated data volumes". 

Data problems play a significant role. White 
(1983) says that "sharing data among computer-
assisted cartographers is so problematic it is 
generally avoided". This notion is supported by 
Tomlinson (1984) in his keynote address to the 
I n t e r n a t i o n a l Symposium on Spa t i a l Da ta 
Handling in Zurich, Switzerland, when he says 
that , "Of immediate concern is the abil i ty to 
exchange data between bases; ... for example, to 
t r a n s f e r d a t a be tween two of t h e ma jo r 
geographical bases in Canada (CANSIM and 
CGIS), it is still more cost-effective to plot and 
redigitize the data rather than to effect digital 
transfer". 

Clearly, the roles of the files maintained for 
the census geography are changing. AMF data 
files are being used throughout the country as 
a base for municipal spat ial information 
systems. CGMFs, previously used for quality 
assurance, are now being looked to as a base 
for t h e m a t i c m a p p i n g of c e n s u s d a t a . 
However, the systems that support these files 
have failed to keep pace with the changing 
demands. 

The increased speed and power of the current 
computer hardware has made it practical to 
consider applications, which, when GRDSR 
was first designed, were not economically 
feasible. One such application is mapping at 
the EA level. If this notion is accepted, it will 
result in the integration of data currently 
maintained separately in the AMF and CGMF 
data bases, and bring with it a new set of 
demands for data structure changes. 

4. Related Studies 

An analysis of the literature since 1983 indicates 
a common ground between STC problems and 
those faced by other systems. 

Problems with geographic data handling stem 
from three main causes, which Peuquet (1983) 
summarizes as follows: 

• "boundaries tend to be very convoluted and 
irregular" 

• "data in digital form tend to be incomplete, 
imprecise and error-prone" 

• "spatial relationships tend to be fuzzy or 
application-specific, and the number of 
possible spatial interrelationships is very 
large" 

It is apparent that the size of the data base is also 
a fundamental problem. Toml inson (1984) 
suggests that 'Tew of us have any idea how large 
data bases will become or need to become". 
Currently, USGS is in the process of digitizing 
approximately 1,800 sheets for the TIGER system. 
In Canada, about 1,000 sheets at 1:250,000 scale 
are being encoded. However, plans for the future 
are much more ambitious. USGS plans to digitize 
55,000 sheets , a process t h a t would de r ive 
1.5x10**15 pixels of information. 
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Since the problems are common, we should also 
look at the recommendations suggested for future 
developments to see If we can adapt a common 
ground. Collins et al. (1983) suggest there are 
three areas of improvements: 

• conversion to relational data base systems; 
• enhancement of information content by the 

addition of topology data; 
• improvement in human interfaces with 

systems. 

Nut ta l l and Korens t e in (1985) out l ine the 
blueprint for a Geographical Referencing and 
Information System (GRIS) for Metropolitan 
Toronto initiated in 1984. This provides valuable 
insights because of the use made of both CANSIM 
and AMF da ta by the Metropoli tan Toronto 
planning agency. The intention is to link five 
data banks, containing a total of 964 billion bytes 
of data, via a common spatial framework. 

The GRIS is designed to serve six basic functions 
including: 

• "permit data drawn from sources with 
different geographical identifiers to be filed 
together in a single source with a common 
geographical identifier"; 

• "assist data analysis under geographical 
corridor or catchment area constraints"; 

• "produce cartographic maps at any scale". 

These functions are also basic requirements for 
Statistics Canada spatial systems. Given that the 
AMF data are a vital building block in the 
Toronto system, it is ant icipated tha t jo int 
discussions on problems and their resolution 
would provide valuable guidelines for future 
Statistics Canada spatial systems. 

5. Responses to Pressure Points 

There are three possible responses to the pressure 
on the existing systems tha t support census 
geography: 

• freeze existing systems; 
• enhance existing systems; 
• change to new systems. 

5.1 Freeze Existing Systems 

Freezing existing systems is identified as the 
response which authorizes only the minimum 
amount of work required to keep cur rent 
systems operat ional . In the view of the 
authors , this response is unacceptable for 
many reasons, including: 

• system problems in current systems; 
• it would cancel many other geography 

initiatives; 
• market pressures; 
• excessive processing costs will result if 

data volumes expand; 
• credibility. 

Boisvenue et al. (1983) in a review of spatial 
systems noted two major problems. F i rs t , 
many of the programs that have been created 
over the past 12 years have been written in 
different programming languages with hard 
coding of the options with respect to da ta 
storage and processing alternatives. The net 
result is that these parts of the system will 
have to be rewritten, If only so that the system 
is maintainable in production mode. Second, 
the report notes that our ability for producing 
data from current and past censuses on a 
stable geographic frame is not developing at 
the speed expected by clients. 

5.2 Enhance Existing Systems 

Enhancement of existing systems is identified 
as the response which authorizes increased 
automation of individual processes by the 
replacement of manual procedures by auto
mation. This is accomplished either by the 
extension of existing systems or the develop
ment (or acquisition) of an additional system. 

Key factors in the discussion of enhancement 
as a valid response to the pressure points are 
the notions that: 

• some systems cannot be enhanced but 
must be replaced; 

• enhancing individual systems does not 
readily permit an integrated approach; 

• additional spatial relationships cannot 
be introduced into current systems by 
way of enhancements. 

Boisvenue et al. (1983) comment that "most 
data files were developed for a par t icu lar 
application with little thought to their more 
universal applicability". While this is a some
what harsh criticism for a system that has 
endured for 15 years , it po in ts out the 
difficulty of enhancing systems to extend the 
application range. 

5.3 Change to New Systems 

Change to new systems is identified as the 
response which authorizes modifications or 
replacements to systems that exceed current 
minimum requ i rements based on today's 
estimates for needs in 1991. 
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Change is always a calculated risk, and 
usually involves a dual effort. Current sys
tems must be mainta ined as a fail-safe 
mechanism while new systems are developed 
and proven operational. 

With respect to census geography computer 
systems, there are ways to minimize the risks 
being taken. Chief among these is what might 
be termed the "leap-frog" approach. Table 2 
identifies the various system advances that 
have been made by U.S.A. and Canada for the 
past 20 years.. 

Table 2. 

Census 

1960 
1966 
1970 

1971 

1980 
1981 

1990 
1991 

The "Leap-frog Approach" 

U.S.A. 

FOSDIC 

Address coding guide 
DIME 

GBF/DIME 

TIGER 

Canada 

Street indexes 

AMF 
Non-standard area 
retrieval 

Computer-assisted 
collection mapping 

As can be seen from the table, each country 
has gained valuable insights from the work 
done by its neighbour. Ideas and procedures 
have been adapted to the differing needs of 
each census bureau. However, the substantial 
r e s e a r c h t h a t p roduced the ideas and 
procedures has been shared ra ther than 
duplicated. The U.S. Bureau of the Census, by 
its willingness to send delegates to discuss and 
demonstrate the TIGER system, has shown 
the desire to share the research tha t has 
preceded the development of the system. This 
knowledge, reshaped to the Canadian context, 
will significantly reduce the risk associated 
with a u t h o r i z i n g major changes in the 
computer systems to support the 1991 Census. 

in place since 1971 and are bursting at the seams. 
White (1983) talks about the aphorism: "It ain't 
what you don't know that hur ts , it's what you 
know that isn't so". With respect to the census 
operation this is not quite true: census credibility 
is put at risk in either case. We should not wait 
until political pressures cause change, as was the 
case in the U.S.A. The 1980"Census, according to 
Brugioni (1981). was termed "inaccurate" and "an 
exercise in futility" by P.M. Klutznick, then 
Secretary of Commerce. 

The objectives of today have not changed much 
since they were defined when GRDSR was 
developed. Fellegi (1967) noted tha t : "It is 
important that developmental work get underway 
towards general tools to achieve economies to 
enable us to deal with massive volumes of data 
and build in important elements of standardiza
tion". In the same document he urged fiscal 
restraint: "We shall have to make sure that future 
growth will be controlled and well coordinated 
and that it will be achieved by efficient utilization 
of the financial and manpower resources". 

What has changed since GRDSR was developed is 
the size and scope of the problem. Data volumes 
will have increased 500% by 1991. Topological 
relationships are being considered for addition to 
the reference files. In addition, a multiplicity of 
spatial relationships are being evaluated for 
inclusion in the data bases in order to extend the 
potential range of applications. 

Brackstone (1983) makes two very impor tan t 
points when he says that "the scale of the census 
provides opportunities for recovering investments 
in automation ... its crucial importance implies 
that technology has to be tried and proven before 
incorporation". The implication is that "bridge 
financing" required to support initial research can 
be recouped during production. But, at the same 
time, systems must be ready earlier than 1991 in 
order to prove their reliability before incorpora
tion in the census production process. 

The proposal is, therefore: 

6. Summary 

Geography, cartography, and their computer 
support systems are basic building blocks of the 
census program. The current systems have been 

Use the results of the TIGER research to 
minimize duplication of effort. 
Use the available lead time as an oppor
tunity for a thorough system review. 
Let's not try to do it all at once, but 
LET'S START NOW. 
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RESUME OF DISCUSSION 
COMPARISON OF AMERICAN AND CANADIAN PLANS 

FOR THE CENSUS IN THE 1990s 

SID WITIUK 

INFORMATICS SERVICES AND DEVELOPMENT DIVISION 
STATISTICS CANADA 

Introduction 

The first presentation by Mr. Silla Tomasi gave us 
a very brief, but effective, overview of what is 
being done in the U.S. for the 1990 Census with 
respect to the TIGER geographic support system. 
The three talks given by Statistics (Canada staff 
will be considered as a single presentation that 
provides a thumb-nail sketch of what is possible in 
the way of geographic and cartographic support 
for the Canadian census of 1991. I will draw some 
comparisons and contras ts between the two 
censuses, make some summary comments, and 
then try to indicate the key issues for discussion. 

Let us first look at TIGER, in terms of its goals, 
business case and prognosis for success. 

1. TIGER System 

1.1 TIGER Goals 

The U.S. Census Bureau wants to have: (1) a 
complete integration of existing files; (2) a 
comple te t heo ry -based and v e r t i c a l l y -
integrated data base (that is to say, all the 
information, geographic and cartographic, 
will be collapsed into one level); (3) a nation
wide block program to facilitate collection, 
processing and dissemination, and (4) their 
geocoding coverage extended to reduce costs 
through increased use of mail-out and mail-
back. 

1.2 TIGER Business Case 

How did the U.S. Census come to be in a 
situation to propose all these changes? They 
bu i l t an effective bus iness case . Our 
colleagues in the U.K. wanted to know how to 
sell such a program. It's straightforward: all 
you have to do is promise to do it all digitally, 
do it sooner than previous censuses, do it 
better and do it for less , and you will 
probably get the necessary approvals and get 
the budget you need. The question that 
remains is: "Will they really do it?". 

1.3 TIGER Prognosis for Success 

1 recently had the opportunity of participating 
in the evaluation of the TIGER system as a 
member of the TIGER Evaluation Team. The 
team essentially viewed TIGER as a major 
manager ia l problem and not as a major 
technological problem. TIGER involves the 
coordination of massive volumes of informa
tion, almost 400,000 maps (5 or 6 copies each) 
that must be produced in 8 to 12 months. It is 
a very large job, but from the technological 
perspective we felt that it was achievable and 
that it should succeed. 

The evaluation team identified a number of 
important pre-conditions: (1) if it is carefully 
managed; (2) if it is not affected by cuts; and 
(3) if it is tested early. One of the greatest 
difficulties encountered when undertaking a 
massive transformation to automation like 
that being attempted in the U.S. is that the 
final product is not seen until all the previous 
stages have been achieved. They are now 
working on the first stage, and preparing for 
the second and third stages. It is likely that 
they will find problems in the later stages that 
have ramifications on operations in the earlier 
stages. For that reason, it is imperative to test 
TIGER early and make sure those problems 
are found as soon as possible. There is also a 
need to improve coordination with the USGS. 
While there is an exceptionally cooperative 
working relationship with the USGS, there 
are always things that need attention (at the 
detail level). They are working at improving 
coordination, but some additional strengthen
ing was seen as necessary. In addition, the 
world-wide genera l sho r t age of people 
specialized in geographic information systems 
is likely to have some effect. 

2. GCSS91 System 

Looking to the Canadian presen ta t ions , and 
giving the system elements the acronym (that I'm 
sure no one will want to permanently adopt), the 
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GCSS91 system (the Geocartographic Support 
System for the 1991 Census) , let us aga in 
consider: "What are the goals, business case and 
prognosis for success?" 

2.1 What Are the Goals of GCSS91? 

The goals are: (1) increased integration of 
existing files; (2) improved structures for 
interrelated geographic and cartographic 
data; (3) a staged block program, probably lied 
to an Area Master File coverage; (4) extension 
of the geocoding coverage in response to both 
internal and external demands; and (5) a 
staged mapping capability which will also be 
tied to the AMF and the avai labi l i ty of 
cartographic files in the various sources that 
were discussed by Mr. Yan. 

The c u r r e n t t h i n k i n g is t ha t a s t aged 
approach is appropriate. Total coverage of 
Canada is not, therefore, likely before 2001. 

2.2 What Is the Business Case? 

Obviously, if one takes a staged approach, the 
business case is not as overwhelmingly 
favourable as if a single-step approach is 
attempted. At the same time, the level of risk 
is significantly reduced. The level of auto
mation will increase in measured steps. There 
will be increases in timeliness, increases in 
qual i ty (consistency, in particii^lar), and 
(through a staged market-driven approach) 
decreased unit costs as the volumes go up and 
the level of automation increases. Actual 
savings will not be as visible because those 
savings will be applied to the improvement of 
the system throughout the process. 

2.3 What Is the Prognosis for Success? 

The extension and enhancement of the Area 
Master File is mainly a resource availability 
problem and not a major technological 
problem. The key questions are: (1) "What is 
the fund of money that is available?"; (2) "Who 
will participate?"; and (3) "How can you keep 
those costs down?". The system integration 
problem is primarily a time-tabling problem. 
The block program is only at the stage of 
investigating the costs and benefits and we 
must await the judgement of that analysis. 

At this point in time, each of these initiatives 
is, in my view, a reasonable step to take. 

3. Comparisons 

Let us make some comparisons between the 
Canadian and Amer ican app roaches . The 
similarities generally tend to be in t e rms of 
objectives. Both agencies are increasing the level 
of automation and integration and are moving, at 
differing rates of speed, towards theory-based 
structures, putting in place a national block pro
gram, extending geocoding, supporting individual 
addresses and promoting of digital mapping. The 
major d i f ference is in t e r m s of approach . 
Whereas the U.S. Bureau of the Census is seeking 
total automation and total integration, Canada is 
(1) considering a staged approach, (2) carefully 
prototyping subsystems, (3) moving to a produc
tion system for a measured amount of territory, 
and then (4) moving to a broader coverage in 
discrete steps. 

Canadian file structures have tended to evolve 
through time in relation to pragmatic constraints 
and decisions, while the DIME/TIGER structure is 
fundamental ly based on g raph theory and 
topology. Similarly, for the national block pro
gram, the proposed Canadian approach is staged 
and market-driven as opposed to the single-step 
approach of the U.S. Census Bureau. 

4. What Is the Bottom Line for the 1991 
Census? 

We have seen that while common objectives are 
shared by the two censuses, they have different 
approaches and different t i m e t a b l e s . Both 
agencies continue to share experiences with each 
other, and in this case, given the magnitude of 
change, proposed by the U.S. Census, it might be 
advantageous for Statistics Canada lo be second. 
The Canadian Census should be cheaper as the 
level of risk relating to the amount of change will 
decrease, not only because of the development of 
theory, concepts and systems, but also because of 
the availability of cheaper computer resources 
and the like, and the general avai labi l i ty of 
cartographic data in digital form through time. 
The key point is that, unlike in the U.S. , in 
Canada there is a residual need for some bridge 
financing to make the transition to automation. 
The earlier the start, the earlier the benefits of 
these files can be realized, and the better the 
ultimate benefit/cost ratio will be. One of the 
major achievements by the U.S. Census was to 
change their monetary resource consumption 
curve from a classical census pattern to one which 
involved front-end loading of some of the costs, 
so that they could build the cartographic data base 
much earlier. In Canada, there is a similar need' 
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to allocate the money needed for research and 
development early on. so that a minimal coverage 
can be established and then the actual market 
forces will drive the data base and the coverage 
further out. The research and cost-benefit studies 
should, as a consequence, begin as soon as 
possible. 

5. Key Issues 

What are the main issues to be considered, both 
now and in the coming months? The first is to set 
realistic goals for 1991, and second, to determine 
how much risk we wish to assume or must 
accept. Third, we need to determine the time 
frames to attain various objectives, and fourth, 
determine how to go about obtaining the funding 
we need to maintain and increase coverage for 
digital cartographic files. Fifth, we want to main
tain and increase the amount of internal, national 
and international cooperation that can facilitate 
many of these initiatives. Sixth, decentraliza
tion is a generally accepted goal that is subject to 
a number of constraints which prevent it from 
becoming an instant reality. Decentralization 
needs to be examined both in terms of its possible 
role in gathering documentation (much as they 
are doing at the U.S. Census) and also in relation 
to the establishment of collection assignments. A 
seventh key issue is how to derive an efficiency 
measure relating to increased automation. If one 
draws a graphical comparison (see Figure 1) of 
progress over the years , it is clear tha t the 
Canadian Census has been much more conserva
tive than our colleagues and counterparts from 
south of the border. We have tended to move in 
steps that have been less ambitious. I feel that it 
is time for another major change in terms of 
systems technology, and in terms of geographic 
infrastructure. This would be followed by a more 
measured step in 1996. In this manner, and 
without trying to undertake the monumental 
change that is now being attempted by the U.S. 
Bureau of the Census, we should be able to reach a 
similar level and extent of automation by the 
decennial census in 2001. 

5.1 Historical Perspective 

, The technology for spa t ia l information 
systems has been evolving since the late 1960s 

and early 1970s (see Figure 2). As with many 
technologies of the period, it went through the 
start-up process, the "gee whiz, we can do 
everything", through, "we have really blown 
it". (This is across all geomatics applications, 
not p a r t i c u l a r l y the c a s e for c e n s u s 
applications.) We "tried again" and had a few 
minor problems. A threshold has been 
achieved that makes it easier to proceed than 
in the past. 

5.2 How Have Things Evolved? 

We can see from Table 1 tha t the mail-
out/mail-back methodology in the United 
States in the late 1960s generated the need for 
the address coding guide. The automated 
geocoding implied by this approach required 
topology and led to the DIME system. The 
specialized retrieval implied coordinates 
which led to GRDSR and eventually resulted 
in DIME becoming GBF/DIME. It appears 
that computer-assisted collection mapping 
is now l ead ing to a n a t i o n a l d i g i t a l 
cartographic data base. 

Table 1. Cooperative Evolution 

Mail-ouL/Mail-back 

Automated Geocoding 

Specialized Spatial 
Retrieval 

Collection Mapping 

National Geographic Data 
Base 

/ Address Coding Guide 

^ = ^ / Topology / D I M E 

= = ) GRDSR = ^ G B F / D I M E 

==} CACM 

= = > TIGER 

I would like to end this talk by observing that 
the risks, in terms of the opportunities we 
have for change , are r e l a t ive ly smal l . 
Remembering the recent observation by the 
Director of the U.S. Bureau of the Census, Mr. 
Keane, "that the greatest risk of all is not to 
accept any risks", it seems appropriate for us 
to lake those small risks and thereby profit 
from the many opportunities for increased 
automation. 
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Figure 1. Rate of Change in Technology 
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Figure 2. The Development of Geographic Information Systems in Canada 
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Source: Taylor , D. R. F., Editor. Recent Trends in Geographic Information Processing in the National Capital Region, 
Department of Geography, Carleton University, Ottawa, May 1978, p. 72. 
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Resume of the Question Period 

Mr. Tomasi's presentation was followed by a 
question period where several issues related lo 
censuses in the 1990s were discussed. Two in 
particular concerned the Topologically Integrated 
Geographic Encoding and Referencing (TIGER) 
system. 

Interdepartmental Cooperation 

The first subject was a general talk about the 
potential benefits of cooperative arrangements 
between mapping agencies and the Census Bureau. 

The U.S. Census Bureau (USBC) is developing the 
TIGER system for 1990. However, the 
development of such a system in a short lapse of 
time requires resources and equipment not within 
the USBC's immediate reach. 

An agreement with the U.S. Geological Survey 
(USGS) was stuck. An initial cartographic data 
base will be produced by USGS. The USBC 
during the 1990 Census will collect information 
which will be used to update the cartographic data 
base. 

In Canada, Statistics Canada and Energy, Mines 
and Resources will work together in order to create 
a national digital data base by 1990. Cooperative 
efforts also exist between different levels of govern
ment (federal, provincial, municipal) to produce 
more current maps. This updating is generally 
done jointly by the concerned parties. 

Another possible benefit of this cooperative effort is 
the production of Area Master Files (AMFs) for 
selected urban areas of less than 50,000 popula
tion. This extension of the AMF inventory would 
represent a significant improvement and cost very 
little to each party concerned. 

Role of the Regional Offices in the TIGER 
System 

The second subject discussed was related to the 
role played by Regional Offices (ROs) in 
developing the TIGER system. 

ROs had major input in the analysis leading to the 
development of the TIGER system. They were 
consulted to determine the major faults occurring 
in the 1980 Census and provided positive input on 
specific improvements to the system. 

Four mapping centres of the USGS centres will 
work exclusively on the U.S. Census program. 
This cooperative arrangement is beneficial in 
terms of equipment utilization and effective use of 
specialized resources. A further advantage is the 
improvement in consistency in geographic product 
emanating from different organisations. 

The TIGER system is decentralized in the sense 
that the 12 regions of the USBC are responsible for 
the collection of source material, the updating of 
source documents, some digitizing, and liaison 
with the local jurisdiction and statistical area 
program. A geographic staff is hired in each RO to 
undertake these duties. 
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Resume of Panel Discussion 

The first part of this session consisted of a panel 
discussion on the actual selection process for the 
1991 Census content as experienced by census 
agencies in Australia, the United States and the 
United Kingdom. 

1. Australian Experience 

Mr. Kriegel, representative of the Australian 
Bureau of Statistics, commented on the legal 
authority of the Australian Bureau of 
Statistics and outlined the consultation process 
experimented in Australia. 

In 1975, the Australian Bureau of Statistics 
Act was adopted giving the Australian Bureau 
of Statistics statutory authority, and more 
autonomy. The Bureau has the ultimate 
authority in determining census content. The 
Act also created an Australian Statistics 
Advisory Council. This council, made up of 
representatives from the public and private 
sectors, works in association with the Bureau 
in the content selection process. 

Since the 1981 Census, the content selection 
process has been oriented in a way to give all 
users of census data an opportunity to submit 
recommendations. 

This content selection process was repeated in 
1986 because the Bureau recognized that the 
process in 1981 had been successful, and that it 
created general public support for the census. 
Mr. Kriegel briefly highlighted key places in 
the 1986 content collection process. 

One of the first steps in the selection process 
involved the placing of advertisements in 
newspapers across the country inviting the 
public to recommend topics for inclusion. 

Next, a series of user consultations took place. 
Users were asked for their recommendations 
on questions on the census questionnaire. 
These recommendations could pertain to 
changes, additions or deletions of the ques-
tionfs). Users were also asked to examine the 
suitability of topics that could be integrated 
into future census questionnaires. 

From these recommendations, certain topics 
were then selected, and a. series of field tests 
were conducted to assess the impact of these 
recommendations on respondent burden and to 
verify if the census was the appropriate vehicle 
for the topic. 

After these assessments were completed, a 
paper containing results on preliminary 
findings was released. This paper included 
recommendations from the Bureau on topics to 
be included or excluded on the census 
questionnaire. It also identified alternative 
sources available from which data on certain 
topics could be obtained. 

Following the user consultation phase, 
recommendations were then passed to ISAC 
and then lo the government for final approval. 

The selection procedures should be revised. 
The result of the 1986 consultation process 
revealed two areas requiring further improve
ments: a reduction in cost and the length of 
time it takes to carry out the process. One 
possibility may be to ask users for the recom
mended topics via different monthly survey 
reports. These survey reports could present a 
list of different topics on the back cover inviting 
users to make their recommendations. 

Whichever method is adopted for the 1991 
Census content selection process, the last two 
censuses revealed that involvement of major 
"public "users is essential. 

PROCEEDINGS OF THE INTERNATIONAL 1991 CENSUSPLANNINGCONFERENCE 83 



2. United States Experience 

Ms Miskura, representative of the U.S. 
Bureau of the Census, discussed the 
consultation process in the United States. 

The content development process and schedule 
in the U.S. are mainly determined by the 
Bureau's obligation to the government that 
topics of the 1990 Census must be identified on 
April 1, 1987, and the actual questions one 
year later. 

A review of the 1980 Census was the first step 
in content determination for the 1990 Census. 
This review involved an assessment of data 
quality and use of the data by a variety of users. 
These users were consulted through a variety 
of forums specifically held to discuss these 
needs. Local public meetings, which are 
sponsored by the Census Bureau in 
conjunction with slate and local organizations, 
are the major forums for consultation. They 
have provided a wide variety of users, from 
both public and private sectors, with the 
opportunity to express their critical judgement 
on the accuracy of the data and to suggest new 
or modified data elements for the upcoming 
census. At least one such meeting has been 
held in every state. Other forums, conferences 
and the Bureau's own efforts are also major 
sources of recommendations through which the 
content of the census is determined. 

For determining federal data needs, the 
Census Bureau has organized a council from 
other agencies through ten Interagency 
Working Groups (IWGs), and also through the 
Office of Management and Budget's Federal 
Agency Council on the Decennial Census. The 
rWGs are composed of appropriate subject-
matter experts from approximately 80 federal 
agencies. The major objectives of these groups 
are: to obtain information about the legislative 
and programmatic use of census data; to 
identify the 1980 data elements and tabulation 
thai will not be needed again in 1990; to 
discuss their interest and concerns, in order to 
suggest new questionnaire wording formats 
and answer categories for the 1990 Census, 
and to provide information about the 
geographic levels for which data are needed. 
These IWGs categorized their recommenda
tions into high, medium and low priority data 
needs and whether the data could be obtained 
from a sample of the population. 

A general principle governs the selection of 
subject content for the census. The census 
must be aimed solely at data thai are required 

to meet well-demonstrated public needs, to 
fulfill legal mandates, or to carry out 
governmental programs. Other criteria 
considered include the need for data on small 
geographic areas or for small and dispersed 
groups, the possibility of obtaining these data 
from sources other than the census, the 
feasibility of an understandable wording of the 
question, and the cost of the proposed new 
topic. 

The Census Bureau specialists identified an 
initial selection of candidate questions which 
then go through a testing program. The main 
testing vehicle is the National Content lest. 
These tests are designed to provide information 
on the reliability of the data collected and the 
ability and willingness of respondents lo 
answer the questions. 

One of the major objectives of the 1990 Census 
is to balance the growing demand for new data 
needs against respondent burden, i.e. the time 
taken to complete the questionnaire. 

In being sensitive to respondent burden, the 
Bureau is studying the feasibility of reducing 
the number of questions. The easiest way is by 
eliminating certain questions or by moving 
some topics from the 100% to the sample form. 
Another possible alternative is to use multiple 
sample forms which would allow for collection 
of new data without increasing the average 
length of time it takes to complete the census 
questionnaire. Those strategies, and others, 
would help lo meet the objective of balancing 
between growing content requirements and 
respondent burden. 

3. United Kingdom Experience 

Mr. Pearce, representative of the United 
Kingdom, discussed the consultation process 
in the U.K. in terms of identifying the 
interested parlies, how and when should these 
parties be consulted, and finally, how much 
weight should be given to these user consulta
tions in determining the census content. 

There are several interested parties. The 
central government needs data for allocating 
funds, local governments need figures that are 
reliable for small geographic levels, the 
academic community requires data for 
research purposes, and finally, businesses need 
census data for developing marketing 
strategies. Without a doubt, census data are 
useful to various groups in both public and 
private sectors. In terms of meeting these 
various needs, it is essential that the process of 
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consultation be based on a consultation 
program. 

There are two levels of consultations: one is an 
informal process conducted at the grass-roots 
level in the form of ad hoc meetings, and the 
other is a more structured and formal process 
involving a series of consultation sessions with 
other government departments. 

The informal process takes on a variety of 
forms such as ad hoc meetings or a series of 
informal sessions conducted across the 
country. This informal process can be done 
with all users, particularly local governments. 
In 1981, ad hoc meetings were very effective, 
resulting in the implementation of new 
questions on topics such as dwellings, address 
five years ago, and ethnic origin. Also, there is 
the Monitor Series which is a publication 
distributed free of charge to approximately 
5,000 persons who could be interested in 
census data. 

The formal process is more structured. In 
1981, the Office of Population Censuses and 
Surveys (OPCS) organized a series of meetings 
with other departments on specific topics and 
established an advisory committee comprised 

of directors of statistics of the most interested 
departments, local government authorities, 
and academic researchers. 

After the consultation process, OPCS 
establishes a census committee and produces a 
discussion paper on census content including 
recommendations and alternative sources from 
which the data can be obtained. The paper is 
distributed to interested parties for comments 
before it is presented to Parliament. 

During formal and informal consultation 
processes, OPCS has the final authority at 
recommending questions to be included in the 
census. 

One final issue should be addressed. The 
consultation process is very time-consuming in 
nature. Unfortunately, the process must be 
done at least four or five years before the census 
is taken, because of the need to incorporate the 
questions in the questionnaire form which 
must be approved by Parliament several years 
in advance. Therefore, the consultation 
process itself needs to be shortened in order lo 
identify quickly the key issues concerning the 
topics to be integrated in a census 
questionnaire. 
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Discussion 

The second part of the session consisted of content 
proposals for the 1991 Census, from three major 
census data users. 

1. Representative of Futuresearch Inc. 

Mr. Kettle, from Futuresearch Publishing 
Inc., made some suggestions on data for 1991. 
These sugges t ions were made not only 
because the data would be of intrinsic interest 
to the author, and probably others, but also 
because of the prospect of correlating these 
da t a with o the r in fo rma t ion n o r m a l l y 
gathered during the census, like age, sex. 
education, income, occupation. The proposals 
were grouped under three headings. 

Health 

Although good data are available on the 
aggregate use of medical facilities, there 
appear to be no data showing individuals' use 
of hospital and medical facilities. Both 
current (last 12 months) and cumulat ive 
(lifetime) data would be useful. Suggested 
items could include visits to doctors, stays in 
hospital, time off for sickness, stated ailments, 
etc. Even one of these would be a useful 
advance. 

Education 

Better data on current educational activities 
and cumulative level of education would be 
extremely valuable. Education has a high 
value for forecasting other variables, such as 
labour force activity, fertility rates of women, 
etc., and better information should improve 
the practice. This information could include 
part-t ime as well as full-time education, 
t raining, and retraining. For those with 
postsecondary education, major subject(s) 
would be useful, particularly for occupational 
forecasting. 

Work 

Many suggestions arise on this matter, even if 
it is difficult to do the separation between the 
objective of the census and the Labour Force 
Survey. 

- Place of Work. The intent here is to get a 
better understanding of the rapid increase 
in workers in rural non-farm areas. Cross-
tabulation of place of work by place of 
residence should explain some mysteries. 

- Work at Home. About 10% of workers, it 
is estimated, currently work at home (or 
from home). It has been estimated that 
with current technology as many as 40% 
could work at home. It has also been 
estimated that by 1995 about 20% wil l 
work at home. The quest ion does not 
appear to be asked in any current survey. 

- Managers by Level. There are about 1 
million managers currently in the labour 
force - twice as many people as are primary 
workers, twice as many as are construction 
workers or transportation workers - but we 
have no data on what level of management 
these managers have reached. Since many 
changes are taking place here, and even 
more will probably occur over the next 10 
years, better data are important. Even to 
distinguish between senior execut ives , 
middle managers, and supervisors would be 
valuable. The correlation with sex would 
also reveal changes tha t a re going to 
become important. 

- Proprietors. The same sort of points could 
be made about p r o p r i e t o r s a s a b o u t 
managers: the information on proprietors 
is too skimpy. The correlation with age and 
sex should reveal dynamics that are going 
to be increasingly important. 
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- Information Workers. It may not be 
possible to ask questions about the nature 
of the work performed with any hope of 
getting consistent answers, but the fact is 
that about half of those employed currently 
do what has been described as "informa
tion" work, although the category is not 
included in any survey or census. 

- Small Bus ines s . The same difficulty 
arises, perhaps with more force, in trying to 
determine how many people work for small 
businesses (fewer than 20 employees is a 
useful category). It used to be possible at 
l eas t to e s t i m a t e th i s n u m b e r u n t i l 
Statistics Canada brought in new employ
ment series in the spring of 1983; now it is 
not. Most new employment appears to arise 
in small business. 

- Underground Economy. It is obviously 
imposs ib le to ask people if they a re 
carrying on business "off the books" or in 
the black or informal economy, but it may 
be worth raising the issue in this forum in 
case someone can think of a new way to dig 
out some useful information. It appears to 
be a major and growing category of work. 

- Leisure. Leisure activities now occupy a 
considerably greater fraction of adul ts ' 
waking hours than formal work. We are 
prepared to make a large effort to under
stand what is happening at work; we should 
do more to study leisure. Time allocation 
outside working hours could be listed under 
half a dozen categories, such as: parenting, 
home care, sport, exercise, leisure at home, 
television, reading, gardening, craf ts , 
idleness, out-of-home culture, entertain
ment, education, training. 

2. Representative of Clayton Research 
Associates 

According lo Mr. Clayton of Clayton 
Research Associates, data on housing are 
essential. Users of data from the Census of 
Canada have, since 1961, come to expect the 
inclusion of a comprehensive set of housing 
questions in the censuses conducted at the 
beginning of each decade. These include 
questions relating to tenure, unit type, costs, 
age, type of heating equipment and number of 
rooms. Much less housing data have been 
available from the mid-decade censuses. In 
t h i s r ega rd , the 1986 Census wi th i t s 
comprehensive housing questions will be a 
bonus. 

Why Collect Housing Data in the Census 
of Canada? 

The housing data collected in the census are 
needed for a wide range of policy and market-
related purposes: 

- Social Hous ing Pol icy. Government 
policy makers concerned with identifying 
Canadians with housing problems need 
data on the ratio of shelter costs to incomes 
for all households by type and their housing 
characteristics. 

- Policy With Regard to Maintaining or 
Enhancing the Quality of the Housing 
Stock. Since the early 1970s, government 
attention is increasingly being devoted to 
maintaining or enhancing the quality of 
the existing housing stock. 

- Policy With Respect to Energy Con
cerns. During the late 1970s, the types of 
equipment and fuels utilized to heat and 
cool homes became of increasing interest to 
government. 

- P o l i c y With R e s p e c t to t h e 
Intensification of Use of the Existing 
H o u s i n g S t o c k . In o lde r p a r t s of 
Canadian cities, there is the potential to 
create additional uni t s in the exis t ing 
stock, as many large houses are occupied by 
as few as one person. 

- In order to adequately conduct housing 
market ana lyses , t he r e is a need for 
accurate data on household characteristics, 
t h e i r i ncomes and c u r r e n t h o u s i n g 
situations - particularly as new housing 
demand becomes increasingly fragmented. 

The common thread for all these purposes is 
the requirement for a comprehensive data 
base l inking housing var iables with the 
demographic and socio-economic characteris
tics of the population. 

Cannot these data be collected t h r o u g h 
sample surveys? Why, for instance, isn' t 
Statistics Canada's HIFE (Household, Income, 
Facilities and Equipment) survey sufficient? 
While s a m p l e s u r v e y s p rov ide useful 
information, there is still a need for housing 
data from the Census of Canada. There are 
three reasons for this: 
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(1) The need for bench-mark data. 

As with other data collected in the 
C e n s u s of C a n a d a , such as t o t a l 
population and its characteristics, there 
is a need for periodic accurate counts of 
key housing data such as the to ta l 
number of dwelling units (both occupied 
and unoccupied) by tenure and type. 
Housing completion data are not an 
a d e q u a t e s u b s t i t u t e since changes 
constantly occur in the existing housing 
stock. Moreover, because many uses of 
housing data concentrate on changes in 
the housing stock and its characteristics, 
sample surveys are inadequate since 
changes in the total stock figures from 
sample surveys encompass both actual 
change and sampling error. For example, 
shifts in the tenure mix of the housing 
stock since 1981 are not known due to 
sampling error in available estimates 
(based on sample surveys). 

(2) The availability of small area data. 

This is probably the most important 
attribute of the census with respect to 
housing data. The Census of Canada is 
the only source of housing data (as well 
as a comprehensive set of integrated 
h o u s i n g , d e m o g r a p h i c and socio
economic data) for small geographic 
areas. 

Why is this important? 

(a) Housing markets , by their very 
nature, are localized (e.g., Ottawa 
or Halifax), and even within these 
areas, there are many submarkets. 
This s i t ua t ion a r i s e s because 
housing is a unique good - it is 
immobile and has a long life. 

(b) Government policy makers need 
data on small areas in order, for 
instance, to identify specific areas 
wi th l a r g e c o n c e n t r a t i o n s of 
housing in need of major repairs. 

The ability to choose specific geographic 
boundaries is a distinct advantage of the 
Census of C a n a d a s ince t he d a t a 
collected are geocoded. 

(3) There simply are not adequa te 
substitute sources for housing data 
from the census. 

Useful housing and housing-related data 
can be obtained from sample surveys 
such as t h e S u r v e y of F a m i l y 
Expenditures, the Survey of Consumer 
Finance and the very valuable HIFE 
survey. However, these surveys simply 
cannot provide the historical data, the 
rel iabi l i ty and the small a r e a d a t a 
provided by the census. These surveys 
have many l i m i t a t i o n s e v e n for 
estimates for the smaller provinces, let 
alone any smaller subareas. 

Is the Census Collecting the Right 
Housing Data? 

The 1981 Census ob ta ined a va r i e ty of 
housing information including: 

• the occupied stock by tenure and type of 
unit; 

• dwelling characteristics such as age, type of 
heating equipment and fuel, number of 
rooms, number of bathrooms and dwelling 
condition; and 

• shelter costs (for both renters and owners) 
and the value of owner-occupied dwellings. 

Generally, this range of information does 
meet the needs of most users. 

There are a few questions on the 1981 Census 
questionnaire which, upon refiection, appear 
to be of marginal use. "These include the type 
of fuel used for water heating and the number 
of complete and half bathrooms. One also 
wonders why the length of occupancy was 
designated as a housing question in 1981. 

What Are the Housing Data Needs from 
the 1991 Census? 

The world, insofar as housing is concerned, is 
changing. During the 1990s, the level of new 
r e s i d e n t i a l c o n s t r u c t i o n a c t i v i t y wi l l 
experience a sharp decline as a resu l t of 
demographic forces. Due to this decline and 
the aging of the exis t ing housing stock, 
government and pr ivate bus inesses will 
i n c r e a s i n g l y t u r n t h e i r a t t e n t i o n to 
main ta in ing and improving the ex i s t ing 
stock. 

At present, there is a large gap in residential 
renovation statistics which will inevitably 
grow. Considerable thought should be given 
to the question of how the 1991 Census might 
be able to fill this gap. Possibilities include 
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obtaining information on the extent and types 
of renovation activity undertaken by home
owners during the preceding 12 months; the 
amount spent by home-owners on these 
renovations (by activity) during the preceding 
12 months; or more details of the housing 
stock (e.g.. number of windows, presence of a 
garage). 

Is there Likely to Be a Conflict Between 
Historical Continuity and New Subject-
matter in the 1991 Census? 

The issue of continuity in census data is a real 
concern. However, as long as the housing 
questions on the 1991 Census are comparable 
in scope to those on the 1981 Census, there 
does, not appear to be a serious problem with 
data consistency over time. Reliabili ty of 
existing data (e.g., housing type data from the 
1981 Census) is probably a larger concern 
than is continuity. 

H o w to H a n d l e C o n f l i c t s B e t w e e n 
Unlimited User Demand for Housing Data 
a n d L i m i t e d C a p a c i t y for H o u s i n g 
Questions? 

Again. If the 1991 Census is comparable in 
scope to the 1981 Census, it appears that 
S t a t i s t i c s C a n a d a will not e x p e r i e n c e 
insatiable pressure for extensive additions to 
the housing content of this census. 

More than being the only adequate source for 
housing data, it is also the most cost-effective 
method in the collection of these data. 

3. Representative of the University of 
Toronto 

various characteristics of the Canadian popu
lation. From the labour market perspective 
the characteristics which are unique to the 
census are socio-economic statist ics on the 
income, employment and u n e m p l o y m e n t 
experience of the population classified by 
deta i led occupat ions involv ing in 1981 
approximately 500 kinds of work in almost 
300 kinds of business or service industries. 
The socio-economic characterist ics include: 
age, sex, amount and type of education, ethnic 
origin, religion, language, country of origin, 
period of immigration, place of residence, 
place of work, etc. No other survey provides as 
comprehensive a set of da ta on deta i led 
occupations and geographic a reas as the 
census (Meltz 1982). 

However, the breadth of coverage of the 
population and the depth in terms of detail for 
specific subjects have a price. The price is that 
the questionnaire has focussed on a much 
smaller number of aspects in the labour 
market than its regular counte rpar t , the 
monthly Labour Force Survey (LFS). The LFS 
has much more depth on questions relating to 
hours of work, job search, and unemployment. 
On the other hand, the census provides more 
detail on education, t ra ining and income. 
While the two surveys are related they also 
have somewhat difi'erent purposes. The LFS 
is designed as a thorough examinat ion of 
employment and unemployment experience. 
But it lacks the ability to provide data on 
detailed occupations or industries or on small 
areas within the country. The census provides 
a detailed reference point. 

Likely Labour Market Issues in the 1990s 

Mr. Meltz, of the University of Toronto, 
presented his comments on improvements on 
da ta content for the 1991 Census . My 
remarks will deal with labour market data by 
focussing on four topics: premises concerning 
the census as a source of labour market data; 
likely labour market issues in the 1990s; and 
1981 Census and labour market data; and 
content considerations for the 1991 Census. 

Premises Concerning the Census as a 
Source of Labour Market Data 

In considering proposals for the 1991 Census, 
it is necessary to set out the objective of 
decennial censuses, that is, what can and 
cannot be done. The objective seems to be to 
provide an in-depth reference point describing 

In order to propose changes (or additions) in 
content , it is necessary to ind ica te the 
rationale for these changes. One perspective 
on this aspect is the likely labour market 
issues of the 1990s. What subjects will be of 
concern in the near future for which the 
census will be called on to provide an input? 
Among possible subjects are: the demographic 
structure of the population and the work-force 
in general and in detailed occupations and 
industries; pensions and the labour force 
activities of an increasingly aging population; 
other non-work income as well as benefits 
received at the work place; equal employment 
opportunity; equal pay for work of equal 
value; the increasing proportion of part-time 
workers; public sector versus private sector 
earnings; unemployment; and immigration. 
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The 1981 Census and Labour Market Data 

The census can provide information on labour 
supply and on the results of the interaction of 
labour supply and demand, namely employ
ment, re turns to labour (wages, sa lar ies , 
benefits) and unemployment. The census 
cannot measure unsat isf ied demand for 
labour. 

The census is a primary source of data on 
demographic structure and is used as the 
central reference point for many surveys. 
Data on period of immigration and country of 
origin are also provided in the census along 
with information on pensions and labour force 
activity by age groups. 

On the labour supply side, the 1981 Census 
gives some information on education and 
training. It does not give a comprehensive 
inventory of the detailed educat ion and 
training of the population. It provides the 
general levels and broad types of achieve
ment. 

On the results of the operation of the market, 
the census provides some aspects of employ
ment, income and unemployment. These 
aspects, in turn, can all be cross-classified by 
all of the socio-economic characteristics. 

In terms of the possible issues to the 1990s 
there are several gaps. Such subjects as part-
time work, equal employment opportunity 
and equal pay for work of equal value require 
additional information on hours of work and 
wage and salary rates. The census, in contrast 
with the Labour Force Survey, does not 
distinguish between the number of hours 
worked in main jobs versus other jobs (census 
Questions 39 and 44 versus LFS Questions 18, 
76 and 77). Wage and salary earnings are 
at t r ibuted in the census to only one job, 
whereas there may have been several jobs 
during the year. Even more serious, the 
occupation which is reported may not be the 
one in which the bulk of e a r n i n g s a re 
obtained. 

A second aspect relating to these two subjects 
is the wage rate, that is, the return per hour or 
per time period. The 1981 Census does not 
enable one to calculate a wage rate, a common 
measure of analysis in labour economics. The 
weeks of work question (Question 45) deals 
with 1980 while the hours of work question 
(Question 39 (a)) relates to the first week of 
June 1981. Since the time periods are 

different and since the wages and salaries 
could be derived from several sources, it is 
difficult to estimate a wage rate. 

Public versus private sector wage rates and 
earnings can be only partly dealt with from 
census data. As indicated above, wage rates 
cannot be calculated and nei ther can the 
extent of unionization. Third, the industrial 
classification has government as a separate 
category but government-owned organiza
tions cannot be identified. 

While the census has a detailed breakdown on 
sources of income it does not identify benefits 
such as vacations, holidays, employer contri
butions to health plans, savings, etc. 

Content C o n s i d e r a t i o n s for the 1991 
Census 

Drawing on the preceding discussion, the 
following are suggested content considera
tions. These suggestions are made on the 
assumption that the purpose of the census 
r e m a i n s t h a t of p rov id ing an i n - d e p t h 
reference point and tha t the n u m b e r of 
questions available is limited. First, the 1981 
questions on hours of work could be expanded 
to indicate the number of hours in the main 
job and in other jobs (Question 39 (a)). The 
same would be required for the s t a tu s of 
workers (Ques t ion 44) , weeks worked 
(Question 45), and the amount of wages and 
salaries (Question 46). 

A related change is required in Questions 41 
and 43. I have always assumed that the cross-
tabulations of occupations and wage and 
salary earnings were internally consistent, 
that is, the earnings were received for work in 
that occupation. "This was the case up to and 
including 1961. A careful reading of Question 
43 (and similarly for industry in Question 41) 
indicates that the occupation is the occupation 
of the week preceding June 3, 1981 which 
could be different from the occupation from 
which the earnings were derived in 1980 
(Question 46 (a)). Presumably , for most 
persons the two will be the same, and it is the 
same for those without work in the last week 
of May 1981. Nevertheless, there should be an 
addition to Questions 41 and 43 to indicate 
whether this was the same occupation and 
industry from which the main earnings were 
obtained in 1980. If this were not the case, 
then the main occupation and industry in 
1980 should be requested. 
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A small but useful addition would be to 
indicate in Question 45 of the census that part 
time means less than 30 hours. This is 
indicated in Question 39 (d), but not in 
Question 45. Questions 39 (d) and 45 might 
also indicate that full time means 30 or more 
hours, as is done in the Labour Force Survey. 

Let me mention a slight wording difference 
between the 1981 Census and the Labour 
Force Survey. The census, in Question 39 (e), 
asks whether there was any reason why you 
could not start work last week. The LFS, in 
Question 64, asks whether there was any 
reason why ... could not take a job last week. 
For consistency, I would prefer to see the 
census use the term "take" versus "start". 

Another cons ide ra t ion is the length of 
employment with the current employer. A 
question like LFS 73, on when the person 
started working for this employer, would add 
an important dimension to the analysis of 
earnings. 

Consideration should be given to obtain data 
on wage rates. This is a difficult subject which 
could be dealt with in a variety of ways. The 
most direct way is to simply include a question 
on regular wage rates. An alternative would 
be to accompany the question on weeks 
worked with a question on the normal hours of 
work per week during the period. Because of 
the problem with the meaning of the wage and 
salary earnings figure, this could still create 
difficulties in deriving a figure on wage rates. 

On another subject, the fact that 40% of non-
agricultural employees are members of unions 
and that collective agreements cover about 
half of the work-force suggests that a question 
be added on union or professional association 
membership. 

Considerations might be given to including a 
ques t ion on employer c o n t r i b u t i o n s to 
vacation, holidays, health, retirement, benefit 
plans, etc. While this is an important subject, 
with benefit costs running at 30% to 40% of 
direct wage and salary costs, it may be 
difficult to include in the census a precise 
question on this area. 

The final consideration is that of preserving 
series. The suggestions which have been 
made would not affect time series since they 
would be either additions or a subdividing (in 
the case of main job versus other jobs) such 
that comparability with earlier series can be 
reconstructed. 

The most important aspect in the labour 
market data is the classification of occupa
tions and to a lesser extent the classification of 
industr ies . In the la t ter case, the 1980 
Standard Industrial Classification will be 
used in 1991, but it can be regrouped for 
comparisons with the 1970 SIC used in the 
1971 and 1981 Censuses. The crux of the 
problems is the occupational classification. 
This is the heart of labour market analysis. 
Up to 1981, there had been sizeable changes in 
the classification of occupations with each 
census. The most major change occurred in 
1971 for which only 9 out of 489 classes were 
entirely comparable with the 1961 Census 
(Meltz and Stager 1979). Fortunately, the 
1981 Census was almost completely com
parable. What will happen in 1991? 

I urge this group to press for comparability or 
at least adjustability to the 1971 occupation 
classification. Professor David Foot and I 
have just completed a study for Employment 
and Immigrat ion on the economic deter
minants of changes in occupational composi
tion of employment. We also assessed the 
accuracy of past occupational projections. A 
major aspect of the project was t ry ing to 
identify which changes in occupa t iona l 
composition were real and which were the 
result of changes in classification. The major 
projections for Canada in the 1960s and early 
1970s (Meltz and Penz 1968, Ahamad 1969) 
used classifications which were subsequently 
superseded when the new censuses appeared. 

Human resource analysis and related subjects 
such as part time versus full time, labour force 
activity by older persons, immigration consid
erat ions, equal employment oppor tuni ty , 
equal pay for work of equal value, etc., all rest 
on the need for consistency in occupational 
classification. If there is one single message I 
would like to convey, it is - please make sure 
the 1991 occupat iona l c lass i f ica t ion is 
comparable with the 1981 and 1971 bases. 
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1. Background on the Census of Agriculture 

The United States Census of Agriculture is taken 
to provide a detailed statistical picture of a vital 
sector of the Nation's economy. The census has 
generally been taken at 5-year intervals and 
collects data on land in farms, agricultural pro
duction and sales, farm operator characteristics, 
as well as other agricultural data. These data are 
used by farmers , government agencies, and 
pr iva te organizat ions for making decisions, 
benchmarking surveys, and researching agricul
tural markets. This paper discusses procedures 
used in the United States Census of Agriculture 
that Statistics Canada may want to develop for 
the 1991 Canadian Census. 

Twenty-two censuses of agriculture have been 
conducted in the United States, beginning in 1840 
as part of the decennial census of population. 
From 1840 to 1950, an agriculture census was 
taken as part of the decennial census. A separate 
mid-decade census of agriculture was conducted in 
1925, 1935, and 1945. From 1954 to 1974, a 
census was taken for the years ending in 4 and 9. 
In 1976, Congress authorized the census of agri
culture to be taken for 1978 and 1982 and every 5 
years thereafter to coincide with the economic 
censuses of manufacturing, business, govern
ments, transportation, and construction. The 
change in reference years increased data compa
rability and achieved efficiencies in processing 
operations for these censuses. 

The census of agriculture is required by law under 
title 13 of the United States Code that governs the 
operations of the Census Bureau, an agency of the 
U.S. Department of Commerce. The confidenti
ality of the data is protected by prohibiting the use 
of the data except for statistical purposes, pro
hibiting the publication of data identifying any 
part icular individuals, and limiting access to 
census repor ts to only sworn officials and 
employees. The data collection unit of a farm 
operation used in the agriculture census is estab
lished by law. Since 1850, when minimum 
criteria defining a farm for census purposes were 

first established, the farm definition has been 
changed nine times. The current definition, first 
used for the 1974 final reports, is any place from 
which $1,000 or more of agricultural products 
were sold or potentially could have been sold 
during the census year. A place not having 
sufficient sales to qualify as a farm can qualify on 
potential sales based on the inven to ry and 
production of crops and/or livestock. 

The census of agriculture is the leading source of 
statistics about the Nation's agriculture and the 
only source of consistent, comparable data about 
agriculture at the county, stale, and national 
levels. Data from the census are valuable not only 
to farm operators, but also to the entire agri
business sector of our economy. Census data, as 
well as current sample estimates derived from or 
based on census benchmark data, are widely used 
for planning purposes by manufacturers servicing 
agricultural operations, and by businesses in
volved in the transportation, processing, or distri
bution of agricultural products to the consumer. 
Census statistics are used by Congress in develop
ing farm programs and for analyzing the results of 
such programs. Many national and state pro
grams affecting agr icu l ture are designed or 
allocated on the basis of census data, such as funds 
for extension services, research, and soil conser
vation projects. Individual farm operators can 
compare their own agricultural activities with 
totals and averages for their county. 

The data collected from farm operations include: 
acreage, land use. and irrigation; crops including 
field crops, hay. vegetable products; livestock, 
poultry, and animal special t ies; sales d a t a ; 
characteristics of the operator; use of fertilizer, 
pesticides, and other expenditures for energy; 
machinery and equipment and market value of 
land and buildings. In addition to census data on 
agriculture, the respondent list of census farms 
has been used as a sampling frame to collect more 
specialized data on sectors of the agricultural 
economy. In the past, such data collections have 
included the 1979 Farm Finance Survey, the 1979 
Farm Energy Survey and the 1979 and 1984 
Surveys of Farm and Ranch Irrigators. 
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The 1982 Census of Agriculture enumerated 2.2 
million farms in the United States. These farms 
had 987 million acres of land and 132 billion 
dol lars of agr icu l tura l product sa les . ' The 
Coverage Evaluation Program for the census 
estimated that about 91 percent of the farms in 
the conterminous U.S. were enumerated by the 
1982 census.2 Coverage was much better for the 
group of farms with sales of $2,500 or more than 
for the group of farms with sales of less than 
$2,500. 

The data from the census of agriculture are made 
available to users in several different forms. For 
the 1982 Census of Agriculture, preliminary and 
final results were available for each county, state, 
and the United States. Final data were available 
for the outlying areas of Puerto Rico, Guam, and 
the Virgin Islands. Preliminary and final reports 
were available in printed form and on computer 
tape files. Preliminary data tabulations were also 
available on microcomputer diskettes in detailed 
county, state, and national tables. 

Four other supplementary 1982 publications are 
available in printed copy. The Ranking Counties 
and States publication provides the ranking in 
order of importance for selected data items. The 
Graphic Summary illustrates the Nation's agri
culture using dot and multi-colour pattern maps. 
The Coverage Evaluation publication provides 
estimates of the completeness of the census for the 
United States and the four geographic regions. 
The Procedural History presents a comprehensive 
summary of the planning, preparat ion, data 
collection, processing, and publication activities. 

2. Mail E n u m e r a t i o n in the C e n s u s of 
Agriculture 

2.1 History of Enumeration 

The 1969 Census of Agriculture was the first 
mailout/mailback self-enumerated national 
census of agriculture. All prior censuses were 

- taken by personal interview in a complete 
canvass of rural areas. Prior to 1950, an 
enumerator was given the farm definition and 
told to obtain questionnaires only for those 
places qualifying as farms. In 1950 and 
subsequently, the enumerator was instructed 
to obtain questionnaires for all places with 
specified types of agricultural operat ions. 
Decisions as to which of these places were 

farms were made during the processing of the 
questionnaires in the central office. This 
procedure was adopted in an effort to improve 
the coverage of operations that had accounted 
for a large portion of the undercounted farms. 

In 1954, a history book was introduced for use 
in each enumerat ion dis t r ic t to improve 
coverage. The enumerator was instructed to 
record the location and identification of every 
dwelling and of every place with no dwelling 
but with agricultural operations, provided it 
was partly or entirely located in the given 
enumeration district. The enumerators were 
also required to draw the boundaries of each 
farm and nonfarm tract on a township sketch 
form. 

Because of the diffiiculty in finding enumer
ators in rural areas and the cost of personal 
enumerat ion, a l t e rna t ive data collection 
methodologies were evaluated. Following the 
1964 census, a special study was conducted to 
test the feasibility of a mail data collection 
using an address list developed from federal 
income tax returns. A sample of 1964 census 
farm operator names was matched against tax 
returns for 1963 and 1964. For each sampled 
operator, a determination was made as to 
whether individual income tax Form 1040F 
had been filed in 1963 or in 1964. The study 
indicated that on a national basis about 96 
percent of farms with total value of product 
(TVP) of $2,500 or greater would be included 
on a mailing list composed of names and 
addresses from the Internal Revenue Service 
(IRS). For the farms with TVP of less than 
$2,500, about 70 percent of the farms were 
included on the IRS list. On the basis of this 
study, a decision was made to adopt the 
mailout/mailback approach for the 1969 
Census of Agriculture using tax return lists of 
farm operators supplemented by other agri
cultural lists. 

2.2 Mail List Development 

In order to implement the mailout/mailback 
da ta collect ion p rocedures , a mai l l i s t 
development process was initiated.3 Since 
complete census results are highly dependent 
upon a complete mail list, this is one of the 
most significant phases of the overall task of 
taking the census of agriculture. The objective 

' 1982 Census of Agriculture, U.S. Summary and State 
DaU,Vol. l ,Part51. 

''• 1982 Census of Agriculture, Volume 2, Part 2, Coverage 
Evaluation. 

2 Dea, Jane Y., Tommy W. Gaulden, D. Dean Prochaska, 
"Record Linkage for the 1982 Census ol Agriculture Mail 
List Development Using Mult iple Sources ," 1981 
Proceedings of the Section on Survey Research 
Methods, American Statistical Association. 
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in the list development process is to compile a 
complete list that minimizes duplicate records 
and eliminates nonfarm records. The mail list 
for the census of agriculture is a prime exam
ple of a census list compiled from multiple 
administrat ive record sources. The avail
ability and procurement of administrative 
record files are major requirements for mail 
data collection in the census of agriculture. 

Names and addresses of persons and organiza
tions associated with agriculture are obtained 
from several primary sources. In 1969, these 
included the IRS Form 1040F file of farm 
businesses, the Form 1065 farm partnership 
file, the Form 1120S small farm corporation 
file, the Form 943 farm employers file, the 
Agriculture Stabilization and Conservation 
Service (ASCS) file, the list frame of the 
United States Department of Agriculture's 
Statistical Reporting Service (SRS) in the 
Northeastern, Southern, and specified North 
Central States, and an updated large farm list 
from the previous census. Since 1969, these 
sources have been expanded to include the 
files of farm operators from the previous 
census of agriculture, the nonrespondent file 
from the past census, the list frame of the SRS 
for all available states, and special lists from 
various sources for large or specialized farm 
operations. However, not all the names on the 
individual source lists qualify as census farm 
operations. 

The quality of identifier information obtained 
for the source lists from outside the Census 
Bureau varies by source. Most of the source 
lists have a code or value indicating size and 
type of operation. There is extensive dupli
cation between files and within files. Varia
tions of the same name - nicknames, initials, 
middle names, and farm names appear in the 
source lists. Farm operators use different 
addresses due to business and residential 
locations or relocations. The nonfarm records 
and the duplicate records from the previous 
census are used to aid in the determination of 
farm status and duplicates. 

The development of the census mail list 
consists of two list building phases: 1) the 
Farm and Ranch Identification Survey phase 
(15.8 million source records in 1982), and 2) 
the mail census phase (an additional 3.2 
million source records in 1982). Each phase 
has five major operational parts: 1) Format 

and Standardization; 2) Employer Identifi
cation iNumber (EIN) and Social Securi ty 
Number (SSN) linkage; 3) Geographic coding 
and ZIP code edi t ; 4) Alphabe t i c name 
linkage; and 5) Clerical review of all record 
sets not previously identified as duplicates or 
nonduplicates. The alphabetic linkage part of 
the system is based on the record linkage 
theory developed by Fellegi and Sunter of 
Statistics Canada. 

In 1982. completion of the first phase of record 
linkage resulted in a file of approximately 7.3 
million records. Each of these records was 
classified either as a probable farm (1.9 mil
lion records), as a questionable farm (3.1 mil
lion records), or as a probable nonfarm (2.3 
million records). The records in the "probable 
nonfarm" group were removed from the mail 
list. The records in the "questionable farm" 
group were selected for inclusion in the Farm 
and Ranch Identification Survey. The objec
tive of this survey was to identify nonfarm 
operators and to add new tenant and successor 
names. Records identified as census farms 
from this survey, records from previously 
unavailable source lists, and records classified 
as "probable farms" were used in the second 
phase of record linkage to develop the final 
census mailing list. In 1982, this two-phase 
process reduced the total source records from 
19.0 million total records to a mail list of 3.6 
million records. 

In 1982, the use of the nonfarm records from 
the previous census in the linkage operation 
was effective in reducing the total size and 
nonfarm composition of the final census mail 
list. The final 1982 mail list had about 20 
percent fewer records than the 1978 list of 4.4 
million records. A study of comparability of 
census data indicated that the final mail list 
coverage of the 1978 and 1982 censuses was 
very comparable.'' The record linkage and 
development process for the mail list in 1982 
cost approximately $1.5 million. An addi
tional $4 million was required to conduct the 
Farm and Ranch Identification Survey. 

2.3 Limitations of a Mail Enumeration of 
Farm Operators 

Although the final census mail list is compiled 
from a large number of source lists, it does not 
completely cover the universe of census farm 
operations. Typesof operations that often do 

^ Clark, Cynthia Z. F., "Comparability of Data from the 
Censuses of Agriculture," 1984 Proceedings of the 
Section on Survey Research Methods, American 
Statistical Association. 
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not occur on source lists include those where 
the operator is minimally associated with 
agriculture or does not identify an operation 
as a farm. A farm may be erroneously classi
fied as a "probable nonfarm" and eliminated 
from the list prior to the Farm and Ranch 
Identification Survey. A farm operation also 
may be eliminated from the list on the basis of 
incorrect responses to the screening questions 
in the survey or because the census response is 
misclassffied as a nonagricultural operation. 
All of these errors contribute to the "under
count" of census farms. In 1982, we estimated 
an undercount of 336,000 farms.5 

The mail list development process introduces 
another problem that needs to be addressed in 
census procedures. As previously indicated, 
many duplicate name and address records 
appear on several source lists. The record 
linkage methodology eliminates most of these 
duplicates. Respondents are encouraged to 
use special procedures if they receive dupli
cate forms. However, some duplicates remain. 
These duplicates plus nonfarms erroneously 
classified as farms in census processing 
contributed to an estimated "overcount" of 
114,000farms in 1982.6 

As previously stated, evaluations of coverage 
have indicated that the census enumeration is 
less complete for farms with sales of less than 
$2,500. Many of the operators of these smaller 
farms do not have any formal association with 
agricultural organizations or even identify 
themselves as agricultural operators. Because 
of these characteristics their names are not 
generally included on source lists used in 
developing the census mail list. Thus, some 
other methodology is necessary to provide 
belter coverage of this portion of the farm 
universe. 

In 1978, the census of agriculture conducted 
an area segment sample in conjunction with 
the mail enumeration.'' Data collected from 
the area sample were used lo augment the 
census at the state and national levels. 

This methodology substantially improved the 
coverage of the census, particularly for farms 
with sales of less than $2,500. In 1978, the 
percent of small farms not on the census was 
3.2 compared with 28.5 in 1982 (Table 4). 

However, budget restrictions have eliminated 
the use of this methodology in 1982 and 1987. 

Response to any method of data collection has 
an impact on the quality of the final data. 
Ensuring that all census recipients complete 
and return the census is particularly critical 
for a mail enumeration where the list contains 
both farm and nonfarm operations. General 
census procedures described in Section 3.2 
have been des igned lo e n c o u r a g e t h i s 
response. However, several specific types of 
agricultural operations have been identified 
as requiring special procedures to obtain 
respondent-supplied (rather than imputed) 
data and review by an agriculture analyst. 
These large or unique operations, referred to 
as "musts", bear a special designation in the 
mail label to facilitate the use of these 
procedures. "Musts" include m u l t i u n i t s , 
abnormal farms, and farms with an estimated 
sales value above a stale cutoff (generally 
$100,000). 

Most of the data items published in the census 
of agriculture are collected for all mail list 
respondents. Selected data items, though, are 
collected for only a sample of mail l is t 
addresses. These include data on fertilizer 
and insecticides, machinery and equipment, 
expenditures for interest, energy, and produc
tion, and value of land and buildings. Because 
of the impact of large operat ions on the 
estimates for these data items, the mail list 
sample is designed to include with certainty 
specified addresses from the mail list that 
were expected to meet size (in acreage or total 
value of sale's) or geographic criteria. The size 
criteria varied by state from 1,000 to 5,000 
acres and from over $40,000 in sales to over 
$200,000. All farms in counties with fewer 
than 100 farms enumerated in the previous 
census were also included in the sample. The 
"must" and "certainty" groups overlapped in 
that the "must" records that qualified by 
value of sales were included in the certainty 
sample stratum. 

3. Procedures Used in Mail Enumeration 

3.1 Pub l i c i ty and P u b l i c A w a r e n e s s 
Program 

The program of the census of agriculture uses 
varied avenues for publicity that are targeted 

5 1982 Census of Agricul ture , Volume 2, Part 2, Coverage 
Evaluation. 

u ibid. 
7 1978 C e n s u s of A g r i c u l t u r e , \ 'o lume 5, Par t 4, 

Procedural History. 
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to reach all levels of the farming sector. Prior 
to the census, we design posters and informa
tion kits for distribution to those willing to 
help publicize the census. We ask local 
businesses and farm banks to set up posters in 
their prominent work areas. Our staff attend 
trade and farm shows to publicize the census 
among farmers and to inform users of census 
data. We distribute pamphlets and one-page 
leaflets at these shows to emphasize the 
importance of our report form - "Fill it out -
Mail it back." 

We solicit help from county agr icul tura l 
offices such as the County Extension Service, 
the Agriculture Stabilization and Conserva
tion Service, and the Soil Conservation Ser
vice in distributing information, in publiciz
ing the census at agricultural meetings, and 
in providing assistance in completing census 
forms. We also prepare a guide providing 
instructions on how to complete a census form 
for officials from these offices. In addition, we 
prepare material directed toward agriculture 
students for use in vocational agricultural 
programs. Lesson plans and guides are used 
to provide information on the importance of 
the census of agriculture and to motivate the 
student to help his/her parents fill out the 
census report form. In past censuses, we have 
also received favorable publ ic i ty from 
Congressmen, Senators, States assemblymen, 
and local" politicians who have given verbal 
support to the census of agriculture. 

We also solicit the cooperation of broadcasters, 
and farm newspaper and magazine editors. 
These media reach into most farm and ranch 
homes. Television and radio farm broad
casters publicize the census to the farmer and 
rancher by providing information about the 
census and census data in conjunction with 
farm market reports and other farm news. We 
provide information for short news items and 
drop-in ads tha t are placed in local and 
national farm journals and newspapers. We 
ask magazine edi tors to fea ture census 
articles, using a cover photograph as a lead-in 
where possible. We also provide information 
and advertisements to trade associations for 
thei r pub l i ca t ions . These publ ica t ions 
announce farm shows and events of interest to 
specialized areas and have a circulation that 
reads different components of the agriculture 
universe. 

We find all of the above-mentioned methods 
very useful when there is no direct contact by 
an enumerator with the respondent. In the 
initial census mailing, we enclose brochures 
and p a m p h l e t s wi th t h e r e p o r t form 
explaining why the census is necessary and 
how the census can be he lpfu l to t he 
respondent. We enclose additional informa
tion in followup mailings. 

3.2 Data Collection 

The mailings for the 1969, 1974. 1978, and 
1982 censuses used a combination of letters, 
report forms, and reminder cards. Since the 
procedures employed were similar in these 
censuses, the details will be presented for the 
1982 census.8 Census report forms were 
mailed ini t ial ly in la te December 1982 
request ing re turn by m i d - F e b r u a r y and 
followed by six reminders mailed on a fiow 
basis at approximately 3-week intervals. The 
in i t ia l census followup was a pos tcard 
reminder mailed after the mid-February due 
date to all nonrespondent addresses . The 
second and sixth followup mai l ings were 
census repor t forms with i n s t r u c t i o n a l 
materials. The remaining followup mailings 
were letters requesting response, pointing out 
the uses of census da t a and r e m i n d i n g 
addressees of their legal r equ i remen t to 
respond to the census. Table 1 provides the 
date, type, and volume of each mailing and the 
response rate at the time of the mailing. 

At the time of the second mail followup, a file 
containing names and addresses of non-
respondents in the "must" group was selected 
for later use in telephone followup. This 
included 417,000 add re s se s t h a t had a 
potential farm operation with $100,000 or 
more in total sales in 1982. The names on this 
file were retained,on the mail followup file 
until either a mail or telephone response was 
obtained. Telephone followup for the "must" 
group began in May. If neither mail nor 
telephone response was received for "must" 
nonrespondents , a t t empts were made to 
obtain secondary source information. The 
2,700 local offices of the Agriculture Stabiliza
tion and Conservation Service (ASCS) of the 
U.S. Departmentof Agriculture were the most 
important source of secondary data. These 
cases were then edited by an analyst. 

"* Ruggles, Donna R., Jane Y. Dea, Flora K. Kwok, and 
Cindy A. Carman, "Evaluation of the Effectiveness of 
Data Collection Procedures for the 1982 Census of 
Agriculture," 1984 Proceedings of the Sect ion on 
Survey Research Methods , Amer ican S t a t i s t i c a l 
Association. 
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Although the overall response rate to the 
census had reached 65 percent by April 1983, 
a number of individual counties had much 
lower rates. To encourage response from these 
areas, it was decided to initiate a supplemen
tary followup effort to nonrespondents in 
selected states or counties with response rates 
lower than the national level. A special 
followup letter that offered assistance in com
pleting the census report form was prepared 
for mailing to this group of 309,000 non-
respondents. In May 1983, a supplementary 
telephone followup was initiated for a sample 
of nonrespondents from 252 counties with 
response rates below 75 percent. The tele
phone unit that was initially established in 
Jeffersonville. Indiana to handle incoming 
calls was expanded to handle the telephone 
followup operation. Where possible, the unit 
obtained telephone numbers for nonresponse 
cases and conducted telephone interviews for 
those cases. When no response was obtained 
from " m u s t " cases , the te lephone un i t 
at tempted to obtain data from secondary 
sources. The unit also telephoned in-scope 
respondents who had incomplete data items. 

3.3 Edit, Item Imputation, and Analytical 
Review 

After a mailed report form was received at the 
processing site, it went through a check-in 
procedure. 

If the barcode could not be machine-read, the 
check-in information was keyed. If the form 
was blank or had correspondence attached, 
the form was sent to a clerical review section 
for resolution. The cases were then batched 
for keying in state order. For the first time 
with the 1982 census, no clerical pre-edit was 
performed prior to keying. The keyers were 
instructed to key the data, with key codes, as 
reported and to fiag obvious respondent alter
ations, such as wrong units, altered stubs, 
data-related remarks, bracketed entries, and 
double entries. Even the written notes and 
comments on the report form were taken care 
of by the keyers who keyed special codes. 
These respondent alterations and coding for 
"other" crops and livestock were checked in 
the edit review following the complex edit. 

Following the keying, files were transmitted 
to the Washington Office for formatting. In 
this process the keyed records were passed 
through a program that first converted the 
data into standard units of measure. It then 
put the data into binary representation and 
standardized the record format. Each census 

file number (CFN) had a fixed length section 
for identifier information and a var iable 
length section for data values . The da ta 
section had computer words for each data item 
reported, changed, or imputed. Out-of-scope 
records were identified. Any invalid s ta te , 
county, and form type codes in the record were 
identified for correction and rekeying. A 
correction file was created for incorrect key 
codes and matched to the main file where the 
corrected values replaced the errors. The 
entire record was rekeyed if the number of 
maximum acceptable rejects was exceeded. 

Next, all individual edits and imputations 
occurred in the complex edit. This operation 
validated, cross-checked, and refined the 
reported data. The edit specifications were 
given to the programmers by subject-matter 
specialists. Key ratios were tested against 
tolerance l imits based on expe r i ence in 
previous censuses and surveys . The edit 
routines rounded data items, substituted the 
sum of detailed items for reported totals, and 
imputed individual da ta i tems from pre
defined ratios. 

The computer program for the complex edit 
probably contained over 10,000 steps, but not 
all steps were used on every report. The edits 
were performed separately for each s t a te . 
During the edit of each census record, farm 
classification status was determined, missing 
entries were supplied (item imputation), total 
crop acreage was reconciled with reported crop 
acres, reported values outside prespecified 
limits were changed, values reported for 
product sales were checked using the average 
price for the state, other consistency checks 
were made, and acreage, tenure, TVP, SIC 
and type of organization categories were 
determined. In addition the 1982 data were 
compared to 1978 data. This replaced the 
previous census procedure requesting analyst 
review of all "must" cases before keying. 

Once the complex c o m p u t e r ed i t was 
completed, a printed listing was produced of 
all data items that failed the edit, data items 
that were changed by the edit, and fiags that 
were set by the edit. These listings along with 
the corresponding report form were reviewed 
by the clerical staff in Jeffersonville. If the 
clerical procedures were not adequate for 
resolution, the case was referred to the agri
culture analysts. Corrections were prepared 
and keyed. The correction file was then 
transmitted to the Washington, D.C. office for 
matching to the main data file. The corrected 
files were then re-edited to ensure that the 
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TABLE 1. Mail Contact in the 1982 Census of Agriculture 

Mail Contact 

Initial Mailout 

First Followup 
(due dale 2/15/83) 

Second Followup 

Third Followup 

Fourth Followup 

Fifth Followup 

Sixth Followup 

Source: U.S. Bureau of the 

Mail Date 

Dec. 1982 

1/28/83 

2/22/83 

3/15/83 

4/13/83 

5/12/83 

5/25/83 

6/21/83 

7/15/83 
9/09/83 
Final 

Census, Data from 

Type of 
Mailing 

Letter, 
Report Form 
& File Copy, 
Instructions, 
"Your Farm or 
Ranch Counts" 
Brochure 

Reminder Card 

Letter, 
Report Form, 
Instructions 

Letter 

Letter 

Letter 

Letter, 
Report Form, 
Instructions 

Agriculture Division 

Number 
Mailed 

3,600,000 

1,900,000 

1,600,000 

1,071,000 

890,000 

790,000 

708,000 

Final Mail List Check 

Response 
Rate at Mailing 

(Percent) 

31.4 

48.4 

57.3 

70.1 

75.6 

78.2 

80.3 

83.0 
85.2 
85.4 

in Tabulations. 

Increase in 
Response 

Rate (Percent) 

31.4 

17.0 

8.9 

12.8 

5.5 

2.6 

2.1 

2.7 
2.2 

.2 

corrections were properly made and that no 
further action was necessary. 

After the edit and failed-edit corrections were 
completed, the corrected files for each state 
were merged into the U.S. detail file in the 
proper state sequence. At the same time, 
duplicate records were identified. Unless the 
records could be identif ied as different 
operations under the same CFN, only the first 
of the duplicate records was retained. The 
merge program also produced tallies of farms 
by size, TVP, and type that would be used in 
the whole farm nonresponse imputa t ion 
routine. 

3.4 Nonresponse Imputation 

The total census of agriculture data collection 
effort, consisting of both mail and telephone 
followup. achieved a response ra te of 86 
percent. Continuing followup efforts after the 
scheduled period would resul t in only a 
marginal increase in the response rate. In 
order to publish data for the ent ire farm 
universe, collected data were weighted to 

account for nonresponding farm operators. A 
survey of census nonrespondents was designed 
to provide state estimates of the proportion of 
in-scope nonrespondents of the total non-
respondents for use in i m p u t i n g census 
enumerated data to nonrespondent farms. 

The nonresponse sample was a single stage, 
stratffied, systematic sample with selection 
ra tes varying by s t r a t u m and by s t a t e . 
Nonrespondents within a state were divided 
into six strata. Strata were based on mail size 
classification, administrative record source, 
and special handling codes. Approximately 
13.000 names and addresses were selected 
from the April universe of census nonrespon
dents. The variable selection rates used for 
each state were designed to estimate the num
ber of nonrespondent census farms in each 
state with a relative error of about 6 percent. 

The report form for the nonresponse survey 
was designed to d i f f e r en t i a t e b e t w e e n 
addresses of census recipients that qualified 
as census farms and those that did not. 
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Sampled nonrespondents were mailed a report 
form at the end of April, and another report 
form 2 weeks later. They were next contacted 
by telephone. Since data collection for the 
survey was concurrent with the census, if a 
sampled nonrespondent responded to the 
census, that nonrespondent was dropped from 
the sample. 

On the basis of the nonresponse survey, the 
proport ion of farm nonresponden t s was 
estimated for each state. A synthetic estima
tor was then used to estimate the number of 
nonrespondents by strata in each county of 
that state. Finally, a sample of respondents 
was selected to represent the nonrespondents. 
However, data for a "must" nonrespondent 
were not imputed using this methodology but 
rather, as mentioned earlier, obtained either 
from telephone followup, secondary sources, or 
historical data. 

After all editing and imputation procedures 
were completed , sample weigh t ing was 
performed followed by tabulation. Agricul
ture ana lys t s reviewed the t a b u l a t i o n s , 
prepared detailed criticisms of questionable 
data, and suggested corrective actions. The 
clerical staff in Jeffersonville checked the data 
for duplicate records and for keying, report
ing, or processing errors. They obtained addi
tional respondent information where neces
sary and prepared corrections to individual 
data records for analyst review. Preliminary 
reports were prepared and reviewed with 
corrections being made to the data file as 
many times as was necessary to ensure record 
accuracy. An analysis of potential disclosure 
of individual data was performed prior to 
preparation of final data tables. 

4. Evaluation of Mail Enumeration 

4.1 Quality of Census Published Data 

Publishing quality data obtained from the 
census of agriculture is complicated because 
the census mail list contains a large number of 
addresses (nearly 1.4 million in 1982) that do 
not qualify as farm operations. In developing 
the mail list, a number of addresses whose 
farm status is unknown are retained in order 
to more adequately cover the farm universe. 
Because of this, the data collection procedures 
m u s t be d i rec ted to ques t ionab le farm 
operators as well as actual farm operators. 
The report form must be understandable to 
both groups in order to obtain response and to 
ensure that the response is classifiable. 

The quality of statistics derived from the 
census report form is affected by many factors. 
Among these are: 1) the completeness and 
accuracy of the mail list of farm operators; 2) 
the effectiveness of the data collection proce
dures in eliciting response from the surveyed 
list; 3) the comprehensibility of the report 
form and instructions - for this infiuences the 
accuracy of respondent supplied information; 
4) the accuracy of data processing in correctly 
classifying response as farms or nonfarms; 5) 
the completeness of reporting of individual 
data items by respondents; 6) the extent of the 
edit and use of secondary source information 
in single item imputation; 7) the effectiveness 
of record linkage procedures used in identi-. 
fying duplicate farm operations; and 8) the 
reliability of the methods used for estimating 
data for farm operator nonrespondents. 

All of these factors, except the first, are rele
vant to the possible change in methodology for 
the 1991 Canadian Census of Agriculture. 
Evaluation studies of the 1982 and prior 
censuses of agriculture that relate to factors 1, 
2, 4, 7, and 8 are discussed in this section. 
They include evaluations of response rate and 
followup procedures (factors 2 and 8). accurate 
classification of response (factor 4). imputa
tion for nonrespondents (factor 8), and the 
coverage of the census (factors 1, 4, and 7). 

In addition, research studies that are being 
planned in conjunction with the test of the 
1987 Census of Agriculture will provide more 
insight for factors 2, 3, and 5. These are dis
cussed in Section 5, Initiatives for the Future. 
Research is being conducted in the next few 
years that will provide more information on 
edit and item imputation (factor 6) and on 
nonresponse imputat ion (factor 8). The 
coverage evaluation program for the 1987 
Census of Agriculture will provide additional 
insight for factors 1, 4, and 7 as it will refiect 
any methodological changes from previous 
censuses in mail list development, record 
linkage, and classffication procedures. 

4.2 Response Rates as a Measure of Data 
Quality Effectiveness 

The response rate for a survey is a standard 
measure of the effectiveness of the data collec
tion in eliciting response from the surveyed 
universe. Examining various aspects of 
census response over time provides several 
different insights into the effectiveness of the 
agricultural census data collections. Pub
lished census response rates are calculated as 
the quotient of all receipts (including forms 
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returned by the post office - Post Master 
Returns or PMRs) divided by the total number 
of addresses on the mail list. On this basis the 
response rate of 88.0 percent for the 1978 
census is considerably higher than that of 85.4 
percent for the 1982 census, and somewhat 
higher than the 1974 rate of 87.4 percent 
(Table 2). Since there was a proportionately 
larger number of PMRs in 1978 than in 1974 
or 1982, this definition of response somewhat 
overstates the effectiveness of the 1978 data 
collection effort in relation to 1974 and 1982. 
Removing the PMRs from receipts and from 
the total mail list gives response rates of 85.1 
percent, 87.3 percent, and 87.1 percent for the 
1982, 1978, and 1974 censuses respectively. 
On this basis the response rate in 1982 was 2.1 
percent lower than in 1978.9 

The broad universe covered by the farm 
definition complicates collection of the desired 
data. The initial report form and accom
panying letter, and the mail followups may 
not effectively communicate to all recipients 
the necessity for their response, whether or 
not they perceive that their activities are 
agricultural. Thus, a number of farm and non-
farm operations are not reported. Telephone 
i n t e r v i e w e r s may be more effective in 
obtaining information leading to identifica
tion of farm or nonfarm status from non-
respondents who do not perceive that their 
activities are agricultural. This procedure, 
however, was primarily used in 1982 to obtain 
information from nonrespondents who were 
thought to have either a large or a unique 
farm operation. 

The final 1982 Census of Agriculture data 
were based on 3.1 million responses from a 
mail list of 3.6.million names and addresses. 
Of these respondents , 67.4 percent were 
agricultural operations. There are several 
procedural factors that might have affected 
the response rate for the census of agriculture. 
These include differences in the response rate 
by type and by frequency of followup. Another 
factor thought to affect response is the length 
of the form. Response rates over time as well 
as by census mail list classification of size 
(measure of size derived from indicators 
present in mail list source records) were 
examined to gain some insight regarding the 
optimum frequency of followup mailings. 10 

Weekly response rates for,the period January 
21 through September 9, 1983, were calcu
lated as the total number of returns divided by 

the total number of report forms mailed out. 
Returns consisted of all report forms mailed 
back (whether completed or not), all corres
pondence from the report form recipients, and 
undeliverable report forms returned by the 
post office. All potential farms lo whom report 
forms were mailed initially were classified 
into 16 categories based on their expected 
1982 sales. These categories then were 
aggregated into five groups for this study. 
The expected sales of these groups were: A-at 
least $100,000. B-$10,000 to $ 9 9 , 9 9 9 , 
C-$1,000 to $9,999, D-less than $1,000, and 
E-unknown. 

About 25 percent of the mail list addresses 
were mailed long report forms. The long 
report forms contained all of the questions 
that were on the short report forms as well as 
some additional questions. The recipients of 
long report forms came from two groups. The 
"certainty" group consisted of recipients 
whose size and source code indicated a "large" 
(expected sales of $40,000 or more) farm 
operation. Approximately 328,000 or 9 
percent of the mail list were certainty cases. 
The other recipients of long forms were 
sampled from the remaining addresses on the 
mail list. These 573,000 recipients of long 
forms were referred to as the "noncertainty 
sample." The remaining mail list addresses, 
2.8 million, were mailed short forms. 

A cumulative national response rate of 46 
percent was achieved by the February 15 due 
date. The cumulative national response rate 
increased at the highest rate between January 
and the middle of April, tapered off until mid-
July, and levelled off from then until the end 
of the data collection period (Figure 1). Each of 
the six mail followups to nonrespondents was 
effective in increasing the response ra te 
(Table 1). Of these mail followups, only the 
second and the sixth contained a report form 
with the letter. The largest weekly increase 
occurred th ree weeks af ter the second 
followup with a 12.8 percent increase between 
the second and third followups (Figure 2). 
Three weeks after the sixth followup, the 
response rate was higher than in the ten 
preceding weeks with a 2.7 percent increase. 
This implies that a report form may be more 
effective than a letter in eliciting response. 

The response rates for all of the potential farm 
size groups, except for those whose size was 

^ Clark.CynthiaZ. F., op.cit. 
lu Ruggles, Donna R., etal.,op. cit. 
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TABLE 2. Census of Agriculture 

Mail List Size 

Post Master Returns (PMRs) 

Mail List - Excluding PMRs 

Nonresponse (includes remails) 

Receipts 

In-scope 

Out-of-scope 

Nonclasslfled 

% Overall Response Rate 

% Classified Respondents 

% Other Respondents (PMRs, Nonclassified) 

% Nonrespondents 

% Overall Response Rate 

% Classified Respondents 

% Nonclassified 

% Nonrespondents 

Source: U.S. Bureau of the Census 

Mail List Response 

1982 

3,654,674 

82,792 

3,571,702 

531,916 

3,039,966 

2,021,400 

978,264 

40,302 

TOTAL MAIL LIST 

85.4 

82.1 

3.3 

14.6 

1978 

4,429,633 

230,980 

4,198,653 

532,030 

3,666,623 

2,044,989 

1,511,218 

110,416 

88.0 

80.3 

7.7 

12.0 

MAIL LIST EXCLUDING POST MASTER RETURNS 

85.1 

84.4 

1.1 

14.9 

Data from Agriculture Division Final Mail List Check 

87.3 

84.7 

2.6 

12.7 

in Tabulations. 

1974 

4,182,374 

108,700 

4,073,674 

525,875 

3,547.799 

2,029,389 

1,487,351 

31,059 

87.4 

84.1 

3.3 

12.6 

87.1 

86.3 

.8 

12.9 

unknown, followed a s imi l a r p a t t e r n of 
increase between January and the middle of 
June (Figure 3). The mail followups had 
about the same effect on each size group. The 
telephone followup to all nonrespondents in 
size group A (beginning in mid-May) caused 
the cumulative response rate for that group to 
increase at a faster rate than the cumulative 
response rates for the other groups. By the end 
of June, group A had the highest cumulative 
response ra te among all groups and the 
response rate of A continued to increase until 
data collection ceased, achieving a final 
response rate of 97.7 percent. This relatively 
high response rate for group A illustrates the 
effectiveness of the te lephone followup 
operation. 

The cumulative response rates for groups B, 
C, and D had similar patterns of increase 

between the middle of June and the end of the 
tabulation period. The final response rate for 
group E was substantially lower than for 
those addresses for which an expected size 
classification was possible. The proportion of 
actual farm operations among respondents in 
this group was considerably lower than among 
the other groups refiect. The low response 
rate for this group may refiect inadequate 
instructions as to who should complete the 
census form. 

The length of the report form did not seem to 
have much impact on the response r a t e s 
(Figure 4). However, in J u n e , te lephone 
followup began for the certainty portion of the 
group receiving the long form, thus increasing 
the response rate for that portion of the long 
form group. Response rates for the sample 
portion of the group receiving the long form 
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Figure 1. Cumulative National Response Rate 
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Figure 2. Weekly Increase in Cumulative National Response Rate 
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and the nonsample group receiving the short 
form were very close. This indicates that the 
additional respondent burden associated with 
the longer report form did not have an adverse 
effect on response. 

On the basis of this evaluation of response 
rates, several conclusions can be reached. The 
mail followups in which a report form was 
sent along with a letter appear to be more 
effective in increasing the response rates than 
the mail followups in which only a letter was 
sent. This idea was explicitly tested in a mail 
variation test. However, the telephone follow-
up to all nonrespondents whose expected sales 
were $100,000 or g rea te r was the most 
effective procedure for increasing the response 
rate for that group. The length of the report 
form did not appear to affect response rate to 
the census. The response of census recipients 
grouped by expected sales did not appear to be 
correlated with response rate. 

4.3 Effectiveness of Varying Followup 
Procedures 

The objective of the mail variation test was to 
determine If there was a statistical difference 
in mail response between a report form 
followup and a letter followup." In order to 
test this hypothesis, a test group and a control 
group were selected. The procedure used for 
the initial mailout and first followup for the 
test group and control group was identical to 
that used for the census. For the second and 
th i rd followup mai l ings , the tes t group 
received first a letter and then a report form, 
reversing the order of followup used in the 
census and for the control group. 

Cost cons idera t ions l imi ted the sample 
selection to 13 states and a sample size of 
100,000. The states from which the sample 
was drawn were chosen because they were 
representative of two very different areas in 
te rms of farm size. Seven of the s ta tes 
(Virginia, North Carolina, South Carolina, 
Georgia, Kentucky, Tennessee, and Alabama) 
were from the South where there are more 
small farms (in both size and product value), 
and for which the state response rates have 
been the lowest in pas t censuses . The 
remaining six states (Ohio, Indiana, Illinois, 
Iowa, Nebraska, and Kansas) were selected 
from the Midwest where the response rates 
have been among the h ighes t for pas t 
censuses. An additional factor in the design of 
the experiment was the length of the report 

form - long and shor t . The s y s t e m a t i c 
sampling procedure selected approximately 
5,000 mail list addresses per report form and 
group from each of the 13 states. 

Up until the first time point (March 19), the 
test group and control group had been treated 
identically by receiving the initial report form 
and a postcard reminder . The re was no 
significant difference in response at this point. 
March 19 was dur ing the mai lout of the 
second followup in which the control group 
received a report form and the test group 
received a letter. A second time point (April 
23) was chosen at the end of the mailout of the 
third followup. By this time both the test 
group and control group had been mailed a 
letter and a report form, but in different order. 
The final test point (May 21) occurred during 
the fourth followup mailing. 

A multivariate analysis of covariance model 
was used with the cumulative response rate at 
time one as the covariate and the cumulative 
response rate at time two and three as the 
dependent variables. Three factors: group 
(control versus test), report form (long versus 
short), region (South versus Midwest), and one 
interact ion term (form by region) were 
represented in the model. The ana lys i s 
showed that there was a group difference and 
a region difference, but no significant form or 
interaction difference. Also, the covariate had 
a mean difference between regions and was a 
significant term in the model. F igure 5 
visually suggests the results of the analysis. 

The analysis of covariance model with the 
same terms as above also was used in a second 
analysis. In this model, time two (April 23) 
was used as the covariate and time three (May 
21) was used as the dependent variable. The 
results were the same as the first analysis - a 
group and region difference but no significant 
form or interaction difference. 

The results of the mailout var ia t ion test 
clearly indicate that report form followups are 
more effective than letter followups (Table 3). 
This conclusion will be important in planning 
the program of mail followup for the 1987 
Census of Agriculture. A key step toward 
improving this program will be to conduct a 
cost analysis of the more costly report form 
followups versus the less costly letter follow-
ups. An important factor in evaluating the 
cost-effectiveness of the report form followup 
will be the potential increase in data quality 
obtained from earlier response. 

Ruggles, Donna R., et al., op. cit. 

108 PROCEEDINGS OF THE INTERNATIONAL 1991 CENSUS PLANNING CONFERENCE 



Figure 3. Cumulative Response Rates by Farm Size 
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Figure 4. Cumulative Response Rates by Sample Status 
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4.4 Evaluation of Telephone Followup 

As part of the evaluation of telephone follow-
up procedures for the "must" nonrespondents, 
two samples of 10.000 "must" nonrespondents 
were selected when the nonrespondent file 
was created. The samples were selected by 
means of a stratified cluster sample within 
each state where the sample size for each state 
was determined by the proportion of eligible 
nonrespondents in that state of the total . 
Within each stratum in a state a systematic 
sample of pa i r s of nonresponden t s was 
selected with cases within each pair randomly 
assigned to one of the two samples. One 
sample was interviewed using the regular 
telephone methods at the Census Bureau's 
Data P r e p a r a t i o n Div is ion located in 
Jeffersonville. Indiana. The other sample was 
interviewed using computer-assisted tele
phone interviewing methods (CATI) at the 
Census Bureau's Washington. DC. office.12 A 
special CATI version of the census of agri
culture questionnaire was developed from the 
questionnaire designed for telephone inter
viewing. 

Analysis of the results from the two method
ologies will include distribution of final reso
lution of sample cases, rates for each type of 
resolution, average number of calls per case to 
reach a final resolution, average total minutes 
per case to reach final resolution, and percent 
of item changes in the complex edit. Pre
liminary results indicate that CATI response 
rates were slightly higher than those obtained 
in regular telephone interviewing and that 
the quality of the data resulting from the two 
methodologies was about the same. A paper 
detailing the results will be available by the 
end of 1985.13 

4.5 Accurate Classification of Responses 

Responses from farmers and nonfarmers, 
responses not classified at the time of the 
closeout of the census data collection process, 
and forms that are returned by the post office 
have historically been included as receipts in 
calculating final response rates for the census 
(Table 2). A comparison measure of 

classification of response from the past three 
censuses at the time of closeout can be derived 
from a breakout of these receipts, i* Excluding 
the post master returned forms from the total 
number of mail list addresses, the percent of 
forms that were classified at closeout was very 
comparable for the 1982 and 1978 censuses 
(84.4 percent versus 84.7 percent). This was 
achieved because the 1982 census processing 
system classified a larger proportion of the 
census receipts (exc luding Post Mas te r 
Returns) by closeout than the 1978 census. 

Once responses are received from mail list 
recipients they must be classified. The tabula
tions discussed in the previous paragraph 
gave a measure of responses that had not been 
classified at the end of the data collection 
period. The coverage evaluation conducted for 
the census has provided two measures of error 
in classification - a measure of actual farms 
classified as nonfarms (misclassified), and a 
measure of nonfarms classified as farms that 
includes multiple counted operations (over
count). Percentages obtained by dividing 
these measures of classification error by the 
estimated farm universe can be compared 
(Table 4). In the category of farms whose total 
sales were $2,500 or greater, misclassified 
farms decreased over these censuses. How
ever, the estimated percent of overcounted 
farms was greater in 1982 than in previous 
censuses. 

4.6 Imputation in the Census 

Because there are many addresses on the mail 
list that do not represent farm operations, not 
all nonrespondent addresses represent farms. 
The agricultural census data estimating pro
cedures adjust for farm nonrespondents by 
estimating the proportion of nonrespondents 
on the mail list that are farm operators for 
each state, imputing values for data items for 
that number of nonrespondents. and incorpo
rating the imputed data into the estimation 
procedure for each published data item. As 
information obtained from the respondent is 
generally believed to be more accurate than 
imputed data, the percent of the published 
data that are respondent supplied gives a 

Ferrari, Pamela, Richard R. Storm, and Francis D. Tolson, 
"Computer-Assisted Telephone Interviewing in the 1982 
Census of Agricul ture," 1984 P r o c e e d i n g s of the 
Sect ion on Survey Research Methods, Amer ican 
Statistical Association. 

Fer ra r i , Pamela W., "An Eva lua t ion of Computer-
Assisted Telephone Interviewing Used During the 1982 
Census of Agriculture," U.S. Census Bureau Internal 
Report. 

Clark, Cynthia Z. F., op. cit. 
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Figure 5. Cumulative Response by Region in Mail Variation Test 
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TABLE 3. Percent Imputation in Census of 

Mail List 
1982 

PUBLISHED FARMS 

% Mail List 90.2 
% Area Sample NA 
% Imputed 9.8 

LANDINFAR.MS 

% Respondent Supplied 94.4 
% Imputed 4.6 

HARVESTED CROPLAND 

% Respondent Supplied 94.1 
% Imputed 6.9 

VALUE OF AGRICULTURAL PRODUCTS SOLD 

% Respondent Supplied 96.3 
% Imputed 3.7 

Agricu Iture Data 

Mail List 
Only 
1978 

82.5 
8.9 
8.6 

95.4 
4.6 

93.5 
6.5 

96.1 
3.9 

Mail List & 
Area Sample 
1978 

90.7 
NA 
9.3 

95.3 
4.7 

93.4 
6.6 

96.1 
3.9 

Mail List 
1974 

87.7 
NA 

12.3 

94.1 
5.9 

93.8 
6.2 

95.9 
4.1 

Source: U.S. Bureau of the Census, Agriculture Division. 

measure of data quality.'5 The percent of 
imputation of data for an entire farm opera
tion was between 9 and 10 percent (Table 5) 
for the two recent censuses, but was 12.3 per
cent for 1974. As previously noted, although 
the response rate was higher in 1974, the 
proportion of published farm operations with 
imputed data was higher than in either 1978 
or 1982. 

The proportion of respondent supplied data for 
other major data i tems - land in farms, 
harvested cropland, and value of agricultural 
products sold-has consistently been higher 
than for the published farm count. Because 
the census of agriculture has a more intensive 
followup procedure for mail list nonrespon
dents whose expected sales are large, most of 
the farm nonrespondents for which data are 
imputed have small farm operations. Due to 
the small size of these operations, these data 
have less impact on the values of land in 
farms, harvested cropland, and product sales 
value. The est imat ion propert ies of the 
imputation methodology used for census farm 
nonrespondents is also a factor in the quality 
of the published estimates. A study of 

alternative imputation methods for en t i r e 
farm operations is planned prior to 1987. 

4.7 Coverage of the Farm Universe 

In order to provide an independent measure of 
the number of farms not accounted for in 
census published data, a coverage evaluation 
program has been conducted for the census of 
agriculture since 1945.16 The 1978 and 1982 
coverage evaluation samples were designed to 
provide regional level est imates of several 
components of census coverage rather than 
the state level estimates provided in 1974. 

Estimates of total farms in the universe are 
provided in the coverage evaluation publica
tion where "estimated farms" is the sum of 
farms "on the census", "not on the census", 
and "misclassified on the census" minus the 
farms "overcounted" in the census. Each of 
these estimates was calculated' ' ' for three 
categories of farms - all farms, whose total 
sales are under $2,500 (small farms), and 
farms whose total sales are $2,500 or greater. 
The estimate of these components for the 
three censuses under consideration is given in 

Clark, Cynthia Z. F., op. cit. Davie, William C , Emily Lorenzen, D. Dean Prochaska, 
" C o v e r a g e E v a l u a t i o n for the 1982 C e n s u s of 
Agriculture," 1984 Proceedings of the Sect ion on 
Survey Research .Methods, Amer ican S ta t i s t i ca l 
Association. 
Clark, Cynthia Z. F., op. cit. 
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Table 4. For comparison purposes with the 
1982 and 1974 coverage estimates, separate 
coverage evaluation es t imates have been 
calculated for the 1978 mail list data. The 
1978 published coverage evaluation estimates 
were designed to measure the coverage of the 
dual-frame census (mail list augmented by the 
area frame). 

Table 4 presents each of the coverage com
ponents as a percent of the coverage estimates 
of the census total. Over this time period the 
coverage sample estimate of the percent of 
farms "on the census" for all farms and for 
small farms was higher for the 1978 dual-
frame census. However, for farms whose total 
sales were $2,500 or greater, the 1982 cover
age sample estimate of percent of farms "on 
the census" was higher than the 1978 dual-
frame estimate. The percent es t imate of 
farms "not on the census" (not on the mail list 
or the area sample in 1978) was much lower 
for all classes of farms for the 1978 dual-frame 
than for the other censuses. The classification 
error estimates - both farms classified as non-
farms (misclassified) and nonfarms classified 
as farms (overcounted) - were higher in 1982 
than in 1978 for all classes except misclassi
fied farms with sales of $2,500 or more. 

A measure for comparing the relative impact 
of these components of coverage is the net 
coverage - the number of farms "not on the 
census" plus the number of farms "misclassi
fied" minus the number of farms "over
counted." The percent net coverage for the 
1978 dual-frame estimates was lower for the 
category of all farms (3.0 percent) and much 
lower for small farms (5.4 percent). However, 
because of a relatively larger es t imate of 
overcount in 1982, the corresponding percent 
net coverage for farms whose total sales were 
$2,500 or greater was less in 1982 than for all 
previous censuses (0.5 percent). 

5. Initiatives for the Future 

5.1 Precensus Test 

A precensus test provides a unique opportu
nity to evaluate alternative methodology and 
procedures that affect the census program. 
These include, but are not limited to, report 
form design (i.e. color, format, type size, etc.), 
question wording, use of supplementary ma
terials, mail contact and followup procedures, 
response burden, and a t t i tudes affecting 
response behaviour. A test of the U.S. Census 
of Agriculture will be conducted in early 1986. 
The specific objectives of this test include; 

1. tes t the effect on r e s p o n s e of two 
alternative report formats - a booklet 
form and a fold-out form similar to the 
type used in 1982; 

2. estimate response burden involved in 
completing the census report form; 

3. test the effectiveness of different types of 
mail contact and followup; 

4. test alternative wording and format of 
1982 questions and of any proposed new 
questions and obtain reasons for item 
nonresponse; 

5. measure quality and completeness of item 
reporting; 

6. test an expansion of the report form sort 
that occurs prior to keying; 

7. test an alternative data keying procedure; 

8. evaluate changes in the computer edit 
routines. 

A combination of several methods of testing 
will be used to achieve these objectives. 
Approximately 45,000 forms will be mailed in 
late December of 1985 with a due date of 
February 1, 1986. Several alternative mail 
followup procedures will be tested during the 
data collection period extending through the 
first 4 months of 1985. Interviews will be 
conducted in several distinct cluster counties 
in March. The primary focus of these inter
views will be to reinterview respondents to 
obtain information on the quality and com
pleteness of reporting. Also during March, 
classroom expe r imen t s and obse rva t ion 
studies will be conducted in the same general 
geographic area as the cluster counties. The 
data processing tests will be conducted in the 
Jeffersonville, Indiana office that receives the 
completed forms. A sample of the forms will 
be keyed to permit measuring item response 
rates and evaluating changes in the computer 
edits of the report form. 

The mail sample of the census has been 
designed to provide a statistical test of the 
effect on response of form type using a booklet 
and a fold-out report form as measured by 
overall response rate. Difi'erent sessions of 
classroom observation groups will be used to 
provide information on perceived burden of 
completing the two types of forms. Estimates 
of the response burden of complet ing the 
report form will be obtained from several 
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TABLES. 

Mail 
Date 

12/01 

12/15 

01/10 

02/05 

03/07 

03/29 

Test of Mail Contact for the 1987 Census of 

Followup 
Received 
Date 

12/15 

01/01 

01/22 

02/10 

03/12 

04/03 

Followup 
Plan A 
Type 

-

Initial 
Mailout 

Thank you/ 
Reminder 
Card 

Report 
Form 

Card/Letter 

Report 
Form 

Followup 
PlanB 
Type 

-

Initial 
Mailout 

-

Report 
Form 

Card/Letter 

Report 
Form 

Agriculture 

Followup 
PlanC 
Type 

Precensus 
Card 

Initial 
Mailout 

-

Report 
Form . 

Card/Letter 

Report 
Form 

Expected 
P lanD 
Type 

Precensus 
Card 

Initial 
Mailout 

Thank you/ 
Reminder 
Card 

Report 
Form 

Card/Letter 

Report 
Form 

Response 
Rate 

0 

0 

0 

50 

68 

75 

sources. The actual time required to complete 
the form will be measured in the classroom 
experiments and observation studies. This, 
however, will not include time necessary to 
gather information to complete the form. The 
estimated time required to complete the form 
also will be obtained from the respondent's 
recall on the r e in t e rv i ew . These t ime 
estimates will permit comparisons of response 
burden for the two formats. 

Several different plans for a sequence of mail 
contacts will be evaluated in the test. The 
plans vary the type and number of mail 
contacts but not the time between contacts. 
The types of mail contact used in the plan 
include a precensus letter accompanied by a 
card providing census statistics, a thank-you 
reminder card, followup le t ters with and 
without copies of the report form, and followup 
cards. The sample is being designed to 
provide a separate test of a group of records 
that are less likely to be census farm opera
tions. The sample size is sufficient to detect a 
difference of 2 percent in the response rates for 
the plans with a .05 level of significance. 

The classroom experiments and observation 
studies will also be used to test alternative 
wording and format of 1982 questions and of 
proposed new quest ions. The classroom 
experiments would permit randomized distri
bution of several alternatives. The observa
tion studies using one version at a time would 
provide ins ights into response and da ta 
collection problems with individual items. 
The quality and completeness of reporting will 

be measured by item response rates from the 
mail test as well as from the classroom 
experiments. The quality and completeness of 
reporting can also be measured for selected 
items on the reinterview. 

Two alternative report form sort procedures 
that require variation in the number of forms 
keyed will be evaluated using several time 
tests at the Jeffersonville, Indiana data pro
cessing center. The number of keystrokes and 
the keying error rate will be compared using 
forms from eleven difi'erent geographic areas 
for two different data keying procedures. The 
keyed data will permit evaluation of changes 
in the computer edit routines. 

5.2 Response Research 

Achieving a high response rate for the census 
of agriculture is a key component in improv
ing the quality of the statistics resulting from 
the census. Maintaining good response from a 
mail data collection is a problem that needs to 
be continually addressed. Two years ago, a 
research project examining factors affecting 
response to the census of agr icul ture was 
begun. The research project, thus far, has 
identified some census procedures that have 
an impact upon response to the census and has 
proposed studies that will provide information 
for changing census procedures to improve 
response. The objective of the response 
research is to increase the response rate of all 
census recipients - both farm and nonfarm. 
This will reduce the proportion of the mail list 
for which data imputation is needed, and 
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consequent ly improve the quali ty of the 
census data. 

The content and design of the census mailings 
could affect the level of response to the census. 
In preparing for the census test, all the mailed 
material has been reviewed. The census 
mailings have primarily been directed to an 
audience of farm operators. However, a large 
number of census recipients are not or do not 
th ink of themse lves as farm ope ra to r s . 
Responses to the census though are as impor
tant from nonfarmers as from farmers. We 
have tried to address this problem in develop
ing the le t te rs , cards, and ins t ruct ional 
material for the test. 

The publicity for the census can be designed to 
address particular response problems. We are 
presently evaluating response patterns over 
the entire data collection period for difi'erent 
geograph ic a r e a s . C r i t e r i a a r e be ing 
developed for low response counties. We will 
examine farm operator and demographic 
characteristics in those designated counties. 
We will then develop publicity designed to 
address these response needs. 

We also are evaluating response patterns of 
different mail list sources and of different 
expected sales values. The yield of farm 
addresses and the response rate of various 
mail list sources difi'er considerably. Criteria 
will be developed for low response sources and 
sizes. Then differential mail and telephone 
followup procedures will be designed for 
nonrespondents in these ca tegor ies t h a t 
supplement the general mail followup plans 
being tested. 

A study to examine specific reasons for 
nonresponse to the agriculture census is being 
designed. Such a study is done best in 
conjunction with the census in order to obtain 
responses from both respondents and non-
respondents that are not affected by a time 
lapse. A telephone survey for this purpose is 
currently being planned in conjunction with 
the 1987 Census of Agriculture. In addition to 
examining specific reasons for agricultural 
census nonresponse, it will be designed to 
provide projected estimates of the response 
rate and to indicate when alternative census 
procedures should be used. 
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A PROPOSAL FOR A LAND-BASED CENSUS OF AGRICULTURE 

G. OLIVER CODE 

AGRICULTURE AND NATURAL RESOURCES DIVISION 
STATISTICS CANADA 

Introduction 

The purpose of this paper is to outline the concept 
of a Canadian land-based Census of Agriculture 
compared with the current headquarters-based 
census. The proposal pertains primarily to the 
crops or land-use parts of the census with par
ticular reference to the needs of the Crops Section 
of Statistics Canada. Based on the advantages of 
the land-based concept, it is recommended that it 
be targeted as the eventual desired approach, 
following a dual-track approach for the 1991 
Census of Agriculture. A recommendation is also 
made for a new procedure for gathering the crop 
data, and the benefits and problems of the new 
approach are reviewed. The operational research 
necessary to implement this type of change in 
time for the 1991 Census is outlined in the final 
section. 

The Headquarters Rule 

The headquarters rule states that all data on the 
census document are assigned to the geographic 
location of the tract of land designated as the 
headquarters of the farming operations by the 
farm operator. This implies that any part of the 
operation located outside that geographic unit 
will be treated as Lf it fell within the boundaries of 
the headquarters unit. 

Limitations of the Headquarters Rule 

This is a very practical and simple rule obviously 
designed to simplify data collection and compila
tion. Yet the application of the rule may lead to 
geographic mislocation of particular parcels of 
land. Historically, this location distortion was 
generally minor due to smaller and more con
solidated farms. In more recent years the adop
tion of more dynamic and diverse land ownership 
and leasing combined with larger farm sizes 
composed of non-contiguous parcels of land has 
substantially increased the distortion potential. 

The Census of Agriculture staff conducted a case 
study investigating the impact of geographic 
distortion due to the headquarters rule on the 
1981 Agricultural census data for Saskatchewan 
Census Consolidated Subdivision 410. It was 
concluded that the distortion measured for a 
typical Census Consolidated Subdivision was 
significant. 1 The distortion at this level was at 
least -1-10% of the reported land and as high as 
— 44% at the enumerat ion area level. The 
Enumeration Area is that area enumerated by 
one Census Representative during the census. 
The boundaries of an enumeration area must not 
cross municipal boundaries or federal electoral 
district boundaries. A Census Consolidated 
Subdivision is an aggregation of enumerat ion 
areas and is gene ra l ly the s m a l l e s t , most 
commonly used level of tabulation available from 
the Census of Agriculture. 

In an effort to de termine the extent of the 
problem, the Census of Agriculture staff recently 
compared the total farm area reported in the 1981 
Census to the total physical land area at the 
Census Consolidated Subdivision level. The study 
focused on the Prairie region of Canada which 
contains more than 80%. of to ta l C a n a d i a n 
improved agricultural land. It was found that 
19% of the Prairie Census Consolidated Sub
divisions had more farm land allocated through 
the headquarters rule than the total possible land 
area. Saskatchewan was the highest a t 24%. 
These percentages are an indicat ion of the 
seriousness of the distortion. More research is 
needed to better define the full extent of the 
problem. 

The average farm size in Saska tchewan has 
increased by almost 15 acres per year since 1966. 
This established trend to larger farms with 
apparently more dispersed holdings is continuing 
and logical ly, the re fore , the po t en t i a l for 
distortion is also increasing. Complex leasing, 
renting and partnership arrangements along with 
non-resident farm operators^ present difficult and 

1 Burroughs , R. J . , " Inves t iga t ion into the I m p a c t of 
Geographic Distortion Due to the Headquar te rs Rule", 
Ottawa, Statistics Canada, February 1983. 

- .\ non-resident farm operator: can be defined as a farm 
operator who does not reside on any part of his agricultural 
holding. 
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often confusing coverage s i tuat ions such as 
overlap and under-reporting. Also there are some 
cases where the definition of location of head
quarters is a problem. As long as the Census of 
Agriculture uses the headquarters rule, these 
types of problems can never be completely 
resolved. 

The C e n s u s of A g r i c u l t u r e s t a f f h a v e 
acknowledged the location distortion problem and 
have some procedures in place to resolve large and 
obvious land allocation problems. The census 
staff contact individually the largest corporate 
farms in Canada in order to correctly allocate 
their land; the records of non-resident farmers are 
verified and an examination is conducted of any 
reported farm land in large urban areas. Despite 
this, there are Census Consolidated Subdivisions 
with serious land base data inconsistencies. 

The users are demanding more dependability and 
flexibility at the small area level. The demand is 
increasing for more data to address economic, 
environmental, resource, farm management and 
production issues. The provincial agricultural 
s tat is t icians have said that the accuracy and 
coverage of the census small a rea data are 
inadequate for many of these tasks or more 
seriously have errors which may support incorrect 
analytical conclusions. 

The Crops Section of the Agriculture and Natural 
Resources Division produces a series on acreage, 
yield and production of the major grains. This 
crop-reporting system uses small area data at the 
crop district level for weighting and sample 
selection. An accurate area frame is considered 
absolutely essential to the generation of good 
probability estimates. 

Recommended Method - The Land-based 
Approach 

The Census of Agriculture should move toward a 
land-based census for its crop and land use items. 
The spatial identity and the related use of the 
land would be maintained throughout the census 
system. The reporting unit would be an area 
location and the data collection would have to 
record the content of spatial-defined tracts of land 
instead of farms. 

Benefits of a Land-based Census 

Compared with the increasing disadvantages of 
the headquarters rule, the land-based approach 
ofi"ers a variety of advantages since the actual 
location of the crop data would be maintained. 

The crop reporting program of Statistics Canada 
would benefit substantially from this type of data. 
With a complete sample frame we could return to 
the concept of using an area frame, sampling land, 
and get away from the list frame sampling of 
farmers. This would mesh well with our remote 
sensing program which can only employ land-
based information. With these land-based data it 
becomes more operationally feasible to use remote 
sensing information to generate acreage data and 
possibly even yields thus reducing the question
naire response burden on farm respondents . 
Given the potential developments in sa te l l i te 
technology, the year-to-year acreage changes 
could then be monitored by satellite and used to 
generate good small a rea in t e rcensa l d a t a . 
Potentially, by 1996, satellite remote sensing 
could be a major component of the collection 
operations for the crops portion of the census. 

The overall coverage of the census would be 
improved by using easier to define land-based 
census procedures. For example , the under
reporting and overlap coverage problems would 
become readily apparent and easier to resolve. 
The size of farm, or complex leasing, or renting 
a r r a n g e m e n t s would not m a t t e r b e c a u s e 
identification of the operator of the land becomes 
almost unimportant. 

The uses of a land-based census data bank would 
be varied. They range from environmental issues 
to land use issues. The opportunities for cost 
recovery should increase dramatically since we 
will be able to service new and different requests. 
F'or example, the Lands Directorate of Environ
ment Canada has a land-use monitoring program 
that is updated every five years. The census could 
provide more input to this project. 

There exist several administrative data files that 
are land-based (i.e. soil type maps, crop insurance 
data, Canadian Wheat Board permi t books). 
These files could be used to link with a land-based 
census to derive completely new data sets and 
problem-specific information series. 

Implementing the Land-based Approach -
Some Alternatives 

There are a variety of methods that can be utilized 
in a move towards a land-based Census of Agricul
ture. Among these are: 

(a) The United States' Census of Agriculture asks 
"In what county do you expect the largest 
value of your agricul tural products to be 
raised or produced?". The U.S. system simply 

118 PROCEEDINGSOFTHE INTERNATIONAL 1991 CENSUSPLANNINGCONFERENCE 



uses sales instead of headquarters location to 
allocate land; however, this results in the 
same types of problems as the Canadian 
system. 

(b) A more rigorous application of the existing 
a g r i c u l t u r a l census d a t a r e - a l l oca t i on 
methods used by Stat is t ics Canada could 
reduce the problem. These procedures, as 
outlined under the section on l imitations, 
however, do not offer a solution or assist in the 
small area-analysis problems. 

(c) The spatial location of the individual parcels 
of land in the farm holding could be included 
in the data capture system. This would allow 
computer identification of problem areas and 
some re-allocation of land. Once again this 
would be a problem-reduction technique, not a 
long-term solution. 

(d) A matrix questionnaire could be developed in 
order to allocate a unique identifier to each 
individual land use and its location on the 
census questionnaire. This method would 
allow compilation of a large geocoded data 
bank that could be readily re-formated to meet 
almost any selection criterion. The limitation 
here is that large matrix questionnaires are 
notoriously difficult to complete accurately. 

Recommended Data Collection Technique 

One of the strengths of the Census of Agriculture 
has been the consistent nature of the questions 
and collection techniques over time. It is for this 
important reason that a dual system of data 
collection is being recommended for 1991. 

The existing collection system, based on the 
headquarters rule, should be maintained for all 
the current census variables including crops. The 
enumerator would supplement these data by 
asking the farmer to outline the location and 
identify the type of the different crops. It is too 
early to determine the best and least expensive 
data recording system but it would probably be 
either an aerial photograph, a topographic map or 
a satellite image. The data could then be digitized 
and used to produce a geographic data base. 

The Pos i t ive Features of the "Mapping-
oriented" Approach Are: 

(a) accuracy of the current census system will be 
improved due to the necessity to account for 
all the land in a given area on a map or 
photograph; 

(b) farmers appear to readily accept and even 
enjoy studying aerial photographs, etc. As a 
result, there will be little or no perceived 
additional response burden; 

(c) the Agricul ture and N a t u r a l Resources 
Division of Statistics Canada a l ready has 
considerable experience and success in using 
aerial photographs in the Nat ional Fa rm 
Survey; 

(d) the complex process of d ig i t i z ing c rop 
boundaries can use ex i s t ing technology 
although further technological developments 
are expected before 1991; 

(e) by splitting ofi' the land-based crops module 
from the regular census, the timeliness and 
continuity of the census re leases are not 
jeopardized; 

(f) this approach uti l izes exis t ing exper t i se 
within Statistics Canada, such as experience 
in hand l ing complex da t a b a s e s . T h e 
Geography Division has experience in dealing 
with spatial data and would play a major role 
in new systems research; 

(g) the Census of Agr icu l tu re a l r e a d y uses 
township plans with a quarter section grid 
system to ensure coverage in the Prair ies . 
The enumera to r is r equ i r ed to put the 
questionnaire number in each quarter section. 
It is not a big step therefore to change the 
system, and ask the enumerator to indicate 
the crops or land use instead. 

Limitations of the Proposed System 

The move to a land-based census approach and to 
a different method of data collection is not without 
some potential weaknesses. 

(a) There will be an additional expense in using 
this dual approach. It is not readily apparent 
whether the increased cost of enumerator time 
c o m p l e t i n g t h e d u a l m o d u l e wi l l be 
substantially larger than that in completing 
the standard census questionnaire. It would 
be difficult to outline accurately the net cost at 
this time or to estimate the cost-recovery 
benefits. 

(b) There will be some differences between the 
crops data collected on the regular census and 
the crops data collected by the. mapping 
system. These differences will have to be 
explained to the public al though the new 
method could conceivably confirm the overall 
accuracy of the current census system. 
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(c) The processing of the data, aggregation and 
production under the new system will be 
slower than the regular system. The speed of 
this process will be a function of resource 
allocation. 

(d) Since this technique is radically different 
from the exis t ing system, the re will be 
operational problems. Extensive field testing 
and operations testing will be essential. 

(e) The computer capacity required for a land-
based data bank and analysis system will be 
substantial. 

(0 If t he r e was a demand for l and -based 
allocation of other census variables like 
livestock and farm income and expense data; 
this could be researched and a modeling 
approach studied. 

Research on Operational Problems 

The research necessary to implement this system 
could be broken into the following four categories: 

(1) Data collection: what geographic system 
is the best to use; 
what coding and identi
fication systems should 
be employed; 

(2) Data linkage: 

w h a t a r e t h e m o s t 
current developments 
in da ta ana lys i s and 
digi t izing equipment ; 
field testing. 

w h a t d a t a c a p t u r e 
s y s t e m is t he m o s t 
efiicient; 

how will the data be 
digitized; 
which data processing 
procedure; 
what data verification 
system. 

w h a t t y p e of d a t a 
storage system; 
what type of electronic 
handling; 
how much c o m p u t e r 
storage is required. 

(4) Data dissemination: what level of disaggre
g a t i o n s h o u l d be 
developed; 
which are the impor
tant data variables; 
what type of a cce s s 
systems are needed by 
users; 
what are the confidenti
ality problems. 

(3) Datastorage: 
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CONFIDENTIALITY OF CENSUS OF AGRICULTURE DATA 

RICK BURROUGHS 

AGRICULTURE AND NATURAL RESOURCES DIVISION 
STATISTICS CANADA 

MARY MARCH 

CENSUS AND HOUSEHOLD SURVEY METHODS DIVISION 
STATISTICS CANADA 

Introduction 

There are a number of clauses in the Statistics Act 
that deal with the disclosure issue. The one which 
applies to the Census of Agriculture comes from 
Section 16, paragraph (1) (b). It declares that: 
"No person who has been sworn under section 6 
shall disclose or knowingly cause to be disclosed, 
by any means, any information obtained under 
this Act in such a manner that it is possible from 
any such disclosure to relate the par t icu la rs 
obtained from any individual return to any identi
fiable individual person, business or organiza
tion". Applying this principle to a given statistic, 
one at a time, is straightforward assuming that 
the analyst has a detailed knowledge of the data 
from which it is derived and the time to consider it 
all. However, a good deal more effort is required 
to apply this principle to a large multivariate data 
base with a near infinite number of possible 
retrievals to consider. 

A fully satisfactory treatment of this data base 
should: 

(a) ensure that the Statistics Act confidentiality 
requirements are met by all data releases. In 
other words, no press release, printed publica
tion, special tabulation or data file released to 
users outside of Statistics Canada should dis
close the particulars of any individual agricul
tural operation or operator (or result in a dis
closure when combined with earlier releases); 

(b) maximize the amount and the quali ty of 
information made available. In other words, 
ambiguities introduced in order to prevent 
disclosure should be minimized in order to 
avoid des t roy ing the usefulness of the 
estimates provided; and 

(c) be implemented at a reasonable cost. 

Nature of the Data Base 

In order to appreciate the confidentiality problem 
posed by the Census of Agr icu l ture , a basic 
understanding of the nature of the data base is 
essential. The 1981 Census of Agriculture has 
been chosen as the example since it is the most 
recent and therefore the most likely of available 
data bases to resemble the 1991 version. Since the 
number of farms is declining and l ikely to 
continue to decline, the problems inherent in the 
1981 Census will probably be more serious by 
1991. 

The 1981 Census of Agriculture data base is 
composed of about 318,000 records (census farms). 
Each record may contain as many as 278 fields of 
data or variables. However, not all variables 
apply to each census farm; for example, a variable 
like the number of chickens will have a value only 
for those records (census farms) where chickens 
are present. Conversely, a variable like the age of 
operator requires that a value exist on all records. 

Thus, the records generally contain fewer than 
278 fields. The average record contains 14 fields 
of numeric and geographic identifiers, 18 fields of 
q u a l i t a t i v e ' in format ion and 42 f ie lds of 
quantitative'-^ information, for a total of 74 fields. 

The s tandard outputs include a geograph ic 
breakdown of all variables to the province, census 
division and census consolidated subdivision, and 
seven cross-classifications of the more important 
variables at the province level. All other output is 
retrieved by user-specified request. There have 
been over 1,000 such requests since the release of 
the 1981 base in July of 1982. 

' The term qualitative is used here to describe a variable which 
is composed of codes classifying the farm according to some 
attribute or quality, for example, farm type. 

- The term quantitative is used here lo describe a variable 
which is made upof individual totals or quantities relating to 
the farm, for example, number of pigs. 
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Rule of Ten Farms 

The procedure most frequently used in recent 
censuses is called the Rule of Ten Farms. It states 
that data may not be released for a geographic 
area of less than ten farms, but will be combined 
with the data from geographically adjacent areas 
until the total number of farms is ten or more. 
Table 1 demonstrates the application of this rule 
to a set of fictitious data. 

The impact of this rule can be illustrated by 
measuring its efi'ect on the standard geographic 
levels used in the census. Four census divisions of 
the 257 in Canada with farms have less than ten 
farms; 307 Census Consolidated Subdivisions 
(CCSs) of 2,475 with farms have less than ten; and 
over half of the 13,000 enumeration areas with 
farms have less than ten. 

This rule is relatively inexpensive to implement 
and is general ly , a l though not always, well 
accepted by the user community. Although it 
tends to cover a lot of possible disclosures, it may 
also ignore some obvious disclosures and at the 
same time needlessly prevent the release of 
acceptable statistics as well. In Table 1, the 
number of pigs in CCS 3 is sensitive and hidden. 

the number of pigs in CCS 2 is also sensitive but 
ignored, while the number of pigs in CCS 1 is not 
sensitive but has been hidden unnecessarily. 

Suppression of Counts 

The Suppression of Counts technique is not 
currently in use although it has been used as 
recently as 1976. Simply put, a decision is taken 
not to release the count of the farms reporting a 
given variable below a given geographic level. 
This was genera l ly done for q u a n t i t a t i v e 
variables that are relatively infrequent such as 
certain horticultural crops. Table 2 illustrates the 
technique using the same fictitious data as Table 
1. The decision was taken to not release the farms 
reporting pigs at the CCS level because of the 
frequency of disclosures at that level. In this case, 
the data for CCS 2 and CCS 3 might be considered 
to be disclosures while the data for CCS 1 are not. 

This rule again is relat ively inexpensive to 
implement and removes the data that tend to 
identify a disclosure. The counts are not dis
closures in most cases, so the cost in data loss 
terms is relatively high. The big problem with 
this rule is that it doesn't remove the disclosures, 
it just makes them more difficult to find. 

TABLE 1. Rule of "Ten Farms" 

BEFORE RULE OF TEN FARMS 

CCSl 
CCS 2 
CCS 3 
Census Division 

Number 
of Farms 

6 
15 
7 

28 

Total 
Sales 
$000 

27 
105 
22 

154 

Number 
of Pigs 

34 
1,250 

4 
1,288 

Farms 
Reporting 

Pigs 

4 
2 
1 
7 

AFTER RULE OF TEN FARMS 

CCS 11 
CCS 2 
CCS 31 
Census Division 

1 Six farms 

Number 
of Farms 

15 
13 
28 

from CCS 1 have been combined with CCS 3. 

Total 
Sales 
$000 

105 
49 

154 

Number 
of Pigs 

1,250 
38 

1,288 

Farms 
Reporting 

Pies 

2 
5 
7 
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TABLE 2. Rule of "Suppression of Counts" 

BEFORE SUPPRESSION OF COUNTS 

CCSl 
CCS 2 
CCS 3 
Census Division 

Number 
of Farms 

6 
15 
7 

28 

Total 
Sales 
$000 

27 
105 
22 

154 

Number 
of Pigs 

34 
1,250 

4 
1,288 

F a r m s 
Repor t ing 
Pigs 

4 
2 
1 
7 

AFTER SUPPRESSION OF COUNTS 

CCSl 
CCS 2 
CCS 3 
Census Division 

Number 
of Farms 

6 
15 
7 

28 

Total 
Sales 
$000 

27 
105 
22 

154 

Number 
of Pigs 

34 
1,250 

4 
1,288 

Farms 
Reporting 
Pigs 

7 

Rule of 3 for Distributions 

The Rule of 3 for Distributions is another rule that 
is not currently in use but was around in 1976. 
This rule is applied to frequency distributions of 
quantitative variables. The general enunciation 
is as follows: if the count in the highest class 
containing a value is less than 3 and the count in 
the next lower class is 0, then combine the two 
highest classes containing values and change the 
range for this class to read as equal to or higher 
than the minimum of the collapsed classes. The 
same collapsing will apply to an associated total. 
Table 3 i l l u s t r a t e s th i s procedure us ing a 
frequency distribution of total sales taken from 
the same census division data in Tables 1 and 2. 

Again, this is a relatively inexpensive procedure 
to implement. For the upper classes of frequency 
d i s t r ibu t ions it is probably qui te effective, 
especially when used with a carefully selected set 
of class limits. It does not cover problems in the 
middle or lower classes where it is argued that 
disclosures are not identifiable or even trivial. 

Suppression of Totals 

This type of disclosure prevention has been in use 
in the Census of Agriculture in a variety of forms 
for several past censuses, although 1981 was the 
first time it was used in a systematic way. 

The basic procedure involves suppressing totals of 
quantitative variables whenever the total is 

d o m i n a t e d by a sma l l n u m b e r of f a r m s . 
Suppression of a total will usually involve the 
suppression of one or more complementary totals 
to avoid a residual disclosure. 'The concentration 
rules used to define a sens i t ive to ta l vary 
significantly. The two rules used in the 1981 
Census of Agriculture were the so-called "Duffett 
Rule" and the "Less than 3 Units Reporting Rule" 

Table 4 returns to the fictitious census division of 
earlier tables to i l lustrate how this technique 
would alTect the data. 

If one studies Table 3 and Table 4 together, one 
becomes suspicious that there is one big pig farm 
with sales of $87,000 located in CCS 2. Assume 
this to be true. This creates sensitive totals for 
pigs and sales in CCS 2 and for pigs at the census 
division level as well. A complement will 
therefore have to be chosen from among other 
census divisions. The number of pigs in CCS 3 is a 
sensitive total obviously, while pigs in CCS 1 and 
sales in CCS 3 are complements. 

This type of procedure is generally considered to 
be quite effective. The principal problem stems 
from the large quan t i t i e s of resources , both 
computer and personnel, required to implement 
the procedure. The development of the CONFID 
software in the department made a systematic 
and comprehensive approach to analysing the 
confidentiality problems of the data base possible 
for the first time in 1981. 
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TABLE 3. Rule of "3 for Distributions" 

BEFORE RULE OF 3 FOR DISTRIBUTIONS 

CENSUS DIVISION 

Farms Reporting 
Total Sales of: 

Under $1,000 
$1,000 to $4,999 
$5,000 to $9,999 
$10,000 to $24,999 
$25,000 and Over 
Total 

Number of 
Farms 

11 
12 
4 
0 
1 

28 

Total Sales 
$000 

8 
35 
24 

0 
87 

154 

AFTER RULE OF 3 FOR DISTRIBUTIONS 

Farms Reporting 
Total Sales of: 

Under $1,000 
$1,000 to $4,999 
$5,000 and Over 
Total 

Number of 
Farms 

11 
12 
5 

28 

Total Sales 
$000 

8 
35 

111 
154 

TABLE 4. Rule of "Suppression of Totals" 

BEFORE SUPPRESSION OF TOTALS 

CCSl 
CCS 2 
CCSS 
Census Division 

Number 
of Farms 

6 
15 
7 

28 

Total 
Sales 
$000 

27 
105 
22 

154 

Number 
of Pigs 

34 
1,250 

4 
1,288 

Farms 
Reporting 
Pigs 

4 
2 
1 
7 

AFTER SUPPRESSION OF TOTALS 

CCSl 
CCS 2 
CCS 3 
Census Division 

Number 
of Farms 

6 
15 
7 

28 

Total 
Sales 
$000 

27 
-
-

154 

Number 
of Pigs 

-
-
-

Farms 
Reporting 
Pigs 

4 
2 
1 
7 
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However, the expense limited the analysis lo 64 
variables of the 246 quantitative variables and 
was used only on the standard outputs. The user-
specified outputs apply the "Less than 3 Units 
Reporting Rule", by hand, to these same 64 
variables. 

There is another price to pay in terms of data loss. 
The number of complements in most retrievals 
exceeds the number of sens i t ive cells and 
increases in geometric proport ion with the 
number of dimensions in the table. This is 
especially disconcert ing when a t r iv ia l but 
sensitive total sets off a chain of complements 
which exceeds the total of the sensitive cell by 
many times. 

Random Rounding to Base 5 

Random Rounding to Base 5 is a technique that 
has been used in the 1971 and 1981 Agriculture 
Population Linkage data bases. 

The technique used on these bases involved 
rounding the count of farms in a retrieval either 
up or down to the nearest multiple of 5, randomly 
and with a known probability. Then any data 
associated with those farms in the retrieval are 
adjusted in the same proportion to maintain the 
average. Table 5 illustrates what this procedure 
would do to the census division da ta used 
previously. 

Random rounding is implemented at virtually no 
cost as long as the version currently available in 
the STATPAK-TARELA software is used. Its 
other advantage is that the resulting data at least 
appear to be devoid of d i sc losu res . These 
advantages are offset by the fact that, regardless 
of appearance, random rounding does very little 
about dominance problems. 

This should be evident from Table 5. The big pig 
farm is not as evident in the data after rounding 
but its existence can still be inferred from the 
census division total. The other problem which 
can be seen in the table is the distortion of the raw 
data. This distortion is significant only when the 
farm counts are low, but this situation is quite 
frequent with agricultural data, and many uses of 
the data would have to be foregone if th i s 
procedure became general practice. 

The 1986 Census of Agriculture Confiden
tiality Procedures 

In 1986, the main objective will be to do the best 
possible job of disclosure prevention given current 
cost constraints. Since system resources are in 
short supply, disclosure prevention procedures 
will only use systems such as CONFID or random 
rounding that are already available. The only 
systems to be developed will be those necessary to 
enable a reasonably efiicient interface between 
available confidentiality software and Census of 
Agriculture systems. 

TABLE 5. Rule of "Random Roi 

BEFORE RANDOM ROUNDING 

CCSl 
CCS 2 
CCS 3 
Census Division 

Linding" 

Number 
of Farms 

6 
15 
7 

28 

Total 
Sales 
$000 

27 
105 
22 

154 

Number 
of Pigs 

34 
1,250 

4 
1,288 

F'arms 
Reporting 
Pigs 

4 
2 
1 
7 

AFTER RANDOM ROUNDING 

CCSl 
CCS 2 
CCS 3 
Census Di vision 

Number 
of Farms 

10 
15 
5 

25 

Total 
Sales 
$000 

45 
105 

16 
138 

Number 
of Pigs 

43 
0 

20 
1,840 

Farms 
Reporting 
Pigs 

5 
0 
5 

10 
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Confidentiality procedures will be applied to all 
products of the 1986 Census including user-
specified tables and micro-data files. These 
procedures will include measures designed to 
avoid residual disclosures when user-specified 
t a b u l a t i o n s a re combined with prev ious ly 
available data. We intend to minimize chances of 
a disclosure by trying to use available procedures 
as judiciously as possible. 

Alternatives for 1991 

Neither of the confidentiality procedures used in 
the past nor even the approach to be used in 1986 
are fully satisfactory. Even CONFID, which quite 
effectively avoids publication of sensitive informa
tion, sometimes removes more information than 
seems necessary (it is hard to accept the suppres
sion of non-sensitive estimates for important 
commodities in order to avoid disclosure of data 
for the one farmer who produces small amounts of 
a commodity which is rare only locally). Imple
mentation of CONFID also proved to be a large 
task in 1981 which had to be fitted into a tight 
production schedule. None of the procedures other 
than random rounding is at all effective in 
avoiding residual disclosures in user-specified 
requests. 

The disclosure p reven t ion procedure is an 
important part of the survey process. Therefore, 
effort should be made to ensure that the procedure 
is effective and of comparable quality to other 
parts of the survey operation. 

As part of 1991 planning, alternatives to present 
procedures should be sought. These might be no 
more than modified versions of procedures used in 
the past. For example, random rounding is 
suitable for some variables with well-behaved 
distributions, and it could be quite efi'ective if it 
were controlled in some manner to avoid excessive 
distortions while at the same time introducing 
sufilcient ambiguity. The CONFID procedure is 
also attractive because of its effectiveness in pre
venting disclosures, particularly those involving 
commodities where dominators are common. 
Perhaps it need only be used selectively. Also 
worthy of considerat ion is an en t i r e ly new 
approach. For example, some consideration might 
be given to a procedure that would be applied at a 
micro level to all or perhaps only some records. 
The confidentiality problem is, after all, a micro 
level one in that individual particulars must be 
protected. Why not have some method of 
distorting or collapsing the micro information? 

Whatever approach is used for 1991, however, it 
should be one that we are prepared to use in 
future censuses. In other words, we would like to 

end the continuing debate and changes in Census 
of Agriculture confidentiality procedures from 
census to census. 

Disclosure Prevention Procedures for Future 
Censuses of Agriculture 

Confidentiality procedures are now a major issue 
within Statistics Canada. In fact, a special task 
force has been named and assigned the respon
sibility of studying procedures currently in use 
and making recommendations for the future (with 
respect to standardization, mechanisms to be 
developed, etc.). Possibly, as a result of the task 
force's work and of other initiatives, guidelines 
will be defined that can be applied directly to the 
Census of Agriculture. 

If suitable and easy-to-use mechanisms for the 
prevention of disclosure also become available in 
the meantime, it may be possible to use one or 
more of them. This of course assumes that one of 
the mechanisms will be an optimum procedure 
appropriate for the Census of Agriculture, data 
which are in many ways different from other 
Statistics Canada products. 

To be realistic, even if an "ofi'-the-shelf solution is 
used, at least some modifications to it will be 
necessary. Experience with the CONFID collapse 
and suppress software used in 1981, for example, 
has shown tha t incorporation of an a l ready 
available confidentiality mechanism can be a 
major task, particularly if a large number of 
estimates are involved and if interfaces with other 
parts of the system are not smooth. Analysis must 
be undertaken to ensure the confidentiality pro
cedures can be integrated with the data producing 
system. Ideally, they should be as much a part of 
the system as imputation is, for example. 

Careful study of the Census of Agr i cu l tu r e 
situation is necessary in order lo determine an 
appropriate procedure for confidentiality protec
tion. The types of disclosures that will occur are 
d e p e n d e n t on t h e g e o g r a p h i c a n d s i ze 
distributions of the data and on the nature of the 
tables that are produced (including the number of 
dimensions, the number of levels within each 
dimension, presence of corresponding frequency 
counts with quantitative data, whether categories 
add up, etc.). The choice of procedures used to 
prevent disclosures also must take into account 
the ways in which the data are to be used. 

It should also be borne in mind that all data 
releases from a given census are not simultaneous 
and cannot be predetermined. Special user-
requested tabulations and data files must be 
handled appropriately in order to avoid residual 
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disclosure when they are used in combination 
with information that has already been made 
available. 

It is recommended that analysis and development 
work begin well before 1991 if a satisfactory 
procedure is to be in place by that time. 

Proposed 1991 Development Activities and 
Their Schedule 

If a confidentiality procedure thai is efi'ective from 
cost and q u a l i t y p o i n t s of view is to be 
incorporated into the 1991 Census, two activities 
must be completed before the date when the 1991 
team begins preparation of specifications for the 
census systems (approximately three years before 
Census Day). 

The first activity, analys is of the Census of 
Agriculture si tuations where disclosures are 
possible and of quality requirements of users, 
should be completed as soon as possible. Some 

analysis has already been done as part of the 
development of systems for 1981 and 1986. 
Further investigations should be carr ied out 
mostly by subject-matter staff (with participation 
of methodologists who can help in the study of 
data distributions, for example) . The la tes t 
possible date for completion of this task would be 
June 1987 (leaving only a year for resu l t ing 
research activities before the 1991 specification 
process begins). 

The second a c t i v i t y , i n c o r p o r a t i o n of an 
appropr i a t e procedure into the C e n s u s of 
Agriculture methodology, should be completed in 
the following year. Ideally, the procedure should 
be part of the census system in the way tha t 
imputation is. In fact, the procedure might even 
be part of the imputation process so that we would 
end up with three bases: the unimputed base, the 
imputed base and the base adjusted aga ins t 
disclosures.3 It is probably more rea l i s t i c , 
however, to expect that the procedure will be 
incorporated into the output program. 

•^ This supposes that a micro-level procedure might make 
sense. We impute for non-response and we would also impute 
as a confidentiality procedure (i.e. replace actual responses or 
move them). 

Proposed Development Schedule 

Activity 

1. Define Census of Agriculture Needs for a Confidentiality System. 

2. Finalize Methodology. 

Date 

June, 1987 

June, 1988 
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Resume of Discussion 

Mr. Jones, manager of the 1986 Census of 
Agriculture, reviewed the three presentations. 

Mail-outlMail-back Methodology 

The first presentation, on the U.S. Census of 
Agriculture, was of particular interest to this 
group because it gave some idea of the problems 
likely to be encountered if Canada's Census of 
Agriculture were to be done using a mail-out/ 
mail-back methodology. The advantages of being 
associated with the Census of Population should 
not be overlooked. These include tremendous cost-
savings as well as being considered so small 
relative to the much larger Census of Population 
that the Census of Agriculture is rarely subjected 
to drastic budget cuts. It would not be wise lo end 
the relationship between the two censuses. 

Similarities between the U.S. and Canadian 
censuses include often identical issues arising that 
are related to content and concepts and the two 
publicity programs. 

Proposal for a Land-based Census of Agriculture 

The second presentation was a proposal for a land-
based Census of Agriculture possibly making use 
of satellite data collected during the same time 
period. One weakness of such a procedure would be 
the risk of equipment failure. 

A land-based census has been previously suggested 
by users from Environment Canada, Agriculture 
Canada, the Saskatchewan Department of 
Agriculture and the research community. Since 
one purpose of the Census is provision of small area 
data and since the present method of collection 
results in distortions at lower geographic levels, it 
is clear that research should be done lo develop 
better methods. 

The suggested methods of making data land-based 
will mean a substantial increase in costs. Also, one 
risk of improving the quality of some variables at a 

small-area level, as suggested in the presentation, 
is that users will continue to demand more detail 
for more variables, thereby further increasing the 
cost of the census. Although some of the costs can 
be recovered from the users, there may not be 
sufficient funds to cover all of the increase. 

As staled in the earlier presentation on extension of 
mail-back, there is a need to decrease rather than 
increase field costs of surveys. To increase the 
complexity of field procedures in these times 
appears to be a backward step. 

Confidentiality Procedures 

Census of Agriculture confidentiality procedures 
were the subject of the third presentation. These 
procedures have been changing for every one of the 
last three censuses and still the definition of 
disclosure is not clear. There is a need to reduce 
both the risk of disclosure (however it is defined) 
and the cost of the procedures used. 

In developing a new system, care should be taken to 
ensure a reasonable balance between protection of 
confidentiality of supplier data and the quality of 
information provided to users. 

A generalized system usable by several surveys is 
desirable but not yet forthcoming. An attempt to 
develop a specialized system for the Census of 
Agriculture may result in a management realiza
tion of this need and funds may instead be made 
available for the generalized, system. In any case, it 
is worthwhile to begin development of the system 
for the Census of Agriculture. 

Summary 

In summarizing, Mr. Jones noted that research 
work in the two areas mentioned should be started 
as soon as possible. In addition, research related to 
the proposed extension of mail-back is also 
necessary. One possibility for making the idea 
more workable is the addition of a farm operator 
question to the population Forms 2AI2B. 
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Resume of the Question Period 

The Census of Agriculture session was followed by 
a question period where several concerns relating 
to the issues were raised and discussed by the 
participants. 

Need for Small Area Data 

The need for small area data was questioned. Are 
they needed for their own sake or because users 
want to be able to re-aggregate them at wilU Are 
only limited sets of re-aggregations desired'^ If so, 
cannot these different aggregations be provided 
instead of the smallest level data? 

Very few user requests are handled by the U.S. 
Census of Agriculture. The smallest areas for 
which data are requested are usually aggregations 
of al least two or three counties. Special 
tabulations are usually very expensive (costing 
$50,000 on average) and as a result there have been 
fewer than 100 such requests for 1982 Census data. 

In Canada, there are many requests for special 
tabulations of Census of Agriculture data. 
Tabulations are relatively inexpensive (at an 
average cost of $300). Some users prefer to 
aggregate data themselves while others request 
totals for conservation areas, drainage areas, a 
federal riding, etc. All requests that do not break 
any confidentiality rule are handled. There is a 
demand to be increasingly flexible. 

Relationship Between the Censuses 
Population and Agriculture 

of 

The relationship between the Censuses of 
Population and Agriculture was discussed. 
Clearly, planning work would have to be done 
assuming that the two censuses would continue lo 
be carried out together. A change in the nature of 
the relationship might, however, be unavoidable, if 
it became necessary for the Census of Population to 
move toward less enumerator contact. One 
possibility would be to reduce the Census of 
Population involvement to a coverage function 
while the Census of Agriculture would become a 
follow-up survey. 

Confidentiality Issue 

The remainder of the discussion was on the topic of 
confidentiality. Generally, there was a feeling that 
too much information was being suppressed and 
that efficient and effective procedures were needed 
for the handling of special requests. Although, 
methodologists from different countries were 
beginning to share information on the subject of 
confidentiality procedures, they were not yet 
working together. It was noted that the United 
States Bureau of the Census and Statistics Canada 
were still in the process of trying to coordinate their 
work internally. It was suggested that the 
definition of a disclosure in the Census of 
Agriculture would likely be consistent with 
definitions used when releasing business data. 
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AUTOMATION PLANS FOR THE 1990 U.S. CENSUS OF 
POPULATION AND HOUSING 

PETER A. BOUNPANE 

U.S. BUREAU OF THE CENSUS 

Introduction 

Automation is one of the key areas we a re 
examining as we plan the 1990 U.S. Census of 
Population and Housing. Automating many of 
the census tasks performed clerically in 1980 and 
previous censuses can help us to take the census 
more quickly, allowing us to meet our legal 
mandates for releasing apportionment and redis-
tricting counts and to release other data products 
in a timely manner. Automation could also help 
us introduce cost-efficiencies into many areas, 
improve accuracy, and also allow for better control 
of the census process. 

Traditionally, census data collection and much of 
the census data processing (e.g., questionnaire 
check-in against the address control list, edit of 
questionnaires for completeness, and coding of 
handwrit ten responses) have been paper- and 
people-intensive tasks. The use of automated 
equipment can help to deal with the mountains of 
paper and the thousands of clerical tasks in a 
much more efficient and controlled way. Hiring, 
training, and finding space for all the people who 
have been needed to perform the numerous 
operations in past censuses have taken a lot of 
time and cost a lot of money. While the 1990 
census will also likely require a large number of 
temporary workers, we are looking at ways to cut 
down on the number of labor-intensive activities 
and to use automated systems to control the 
census process. 

We have been working on our automation plans 
for some time now. We have tested some new 
approaches in our test censuses this year in 
Tampa, Florida, and in Jersey City, New Jersey, 
and will conduct further tests of automation next 
year in parts of Los Angeles County, California, 
and in s e v e r a l c o u n t i e s in E a s t C e n t r a l 
Mississippi. These tests are very important as 
labora tor ies where we can try out opt ional 
approaches, and I will be referr ing to them 
throughout this paper. 

Since we are contemplating significant changes in 
automation for 1990, I will first describe how the 
1980 census was taken so that the departures can 
be more easily understood. 

1980 Census 

The 1980 census was taken using the mail-
out/mail-back procedure in areas of the country 
containing 95 per cent of the population. We 
purchased address lists for some of these areas 
and listed addresses ourselves elsewhere; in all 
cases, the address lists were then checked and 
updated by the U.S. Postal Service and our own 
field personnel. The USPS delivered question
naires to each housing unit a few days before 
Census Day and householders were asked to fill 
them out and mail them back to a temporary 
census district office on April 1. The aim of this 
approach was to complete as much of the census as 
possible by the less costly mail method and then to 
do the costly and time-consuming followup of 
those housing units for which no questionnaire 
was returned. We had received questionnaires for 
about 83 per cent of the occupied households 
within two weeks of the mailout. A large work 
force (270,000 a t peak) pe r sona l ly v is i ted 
nonresponding housing units and vacant units. In 
sparsely populated parts of the country where 
mail-census procedures were not suitable, census 
enumerators went door-to-door to take the census. 

We set up 409 temporary district offices to carry 
out data collection. For each office, a large 
number of clerks were hired to make changes 
(additions, deletions, corrections) to the address 
lists, check in mail-returned questionnaires and 
edit the questionnaires for completeness and 
consistency, assign housing units for followup, 
monitor the enumeration of the nonresponding 
units, and tally preliminary counts. The majority 
of these operations were done manually. Many of 
these operations can be considered "processing," 
but processing did not begin in earnest until the 
collection offices completed their work, closed, and 
shipped their ques t ionna i res to one of th ree 
processing centers. The offices generally closed 
from 5-7 months after Census Day. 

At the processing centers, the questionnaires were 
microfilmed and the data read into computer by 
FOSDIC. Though processing center operations 
were largely automated, written entries for many 
questionnaire items (e.g., ancestry and occupa
tion) were given numerical codes manually prior 
to computer processing. These coding operations 
required a large clerical work force. 
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This system worked very well considering the 
amount of manual work involved and the sharp 
divis ion be tween da t a collection and da ta 
processing. The Census Bureau met its legal 
deadlines for the release of apportionment and 
redistricting counts; many of the small-area data, 
such as block counts, were out earlier than for the 
previous census; and many more data, especially 
for race and Span ish-or ig in g roups , were 
published. Still, we did not release some of the 
data products, particularly those based on the 
sample questions, as quickly as planned. (This 
delay was due in part to budget problems that 
forced us to cut staff and temporarily suspend 
sample coding operations.) 

For the 1990 census, we want again to meet our 
legal deadlines and we want to release other data 
products more quickly than ever, as well as 
keeping costs reasonable and making the counts 
as accurate as possible. 

Automation Plans for 1990 

We have identified a number of areas that are 
candidates for automation, and have already 
begun to test some of them. 

One of these areas is geography. Geographic 
materials are essential to a successful census for 
two reasons: First, having correct and legible 
maps helps our enumerators find every housing 
unit so that we have a complete count; and second, 
having correct boundaries and geographic infor
mation helps us assign each housing unit and the 
people who live there to the appropriate land area. 
One of our problems in the 1980 census was that 
our geographic materials , including the maps, 
were produced in separate operations involving a 
great deal of clerical work. 'This process was slow 
and error-prone, leading to delays in production 
and errors and inconsistencies in some of the 
products. 

For 1990 we are au tomat ing our geographic 
support system, which we are calling TIGER 
(Topologically Integrated Geographic Encoding 
and Referencing system). TIGER will integrate 
into one file all the geographic information that 
was produced in separate operations in 1980. This 
will allow us to produce the geographic products 
and services for 1990 from one consistent data 
base, and will help us avoid some of the 1980 
census delays and inaccuracies. Having the com
puter generate maps that match the geographic 
areas in our tabulations will be a big improve
ment over the clerical operations of the 1980 and 
earlier censuses. Another paper at this conference 
will describe the automated geography system in 
more detail. 

Another improvement planned for the 1990 
census is the development of an au toma ted 
address control file. In 1980, although the initial 
control l ist of addresses was compute r ized , 
changes to the address file during the census were 
made manually. For 1990, we will have con
tinuous access to the automated address control 
file so that we can keep the list current. We have 
already implemented an au tomated address 
control file successfully in our 1985 test censuses 
and will conduct further testing. 

With an automated address file, it will be much 
easier to determine whether or not we included a 
specific address in the file. It also will be possible 
to update the file where we missed an address in 
earlier operations. We can use bar-code tech
nology for computer check-in of the question
naires. As a result, it will be easier for our enu
meration StafTto identify the addresses for which 
questionnaires have not been returned, and we 
could send reminder notices to those addresses, 
thus reducing further the number of nonrespond
ing hous ing un i t s where we need to send 
enumerators. Finally, with an automated address 
list, we can update the list and use it in future 
Census Bureau operations. In our 1985 tes t 
censuses, we successfully implemented an auto
mated address control file, automated check-in, 
and the use of reminder cards. 

One of the most promising ways to take advantage 
of automation in the census, and our biggest 
challenge, is to convert the data on the question
naires into a computer-readable format earlier in 
the census process than in past censuses. This 
approach is essential if we are going to take full 
advantage of automation and release data prod
ucts quicker. For 1980, the data conversion did 
not begin until after the temporary census offices 
closed and shipped their questionnaires to one of 
three automated processing centers. For the 1990 
census, we want to begin converting data simulta
neously with the collection phase. This early start 
(5-7 months ahead of the 1980 schedule) will allow 
more time for review and correction and will 
enable the computer to assist in certain census 
operations. It will contribute to tighter control of 
field followup assignments and allow early identi
fication of enumeration problems. Also, computer 
records of questionnaires could serve as backups 
to the originals in case they are accidentally 
destroyed. 

Although there is agreement tha t we should 
implement earlier automated processing for the 
1990 census, there are two major questions we 
still must answer. Where will the automated 
processing be conducted, and what technology will 
be used to convert the questionnaire data into 
computer-readable form? 
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With regard to the first question, it is helpful to 
consider two broad scenarios for accomplishing 
this early data conversion. Under one scenario, 
there would be combined district and processing 
offices, which would carry out both automated 
processing activities and field followup. It is very 
unlikely we would use "combined" offices for the 
entire country because of difficulties building, 
ins ta l l ing , in tegra t ing , and moni tor ing 500 
separate data processing systems; however, they 
may be used in more rural areas. We will be 
testing a "combined" office in our 1986 test census 
in Mississippi. 

Under the other scenario, we would have separate 
processing and d i s t r i c t offices. Here , the 
processing offices would receive the mail-returned 
questionnaires from the public, check them in 
automatical ly, convert the data to machine-
readable format, and perform automated editing 
of the questionnaires. The district offices would 
be responsible only for contacting households to 
follow up missing or incomplete questionnaires. 
We tested this plan in our 1985 test censuses, with 
collection offices in Jersey City, New Jersey, and 
Tampa, Florida, and processing in our permanent 
processing office in Jeffersonville, Indiana, and it 
worked quite well. In our 1986 test census in Los 
Angeles County, we will again use separate 
district and processing offices, but the processing 
office will be within the same metropolitan area 
as the district office. It is unlikely we would use 
"separate" offices for the entire country because of 
the communications and logistics problems that 
would arise if the processing office were a long 
distance away from the district office. 

Having combined processing/district offices in 
parts of the country with low population density 
and separate processing and district offices in the 
more urban areas is a likely option for the 1990 
census. 

In addition to deciding where to convert the data 
to computer-readable format for 1990, we must 
also determine how to do so. In 1980, after we 
completed collection activities, we entered the 
data from the questionnaires onto computer tapes 
by microf i lming the q u e s t i o n n a i r e s (after 
clerically coding write-in responses), and then 
reading the microfilm with an optical scanning 
device (FOSDIC - Film Optical Sensing Device for 
Input to Computers). The choices for 1990 are 
basically among three technologies or various 
combinations thereof We can continue to use the 
film-to-tape process as in 1980, but with newer 
and better equipment. We can try to eliminate 
the microfilming step and read the questionnaires 
directly as college aptitude tests are processed 
using optical mark recognition technology. Or we 

can enter the data by keying. Keying for all data 
conversion in all processing locations is unlikely, 
but we will need to use it extensively for entering 
into the computer address information and the 
written answers on the questionnaires. 

In our 1985 test censuses, we used the Optical 
Mark Reader and keying approaches. In the 1986 
tests, we will use keying and the film-to-tape 
method. Although there were some problems, the 
Optical Mark Reader worked well enough for us to 
consider the possibility of testing it further. One 
problem is that the OMR reader available at the 
time could process only 8-1/2" x 11" paper. This 
meant that we had to squeeze the entire short 
form questionnaire onto one small page. This 
created design restrictions that may have contrib
uted to response problems on several questions. If 
a reader that can process 11" x 17" pages can be 
developed, we will do a "hot house" test next year. 

The issue of data conversion methodologies is 
related to, but not dependent on, the office struc
tures discussed above. A decision on equipment 
also involves many other considerations such as 
the content and appearance of the questionnaires 
and the ease with which people can complete 
them; the rel iabi l i ty and avai labi l i ty of the 
equipment; the staffing requirements imposed by 
the equipment both in terms of numbers of people 
needed and the technical sophistication those 
people must have; and the cost and ma in 
tainability of the equipment. 

Another paper at this conference will discuss the 
issue of concurrent (or decentralized) processing 
in more detail. We will increase or improve 
automation in other areas to help speed up the 
census and make it more accurate, and I will 
discuss briefly a few of these areas. 

One area is questionnaire edit. Edit is a repetitive 
and monotonous job better suited to computers 
than people. Entering data from the question
naires into the computer earlier in the census 
process will allow computer ed i t i ng of the 
questionnaire data ear l ier than ever before. 
These edits will check the completeness and con
sistency of the data. In 1980, the questionnaires 
were manually edited in the d is t r ic t offices, 
basically to check that they had been answered 
completely; then, once the questionnaires went 
through the FOSDIC machines, the computer 
edited them for completeness and consistency. 
For 1990, most of the manual editing would be 
eliminated, resulting in speedier, more consistent, 
and more accurate editing. Decentralizing the 
computer edit operation would also allow us to 
recontact the respondent, if necessary, which was 
not possible in the 1980 census. 
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Another promising automation technique relates 
to the coding of handwri t ten entr ies on the 
questionnaire. In 1980, manually coding the 
handwritten entries on questionnaires involved a 
large, time-consuming, and costly clerical opera
tion. For 1990, we will key handwritten responses 
into the computer and special ly developed 
software will assign the appropriate computer-
readable codes. We cannot eliminate all clerical 
involvement in coding, because some handwritten 
responses will be incomplete or uncodable and will 
have to be handled by our referral units. We will, 
however, be able to significantly reduce the 
amount of manual work and, thus, save time and 
money and improve the quality of the data. We 
are planning to test some aspects of automated 
coding in our 1986 test censuses. 

We will also use automation to help us plan and 
monitor the census. The Census Bureau is 
developing an elaborate automated management 
information data base to see that we meet key 
dates in making decisions about the shape of the 
1990 census. The management information 
system was in place to help us keep track of 
operations for our 1985 test censuses and in 
helping us plan our 1986 test censuses. In 
addition to serving as an aid in planning the 1990 
census, the management information system will 
give us up-to-the-minute cost and progress data so 
that we can monitor actual 1990 census opera
tions. In 1980, cost and progress reports were not 
integrated with other management reports, and 
some of the cost and progress information was 
several days old by the time managers received it. 

Automation will help us control and monitor 
many other administrative functions. We will 
have an automated payroll system, as in 1980. 
And for 1990, we will also have, on a micro
computer, a new automated employee file that 
will help us organize needed information about 
our large temporary work force. (We did this in 
our 1985 test census.) For instance, we will know 
whether we are meeting our hiring goals in each 
enumeration area and we can use the file to help 
us make enumerator assignments. We will also 
have a new automated inventory control system to 
manage the procurement and distribution of the 
large volume of specialized supplies needed to 
take the census. 

Finally, we are looking at automation of our 
tabulation and publication operations for the 1990 
census. Our tabulation system was fully compu
terized for the 1980 census, but for 1990 we expect 
to take advantage of advances in data base soft
ware to make improvements in the system. We 

also want to use the computer in our analytical 
review of the tabulated data, which was conducted 
manually in 1980. This review, which looks for 
errors and anomalies in the data, is essential to 
maintaining the quality of our data products. 
Using the computer will speed up and improve 
this analysis. 

New automation techniques will also play a part 
in the dissemination of our data products for the 
1990 census. While the Census Bureau will 
continue to produce paper repor ts and large 
summary computer tape files, we must also 
address the needs of small computer users who 
will want products on floppy disks. Another new 
development we will consider for 1990 will be an 
online data base in which users can access 
summary data from their office computers using a 
telephone hookup. The Census Bureau has 
already implemented such a sys tem, ca l led 
CENDATA, on a limited basis. There may be 
other developments in the next few years - such as 
improvements in laser disks - that we will be able 
to take advan tage of for the 1990 census . 
Fortunately, our final decisions on tabulations 
and data products can be made later in the decade, 
so we can take advantage of new technologies. 

There is a sense of excitement at the Census 
Bureau about these automation possibilities, but 
some words of caution should be added. Whatever 
systems are developed must be simple, because 
they will be operated by a temporary work force 
with minimal training. The systems must be fully 
tested, proven to be reliable, and essentially "fail 
safe" to avoid c r ipp l ing b r e a k d o w n s . The 
equipment must not be unreasonably expensive 
and should either continue to have value to the 
Census Bureau or be marketable to someone else 
upon completion of the census. 

Most of all, as we look to increasing automation in 
the census, we must take care to ensure that the 
confidentiality of the data we collect is main
tained both in fact and in appearance. Only by 
maintaining the confidentiality of the census 
process can we ensure a high level of public trust 
and cooperation. The Census Bureau is proud of 
its record of protecting confidentiality and is 
constantly looking for ways to main ta in and 
improve that protection. The Census Bureau does 
not release data about individuals to anyone, 
including other Federal government agencies. 
But the sometimes menacing implicat ions of 
technology require that we increase our efforts to 
convince individuals that they cannot be harmed 
by answering the census and that the information 
they provide is strictly confidential by law. 
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Closing 

We must make decisions on these two major 
quest ions (where and how) re la ted to da ta 
conversion by September 1986, so that we can 
begin the process of procuring equipment. Some 
have suggested that we should make these 
decisions earlier, and we will accelerate the 
process wherever we can. Still, we believe it is 
important to learn as much as possible from our 
test census experiences before making such major 
decisions. We are holding a Decennial Census 
Decision Conference in mid-October, 1985, to 
address several issues, including the "where" 
question. 

While there are many decisions yet to be made 
and problems to be worked ou t , we have 
progressed far enough in our automation planning 
to say this: there will be significantly more 
automation in the 1990 census than in any 
previous census. We will make innovative use of 
automation techniques to perform da ta -en t ry 
ear l ier than ever before. We will have an 
automated geographic support system. We will 
edit questionnaires by computer. And we have 
already implemented an au tomated address 
control file, automated questionnaire check-in, 
and an automated management information 
system in our 1985 test censuses, and plan to have 
these features in 1990. 
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DATA CAPTURE ALTERNATIVES 

DAVE A. CROOT 

CLIENT SERVICES DIVISION 
STATISTICS CANADA 

Introduction 

Since the advent of the computer age, processing 
power has shown dramatic increases. The cor
responding pressure for efficient and convenient 
methods of data capture to feed these voracious 
machines has led to improvements in methods, 
also at a rapid pace, if not with quite the same 
dramatic impact. 

Data capture methods can be viewed as belonging 
to one of two categories; those using a human 
operator, and those based (almost) entirely on 
machines. Originally, all "business" data capture 
was performed by operators using machines which 
comprised a keyboard and a punching mechanism. 
The output medium was usually 80-coIumn cards 
or punched paper tape. Although over time the 
nature of the machines used has improved, with 
consequent improvement in productivity, the 
presence of a human operator is still the main 
characteristic of this class of data capture. 

Some early scientific uses of computers included 
facilities for direct data capture by some form of 
sensor linked to laboratory or industrial process 
instrumentation measuring such phenomena as 
temperature or flow ra tes . These have also 
improved through time, and the sensing of data by 
machine has been extended to the business world, 
that is to say, to numbers and words inscribed on 
paper. 

Data capture, by people or machine, consists of 
three steps: 

1. Recognition 

2. Interpretation 

3. Recording 

Human Data Capture 

In the case of people-oriented methods, the early 
reliance upon holes punched in paper as the 
machine-readable medium has given way to the 
recordingof data on faster and more convenient 
magnetic media. Improvements in communication 
systems enable direct transmission to distant 
sites, obviating the need for any intermediate 
s t o r a g e med ium where da ta a re col lec ted 
regionally for central processing. However, most 

technological developments have addressed the 
first step in the process. With the advent of 
cheaper and more easily available computing 
power it has been possible'to combine data capture 
with other related operations such as editing or 
coding. By precluding repeated handling of the 
same piece of paper, direct labour saving is 
achieved, but perhaps more significantly, gains in 
accuracy are also possible. One par t i cu la r ly 
impressive example of this line of development is 
CATI (Computer-assisted Telephone Interview
ing), where respondent contact, data collection 
and capture, together with some editing, are all 
performed in a single step. The above referred 
improvements in the computing power pur
chasable at unit cost have been accompanied by 
similar gains in the computing power available in 
a given volume and weight. A processor with 
considerable power, ample random access storage 
(256K) and reasonable programming facilities can 
now be obtained in a unit the size and weight of a 
portable telephone. This availability of computing 
power gives data capture terminals, weighing one 
pound or less, the ability to capture, edit, and 
store enough data for several hundred survey 
records. Thus, it would be possible to have a 
mobile data capture operation proceeding for 
several days before down-loading the data to a 
larger computer became necessary. 

In general, one can say that most advances in 
human-based data capture have t aken as a 
premise the existence of a human-paced activity 
and attempted to make that activity as complete 
and comprehensive as possible without loss of 
pace. 

Automatic Data Capture 

The first business example of an au tomat ic 
method of data capture was the use of Magnetic 
Ink Character Recognition (MICR) equipment by 
the major banks. The initial application was 
high-speed reading and sorting of cheques in large 
clearing house operations. The same characters 
can still be seen at the bottom of cheques although 
magnetic ink is no longer used. Cheques are now 
scanned optically, rather than magnetically. The 
next development was the highly stylised optical 
fonts now on cheques which, as stated, closely 
resemble the magnetic ink characters that they 
succeeded. Again the pioneering users were the 
banks, or organisations with similar needs, to 
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process very large numbers of comparat ively . 
simple transactions. These earlier developments 
were c h a r a c t e r i s e d by l imited specia l ized 
character sets with a high degree of discrimina
tion between characters to permit unambiguous 
recognition by the scanning mechanism. With the 
limited resolution available, ease of machine 
in terpre ta t ion was the paramount objective, 
usually at the expense of user friendliness. In 
almost all cases the c h a r a c t e r s were first 
imprinted by another machine, thus retaining 
control of the principal factor affecting the 
performance of the character scanning to follow. 
There has been a steady improvement in the speed 
and resolution of scanning and this has permitted 
an improving humanisation of the character sets 
able to be processed by automatic scanning. Scan 
interpretation is based upon either: 

1. bit-mapping a digital image of the object 
character into a matrix for comparison with 
prescribed character matrices; or 

2. curve-following the character outline for such 
comparison. 

Clearly, improvement in resolution, whichever of 
the techniques is used, has a beneficial effect on 
the accuracy of interpretation. The early magnetic 
ink characters and their optical cousins were 
highly stylised so as to facilitate interpretation, 
even with limited resolution. Further advances 
make it possible now to scan with a high degree of 
accuracy type-written material with multiple 
styles and sizes of font (e.g., as it might arrive 
from a number of different respondents). 

Another major development, s t a r t ing in the 
1950s, was the scanning of handwritten data, 
initially of marks only, rather than alphanumeric 
characters. One such development was FOSDIC 
(Film Optical Sens ing Device for Input to 
Computers) developed at the U.S. Bureau of the 
Census, and used in Canada for the 1971 and 1976 
Censuses of Housing and Population. In FOSDIC, 
questionnaires are first filmed. As a result, the 
scanning operation is comparat ively positive 
because discrimination is of marks from trans
mitted rather than reflected light. Discrimination 
is aided by the necessity to determine only the 
presence or absence of marks in pa r t i cu la r 
positions. Meaning is ascribed by the positions in 
which the marks are placed. Many questions in 
social surveys such as the census have a small set 
of possible responses and therefore lend them
selves quite naturally to a multiple-choice format, 
with the consequent abili ty to represent the 
response by optical marking. Since it is rarely 

possible, except with highly contrived question 
construction, to handle all ques t ions in th is 
manner, the capture of characters or numerals 
becomes necessary. Machines are now available 
which will read limited hand-formed characters. 
The vagaries of hand printing, let alone hand
writing, mean that the accuracy is still suspect 
and usually the system requires some human 
supplement. When a character is scanned it is 
digitised, and the resultant matrix or digi tal 
representation of the image is matched by the 
system against a series of entries in its file of 
potential characters. The more powerful systems 
have larger files of potential characters, and can 
be responsive to alternate ways of representing 
the same character. This may be used also to give 
the ability to "learn" a particular a l ternate by 
adding new entries to the files based upon the 
material being scanned. The human supplement 
takes the form of giving a judgement when the 
system cannot match the character being scanned 
to any in its files. The digital representation is 
retained and presented for human interpretation. 
This is done by displaying the context, that is the 
recognised characters in each record containing 
one or more unrecognisable characters, together 
with the successive digital images of any un
recognisable character. The human operator, 
with greater mental agility than a machine, can 
then assign a meaning to the image. These 
assignments can be used heuristically, when the 
variants of characters are likely to prove repeti
tive, or simply as a step in the operational process. 

Another line of development in automatic data 
capture has been automatic voice recognition. 
The preceding description of the evolution of 
optical character scanning could be used with 
little modification for voice recognition. The 
evolution, after a much later start, has been rapid 
in spite of the fact that the process is intrinsically 
more difficult. This is so because of the extra 
dimension of variability caused by the differences 
between male and female voices, pitch and vowel 
sound differences in various national and regional 
accents, and the fact that normal speech is even 
more likely than writing to be made up of a 
continuous stream rather than clearly separated 
characters. Presently, vocabularies of 500-1,000 
words are processable with reasonable accuracy. 
Since the nature of this method lends itself to real 
time use, a particular system may give one the 
opportunity to re-articulate initially unrecognised 
words, more slowly. Use tends to be gravitating 
towards specia l i sed app l i ca t i ons invo lv ing 
immediate access to computer files as an adjunct 
to a relatively slow-paced activity, e.g., symptom-
reporting in medical diagnosis or te lephone 
directory assistance. 
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The Choice for 1991 

The essential choice for capture of 1991 Census 
data is between keying and a machine-based 
system, with the latter almost certainly involving 
some form of optical scanning, of either characters 
or positional marks, or a combination thereof. 
Although impressive progress has been made in 
this field, we remain confined to predictable 
separable characters ra ther than true hand
writing. In an operation like the census it would 
be essential to be able to capture an extremely 
high percentage of data without the need for 
subsequent human intervention. This would 
require the development of powerful pat tern-
fitting algorithms and copious computing power. 
The industry appears to be on the threshold of 
having suitable algorithms. However, the com
puting p)ower required together with high quality 
optics, and sophist icated mechanica l paper 
handling equipment, are likely to necessitate a 
considerable capital investment in the machinery 
involved. 

The greater the degree of automation introduced 
the greater tends to be the cost of the machines 
used; this is a particularly critical factor for an 
o p e r a t i o n such as t h e c e n s u s which is 
cha rac t e r i s ed by very l a rge volume, t igh t 
deadlines and lack of frequency. 

It is clearly possible to start up and shut down at 
least the labour part of a labour-intensive opera
tion for a short duration activity such as census 
data capture. Indeed, most other census opera
tions leading up to the automatic editing step are 
handled exactly that way. Fur thermore , the 
labour cost is essent ia l ly constant if project 
deadlines are compressed. With a capital inten
sive method , dead l ine advancemen t would 
probably entail the use of additional equipment 
and almost certainly increase process cost. 

We have been particularly fortunate, for the 1981 
and 1986 Censuses of Populat ion, to have a 
complete and highly efficient key-entry system, 
which was mounted from the infras t ructure 
maintained by Revenue Canada (Taxation) for 
their annual processing cycle. A comparison prior 
to the 1981 Census projected a slight saving for 
keying, rather than using the FOSDIC as had 

been in use for the preceding two censuses. A 
further saving was obtained by contracting the 
keying operation with Revenue Canada (Tax
ation) who had most of the equipment and, as 
stated above, all of the infrastructure necessary. 
In the event, the cost of keying, verification and 
transmission to Ottawa from regional centres was 
less than 50 cents per household, and the elapsed 
time was two to three months less than with the 
1976 (FOSDIC) system. 

There are interesting developments in optical 
scanning towards lower cost, lower performing 
systems in addition to the large up -marke t 
scanners. These are of a scale suitable for a work 
station with an operator assigning unrecognisable 
characters. This type of machine would support a 
continued regional approach to data capture, and 
may prove a reasonable compromise in degree of 
automation in the future. Another interest ing 
development is optical disk storage. FOSDIC, as 
stated, requires prior filming of the question
naires, but since there is a requirement for the 
census to retain a permanent image of the ques
tionnaire, that step serves a dual purpose. With 
the development of high-performance scanners, 
the digital image of each questionnaire could be 
similarly retained, as the permanent question
naire image, in addition to its role in data capture. 
Several commercial systems, integrating scanners 
with the massive unalterable storage capacity 
available with optical disks, together with retriev
al to display terminals or printers, are appearing 
on the market. This line of development together 
with the above-mentioned lower cost scanner/ 
interpreters might enable a mix of automatic 
scanning and high productivity key entry. 

Conclusion 

At present costs, automatic scanning equipment 
could not compete with keying if the equipment 
was used only by the census . P r o g r e s s is 
continuing, and there is a high probability of 
technical feasibility before 1991. However, it is 
not likely to prove economically feasible to use a 
capital intensive automat ive method of da ta 
capture for the census unless the same equipment 
is also used for a large number of other surveys in 
order that the capital cost can be spread over a 
number of ongoing operations. 
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DECENTRALIZING 1990 CENSUS DATA CAPTURE 

ARNOLD A. JACKSON 

DECENNIAL OPERATIONS DIVISION 
U.S. BUREAU OF THE CENSUS 

Introduction 

The Bureau of the Census faces the 1990 Census 
of Population and Housing with an ambitious goal 
of holding the cost of conduct ing the next 
decennial census to a housing unit cost equal to, or 
less than, 1980 (in constant dollars). At the same 
time, demands on the Census Bureau for more, 
ea r l i e r , and h igher qua l i ty da ta from the 
decennial census continue to swell. Census 
Bureau data users seem unfazed by shrinking real 
Federal resources and expect more for less as they 
exert pressures on all fronts. 

Not surprisingly, with these competing conditions 
of lowering costs while producing as much or more 
than before, the Census Bureau has turned to 
automation as a potential solution. While 1990 
will not represent a completely automated census, 
each major phase of the census-taking process is 
undergoing a thorough examination followed by 
extensive study and field tes t ing to confirm 
suitable automation opportunities for 1990. 

These phases are: 

• receipt and check-in of mail return respondent 
and census enumerator filled questionnaire 
forms (over 100,000,000 expected in 1990); 

• verification of the housing unit addresses of 
the returned forms by structured block level 
geographic segments (address control); 

• editing ofcontent and coverage; 

• conversion of acceptable content to machine-
readable form; and 

• tabulations for publication of census data 
products. 

In 1990, these phases would require over 60,000 
clerks at a cost of close to $1 billion without 
automation. These operations were carried out at 
three sites in 1980 to provide preliminary counts 
for Census Bureau Headquarters. The 7-month 
process was a sequential one with conversion of 
census data for computer reading occurring only 
after all forms for a district office had passed 
through the earlier stages in a batch mode. 

From this experience which was costly, error 
prone, and tough to manage, the Census Bureau 
began to seriously look at the potential benefits 
that would arise from concurrent ra ther than 
sequential processing. Those expected benefits 
included: 

• El iminat ion of o r ig ina l paper from the 
collection and processing offices as each form 
is cleared. 

• Identification of questionnaires with content 
and/or coverage problems during the initial 
phases of collection to accelerate followup 
work and allow searches, matches, and other 
coverage refinements to occur in a timely 
fashion. These later followup efforts must 
commence while suitable field staff are still in 
the district offices. 

• Immediate containment and resolut ion of 
collection and processing problems specific to 
certain geographic areas in time to design and 
launch special corrective actions. 

• Completion of all field collection, processing, 
followups, and local reviews in time to carry 
out final tabulations (including any required 
adjustment operations) well before census 
counts are required for apportionment of the 
U.S. House of Representatives (December 31, 
1990). 

Accordingly, the options that allow the Census 
Bureau to pursue this approach to collection and 
processing are thought to be those termed as 
decentralized. Decentralization, as used in the 
balance of this paper , means c a r r y i n g out 
collection and p rocess ing up to t h e f inal 
tabulation stages in a large (20 or more) or small 
(5 to 20) number of sites remote to Census Bureau 
Headquarters. 

The Basic Alternatives 

A myriad of decentralization options potentially 
enhance the Census Bureau's ability to do con
current collection and processing. Currently, a 
number of alternatives are being studied. The 
alternatives all share a certain level of costs that 
the Census Bureau must bear to finance the 
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hardware, software, space, and administrative 
support required for concurrent collection and 
processing. Thus, the real question to be answered 
is, "do the benefits of concurrent collection and 
processing justify the cost of decentralizing to 
implement it." We believe strongly that attempt
ing concurrence of these operations in a central
ized fashion is prohibit ive in terms of their 
logistics and scope of the type of facility that 
would be needed. 

This paper deals with two of the many options 
being considered. This paper intends to provoke a 
discussion today of the requirements, pros and 
cons, and the strategic implications of the choices 
we face. The two options discussed here are: 

1. Full Decentralization 
(Exhibit A) 

2. Regional Decentralization 
(Exhibit B) 

These options were chosen for this paper for two 
reasons. First, the full decentralization option 
represents the extreme among the options being 
considered. It would consist of 350 to 450 offices 
while the other options are based on considerably 
fewer sites. Second, both are based upon our 1980 
nationwide network of district collection offices 
and field regional offices. In 1980, the district 
offices sorted, checked in, edited, and otherwise 
prepared forms for data capture which occurred in 
one of only three sites. The permanent field 
regional office s t ruc tu re was appended with 
census centers to manage the district offices, each 
of which served roughly 250,000 households. 
Also, the potential benefits and the most imposing 
costs are clearer in these two straightforward 
extremes than in some of the hybrid alternatives. 
Following is a detailed description of the two 
options. Then, the pros and cons are presented for 
each option. 

The final section of the paper deals with some 
strategic implications that link our analysis of the 
individual options for collection and processing to 
our 1990 census goals of timing, quality, cost, 
public cooperation, and avoidance of risks. 

Full Decentralization 

In this option, collection activities and processing 
operations are combined under one roof at the 
district office level. These offices would carry out 
questionnaire check-in, address file updating, 
questionnaire editing, data conversion, searching 
and matching, and the followup operations neces
sary to ensure data quality including personal 
visits for reconcil iat ion of sample form edit 
failures. 

Since each district office is v i r tual ly a self-
contained census center, no paper is shipped from 
one office to another. Data conversion would be 
done by direct terminal entry or desktop scanners. 
Logistics are fairly simple and managemen t 
accountability can be focused clearly. 

Field support should be at the highest level in this 
option since field followup assignments would be 
generated as the online address control file 
produces daily status reports by block. No time to 
transmit information is needed in this option. 
Also, Census Bureau management control of 
operations could be exerted through the existing 
regional structure. At the same time, however, 
the Census Bureau would be under taking the 
challenging task of managing 350 to 450 com
puter centers housed in carefully selected sites of 
12,000 to 15,000 square feet each with adequate 
security, cooling and wiring for electronic data 
processing. Each district office would require 
roughly 100 people which is less than any other 
option currently under consideration. At the same 
time, however, the Census Bureau would have to 
identify, train, and retain a very large number of 
managers with the ability to run effectively a 
combined collection and processing office. These 
are some of the characteristics and requirements 
of fully decentralized collection and processing for 
1990 census-taking. 

Pros and Cons 

The most appealing aspects of full decentraliza
tion follow: 

Stafilng 

• We would not need as many personnel in one 
location and could get better employees, such 
as hiring a higher percentage of keyers who 
are good typists. 

• Our wages would be more competitive in the 
cities where these offices would be located in, 
than in the cities where more centralized 
offices would be in. (For the 1986 test, our 
wages are much more competitive in East 
Central Mississippi than in Centra l Los 
Angeles County.) 

Workload 

• Processing offices would be more manageable; 
thus, less likely to bottleneck and grind to a 
halt. The IRS's main problem was that their 
new systems could not handle the massive 
loads. 
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Coordination with field activities Software updates 

• Processing work closer to field collection 
would improve tu rnaround t ime on field 
assignments. Effectively, we would have more 
time to actually process data and prepare field 
assignments. 

Contingency plans 

• In the event of a disaster, work would be 
distributed to the nearby offices with the 
greatest ability to absorb it. Since each office 
would be small, a fire destroying question
naires would have a much smaller impact 
than in any other scenarios. 

Storage of forms 

• Because the workloads are small, it is easier 
to sort forms by geo (CBNA) if clerical access 
becomes necessary. Clerical access would be 
necessary if our searching and matching 
routines have unexpected difficulty, or for 
some reason we are unable to key names. 

The corresponding d isadvantages consist of 
potential obstacles in the following areas: 

Space 

• We would need secure and air-conditioned 
space in 400-1- locations. The automated 
equipment we will have in the district office is 
somewhat sensitive to heat and humidity. 

Technical staffing 

• Although the level of technical expert ise 
needed is low, these people may be difficult to 
hire in some locations. 

Installation and maintenance 

• Traditionally, the Census Bureau has in
stalled and maintained its own equipment. 
We would have to rely on private contractors 
to install and maintain equipment. 

Headquarters control 

• Headquarters would not be able to keep as 
tight a reign on processing operations if they 
are decentralized. Quality, however, would be 
relatively consistent as software will drive 
much of quality and no one office would be 
large enough to lower the quali ty of the 
Nation's data. 

• Sof tware u p d a t e s would h a v e to be 
transmitted by telephone and would be more 
difficult to ensure than in a more centralized 
processing system. 

Use of equipment 

• This approach would require more backup 
equipment. In addition, we would need to do a 
better job predicting workloads than were 
needed in previous censuses. Once equipment 
had been installed in one district office, it 
would be difficult to adjust the equipment 
profile. 

Sparsely settled areas 

• Staffing may be difficult in some of the more 
sparsely populated district offices ,with no 
significant SMSAs (primarily areas that were 
conventional in 1980). 

Regional Decentralization 

In this option, processing would be separated from 
collection. Five to twenty regional offices would 
serve the district collection offices. The ideal 
number in this scenario may be 12 to achieve a 
match with our permanent field office structure. 
The number of district offices served by a process
ing office would be determined largely on popula
tion density and management's ability to control 
effectively 15 to 100 offices through one process
ing office - even when they parallel regional field 
offices. 

This approach keeps down the number of offices 
for Headquarters to manage and support and 
enables us to use more labor saving equipment; 
but at the potential risk of making individual 
offices difficult to staff. 

In this scenario, the processing office receives all 
mail returns, keys surnames needed for non-
response followup, captures data, prepares the 
failed edit followup cases for the district offices, 
keys names, matches for coverage improvement 
operations, and prepares listings for all personal 
visit followup operations. 

Data conversion in the regional processing offices 
would be done with the Census Bureau's FOSDIC 
equipment or with a specially designed Optical 
Mark Reader (OMR). 

The primary communications needs are: sending 
1.2 to 2.7 million questionnaires back to the 
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district offices for telephone failed edit followup, 
33,000 to 75,000 pages of nonresponse followup 
listings, and a similar number of edit followup 
listing pages. The processing office would be 
receiving 3.5 to 8 million forms from the district 
offices on a flow basis (nonresponse, edit followup, 
and vacant/delete). 

In this option, field support would have to be 
carefully coordinated since some district offices 
might be 2 to 4 hours' drive from the processing 
offices. Since much of the data that flow between 
these points are subject to title 13 confidentiality 
restrictions, it is not likely that telecommunica
tions would solve this problem for us. 

Pros and Cons 

The potential benefits of a regional structure 
follow: 

Cost 

• Scanning approaches - especially scanning 
both long and short forms - cost the least. 
Scanning all data would cost less than 
other conversion options. 

Headquarters control 

• This approach would be the easiest for 
Headquarters to control due to the low 
number of offices. 

Technical support 

• The small number of offices would enable 
the Census Bureau professionals to main
tain the equipment. 

Operational consistency 

• In this approach, the regional processing 
centers would be sized to utilize similar 
hardware, software, and operating proce
dures. Management techniques would be 
interchangeable and qual i ty assurance 
should be easier to perform than in a hybrid 
or diverse structure. 

However, some d isadvantages of this option 
deserve attention also. They are: 

Coordination with field activities 

• Processing office managers may not be able 
to develop working relationships with field 
personnel below the regional office level. 
Field and processing management systems 
may not be parallel, meaning that process
ing offices will cross regional boundaries 
and add to the coordination problem. 

Staffing 

• The larger offices would be ext remely 
difficult to staff, as they would be much 
larger than the size of the 1980 processing 
offices. 

Technology not proven for this use 

• No existing OMR meets our needs. Ma
chines are planned, but not in production. 
No complete test of using FOSDIC (Film 
Optical Sens ing Device for I n p u t to 
Computers) without an upfront edit will 
have been done before the data capture 
methodology decision must be made. The 
1986 test will use 1980 cameras which do 
not have the resolution needed for 1990 
cameras. 

Space 

• The space needed for an average office 
would cover several football fields. Since 
this space must have large power supplies 
and excellent air-conditioning systems, we 
would have difficulty locating appropriate 
space. 

Central control 

• Controlling the fiow of paper would be very 
diificult due to the sheer volume of paper 
moving within the processing office and 
between the processing office and the 
district offices. The probability would be 
high that materials occasionally would go 
to the wrong district office, delaying field 
work 2 to 5 days. 

Distant to district offices 

• Some district offices will be over a day's 
drive from the processing offices. The start 
of followup operat ions may be delayed 
because of long turnaround and delivery 
times. 

The following section deals with the strategic 
considerations that await our further analysis and 
resolution before 1986, when all 1990 processing 
decisions will be made. 

Strategic Considerations 

The options just discussed for processing 1990 
census data are being tried out also th rough 
formal field tests in 1985 and-1986 to s imulate 
1990 census collection and processing conditions. 
The investment being made by the Census Bureau 
to find out more about remote processing centers 
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(1986 Census of Central Los Angeles County) and 
combined collection/processing (1986 Census of 
East Central Mississippi) is expected to yield a 
useful return in the form of information for 
decision-making. 

The results of our tests should help us in two 
ways. First, our operating models will be verified, 
and adjustments to our current assumptions about 
production rates , maintenance costs, t ra in ing 
difficulties, and many others can be made. 
Second, and more important, we can assess the 
management control requirements of decentral
ization. This aspect of running several processing 
centers may be the most ominous of all. It brings 
to mind issues of recrui t ing 20 to 50 senior 
managers, locating suitable space, deposing of 
hardware, establishing fiscal controls, and moni
toring the daily activities of a nationwide network 
of processing centers. 

Since the decennial census i s ' a project t ha t 
emerges, surges, and then subsides, there is no 
established structure within the Census Bureau 
to support a far-flung network of processing cen
ters. Accordingly, the decennial census divisions 
must lean heavily on the Census Bureau's exist
ing experts in data processing, systems engineer
ing, administrative, personnel, and procurement. 
Moreover, the demands on these groups are much 
greater Lf they must support a decentralized setup 
than if a 1980 style approach is adopted. 

So, while many factors relevant to the pros and 
cons of decentralization will be handled through 
rigorous analyses and testing, the factor that may 
truly determine success or failure will be harder 
to evaluate. This is why the Census Bureau must 
carefully construct a management approach to 
decentralized data capture that lessens risk while 
enhancing the other primary 1990 census goals. 
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Exhibit A. Full Decentralization 
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Exhibit B. Regional Decentralization 
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ON THE USE OF AUTOMATED CODING 
AT STATISTICS SWEDEN 

LARS LYBERG 

STATISTICAL RESEARCH UNIT 
STATISTICS SWEDEN 

Introduction 

1. T h e c o d i n g o p e r a t i o n a n d t h e 
characteristics of the control problem 

Examples of data-processing operations in a 
survey are editing, coding, key punching and 
tabulation. Consider a collective of objects 
("elements") of some kind and a set of mu
tually disjoint categories. Each element 
belongs to one and only one of t he se 
categories. Coding denotes the act of assign
ing the elements into these categories. 

In practice the coding is based upon access to 
verbal information about the elements of the 
population or sample under study. This 
information is usually obtained on schedules 
in the data collection operation and is entered 
either by the respondents themselves or by 
interviewers or enumerators. Unlike certain 
other kinds of information (numerical data on 
household expenditures, for instance), verbal 
information cannot be processed immediately 
into statistical tables. It must first be coded 
into different categories where each category 
is labeled with, for instance, a number. These 
numbers are called code numbers and the key 
to these code numbers is called the code. 
(Natura l ly , numerical data also may be 
subject to coding; t h u s , in a census of 
businesses the objects enumerated can be 
assigned to categories defined with respect to, 
e.g., total turnover.) 

The term "coding" is admittedly ambiguous. 
Attempts have been made to replace it by the 
term "classification"; this term may be better 
than coding but it has certain disadvantages. 
Throughout this article the term "coding" is 
used since it is the one most frequently used in 
the literature. Some other terms in this area 
are ambiguous as well. For instance, what in 
this article is called "code number", is in the 
literature often referred to as "code", and what 
here is called "code" is often referred to as 
"code list", "coding standard", "lexicon", or 
"nomenclature". Still another ambiguity 
concerns what is to be coded. In the definition 
above it was postulated that a given element 
belonged to a certain category. In the 

l i terature, coding is often described as an 
operation in which the verbal descriptions of 
the responses are coded ra ther than the 
elements themselves. This common way of 
describing the situation is easily understood 
since in many surveys each element is coded 
with respect to more than one variable. 

The coding operation has three components: 

(1) Each e l e m e n t in, for i n s t a n c e , a 
population is to be coded with respect to a 
specific variable by means of verbal 
descriptions. 

(2) There exists a code for this variable, i.e. a 
set of code numbers in which each code 
number denotes a specific category of the 
variable under study. 

(3) There is a coding function relat ing (1) 
and (2), i.e. a set of coding instructions 
relating verbal descriptions with code 
numbers. 

Coding is a major operation in such statistical 
studies as censuses of population, censuses of 
business and labor force surveys. Examples of 
variables are occupation, industry, education 
and status. 

The problems with coding are of different 
kinds. As with most other survey operations, 
coding is susceptible to errors. The errors 
occur because the coding function is not 
always properly applied and because either 
the coding function itself or the code is 
improper. In fact, in some statistical studies, 
coding is the most error-prone operation next 

. to data collection. For some variables, error 
frequencies at the 10% level are not unusual. 
Another problem is that coding is difficult to 
control. Accurate coding requires a lot of 
judgement on the part of the coder, and it can 
be extremely hard to decide upon the correct 
code number. Even exper ienced coders 
display a great deal of var ia t ion in the i r 
coding. Thus, there are problems in finding 
efficient designs for controlling the coding 
operation. A third problem is t ha t many 
coding operations are difficult to administer. 
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Coding has a tendency to become t ime-
consuming and costly: for instance, in the 
1970 Swedish Census of Population, carrying 
out the coding took more than 300 man-years. 
In many countr ies , coders in large-scale 
operations must be hired on a temporary 
basis, and the consequences for maintaining 
good quality are obvious. There are even 
reasons to believe that in the future it might 
be difficult to obtain even temporary coders 
for this kind of relatively monotonous work. 
So there is certainly room for new ideas on the 
effectiveness of the coding operation. 

An overview of the problems with control of 
coding is given in Lyberg (1981). 

2. Coding errors in Sweden 

2.1 The 1965 S w e d i s h C e n s u s of 
Population 

In 1967, an evaluation study of coding 
errors in the 1965 Swedish Census of 
Population was conducted (see Lyberg 
(n.d.) and Dalenius and Lyberg (n.d.)). 
From a population of census mater ia l 
compr i s ing abou t 70% of the 1965 
population a two-stage sample of verified 
census schedules was selected. The 
population was part i t ioned into four 
s t r a t a , and four s u b s a m p l e s w e r e 
obtained. The evaluat ion study was 
confined to the following variables: 

(1) Relationship to head of household 
(2) Type of employment 
(3) Status 
(4) Industry 

The codes used for variables (1) to (3) were 
one -d ig i t codes; the code used for 
"industry" was a three-digit code. 

Since we were dealing with four variables 
and four subsamples we obta ined 16 
different estimates of error rates. These 
are given in Table 1. 

Subsamples 1 and 3 consisted of totally 
verified schedules, and subsamples 2 and 
4 consisted of sample verified schedules. 
Most of the total verification was done by 
still inexperienced production coders; this 
explains the differences in error ra tes 
between total and sampling verification. 

2.2 The 1970 S w e d i s h 
Population 

C e n s u s of 

In the 1970 Swedish Census of Population, 
the number of var iables to be coded 
inc reased over t h a t in 1965 . For 
evaluation purposes a sample was drawn 
from the population of census schedules. 
A pool of expert coders was used to 
generate a set of "true" evaluation code 
numbers for each schedule in this sample. 
These code numbers were compared with 
the product ion code n u m b e r s a f t e r 
verification, and this led to estimates of 
error rates for the different variables on 
economic activity. These variables were: 

(1) Relationship to head of household 
(2) Type of activity 
(3) Occupation 
(4) Status 
(5) Industry 
(6) Place of̂  work 
(7) Type of conveyance to place of work 
(8) Number of hours at work 

E s t i m a t e s of e r r o r r a t e s for t h e s e 
variables are given in Table 2. 

TABLE 1. Estimates of Error Rates (%) in Produc t ion 
Coding in the 1965 Swedish Census of Population 

Variable 
Subsaniple 

(1) 

1 1.6 
2 1.4 
3 1.5 
4 .7 

(2) 

2.7 
1.6 
3.0 
1.3 

(3) 

1.0 
.6 

1.3 
1.2 

(4) 

14.5 
8.2 

14.5 
8.7 
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TABLE 2. 

Variable 

(1) 
(2) 

(3) 
(4) 

(5) 
(6) 
(7) 
l8l 

Estimated 
Activity in 

Error Rates in Coding E c o n o m i c 
the 1970 Swedish Census of Population 

Code 

1-digit 
1-digit 
3-digit 
1-digit 
4-digit 
1-digit 
1-digit 
1-digit 

Per cent error rate 
(total population) 

4.3 
4.7 

13.5 
3.7 

9.9 
8.9 

11.5 
4.4 

The error rates for the variables (1), (6) 
and (7) are probably overestimated, since 
the code numbers were processed by an 
optical character recognition machine and 
we have reason to believe that technical 
errors in this phase had a minor effect on 
the error rates for those variables. 

The table shows tha t the mult i-digit 
variables are difficult to code. But also the 
one-digit variables, a priori considered 
easily coded, a re e r roneous ly coded 
relatively often. One reason could be that 
the coding situation is too complex for one 
coder, i.e. each coder has more variables to 
manage than he/she can handle. 

2.3 The 1975 S w e d i s h C e n s u s of 
Population 

The number of variables was smaller in 
the 1975 Census of Population than in the 
1970 Census. Evaluation studies show 
that the error rates also were smaller in 
this census than in the 1970 Census. The 
following variables were studied: 

(1) Relationship to head of household 

(2) Type of activity 

(3) Occupation 

(4) Status 

(5) Industry 

(6) Type of employment 

(7) Type of conveyance to place of work 

All of these are one-digit variables except 
for (3) and (5). In Table 3 estimated error 
rates are given for these variables. 

The results given in this table differ 
strikingly from, those obtained in the 1970 
evaluation study. The error rates have 
dropped for every variable and the fact 
that the one-digit variables now really 
seem to be e a s i l y coded is m o s t 
encouraging. The occupation error rate 

TABLES. Estimated Error Rates in Coding E c o n o m i c 
Activity in the 1975 Swedish Census of Population 

Variable Code 
Per cent error rate 
(total population) 

(1) 
i2) 
(3) 
(41 
(5i 
(6) 
i7) 

1-digil 
Id ig i t 
3-digit 
1-digil 
4-digil 
1-digit 
1-digil 

.6 

.6 

7.8 
.5 

3.5 
1.0 
.5 
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of almost 8% is still very serious, but 
compared to the 13.5% rate in 1970 it is a 
good result. Even better is the estimate 
for industry. 

2.4 Some other studies of error rates 
at Statistics Sweden 

Most of the coding studies at Statistics 
Sweden have been carried out within the 
censuses. This is rather natural since the 
coding is a very extensive operation in a 
census. During the last decade interest in 
coding errors has grown and as a result 
some evaluation studies have been carried 
out in other surveys as well. Here some 
es t imates of coding er rors from such 
studies are given. 

In Olofsson (1976) an industry error rate 
of 5.7% is noted in the 1974 Labour Force 
Survey. Occupation in the same survey 
had an error rate of 6.2%. In Harvig 
(1973b) an 11% error rate in occupation 
coding is estimated for coding data for 
university graduates. In Harvig (1973a) a 
3.2% error rate is estimated when coding 
underlying causes of death. In Lyberg et 
al. (1973) an 8% error rate is estimated 
when coding teachers' education. In this 
case the 95% confidence interval was 
5.9%-10.3%. 

Extensive reviews of studies of error rates 
in industry and occupation coding are 
given in Lyberg (1983). 

3. The need for control 

It is imperative in most statistical series that 
coding control is made part of the overall 
p r o g r a m for p r o d u c i n g the s t a t i s t i c s . 
However, knowledge of the error rate is not 
enough if we want to be far-sighted. We need 
to know about the e r ro r s t r u c t u r e , the 
reliability of the coding process, different 
types of errors, the seriousness of different 
errors and the effects of errors, in order to take 
suitable corrective measures with respect to 
the code or the coder. 

Several control options are available: 

Firstly, by means of, say, the U.S. Bureau of 
the Census' survey model, it is possible to 
dissect the coding error in a given coding 
operation. Such a model can also help strike 
an appropr ia te balance between var ious 
control efforts with respect to all survey 
operations. (See Bailarand Dalenius (1969).) 

Secondly, manual coding is rather well suited 
for the application of s ta t i s t ica l qua l i t y 
control schemes as originally developed for 
industrial applications. (See Minton (1969).) 

Thirdly, there are certain control schemes 
designed specifically for coding. Two such 
main schemes are called dependent and 
independent verification. (See Lyberg (1981).) 

Four th ly , eva lua t ion of coding r e s u l t s 
provides a basis for the allocation of quality 
control efforts. We have a l ready given 
examples of results from different evaluation 
studies. The resul ts of such s tudies give 
suggestions concerning the size and emphasis 
of the necessary quality control program. 

Fifthly, it appears inevitable to focus on the 
very basis of manual coding and to consider 
the poss ibi l i t ies offered by access to a 
computer of developing a bas ica l ly new 
approach. This idea is, of course, not in 
principle new: for ins tance , at the U.S. 
Bureau of the Census, geographic coding has 
been conducted by means of computers since 
1963. What is new is the suggestion in that 
agency that the computer be used extensively 
in the coding of such complex variables as 
occupation and industry. This suggestion may 
be viewed as a natural extension of earl ier 
uses of computers in the editing operations. 

The remaining part of this paper describes the 
Swedish efforts in th i s specific field of 
automation. 

Automated Coding - An Overview 

4. A bird's-eye view of automated coding 

In automated coding we d is t inguish four 
operations: 

(i) construction of a computer-stored dic
tionary; 

(ii) entering element descriptions into the 
computer; 

(iii) matching and coding; 
(iv) evaluation. 

4.1 Construction of a computer -
stored dictionary 

In automated coding a dictionary stored 
in the computer takes the place of the 
coding instructions and the nomencla
ture used in manual coding. Obviously, 
the construction of such a dictionary is a 
very important task. The construction 
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work could be carried out manually but, 
when dealing with complex multi-digit 
variables, using the computer seems to be 
a better alternative. The resulting dic
tionary should consist of a number of 
verbal descriptions with associated code 
numbers. The descriptions could be a 
sample from the population to be coded or 
a~sample from an earlier survey of the 
same kind. Of course an important prob
lem is the size of the sample underlying 
the dictionary construction. Whether the 
dictionary is constructed manually or by 
computer, the code numbers appearing in 
it should ideally be those assigned by the 
best of the available coders and controlled 
by means of efficient independent verifica
tion procedures. 

4.2 Enter ing e lement descr ipt ions 
into the computer 

Verbal descriptions are to be entered into 
the computer. One possible method is to 
punch the descriptions in a more or less 
free format. However, this method has 
some serious drawbacks: first it consumes 
a lot of "space", and second, the errors 
involved in large-scale keypunching of 
alphabetic information are relatively 
unknown; moreover, such keypunching is 
rather costly. 

A better alternative would be lo have the 
verbal information directly available for 
optical character recognition. Unfor
tunately the recognition of hand-written 
letters is nol yet sufficiently developed for 
this purpose. 

There are reasons to believe tha t at 
present the entering of verbal descriptions 
into the computer is the most important 
practical problem in designing systems for 
automated coding. 

4.3 Matching and coding 

Each element description now put into the 
computer is compared with the list of 
occupation descriptions in the dictionary. 
If an element description agrees with an 
occupation description (is a "match"), it is 
assigned the corresponding code number; 
otherwise, it is referred to manual coding. 

In an automated coding system we will 
obtain exact matching for a fraction of all 
e l e m e n t s only. A p r imary t a sk in 
developing such a system is lo design 

cr i ter ia for the degree of s i m i l a r i t y 
between input words and dictionary words 
necessary for them to be considered to 
match. 

4.4 Evaluation 

The system must include con t inu ing 
evaluation studies. Such studies aim at: 

(i) controlling the quality of comput
erized coding; 

(ii) improving the dictionary; and 
(iii) controlling the cost. 

Whether automated coding is economical 
or not is a question to be answered by the 
evaluation. Are the referred cases more 
difficult to code than those taken care of 
by the computer? Does the dictionary 
need improvement? These and other 
questions are to be resolved by evaluation. 

5. The d ict ionary 

There are two general kinds of algorithms for 
automated coding: weighting algorithms and 
dictionary algorithms. Weighting algorithms 
assign weights to each word-code combination 
using information from a basic file: when a 
new record is lo be coded, the program chooses 
the code number which is assigned the highest 
we igh t for the speci f ic r e c o r d word . 
Dictionary algorithms look in a dictionary for 
words or word strings which imply specific 
code numbers: when a new record is to be 
coded, the program determines whether the 
word or word siring matches any word in the 
dictionary. If no match occurs, the record is 
rejected and referred to manual coding. 

At the U.S. Bureau of the Census a number of 
different algorithms have been developed and 
investigated during the last decades. In some 
s t r a i g h t f o r w a r d a p p l i c a t i o n s l ike t he 
geographic coding, automated coding has been 
quite successful. Recent efforts deal mainly 
with the more complex coding of occupation 
and industry. Four algorithms are described 
in Lakatos (1977a, b). Two of them, the 
O'Reagan and the Corbelt algorithms, use 
dictionary methods. The remaining two, the 
IMP and the INT a l g o r i t h m s , use t he 
weighting method. The INT algorithm is due 
to Rodger Knaus, and is further described in 
Knaus (n.d., 1978a, b, 1979, 1983). Current 
development work at the U.S. Bureau of the 
Census is described in Appel and Hellerman 
(1983) and Appel and Scopp (1985). 

PROCEEDINGSOFTHE INTERNATIONAL 1991 CENSUSPLANNINGCONFERENCE 155 



At Statistics Sweden we have worked with the 
dictionary approach only. Thus, we have 
n o t h i n g to add wi th r e spec t to o t h e r 
algorithms. 

Thus, the computer-stored dictionary is a 
parallel to the dictionary and the coding 
instructions used in manual coding. In order 
to crea te such a dictionary a number of 
operations must be carried out: 

(i) choice of basic material; 
(ii) sampling a basic file from the basic 

material; 
(iii) expert coding of the basic file; 
(iv) e s t a b l i s h i n g inclusion c r i t e r i a for 

dictionary records; 
(v) construction of a preliminary dictionary; 

(vi) testing and completing the preliminary 
dictionary. 

5.1 Choice of a basic material 

The most suitable basic material is the set 
of filled-out forms in the survey under 
study. To use this is rarely possible - time 
is not on our side. Instead the basic 
material must often consist of 

(i) material from an earlier survey of 
the same kind; or 

(ii) material from a pilot survey; or 
(iii) material from another kind of survey 

in which the same variable was 
included. 

It should be pointed out, though, tha t 
basic mater ia l of the des i rab le kind 
implied above could be efficiently used 
when revising a dictionary that has been 
used in production for a while. 

It is important that the basic material be 
up to date. Structural changes occur in 
the population; e.g., entry and exit of 
industry and occupation denominations 
occur frequently. Also, it is possible that 
the respondent-reporting pattern changes 
over a period of time. One example could 
be the following. In the 1965 Swedish 
Census of Population, cleaners used to 
describe their occupation as "cleaner". In 
the 1970 census, a new te rm, "local 
keeper", was used by some cleaners. That 
term had not existed in 1965 and as a 
consequence was not represented in the 
basic material. The result was that the 
dict ionary based on the 1965 census 
material was not able to code 1970 census 
individuals describing their occupation as 
"local keeper". 

Basic material as in (iii) should only be 
used in exceptional cases , s ince the 
reporting pattern for a certain variable 
could differ s u b s t a n t i a l l y b e t w e e n 
different surveys due to different modes of 
data collection. 

5.2 Sampling a basic file from the 
basic material 

From the basic material we must sample a 
number of records in order to construct a 
dictionary. The sampling of records could 
be carried out in different ways, for 
instance: 

- a simple random sample, 
- a controlled random sample, or 
- a subjective sample. 

With the first approach, descriptions with 
low frequencies have a small probability 
of being included in the file. This is 
generally not a negative consequence. 
Therefore, in almost all of the experiments 
and applications conducted at our agency 
we have used simple random sampling. 
The sample size is a problem, irrespective 
of the kind of approach we use, since each 
description should be coded by "experts". 

In some of the e x p e r i m e n t s w i t h 
automated coding conducted at the U.S. 
Bureau of the Census, a very large initial 
random sample of records was chosen: 
sample sizes of about 100,000 records 
have been used. In the experiments at 
Stat is t ics Sweden, the basic file has 
consisted of at most 14,000 records . 
Despite that, evaluation s tudies show 
comparable results. Possible explanations 
are that a few code numbers and a few 
dictionary descript ions are , for many 
variables, sufficient to code a large portion 
of the records and tha t the Swedish 
language is less complex (at least in this 
con tex t ) t h a n E n g l i s h . A t y p i c a l 
frequency diagram for unique descriptions 
is the following: 

f 

m 

2 

1 

, 

1 
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The typical diagram has a very straggling 
tail provided that the descriptions are 
ordered with respect to the frequencies 
with which they occur. In fact, in some 
applications, many unique descriptions 
occur only once or twice. In O'Reagan 
(1972) a closer look revealed that, for one 
variable, 7% of the code numbers could 
handle 50% of the records. Thus, by means 
of a rather small initial sample, it is 
usually possible to get a decent dictionary. 
Our experiences show that vast increases 
of the basic file (once the "decent" 
criterion is fulfilled) do not add much with 
respect to coding degree. An efficient 
strategy seems to be to concentrate one's 
effort on the most f requent ly used 
categories and accept manual coding of 
most of the remaining part. 

5.3 Expert coding of the basic file 

In order to construct a good dictionary the 
basic file has to be coded with high 
quality, and for this work we have to use 
the best coders available. Since even 
"expert" coding is susceptible to errors, 
the expert coding of the basic file must be 
carried out in conjunction with a control 
operation. 

5.4 Establishing inclusion criteria for 
dictionary records 

The verbal descriptions in an expert-coded 
basic file can be classified into different 
categories: 

(a) descriptions of high frequency which 
all point a t some specific code 
number; 

(b) descriptions of low frequency which 
all point at some specific code 
number; 

(c) descriptions of high or low frequency 
with which different code numbers 
are associated. 

In principle, all descriptions pointing at 
some specific code number should be 
included in the dictionary. Whether this 
can be done in practice depends on how 
large a dictionary we can accept. This in 
turn is a function of the searching time of 
the matching program. If the searching 
time is independent of the size of the 
dictionary and if having an extensive 
dictionary does not imply lots of manual 
administrative work, then all descrip
tions pointing at specific code numbers 

should be included. Otherwise, we must 
define what is meant by "high frequency". 
This decision depends on sample size and 
number of categories of the code, among 
other things; for instance, a small enough 
basic sample generates no highly frequent 
descriptions at all. A simple piece of 
advice is to have a low value of the concept 
"high frequency" f say f ^ 3, since it is 
always easier to remove than to add 
descriptions to the dictionary. 

Descriptions belonging to category (c) 
should not be part of the dictionary. There 
are possible exceptions, though. If, for a 
vast majori ty of the cases , a h igh-
frequency description is associated with a 
specific code number, then an inclusion 
might be considered. Of course, if such a 
description is included we end up with 
deliberately built-in er roneous classi
fications. Even if such error ra tes are 
admittedly small, it is probably better to 
change the nomencla ture so t ha t the 
coding of this specific description becomes 
unambiguous in the first place. 

5.5 Constructing, testing, and com
pleting the pre l iminary d ic t io 
nary 

A dictionary can be constructed by man or 
by computer. Presumably, a combination 
of the two is the most effective. In our first 
experiments at Statistics Sweden we used 
manually constructed d ic t ionar ies but 
nowadays we have access to a computer 
program for dictionary construction. 

The manual construction of dictionaries 
can be characterized as trial and error. At 
Statistics Sweden we have worked with 
two lists: list No. 1 is the expert-coded file 
sorted with respect to code number, and 
l is t No. 2 is t he s a m e file s o r t e d 
alphabetically. These lists form the basis 
for the construction. List No. 1 is used to 
get some hints about the structure of the 
verbal descriptions sorted under a specific 
code number. We choose a frequency 
limit f for defining "high-frequency" de
scriptions. All descriptions occurring for 
more times are stored in the preliminary 
version of the primary dictionary which is 
scanned first in automated coding. We 
call this dictionary PLEX. 

In order to increase the coding degree we 
must include some variants of the high-
frequency descriptions already stored. 
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One possibility is to recognize discrimi
nating word strings. In the ideal situation 
one such string represents many variants 
of a cer tain description. Thus, after 
storing the high-frequency descriptions, 
we start looking for discriminating word 
strings. These strings (or rather, parts of 
words) are stored in a secondary diction
ary. This secondary dictionary, called 
SLEX, is scanned if PLEX fails to code. 

List No. 2 is used as a check. Has a 
preliminary description stored in PLEX 
been assigned any other code number 
except for the specific one under study? It 
is common that a certain description can 
be associated with different code numbers 
depending on the code, the coding instruc
tions, and the auxiliary information used 
by the coders. The alphabetic list helps us 
identify such descriptions. When they are 
identified they can be omitted from the 
preliminary PLEX. The same goes for the 
associated word strings in the preliminary 
SLEX. However, as mentioned above, if 
we deliberately permit a certain degree of 
erroneous coding, some of these ambig
uous descript ions may r ema in . The 
probability for such a misclassification 
should be small, though. 

Often a number of highly f requent 
descriptions are omitted because of their 
lack of unambiguousness . Then, one 
might reconsider the inclusion of low 
frequent but unambiguous descriptions in 
PLEX. Another approach is the pos
sibility to transform some ambiguous 
descriptions into unambiguous ones by 
means of auxiliary information. 

The word s t r ings in SLEX should be 
common to several descriptions or be parts 
of special highly frequent descriptions. 
We have to be sure that SLEX words do 
not fit PLEX descriptions for other code 
numbers. SLEX can never be allowed to 
expand because of the difficulty to keep up 
its accuracy. The main problem with 
SLEX is that we do not know in advance 
how it behaves when new records are 
coded. 

The manual work described above (or 
similar manual procedures) can to an 
important extent be carried out by a 
computer. Two approaches developed by 
the U.S . Bureau of the Census are 
presented in O'Reagan (1972) (O'Reagan's 
algorithm) and in Corbett (1972) and 
Owens (1975) (Corbett's algorithm). 

The computerized dictionary construction 
system at Statistics Sweden generates a 
dictionary with two chapters, PLEX and 
SLEX. PLEX con t a in s unequ ivoca l 
descriptions and is scanned first. SLEX 
contains discriminating word strings that 
fit several different input descriptions. As 
a consequence, SLEX is not as accurate as 
PLEX and it is scanned only Lf PLEX fails 
to code. Our experience shows that it is 
r a t h e r easy to c o n s t r u c t a P L E X 
m a n u a l l y , bu t t h a t m a n u a l S L E X 
construction is much harder to manage. 
Thus, we have made a p r o g r a m for 
computerized construction of SLEX. (As a 
consequence, a computerized PLEX is 
obtained as a simple special case.) 

We have tried a few different versions of 
the program. The presen t version, a 
package called AUTOCOD, is described in 
Backlund (1978). All p r o g r a m s a r e 
wri t ten in P L l . AUTOCOD c o n t a i n s 
routines for: 

- the c r e a t i o n of c o m p u t e r - s t o r e d 
dictionaries (PCLEXK) 

- the coding of descriptions (PCAUTOK) 
- t he u p d a t i n g of d i c t i o n a r i e s 

(PCLEXUP) 
- the e v a l u a t i o n of d i c t i o n a r i e s 

(PCLEXT) 

PCLEXK creates a PLEX and a SLEX. 
The procedure involves three steps. The 
program LEXLADD creates space for a 
possible SLEX. LEXKONS creates PLEX 
and SLEX. For each PLEX description, 
say, a six-character abbreviation starting 
with the first charac te r is tested for 
inclusion in SLEX. If that abbreviation 
fits ano the r PLEX desc r ip t ion it is 
rejected and a new abbreviation is created 
starting with the second character of the 
PLEX description. The procedure is 
repeated at most six times; if no valid 
abbreviation is obtained, the procedure 
goes on to the next PLEX description. 
Finally, LEXLIST lists the dictionaries by 
means of EASYLIST. Parameters that 
can be varied include: 

- possible use of a list of prefixes which, 
when making a dict ionary of, say, 
goods, removes such word str ings as 
pounds, roll, and pairs; 

- minimum frequency fo (the dictionary 
inclusion criterion); 

- tolerated degree of equivocalness; 
- minimum lengfth of words in SLEX. 
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PCAUTOK codes new records by means of 
PLEX and SLEX. PCLEXUP is used 
when we want descriptions to be removed 
from or added to an existing dictionary. 
PCLEXT is used to evaluate a dictionary 
when we have access to a material with 
manual code numbers assigned. 

PLEX and SLEX can be u p d a t e d 
simultaneously or separately. 

6. The use of auxiliary information 

In manual coding we often use not only the 
verbal descriptions for the variable to be coded 
but also different kinds of auxiliary informa
tion. Typically, this information consists of 
descriptions on some related variables. For 
instance, information on education or indus
try is sometimes used as auxiliary informa
tion when coding occupation. 

Of course, auxiliary information can be used 
in automated coding as well. The necessary 
conditions are that the auxiliary information 
is given together with the record descriptions 
to be coded and that the auxiliary information 
is also present in the dictionary. Storing 
auxiliary information in the dictionary and 
designing the computer programs to allow this 
kind of matching and coding present no 
ser ious problem per se. Especia l ly , the 
auxiliary information can be used efficiently 
if the coding is conducted in two steps; results 
obtained in the first-step coding can be used as 
auxi l iary information in the second-step 
coding. If the first-step variables are coded 
manually, the resulting code numbers can be 
punched together with the verbal descriptions 
of the variables to be coded in the second step. 
Since punching of verbal descriptions is a 
time-consuming operation, a faster publica
tion of first-step results is made possible. The 
time saving in an extensive investigation such 
as a census of population may be considerable; 
especially this is the case if the second-step 
variables are difficult to code. An example of 
such a case is the occupation coding in the 
1980 Census of Population. 

7. Evaluation and control 

A final and necessary step in an automated 
system is evaluation and control. Its primary 
goal is to maintain the pre-specified level of 
accuracy. 

The coding degree, p, and the proportion 
correctly coded, q, are the main characteristics 
studied for control and evaluation purposes. 

If N is the number of elements entered into 
the computer and n is the number actually 
coded, then p — n/N. If m out of the n coded 
elements are correctly coded, then q — m/n. 
When e v a l u a t i n g an a u t o m a t e d coding 
procedure, p must be judged together with q. 
Obviously, it is more important to have a 
large value of q than a large value of p. When 
comparing different results, the product pq 
might be helpful. U n f o r t u n a t e l y , t h i s 
measure must be used with great care. For 
instance, the combination p = .5, q = .9 is 
much better than p = .9, q = .5. One should 
strive primarily for a q-value as high as 
possible. After that, one can concentrate on 
increasing p. This propor t ion could be 
increased until q starts to decrease. It is even 
possible to increase p at the pr ice of a 
reduction in q, but then the monetary payoff 
must clearly outweigh the loss in quality. 

The cost for manual coding of the proportion 
1-p plays an important role in calculating the 
costs of the entire coding operation, including 
both automated and manua l s teps. The 
descriptions which the computer is unable to 
code can be more complex than those it does 
code. Besides, there is a relatively higher 
fixed cost associated with the manual coding 
of the proportion 1-p compared with manual 
coding of all elements and, furthermore, all 
manual code numbers must be keypunched. 
These costs mus t be c o n s i d e r e d when 
evaluat ing automated coding. However, 
recent experiences show that in the census 
application a good bit of the 1-p may be coded 
without access to the questionnaire which 
makes the process faster than conventional 
manual coding. 

A secondary goal of the evaluation and control 
operation is to gather information that can be 
used as a basis for changes in the dictionaries 
and the matching programs. Samples can 
continuously be drawn from the production 
and coded by skilled verifiers according to 
some suitable scheme (for instance, inde
pendent ver i f ica t ion) . T h u s , q can be 
estimated continuously. If q does not meet 
quality standards, the sample under study 
must be analyzed. What types of descriptions 
have been erroneously coded and which have 
not been coded at all? Is the sample extreme 
in some sense? Are special sections of the code 
difficult for the computer? Of course we could 
try to answer these and other questions even if 
the actual q-value meets the pre-specified 
standards. However, ad jus tments should 
generally be carried out only when the process 
is out of control or in danger of becoming so. 
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Experiments 

Over the y e a r s . S t a t i s t i c s S w e d e n h a s 
exper imented a lot with automated coding. 
Eventually, the experimental results became so 
convincing that it was decided lo implement the 
technique in ongoing surveys. In this section we 
will present some general experiences from the 
early experiments that might be informative to 
other researchers. 

8. Industry 

The very first experiments with automated 
coding at Statistics Sweden concerned the 
industry variable. These experiments were 
not very successful. The q-values did not 
exceed .83, and in one experiment it was as 
low as .69. During this first phase we thought 
that a system for automated coding had to be 
rather complicated and even sophisticated. 
We were convinced that relying on exact 
matching only would be highly unsa t i s 
factory. The response pattern, we thought, is 
so complex that the coding degree obtained by 
exact matching rules would be much too low to 
pay off Therefore, we tried some special 
matching rules. We experimented with mea
sures of the "distance" between respondent 
descriptions and dictionary descriptions. We 
also tried to apply Spearman's rank correla
tion coefficient as a measure of the similarity 
between these two kinds of descriptions. More 
recent experiences have shown that, depend
ing on the level of ambition, this might nol be 
necessary. 

After these initial experiments we have nol 
been working with the industry variable very 
much. In fact, almost all the "trial and error" 
work, in our opinion the very essence in 
developing methods for automated coding, is 
still waiting lo be done for this variable. It 
could even be argued that, most of the lime, 
industry descriptions without access to auxili
ary information are more or less useless lo 
manual coders as well. Thus, descriptions of 
industry only are unsuitable for automated 
coding of that variable. We were anxious lo 
show the sponsors some results and we started 
to cast our eyes in another direction, towards 
the occupation variable. 

9. Occupation 

Most of our experiments have concerned the 
occupation variable. In Table 4 the main 
experiments are summarized. 

As can be seen from the table, the q-values 
range from .85 to .95 which we considered 
gratifying. During this experimental period 
the program for a u t o m a t e d d i c t i o n a r y 
construction was refined. The different 
sophisticated matching rules could be used on 
request, dictionary sizes varied between 900 
and 11,000, and we found that SLEX should 
be used with great care. The quality never 
increases by means of SLEX. The coding 
degree increases, of course, but always to the 
price of decreased quality. For instance, in 
experiment 7, the quality increased from .84 
to .92 when using PLEX only while the 
associated coding degree decreased from .84 lo 
.69. It is interest ing lo note tha t minor 
changes in PI^EX have no effect on the coding 
degree and the quality. However, there exists 
an alphabetic list of approximately 11,000 
occupation descriptions. This list, used by 
manual coders, is not based on knowledge of 
the empirical response pat terns. We were 
anxious to know what would happen if tha t 
list, already available on tape, was used. We 
did that in experiments 8 and 9 and obtained 
the coding d e g r e e s 40 .2% and 3 6 . 0 % 
respectively. Thus a desk product such as this 
list cannot compete with a PLEX based on 
empirical response pat terns, a l though the 
l a t t e r in th i s s tudy consis ted of 1,637 
descriptions only. When we merged our 
computerized PLEX with the alphabetic list 
and used them together as an extended PLEX, 
the coding degree increased to approximately 
75%. Thus, such a combination could be 
useful. 

10. Goods 

Goods or purchase is a main var iable in 
household expenditure surveys. Coding of 
this variable is relatively simple compared 
with coding, say, occupation. The normal case 
is not complicated. Observed coding error 
frequencies from different household expendi
ture surveys support this assumption. Exper
iments with this variable, using PLEX only, 
resulted in q-values around .995 and coding 
degrees around .68. The fad that this coding 
is uncompl ica ted but costly and t i m e -
consuming made it an excellent automation 
prospect. 

Applications 

Automated coding has been applied in some 
regular productions al Statistics Sweden. The 
very first application was the coding of goods in 
the 1978 Household Expenditure Survey. After 
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TABLE 4. 

Experiment 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

PJxperiments With Automated Coding of Occupation 

Type of 
dictionary 

Manual 

Manual 

Manual 

Manual 

Manual 

Computerized 
(PLEX -t-SLEX) 

Computerized 
(PLEX + SLEX) 

Computerized 
(PLEX) 

Computerized 
(PLEX) 

Computerized and 
manual combined 

Survey 

1965 Census 

1970 Census 

1970 Census 

1970 Census 

Labor Force 1974 

1970 Census 

Labor Force 1976 

Labor Force 1976 

Labor Force 1976 

Labor Force 1976 

Coding 
degree(%) 

62 

66 

74 

80 

81 

69 

84 

69 

69 

74-76 

Quality or 
agreement 
rate (%) 

95 

92 

84 

90 

81 

87 

85 

93 

92 

93-94 

that, automated coding has been applied in coding 
occupation and socio-economic classification (SEl) 
in the 1980 Census of Population and in coding 
goods in the 1985 Household Expenditure Survey. 
The procedure is also used in a continuing survey 
of book loans where authors and book titles are 
coded, in coding occupation and SEI in the 
continuing Survey of Living Conditions and in 
coding occupation in pupil surveys . Other 
applications are underway. 

11. Coding goods in the 1978 and 1985 
H o u s e h o l d E x p e n d i t u r e S u r v e y s 
(HES) 

11.1 Introduction 

In the 1978 HES, approximately 5,900 
households were supposed lo keep a 
complete diary (CD) of all goods pur
chased during a two-week period. The 
rest of the sample, approximately 7,900 
households, was supposed to keep a 
simplified diary (SD) of goods purchased 
during a four-week period. 

In the 1985 HES, approximately 6,000 
households were supposed to keep a 
diary of goods purchased during a four-
week period. The complexity of this 
diary corresponds to a case somewhere 
between the 1978 CD and SD. The 

survey still s t r ives for a reasonable 
completeness while all the foodstuffs are 
assigned the same code number. 

The survey designs allow cont inuous 
delivery of diaries from the respondents 
dur ing the survey year. T h u s , the 
material can be processed in cycles, 
which might be a d v a n t a g e o u s in a 
system with automated coding. In 1978 
we were not at all convinced that our 
system should work in a production 
environment, so it was decided that, to 
start with, the coding should be carried 
out by two parallel systems, one manual 
and one automated. After two months of 
production, the systems were evaluated 
in order to decide a preferred system to 
be used during the remaining 10 months 
of production, and automated coding 
passed the test. In the 1985 survey, 
automated coding was used from the 
start. 

11.2 The automated system 

In 1978, the dictionary construction was 
step-wise. Extensive efforts were made 
in creating an initial dictionary. After 
that, continuous revisions were made 
prior to many cycles. The initial diction
ary was based on the dictionary used in 
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the e x p e r i m e n t s ment ioned in the 
Experiments section together with a list 
of all descriptions in the experimental 
material. Each unique description was 
coded by HES experts. The construction 
involved a lot of manual work since the 
pat tern of descriptions had changed 
during the nine years that had passed 
since the last 1969 HES from which we 
had gathered the experimental material. 
Only a PLEX was constructed, with a 
100% unequivocal ra te . This ini t ial 
dictionary consisted of 1,459 descrip
tions. In the automated coding proce
dure, uncoded descriptions were listed 
alphabetically on an optical character 
recognition form, and code numbers were 
assigned directly on it. Some of the 
uncoded descriptions were added to the 
dictionary in the updating process. 

In 1985, the 1978 dictionary (the last 
version, 4,230 descriptions) was used as a 
starting point. This manual procedure 
resulted in a first dictionary consisting of 
1,985 PLEX descriptions. When this is 
written, the 1985 HES is still going on. 

11.3 Results 

In the 1978 survey 33 cycles were run. 
During this period 17 different versions 
of PLEX were used; thus, only a few 
cycles were coded wi th i d e n t i c a l 
dict ionaries . In Table 5 below the 
dictionary sizes and coding degree for the 
cycles are given. 

The coding degree over all cycles was 
65%. As can be seen from the table, the 
coding degree decreases sharply now and 
then. This is explained by the fact that 
CDs are easier to code automatical ly 
compared with the SDs and tha t the 
proportion of CDs varies between the 
cycles. As a matter of fact, some cycles 
contain only one type of diary. An 
estimate of the coding degree for CD is 
70% and for SD, 38%. 

The dictionary was modified prior to 
most of the cycle runs, at least for the 
major part of the production. As shown 
in Table 5, the additions have generally 
outnumbered the removals. These 

TABLES. Dictionary 

Dict ionary version 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

Size and Codin 

Cycle 

1 

2 

3 

4 

5,6,7 

8 

9 

10,11 

12 

13 

14 

15,16 

17,18 

19,20 

21,22 

23,24,25 

27,28,29 

31,32,33 

g Degree 

26, 

30 

for the 33 Cycles in the 1978 HES 

.Number of 
dict ionary 
descr ip t ions 

1,459 

1,554 

1,760 

2,228 

2,464 

1,632 

1,990 

2,451 

2,866 

3,065 

3,613 

3,752 

3,832 

4,011 

4,229 

4,230 

4.230 

Coding 
deg ree 
(%) 

56 

63 

67 

66 

68,68,63 

64 

53 

69,66 

61 

68 

58 

72,73 

39.70 

65,73 

51,72 

64 ,67 ,62 ,67 , 

72 .65,67,50 

65,39,67 
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modifications did not change the coding 
degree very much, though. A closer look 
reveals that many dictionary words are 
used very seldom or not at all and that 
relatively few dictionary words can take 
care of most of the input descriptions. 
All new uncoded descr ip t ions were 
gathered in a special file. As soon as a 
new description occurred in at least three 
households it was included in the dictio
nary, provided it could be unequivocally 
coded to a specific category. 

Essent ia l ly , the same procedure is 
currently used in the 1985 HES. In 
Table 6, the dictionary size and coding 
degree for the 17 cycles run so far are 
given. 

In coding these HESs it was decided to 
use PLEX only because of the inef
ficiency of the SLEX file. We assume 
that the coding degree goes down 10-15 
p e r c e n t a g e po in t s when SLEX is 
dropped. However, for the 65% coded, 
the coding quality is high with an error 
rate less than 1%. Special evaluation 
studies showed that the quality of the 
coding of the remaining part was very 
good too: the error rate was around 1%. 
This rate can by no means compete with 
the one a SLEX would give. In all, the 
coding of the 1978 HES was a smooth 

operation. The key operators found it 
less boring to punch verbal information 
for a change. The cost calculations point 
to the fact that automated coding was 2-
5% cheaper than a conventional manual 
system. Besides, the system provided 
some further advantages. Since all de
scriptions are keypunched, the primary 
mater ia l is bet ter documented t h a n 
when merely the code number is keyed. 
Thus, it is possible to give more detailed 
descriptions of the goods contained in the 
groups for which estimates are provided. 
Furthermore, since the dictionary man
ages to code most straightforward de
scriptions, the remaining manual coding 
becomes more interesting to the coder. 
The coding of the 1985 HES is a smooth 
operation, too. We have learned from the 
experiences gained in 1978 and cut down 
on administrative routines. 

As can be seen from the tables above, it 
does not seem worth the effort to make 
extensive dictionary revisions after a 
specific point. Quite soon a rather stable 
coding degree is obtained which cannot 
be substantially altered without chang
ing the dictionary construction principle. 
For the 1978 survey, we note that with 
the thi rd vers ion a l r e a d y we have 
obtained a coding degree of 67%. Despite 
much work and repetitive modifications 

TABLE 6. Dictionary Size and Coding Degree for the 17 Cycles Run so Far (September 1, 1985) in 
the 1985 HES 

Dictionary 
version 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

Cycle 

1,2 

3 

4,5 

6 

7 

8 

9 

10 

11,12,13 

14.15,16 

17 

Number of 
dictionary 
descriptions 

1,985 

2,029 

2,063 

2,126 

2,156 

2,176 

2,207 

2,228 

2,272 

2,370 

2,446 

Coding 
degree 
(%) 

81,78 

82 

82,81 

82 

83 

82 

81 

83 

83,83,82 

83,80,81 

83 
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after that point, we have at best obtained 
73%. 

The 1985 survey has a similar pattern so 
far. The dictionary has not grown as 
much as it did in the 1978 survey, but the 
growth that actually has taken place 
(from 1,985 to 2,446 descriptions) has not 
affected the coding degree which is very 
stable in the interval 81-83%. 

The computer coding is very inexpensive. 
The coding of tens of t housands of 
descriptions costs less than 50 Canadian 
dollars. Computer costs for updating 
dictionaries are about the same. The 
expensive part is manual preparation 
and administration. As mentioned, this 
part is conducted more efficiently in the 
1985 survey. 

12. Automated coding of occupation and 
socio-economic classification in the 
1980 Census of Population 

12.1 Introduction 

In the 1980 Census of Population the 
coding of occupation and socio-economic 
classification (SEl) is automated. In 
short, this automated coding means that 
personal identifications and the occu
pation descriptions are punched and 
matched aga ins t a computer - s to red 
dictionary. The dictionary contains 
occupation descriptions with associated 
occupation and SEI code numbers. 

The occupation code used in the census is 
built upon the "Northern Standard for 
Classification of Occupations" (NYK) 
which in turn is built upon the "Interna
tional Standard for Classification of 
Occupations" (ISCO). The code contains 
r o u g h l y 280 d i f f e ren t t h r e e - d i g i t 
categories. The code for SEI is a two-
digit code with 14 different categories. 

Here we shall concentrate upon the 
coding of occupation, since the system 
was originally cons t ruc ted for th i s 
coding. The coding of SEI was added 
later on and the system is not "perfect" 
for coding that variable. 

12.2 The coding system: an overview 

In Figure 1 a chart of the coding system 
is shown. 

First, the occupation descriptions and 
the personal iden t i f i ca t ions on the 
census questionnaires are keypunched. 
The p u n c h e d i n f o r m a t i o n from a 
questionnaire is called a questionnaire 
record. A quest ionnaire record may 
contain one or two individual records. 
After the keypunching, the quest ion
naire records are split into individual 
records and at the same time punched 
occupation descriptions are edited. 

In the editing process, special s igns 
(points, lines, etc.) and prefixes (1 st, vice, 
etc.) are removed and the r ema in ing 
parts of the occupation description are 
brought into one sequence. 

The punched file is matched against a 
file containing the economically active 
popula t ion in the census . In t h i s 
matching we get some unlinked punched 
records, for example, due to the fact that 
occupation is punched for an individual 
who is not economically active. These 
unlinked punched records are not used 
henceforth. Punched occupation descrip
tions will be missing for some economi
cally active individuals. This may be due 
to the fact t h a t some o c c u p a t i o n 
description on a specific questionnaire is 
missing. Sometimes the description may 
be present on the questionnaire but it 
has been omitted in the keypunching 
process. 

All economically active individuals must 
of course be coded, at least into some of 
the "trash" categories designed for situa
tions where the occupation is unknown. 
In connection with the matching, code 
numbers for type of activity, industry, 
institutional classification and so on are 
obtained from the file of the economically 
active. 

As a result of the matching we get a file 
which contains among other things: 

- personal identification; 
- punched and edited occupation de

scription (with the exception men
tioned above); 

- industry code number; 
- institutional classification code num

ber; 
- size of establishment. 

This file is sorted according to edited 
occupation descriptions and industry 

164 PROCEEDINGS OFTHE INTERNATIONAL 1991 CENSUS PLANNING CONFERENCE 



Figure 1: Coding of Occupation and SEI in the 1980 Census of Population - An Overview 

/ / Census questionnaires 

Keypunching of personal identification and occupation descriptions 

Questionnaire records with occupation descriptions 

Split into individual records and editing of occupation descriptions 

Percentages 
planned 

(70%) (20%) 

Outcome (71.5%) 

(10%) 

o 

Individual records with occupation descriptions 

Information about the economically active population coded in 
earlier steps 

Matching (individual id) 

Unlinked punched records 
Economically active population with occupation descriptions 

and industry code numbers, etc. 
Dictionary 

Matching (occupation description) 

Coded records 

Uncoded records 

First manual coding by display console (without questionnaires) 

Coded records 

Uncoded records 

Second manual coding by display console (with access 
to questionnaires) 

Coded records 

Merge 

Coded records 

Automated correction of some SEI-codes 

File for production of statistical tables 
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code numbers and matched against the 
computer-stored dictionary. If an edited 
occupation description is found in the 
dictionary, then occupation and SEI are 
coded. 

The census occupation dictionary con
tains both PLEX and SLEX, and it is 
described in more detail below. 

The manual coding is carried out on 
display consoles in two steps. The first 
manual coding is carried out without 
access to the questionnaires. The records 
which cannot be coded are left "empty" 
and are coded later on in the second 
manual coding. In the second step the 
ques t ionnai res are used. Then, the 
automatically coded records and the 
records coded in the first and second 
steps are merged into one file. 

At last some SEI-code numbers are 
automatically corrected. This correction 
is made by means of a specific question 
on the questionnaire, where the variable 
associated with that question has been 
coded in an earlier step. This question 
provides in format ion w h e t h e r the 
r e s p o n d e n t is an emp loye r or an 
employee, which is an important aspect 
of the SEI-code. 

12.3 The d ic t ionary 

The dictionary consists of a PLEX and a 
SLEX. An excerpt from PLEX is given 
below. 

There must be an exact a g r e e m e n t 
between an input occupation description 
including any auxiliary information and 
a PLEX dictionary descript ion to be 
considered a "match". PLEX is using 
industry (NARG), institutional classifi
cation (SEKT) and size of establishment 
(S) as auxiliary information. 

Since the coding operation was carried 
out in two steps, we have a most favor
able situation for au tomated coding. 
First, type of activity, industry and some 
other variables were manually coded. 
Then the automated coding of occupation 
and SEI was carried out. As a l ready 
{winted out, this results in certain time 
savings when it comes to publ ishing 
results concerning the variables coded in 
the first step. Besides, two-step coding 
makes it possible to use the auxil iary 
information in the automated coding 
process. We believe that the good result 
of the automated coding in the 1980 
Census (presented below) is, to a large 
extent, due to the fact that auxil iary 
information was used. 

YKOD SEI 

ALFABETISKT PRIMARLEXIKON 

NARG SEKT 

793 
793 
793 
032 
032 
044 
044 
044 
044 
744 
032 
044 
633 
801 
781 
714 
781 
714 
801 
504 
821 
772 
736 
731 

11 
11 
11 
60 
60 
36 
36 
36 
36 
46 
60 
12 
12 
11 
21 
21 
21 
21 
21 
11 
11 
11 
11 
11 

TAKARBETARE 
TAKLAGGARE 
TAKMONTOR 
TANDL 
TANDLAKARE 
TANDSKOT 
TANDSKOTERSKA 
TANDSKOTERSKEELEV 
TANDSKOTERSKEPRAKTIKANT 
TANDTEKNIKER 
TANDVLAKARE 
TANDVARDSBITRADE 
TANKBILSCHAFFOR 
TAPETFABRIKSARBETARE 
T A P E T S E R A R E 
TAPETSERARE 
T A P E T S O R 
TAPETSOR 
TAPETTRYCKARE 
TAPPARE 
TAPPARE 
TAPPARE 
TAPPARE 
TAPPARE 

50 
* 

50 
* 

2 
31 
33 

37204 
37 
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When s tudy ing the excerpt on the 
previous page, it is, for instance, seen 
that the description "TAKLAGGARE" 
(Roof builder) always gets the code 
numbers 793 and 11 for YKOD and SEI, 
r e s p e c t i v e l y . The d e s c r i p t i o n 
"TAPETSERARE" (Upholsterer) gets 
t he code n u m b e r s 781 and 2 1 , 
respectively, provided the industry code 
number is 50 (construction). For all 
other industry code numbers ( = *) the 
description "TAPETSERARE" gets the 
code numbers 714 and 21, respectively. 

SLEX contains parts of words of the type 
"ADJUNK" (part of the word ADJUNKT 
which means something like "assistant 
master at secondary school"). The 
purpose is that such a part shall fit many 
variants of a specific occupation descrip
tion. "ADJUNK", for example, fits all 
variants in the example below. 

Of course, it happens easily t ha t a 
certain SLEX-word fits the "wrong" 
occupation description. It is difficult to 
avoid such mis takes when bui ld ing 
SLEX. One way to reduce the coding 
errors due to a "coarse" SLEX is to use 
auxi l ia ry information, for example , 
industry code numbers. In the example 
below, "ADJUNK" in indus t ry 931 
(education) is coded with the code 
numbers 052 and 56, respectively. 

Our exper ience is t h a t a SLEX of 
occupation descriptions without auxil
iary information produces too many 
coding errors. On the other hand, we 
believe that it is possible to build a 
powerful SLEX if one can use words of 
different length and other auxi l ia ry 
information besides industry. 

Sweden is divided into 24 counties and 
the census coding is carr ied out one 
county at a time. When a county has 
been matched, two lists are made. 

The first list is the frequency list, from 
which an excerpt is given at the top of 
the following page. 

This list contains those occupat ion 
descriptions that the dict ionary has 
failed to code and which occur at least 
twice in the input file. 

In that example, it is seen tha t , for 
instance, three records with the occupa
tion description " C H A R K F O R E S T A N -
DARE" (Butchershop manager) have not 
been coded. 

When the coding of a county is termi
nated, the frequency list is scanned and 
new occupation descriptions are entered 
into PLEX. Furthermore, the control 
lists provide supplementary information 
for corrections in PLEX. The size of 

ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 

ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 

ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 

ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 
ADJUNK 

052 
052 
052 
052 
052 

052 
052 
052 
052 
052 

052 
052 
052 
052 
052 

052 
052 
052 
052 
052 

56 
56 
56 
56 
56 

56 
56 
56 
56 
56 

56 
56 
56 
56 
56 

56 
56 
56 
56 
56 

ADJUNKTBIMAKEHOGSTADIET 
ADJUNKTBIOLOGIKEMI 
ADJUNKTBIOLOGIKEMI 
ADJUNKTBIOMATEMATIK 
ADJUNKTEKOAMNEN 

ADJUNKTENG 
ADJUNKTENGELSKAFRANSKA 
A D J U N K T E N G E L S K A O C H T Y S K A 
ADJUNKTENGELSKATYSKA 
A D J U N K T E N G E L S K A T Y S K A 

ADJUNKTENGELSKATYSKAMETEMAT 
ADJUNKTFILOSOFIOCHMATEMAT ' 
ADJUNKTFYSIKOMATEMATIK 
ADJUNKTFORETAGSEKONOMI 
ADJUNKTGRUNDSKOLANSHOGSTADIU 

ADJUNKTGYMNASIE 
ADJUNKTGYMNASIESKOLANKOMVUX 
ADJUNKTGYMNASIET 
ADJUNKTHISTORIASVENSKARELIO 
ADJUNKTHOGST 

93101 
93101 
93101 
93101 
93102 

93102 
93102 
93101 
93101 
93102 

93102 
93102 
93102 
93102 
93101 

93102 
93102 
93101 
93102 
93101 
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STATISTISKA C E N T R A L B Y R A N 

FOLK-OCH B O S T A D S R A K N I N G E N 1980 

Y R K E N S O M E J M A T C H A T M O T PLEX MED FREKVENS STORRE A N 1 

KOMPRIMERAD YRKESBESKRIVNING 

B Y G G T R A 

BYRADIREKTORNATURVARD 
BYRAINTENDENT 
BYRASEKRFORSAUNING 
BATTRAFIKAGARE 
BADDBITRADE 
CEMENTKVARNSOPERATOR 
CHARGERARE 
CHARKARB 
CHARKARBETARE 
CHARKFORESTANDARE 
CHARKUTERIBITR 
C H A R K U T E R I S T S T Y C K A R E 
CHARKUTERISTTILLVERKNING 

1982-08-19 

ANTAL 

002 
002 
002 
002 
002 
002 
002 
002 
002 
003 
003 
003 
002 
002 

PLEX increased from about 4,000 
records to more than 11,000 during the 
production. 

The other list, the SLEX-lisl, shows the 
occupation descriptions which have been 
coded by SLEX. An excerpt is given 
below. 

In the SLEX-lisl, coarse coding errors 
are easily discovered. 

SLEX has not increased as much as 
PLEX, because we have not had enough 
time to find and try new SLEX words. It 
contains slightly more than 500 words. 
As pointed out before, we believe that it 
would be possible to create a much more 
powerful SLEX, provided we could use 
auxiliary information. 

The coding degree for the entire pro
duction was 71.5%, roughly 68% by 
PLEX and 3% by SLEX. The coding 
degree varied between the counties from 
67.2% to 76.6%. Our overall goal was 
70%, so, everything went slightly better 
than planned. 

The cost for running the matching pro
gram is negligible. Look at the example 
on thefollowing page. The descriptions 
for one county with 341,529 economically 
active individuals were matched against 
a PLEX containing 10,291 descriptions 
and a SLEX containing 513 words. 

The cost for this matching and auto
mated coding was 303 Swedish crowns or 
about 50 Canadian dollars. 

FOLK-OCH BOSTADSRAKNINGEN 1980 

POSTER SOM MATCHAT MOT SLEX 

DATUM 1982-10-06 

ORDDEL 

O V E R L A 
O V E R L A 
(i)VERLA 
OVERLA 
OVERLA 

OVERLA 
OVERLA 
OVERLA 
OVERLA 

YRK SEI REDYRKE 

031 • 57 O V E R L A K A R E K I R K L I N 

031 57 ( D V E R L A K A R E K I R U R G I 
031 57 O V E R L A K A R E K I R U R G K L I N I K E N 
031 57 O V E R L A K A R E K L I N I K C H E F L A N G V A R D 
031 57 ( D V E R L A K A R E K L I N I K E R C H E F 

031 57 O V E R L A K A R E M E D K L I N 
031 57 O V E R L A K A R E R O N T G E N 
031 57 OVERLAKARERONTGEN 
031 57 O V E R L A K G Y N E K O L O G I 

SIDA 76 

NARG 
93310 
93310 
93310 
93310 
93310 

93310 
93310 
93310 
93310 
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PLEX 

SLEX 

Total 

Number of 
coded records 

246,652 

8,339 

254,991 

Coding 
degree(%) 

72.2 

2.2 

74.7 

It should also be ment ioned t h a t , 
according to our census experiences, the 
keypunching personnel shall be instruct
ed to punch exactly what is written on 
the questionnaires (up to a pre-specified 
number of characters, in this case 30). 
We believe this gives the best combina
tion of punching rate and quality. 

12.4 First manual coding 

After the matching against the dictio
nary, almost 30% of the economically 
active population remains uncoded. This 
part must be coded manually. In the 
census this is carried out in two steps. 
The first manual coding is carried out on 
display consoles without access to the 
quest ionnaires . Twenty records are 
shown al the same time on the display 
console. For each individual, the screen 
shows the occupation description, the 
code number for industry, institutional 
classification, size of establishment, and 
type of activity. 

The coders use an alphabetic occupation 
list containing more than 12,000 official 
occupation descriptions with associated 
occupation and SEl code numbers. The 
principal rule is that the coder must find 
"exactly" the same occupation in the 
occupation list as the one shown on the 
screen. When the occupation is found in 
the list, the associate code numbers are 
keyed on the d isp lay . Occupation 
descriptions which cannot be coded are 
left uncoded and these records are coded 
in the second manual coding. 

We had predicted that 20% of the total 
number of records should be coded in the 
first manual coding. The outcome was 
17.1%. The coders involved in the first 
manual coding managed to code an 
a v e r a g e of 217 r eco rds per h o u r 
(including those that were left uncoded). 

12.5 Second manual coding 

In the second manual coding, the last 
portions of the records are coded. This 
coding is carried out on display consoles 
with access to the questionnaires. We 
predicted that about 10% of the records 
would remain al this last stage. The 
outcome was 11.4%. 

The second manual coding is very time-
consuming. In fact, this step is very 
similar to conventional coding of the 
roughly 10% most difficult descriptions. 
The coders involved in the second 
manual coding managed to code an 
average of 27 records per hour. 

As can be seen, this coding in two stops 
makes the coding life a lot easier. The 
coding speed of the first step can be kept 
very high since the coding is carried out 
without access to the questionnaires. 

12.6 Some general remarks 

As already mentioned, the resu l t ing 
coding degree of occupation and SEI in 
the 1980 Census of Popula t ion was 
71.5%. Calculations made prior to the 
decision to use automated coding showed 
that a coding degree of 60% would be 
profitable. 

It should also be pointed out that the 
high coding speed obtained in the first 
manuall coding is to a large extent due to 
the fact that the occupation descriptions 
are entered into the computer which 
means that the coding can be carried out 
without consulting the questionnaires. 
This saves a lot of time. 

Of course, we do nol know the exact cost 
for an imagined system of conventional 
manual coding of occupation and SEl in 
this census, but we have reasons lo 
believe that the automated coding saved 
us at least one million Swedish crowns 
( app rox ima te ly 170,000 C a n a d i a n 
dollars), i.e. about 10% of the total coding 
cost for occupation and SEI. 

Money, however, was nol the only reason 
for using automated coding. It would 
have been impossible to get enough 
coding personnel at Statistics Sweden to 
do the coding within reasonable time. 
Automated coding reduced the number of 
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records to be manually coded regarding 
occupation and SEI from about 4,000,000 
to 1,200,000 and made it possible to use 
two manual coding systems. 

We also believe that there is a great 
value having the occupation descriptions 
entered into the computer per se. As was 
the case with purchase descriptions, an 
occupation description contains more 
information than does a single code 
number. This "extra" information might 
be useful to, for instance, future medical 
researchers. 

Unfor tunate ly , no evaluat ion of the 
coding quality has been under taken. 
However, we know that PLEX results in 
almost error-free coding of almost 70% of 
the economically active individuals. The 
SLEX-l i s t s were careful ly checked 
throughout the entire production process 
and, bearing in mincj that SLEX was 
used for a few percent of the cases only, 
we can a s s u m e t h a t i t s r e l a t i v e 
inaccuracy has no serious impact on the 
total error rate. We have also, as soon as 
the coding of one county was terminated, 
scanned the control lists, i.e. we have 
listed a sample of records and checked 
the code numbers in each county. This 
p r o c e d u r e has led to c o n t i n u o u s 
improvements of the dictionary and the 
coding instructions. The lists have given 
us coarse estimates of the error rates and 
we strongly believe that the occupation 
e r ro r r a t e is lower in th i s census 
compared with the estimated 8% rate 
obtained in the evaluation of the 1975 
Census. 

13. Other applications 

13.1 Coding of occupation, SEI, and 
union membership in the Survey 
of Living Conditions (SLC) 

In the continuing SLC, all numeric and 
some of the verbal information are 
keypunched in order to make the editing 
more efficient. As a by-product, punched 
verbal information can be used for 
automated coding. That is the case for 
the occupation and SEI variables. The 
punched file is edited and the occupation 
descr ipt ions are matched aga ins t a 
PLEX dictionary. In case of a match, the 
code numbers for occupation and SEI are 
listed together with all the other infor
mation punched from the questionnaires. 

After t h a t , t h e code n u m b e r s 
automatically assigned are checked by 
the coding personnel and changed if 
necessary. Furthermore, uncoded de
scriptions are coded on the list. The 
PLEX used in the SLC is part of the 
PLEX used in the 1980 Census, namely 
the par t tha t contains no a u x i l i a r y 
information. 

This "semi-automated" system works 
well and recently it has been extended to 
include the variable "union member
ship" (60% coding degree) and there are 
plans to extend it even further to include 
the variable "education" as well. 

13.2 Coding of occupation in pupil 
surveys 

Statistics Sweden carries out continuing 
surveys of different pupil groups. The 
surveys are conducted a certain t ime 
after the pupils have finished the i r 
education. The purpose is to get informa
tion on their present work and plans for 
the future. 

Almost all the information obtained on 
the questionna'ires in these surveys has 
a lways been punched for d i f ferent 
purposes. In two recent surveys this 
punched information has been used for 
automated coding of occupation. 

The PLEX used in the pupil surveys is 
part of the PLEX used in the 1980 
Census, namely the part that contains no 
auxiliary information. 

The coding degree obtained is around 
50%. A large portion of the remaining 
punched occupation descriptions could be 
manually coded without access to the 
ques t ionnaires . This coding without 
consulting the questionnaires is done 
much faster than conventional coding. 
This is the same experience that we had 
with the 1980 Census mate r ia l ; the 
difference in coding speed between the 
first and second manua l coding is 
substantial. This is, we believe, an often 
forgotten a d v a n t a g e of a u t o m a t e d 
coding. That is, the coding speed of the 
manual part of an automated coding 
system may be substantially higher than 
the speed of a conventional, ent i re ly 
manual coding system. 
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The experiences of automated coding in 
the pupil surveys were favorable, and the 
system for automated coding of occupa
tion is now used in those surveys. 

13.3 Book loans 

The Swedish Author ' s Fund makes 
disbursements to authors in proportion 
to the popularity of their books among 
borrowers at public libraries in Sweden. 
This bonus is based on sample data from 
different libraries and it is distributed 
once a year. The survey is carried out by 
Statistics Sweden on a commission basis. 

The general data processing situation, 
where a list of alphabetic keypunched 
names of au thors and book t i t les is 
p roduced , is q u i t e f a v o u r a b l e to 
automated coding. In such a situation it 
is easy for an automated system to 
compete with a manual. Even a rather 
modes t coding deg ree m a k e s t he 
automated system profitable, since the 
punching is "free of charge". The only 
requirement is that the computer cost 
should be less than the manual coding 
cost on a record-by-record basis. 

Only a PLEX dictionary with a 100% 
unequivocal rate is consi(iered since each 
error could have a substantial effect on 
the bonuses distributed. 

The system has been used since 1978. 
During that period the dictionary has 
increased from 6,900 authors and book 
titles to 65,000. During the same time, 
the coding degree has increased from 
33% to 80%. Evaluation studies carried 
out a few years ago revealed that the 
dictionary containing 65,000 descrip
tions was not 100% accurate. Therefore, 
a revised dictionary containing 35,000 
descr ipt ions was created. Now the 
coding degree has dropped from 80% to 
68%. Since the system payed off from the 

start already, it is now profitable with a 
broad margin. 

The Future of Automated Coding 

Obviously, automated coding is a possible option 
for some variables when designing a coding 
operation. We believe that its success is a func
tion of language complexity, though. It seems as 
if the Swedish language is more forgiving than 
English in this respect. 

In most of our experiments and applications we 
have used methods that are clearly unsophis
ticated. Efforts with sophisticated methods have 
not been especially successful but not especially 
extensive either. The methodological develop
ment has probably suffered from the fact that 
relatively modest coding degrees around 65-70% 
have payed off. We should strive for even more 
profitable systems; we should like the coding 
degree to jump 10 or 15 percentage points in, for 
instance, the coding of goods or occupation. This 
could be done by more sophisticated methods but 
also by changing the code in some respects. Merg
ing of different categories is sometimes prohibited 
due to obligations towards the d a t a u s e r s . 
Perhaps it is not too preposterous to make changes 
in the codes in order to obtain a less costly coding. 
That option should certainly be considered more 
often in times of scarce financial resources. 

The coding degree can also be improved by storing 
auxiliary information in the dictionaries and by 
using more efficient SLEX dictionaries. 

Automated coding is here to stay. The Swedish 
labor market legislation makes it difficult to 
temporarily hire coding personnel for occasional 
efforts such as the coding in a census. We have to 
rely on our permanent staff, and au tomated 
coding has emerged as the rescue when it comes to 
cutting work-load peaks. 

So far, our strategy has been to put the easier 
variables to a test first. Now we have to proceed to 
the more difficult ones and make the dictionaries 
and the supporting routines more efficient. 
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THE FUTURE FOR GENERALIZED SOFTWARE 

OR - DOES SOFTWARE GO BAD? 

MIKE JEAYS 

INFORMATICS SERVICES AND DEVELOPMENT DIVISION 
STATISTICS CANADA 

Background 

The census processing consists of four major steps, 
as listed below: 

1. Data Capture 
2. Edit and Imputation 
3. Tabulation 
4. Data Analysis 

A sophisticated management and control system 
is used to ensure the processing is carried out on 
schedule, and that every questionnaire is properly 
accounted for. 

Generalized software has played an important 
part in the Censuses of Population conducted by 
Statistics Canada since 1971. At that time, the 
STATPAK tabula t ion system was developed 
within the Bureau. Its primary feature is a 
language known as TARELA which can be used to 
specify a wide variety of tabulations from the 
census files. (The census files consist primarily of 
a collection of three relations: one for enumera
tion a reas , one for households, and one for 
individuals.) STATPAK, especially in its earliest 
versions, is built around the structure of the 
census files, and combines a great deal of code that 
refers specifically to the linkages between these 
files. It was used in conjunction with a package 
known as CASPER to produce finished tabula
tions for publications. 

The success of this method prompted serious 
development of more generalized software for the 
1976 Census. The problems of managing a large 
data base were addressed next. It was quickly 
realized that no commercial DBMS package on 
the marke t could handle files of 24 mil l ion 
records, spanning several disk volumes, and at the 
same time ensure reasonable retrieval limes and 
efficient use of disk storage. The response was to 
develop the RAPID sys tem, which uses a 
transposed file architecture to optimize perfor
mance at tabulation time. (Much of the census 
processing is the production of a large variety of 
tabulations. The edit and imputation process is 
also performed on one variable at a time, and the 
transposed file architecture is of benefit here.) 
This requirement is significantly different than 
the needs of most commercial systems, which tend 

to be optimized towards record-oriented retrieval, 
and to provide concurrent update facilities. The 
transposed file architecture, in which all values of 
a variable are stored contiguously, is designed to 
achieve the high level of performance that was 
required. It has proved highly successful, and 
RAPID can still outperform all commercia l 
software for this IJTDO of processing. No changes in 
this situation are expected before 1991. 

Edit and imputation for quali tative var iables 
(those with a relatively small number of discrete 
values) was performed by a second generalized 
package. This is known as CANEDIT, and was 
developed in time for the 1976 Census. This 
software was based on a methodology given in a 
paper by Fellegi and Holt. Edits are specified as 
"CONFLICT" statements. These consist of a set of 
logical relationships between variables within a 
logical record, which are judged to be impossible. 
An obvious example is tha t of someone who 
appears to be married, and 3 years old. The 
algorithm determines the minimum number of 
fields to adjust lo ensure that it satisfies all the 
edit conditions, and then fills in the invalid values 
from a "similar" record which is known already to 
be error-free. This process is known as imputa
tion. In the 1981 Census, the number of variables 
collected was increased significantly, from 15 to 
46. This made it difficult or impossible to use 
CANEDIT to perform all the editing and imputa
tion, and a new generalized package, known as 
SPIDER, was developed. This package accepts 
edits in the form of decision tables. After per
forming consistency analyses, it generates code in 
the PL/I language that is subsequently compiled 
into a program that will carry out the editing and 
imputation specified in the original decision 
tables. While SPIDER is essentially general in 
nature, a number of extensions were wr i t ten 
especially for the census processing, and only later 
was a part ial ly stripped-down version made 
available for use on other projects. It should be 
noted that both CANEDIT and SPIDER were used 
in Ihe 1981 Census, and will be used again in 
1986. SPIDER is capable of doing all t h a t 
CANEDIT can do, although the form of input 
specification it accepts is completely different. 
The two packages together have eliminated the 
need for writing hundreds of thousands of lines of 
codes in conventional programming languages, 
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which would otherwise have been needed. The 
cost of writing and maintaining these would have 
been much larger than the costs that were 
experienced through the use of the software. 

An important feature of both packages is that 
t hey p rov ide f eedback a b o u t t h e i n p u t 
specifications in advance of doing any production 
work. For example, CANEDIT generates a set of 
"implied edits" derived from those that were 
specified. These may be inspected for potential 
errors; an implied edit that is obviously wrong 
tells the user that the specified edits must contain 
an error. These can then be corrected as needed. 

The 1986 Census will run, as far as possible, using 
the same software as the 1981 Census. Very 
substantial savings have been already achieved 
by removing the need for redevelopment, and 
should contribute to smooth running in 1986. 
This investment has paid off well. 

Potential Problems and Risks for the 1991 
Census 

Software Does Not Go Bad! 

Software, unlike many other commodities, does 
not go bad of itself However, for a variety of 
reasons, all software seems to need regular 
maintenance. The hardware and software 
environment in which it is used is usually 
subject to a number of incremental changes. 
Many of these are usually of low significance, 
and are believed to be "upward-compatible" -
that is, they are thought not to affect existing 
applications. However, the accumulated effect 
may sometimes be more serious, with the result 
that software that has nol been used for some 
time may fail to run altogether when needed. 
The changes needed to overcome the problems 
may be minor, but if there are no experienced 
people available at short notice, the effect on a 
tight production schedule may be catastrophic. 
The key to success is continuous use, and 
thorough verification shortly before a major 
application. 

Besides upgrades to the operat ing system 
under which an application or generalized 
package runs, there will be changes in the 
computing hardware itself. Cur ren t main 
frames are significantly different to those of 
1971. As well as being far more powerful, they 
have much enhanced instruction sets, virtual 
memory, more elaborate input-output systems, 
and much improved random access storage 
devices. 

The operating system's primary function is to 
insulate applicat ions from most of these 
changes. The services offered by the operating 
system have been enhanced over the years, but 
all the features present in 1971 are still there. 
This can be reliably predicted to remain true 
until 1991, and almost certainly for many years 
thereafter. MVS (or an operating system that 
provides compatible services) will certainly be 
around until the end of the cen tu ry ; the 
investment world-wide in software that runs in 
its environment is far too large for there to be 
any real possibility that this will not be the 
case. 

Changes in random access devices pose the 
greatest need for continual upgrading, and they 
will certainly continue to increase in perfor
mance and capacity for many more years. Read
only devices (optical disks) are likely to be 
available before long, and they should be 
highly suitable for a census retrieval system. It 
may be viewed as certain that any such new 
devices will be supported under MVS in an 
upward compatible manner. Market forces will 
ensure that, provided that software is written 
in such a manner that it can easily adapt to 
changes in parameters such as track lengths, 
difficulties in adapting to new devices will be 
minimal. 

Problems of Support for Generalized Soft
ware 

Despite all the comments above, it is clearly 
necessary that software development groups 
should remain in a position to carry out any 
upgrades that do become necessary. These can 
be divided into three categories: 

1. C h a n g e s en fo rced by n o n - u p w a r d -
c o m p a t i b l e m o d i f i c a t i o n s to t h e 
environment , such as new h a r d w a r e , 
operating system changes, and so on. These 
are clearly essential if the software is to 
continue to operate. 

2. Corrections to problems identified in the 
software (i.e. bug fixes). New bugs do not 
appear spontaneously in software - they 
are either introduced as a side effect of 
o t h e r m a i n t e n a n c e , or w e r e t h e r e 
previously, but were not noticed. With the 
exception of the unusual case where wrong 
results were produced in the past, but were 
nol noticed, the software can continue to be 
used for the subset of its capabilities which 
were appropriate for past runs. 
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3. Addition of new features. This is, of course, 
not maintenance in a real sense. While it is 
often tempting to consider minor enhance
ments as maintenance, a clear distinction 
should be made. 

For each suppor ted package , the g roup 
responsible for general software should keep at 
least two staff members with detailed knowl
edge of the internals. While this may not be a 
full-time occupation, it should be an important 
part of their work. These people need to be very 
highly qualified and well motivated. One of the 
best ways to ensure this is lo require them to 
carry out additional development, often by 
adding new features lo the software, with the 
firm instruction that whatever they do must be 
fully upward compatible with previous ver
sions. This expensive activity can best be justi
fied and funded if the software is in continuous 
use in the organization. Software that is 
suitable for use in periodic surveys as well as in 
censuses will be used regularly, and this will 
ensure that any problems are fixed quickly. 
Such software will tend to survive within an 
organization more easily than software that is 
not used for long intervals. In the latter case, 
expert staff may have left for work in other 
areas before the problems are delected, and 
their absence may increase the time and cost of 
making the necessary changes. 

The development group should be strongly 
encouraged to ensure that software is written 
to simplify maintenance. Besides good docu
mentation, this means that there should be an 
avoidance of "tricks" that are likely to cause 
problems in the future. Care should be taken lo 
parametrize numbers that are likely to change, 
such as random access device characteristics. 
Adherence to these practices in the RAPID 
system has already ensured its adaptability to 
an environment that has changed significantly 
since the earliest version, and this experience 
should be applied wherever possible. 

Expertise in the Census User Community 

A similar problem of keeping an adequate pool 
of trained people within the user community for 
the census software must be faced: It is difficult 
to train a new group of people once all the 
experts have left, as there is no one with the in-
depth knowledge of all the details and tricks 
that are virtually impossible to document. One 
could do a cost-benefit analysis, weighing the 
cost of keeping trained and experienced staff 
with a slight insufficiency of work against the 
cost of re-training user staff. For packages such 
as STATPAK, which are in continuous use, the 
problem does nol arise. 

But for other software such as CANEDIT and 
SPIDER, which may not be used regularly, the 
difficulties are very real. 

Will there be Better S o l u t i o n s in the 
Market-place? 

Commercially available software is evolving al 
a fast pace, and is becoming more and more 
sophisticated and powerful. One of the main 
reasons for the creation of RAPID (that no 
commercial DBMS could support files of 24 
million records) has now disappeared. How
ever, the demands from the commercial world 
do not correspond closely to the needs of the 
census. The most significant special demands 
a reas follows: 

1. The need for large-scale automated editing 
and impu ta t i on , which is u n i q u e to 
statistical offices. 

2. The need for a large variety of special 
tabulations in a wide variety of formats. 

3. The need to produce these tabulations in 
publishable form of excellent appearance. 
(This need is being reduced as the emphasis 
changes from formal publications lo the 
answering of specific requests from the user 
community.) 

4. The need for e x t r e m e eff iciency in 
processing files of many millions of records. 

5. The need to produce bilingual output. 

Some of these requirements are now answered, 
at least in part, by commercial software. TPL 
(developed by the U.S. Bureau of Labor 
Statistics) and the SAS tabulation procedure 
(itself modelled on TPL) are both suitable in 
terms of output and flexibility, but do not 
provide adequate support for bilingual output. 
So while retrieval and tabulation alternatives 
may be available, our own edit and imputation 
software must be developed and maintained. 

Should We Continue to Upgrade the Soft
ware? 

As noted above, one of the best ways of keeping 
software current is to continually develop and 
use it. An example is provided in R A P I D , 
which is used by a number of other projects 
throughout the Bureau, and which has been 
widely distributed to other installations. A 
program of cont inued m a i n t e n a n c e and 
development has resulted in a collection of new 
utilities, and increased performance. 

PROCEEDINGS OFTHE INTERNATIONAL 1991 CENSUS PLANNING CONFERENCE 175 



Skilled developers for generalized software are 
in very short supply, and can only be trained 
through years of experience. It is recommended 
that a particular function be selected for major 
development, and that resources should be 
concentrated primarily on software for its 
support. 

P'or the period 1986-1991, the most important 
candidate is the edit and imputation function. 
Requirements for editing have now surpassed 
CANEDIT. (This was the main reason for 
designing SPIDER.) SPIDER, in its turn, does 
not do everything required. It is therefore 
suggested that a new package, combining the 
best features of the two, together with any 
original ideas that have appeared in the last 
few years, should be designed and written in 
lime for the 1991 Census. This should be done 
with funds allocated at the Bureau level, with 
the intention that it should be suitable for use 
in many other projects besides the census. 

The second candidate is the retrieval system. 
STATPAK is now many years old, and in 
practice, many tabulations are produced with 
the SAS system. (STATPAK is used for the 
initial retrieval from the census files, for 
reasons of efficiency, and because of its close 
integration with the geographical selection 
facilities.) A much more efficient way lo 
interface the SAS tabulation procedures with 
the census files is a s trong possibility for 
investigation. More generally, the Bureau 
should concen t ra te on us ing commercia l 
software efficiently, by building interfaces or 
even by contract ing with the vendors for 
extensions that meet our special requirements. 
This is likely to be more cost-effective than 
attempting lo develop a new tabulation system. 

New Needs of the Census 

New requirements for the census must of 
course be studied in detail. New options for 
data collection will be studied, and the amount 
of data collected for each person and household 
is likely to increase further. The basic need for 
a wide range of tabulations will remain, and it 
should continue to be possible to generate the 
majority of these by the use of a generalized 
package. 

New options, such as automatic coding of 
occupa t ions , should be s tudied . Recent 
artificial intelligence methods may be of value 
in this context, and a pool of expertise should be 
created within the Bureau. 

Alternative means of disseminating informa
tion lo the public are also suitable for further 
investigation, especially through the use of 
modern electronic media. 

Cost-effectiveness must also be studied. In 
general, it may be staled that tuning for perfor
mance is much less expensive than rewriting 
software completely. 

Review of General Software 

The size of the user community for generalized 
software varies greatly by package. For example, 
SAS is by far the most widely used package on our 
installation, and accounts for about 25% of batch 
activity. There are very many users, with all 
levels of knowledge and sophistication. At the 
other extreme, CANEDIT is used only by the 
Census of Population. RAPID is used by about 15 
different projects al present. 

An analysis of usage of each of the packages would 
make it much easier lo judge which should be 
given more extensive support, and which should 
be proposed for eventual removal. There are some 
technical difficulties in measuring the utilization 
of some of the packages, and solutions should be 
investigated. 

A recent analysis of batch submissions showed 
tha t near ly 45% were wholly or p a r t i a l l y 
dependent on one or more general packages. This 
figure is likely to increase in the future, with the 
adoption of a proposed policy tha t s t rongly 
encourages their use. 

There is a clear need for a review of the collection 
of general purpose software that is in use in the 
Bureau. This collection is documented within the 
software directory, which has been widely 
distributed throughout the organization. Some 
packages are very widely used and are well 
supported; others are used rarely or not at all, and 
no maintenance has been done recently, except to 
adapt to environmental changes when these have 
had an impact that necessitated maintenance. It 
is proposed that this collection be reviewed in 
detail by the mainlainers and by a group of users, 
and a report produced to recommend any action 
needed, such as the formal decommitment of 
support for unused software. This report should 
then be circulated widely, to give all potential 
users an opportunity to comment. It is suggested 
that the final conclusions, after input from as 
many users as possible, should be presented 
jointly to the Informatics Committee, and to the 
Methods and Standards Committee, for formal 
approval. 
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Finally, it is recommended that the funding for ini t iated by the demands of the Census of 
general software (including development, evalua- Population. There are pressing needs from other 
tion of vendor-supplied packages and support) areas, such as business surveys and data analysis, 
shouldbeat the Bureau level. It will be driven by There are likely to be more opportunities for 
the demand from the user community, but not saving development resources if these needs are 
exclusively by any one area. In the past, much of considered together, rather than independently, 
the work done on general software has been 
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Resume of Discussion 

Mr. J. Ryten, Assistant Chief Statistician, Infor
matics and Methodology Field, provided an 
overview of the census automation presentations. 

capture operation vs. edit and imputation opera
tion. The determining criteria for selecting partic
ular technology would take into consideration 
factors related lo system reliability and versatility, 
and associated cost. 

Introduction 

Automation can be applied to various aspects of the 
census operating cycle. Processing operations 
which include preparation of the census, data 
capture, coding, edit and imputation, tabulations, 
production of publications and management 
information reports, seem to be the stage where 
automation would have the best application. An 
automated processing operation should improve 
timeliness of the release of data and reduce staff 
but may have an effect on costs. 

Application of Automation 

The application of automation to census processing 
operations should be based on an assessment of the 
most appropriate technology for each specific 
operation within the processing phase, e.g., data 

Role of Past and Future Censuses 

Research and development of automated 
applications should also be based on both past 
experiences on technological application and 
environmental factors in which future censuses 
will take place. Some caution should be taken 
when assessing past experiences because of the 
uniqueness and the infrequency of censuses. New 
technological environments represent a novelty for 
each census. 

Finally, several issues of concern for future 
censuses may be increased, for example, public 
concerns over confidentiality and privacy, concerns 
over budgetary constraints, like labour and 
equipment costs, versatility and forms of 
technology available. 
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Resume of the Question Period 

This section summarizes some of the key issues and 
concerns raised during the presentation on census 
automation. 

Issues Concerning the Implementation of 
Automation 

First of all, an automated system has the tendency 
to standardize data by removing the outliers. This 
standardization may compromise the data quality 
of some variables. 

An automated coding system is particularly useful 
for variables such as occupation or industry. 

It is based on a dictionary or library which 
describes the components of the variable. Sweden 
and Canada (for the labour force survey) have 
developed similar automated coding systems. The 
key differences between the two systems are the 
code rate applied and the process of updating the 
dictionary or library. 

In the United States, an automated system had 
facilitated the creation of an effective Management 
Information System (MIS). This system would 
contribute significantly to improve management 
control over processing operations. 

The utilization of both new and old software 
systems can create problems of reliability and non-
compatibility. However, the re-use of a system 
previously developed is encouraging because of cost 
factors and resource availability. 

The automation of processing operations raised 
two issues concerning human resource involve
ment. The first issue concerns the increasing need 
for a specialized and experienced work-force. The 
maintenance of the existing software and the 
development of new software require a more 
specialized work-force than a manual operation. 
Without increasing the specialized resource 
allocation, software research and development 
would be restricted. The second issue concerns the 
need to reduce the large inexperienced temporary 
work-force currently used in processing operations. 
The reduction of this work-force would contribute 
to cost reductions. 
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Introduction 

Since the first census in the United States in 1790, 
t he r e have been problems in f inding and 
accurately counting every person. Improvements 
in statistical techniques now allow us to identify 
certain errors in census coverage, including a 
differential undercount by age, sex, ethnic group 
and geographic area. Knowledge that a differ
ential undercount exists, and is likely to remain 
in the future, has led some to propose that the 
census figures be corrected using s tat is t ical 
information. To address properly the call for 
adjustment one must address several other issues. 
On a fundamental level, one must ask: What is a 
census and what is meant by census results? 
Other more operational questions arise: How can 
the estimates of undercount be improved? How 
can local area estimates of coverage best be made 
and can they ever be good enough? What are the 
trade-offs between the most complete field count 
and the best adjustment? What standards should 
be used in deciding for or against adjustment? 
How would adjustment affect public cooperation 
or the user community? This paper will discuss 
these issues and the U.S. Census Bureau ' s 
research to resolve them. 

As measured by the net undercount, census-
taking in the United Sta tes shows a steady 
improvement. One series of estimates shows the 
1950 undercount was over 4 percent, the 1960 just 
over 3 percent, the 1970 undercount just under 3 
p e r c e n t , wh i l e the 1980 u n d e r c o u n t was 
approximately 1 percent. Thus, over the past four 
decades, the net undercount has been cut from 
over 4 percent to 1 percent. Underlying this 
steady improvement in the national average 
undercount, however, is a persistent differential 
undercount. The undercount of black Americans 
has been approximately 5 percent higher than the 
national average for every census since World 
War II. The undercount of black males has been 7 
or more percentage points h igher than the 
national undercount for these four censuses. The 
call for census adjustment arises not so much from 
a concern for an overall census coverage but a con
cern for this persistent differential undercount. 

Other differentials in coverage exist, although 
they are not as well documented. Central cities of 
large metropolitan areas seem to have higher 

undercounts, with the undercount falling as both 
the central city and the metropolitan area become 
smaller. Rural areas also have high undercounts. 
Undercounts for other ethnic groups such as 
Hispanics, American Indians, or Asians seem 
higher than the national average but not so high 
as for blacks. The re is evidence t h a t the 
undercount is higher for the poor, for the single, 
and for the unemployed. Undercount seems 
higher among those who rent their home than for 
those who own their home. Undercount is higher 
for those under the age of five and also for those in 
the middle years, age twenty through forty-five. 
It is persistently higher for males than females. 

Knowing tha t an undercount exists and its 
general direction puts one in a quandary, it is like 
knowing that your watch is a little fast or a little 
slow. It does not help very much in knowing how 
to set it. Our users previously accepted the census 
numbers as absolute truth or at least as the best 
f igures ava i l ab le . Now they and we a r e 
confronted with fundamental questions about just 
what a census is and what it would take to make it 
better. The dilemma is best i l lustrated by the 
United States Constitution which in one place 
calls for seats in the House of Representatives to 
be allocated based on the whole number of people, 
and in ano the r place c a l l s for an a c t u a l 
enumeration. In the framers' mind there was no 
confiict between these two principles, because no 
alternative to an actual enumerat ion existed. 
Alternatives in the form of statistical estimation 
now exist, and we are now confronted for the first 
time with this confiict. 

Barbara Bailar has written of the two models of 
census-taking, the Participative Model and the 
Statistical Model. In the Participative Model, 
accurate results are achieved through the partici
pation of newspapers, magazines, television, radio 
and community leaders. The Participative Model 
holds that participation in and of itself is impor
tant. This is the census as a national ceremony. 
Clearly, the majority of people who fill out a 
census form, and indeed, the majority of users 
have this model in mind. And it may be that in 
the long run the good of the republic is best pre
served through wide participation in the census. 

However, i n a c c u r a t e c e n s u s r e s u l t s h u r t 
everyone, not just those who chose not to 

PROCEEDINGSOF THE INTERNATIONAL 1991 CENSUS PLANNING CONFERENCE 185 



participate. The Statistical Model of census-
taking holds that the good of the republic is best 
preserved by having the most accurate census 
estimates possible, even if these estimates require 
sometimes arbi t rary and unverifiable assump
tions. Rather than using resources to attempt to 
get all people to participate, the Statistical Model 
directs some resources towards efficient estima
tion and the appropriate adjustment of census 
counts. 

If we may talk of two models of census-taking we 
could also talk about two theories or two views of 
census results. One view holds that it is the duty 
of the census taker to report the data as collected. 
The other view would report population estimates 
whether they are directly derived from the census 
or not. This latter viewpoint would widen the 
d i s cus s ion of a d j u s t m e n t far beyond the 
adjustment of census counts, the adjustment of the 
census results , or even the characteris t ics of 
missed people. It would at tempt to adjust the 
reported characteristics for known inaccuracy. 
For example, if building records clearly showed 
that the majority of structures in a block were 
built before 1940, what purpose does it serve to 
publish the misreports of the current residents as 
to the age of the buildings? The best estimates 
would be based upon the best data. 

Up to World War II, virtually every census was 
based on the participation model and the results 
were clearly census data. Since World War II, 
there has been a drift, at least in the industrial 
countries, away from actual responses toward 
estimates. Hot-deck imputations, substitution, 
allocations, mover corrections, occupancy status 
co r r ec t i ons ; all a re c lear ly d rawn from a 
statistical model of census-taking. However, our 
movement has been very timid and we have not 
strayed far. The calls for statistical adjustment 
for undercount seem not to be of the nature of 
marginal adjustment, but ra ther of quantum 
leaps into a new viewpoint and a new census-
taking methodology. Do we know enough to 
correct the census? Have we progressed to the 
point where results based on statistical estimation 
are clear ly superior to those based on the 
maximum amount of participation? 

The Best Enumeration or the Best Estimation 

Assume for the moment that a census planner's 
only goal is to achieve the best possible population 
estimates for small areas. How many resources 
would be put into the field enumeration, and how 
many into the coverage measurement study? 
First, what do 1 mean by resources? 

Clearly, money is an important resource. Money 
can be taken from the field enumeration and put 

into the coverage measurement and adjustment 
program. However, beyond a certain minimum, 
money is seldom a real constraint for the coverage 
measurement study; neither are its requirements 
large in re la t ion to the costs of the bas ic 
enumeration. In 1980, the budget of the Post 
Enumeration Program could have been doubled 
with no major improvement in accuracy. The 
difficulty of mainta in ing the high qual i ty of 
i n t e rv i ewing and m a t c h i n g of a c o v e r a g e 
measurement survey places very real constraints 
on the sample size. These constraints are reached 
long before the total costs become significant 
relative to the cost of the basic enumeration. 

What other constraints are there? The most 
important constraint is time. Time here has two 
different effects. First it takes time to conduct the 
field enumeration. The more time the census 
takes, the more people can be counted, o ther 
things being equal. But conducting the coverage 
measurement study also takes time to do the 
interviewing, matching, tracing and estimation. 
If it is important to have the census resu l t s 
within, say, nine months after Census Day, then 
there is only so much time to go around. The 
planner must decide how to divide this time to 
produce the best results. Another dimension of 
the time resource is proximity to the reference 
date. The closer the census is conducted to the 
reference date, the better the results. Similarly, 
the closer the coverage measurement study is 
conducted to the reference date, the better the 
responses and the better the quality. 

The other resource is staffing, especially of 
trained field and clerical staff. If the planner were 
willing to conduct the census enumeration and the 
coverage measurement study at the same time, 
then it would be necessary to r e c r u i t two 
temporary field staffs and two temporary clerical 
staffs. In the United States, we fiave difficulty 
recruiting even one temporary staff at a time. 

The United States and Australia give two extreme 
solutions to this problem. In 1980, the United 
States attempted to solve the undercount problem 
by concentrating upon the basic enumeration. 
Special procedures were added. Field offices 
remained open five or more months after Census 
Day. The effect was a marked decrease in the 
average undercount, including a decrease in the 
average undercount for blacks. Austral ia, by 
contrast, finished its field work in two weeks! A 
post-enumeration survey is carried out almost 
immediately, and then the census is adjusted. Of 
course, the United States contains areas which 
are far harder to enumerate than anything that 
exists in Australia, so no real comparisons are 
possible. However, it is certainly worth pondering 
which approach is more likely to result in the 
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better population estimates, and also, whether 
there might not be an intermediate position which 
would be optimal. We also need to think about 
what testing and research would lend as an 
empirical answer to these questions. 

For 1990, the U.S. is pursuing an intermediate 
position. The United States has adopted a policy 
of a complete count and concurrent evaluation of 
the completeness of the count. We want to have 
the best field counts possible and the best 
adjustment possible by our legally mandated date, 
December 31,1990. We will then compare the two 
data sets and decide whether the adjustment 
meets our standards. This policy is adopted 
because we have no way of knowing or reasonably 
predicting whether the adjustment will meet our 
standards or even be completed on time. In 1986, 
we plan our first test of this two-track approach. 
We plan to conduct a full-scale census test with 
concurrent evaluation. We also plan to prepare 
adjusted tabulations and publications. Obviously, 
this is not a test of adjustment accuracy, since one 
s i te a lone is insuff icient to m e a s u r e t h i s 
dimension. It will, however, allow us to test the 
feasibility of adjustment-related operations. 

How Can Estimates Best Be Made? 

This is not the place to review all the available 
techniques, thei r s t reng ths and weaknesses. 
Since 1980, we have given serious attention to 
each of the major techniques: post-enumeration 
surveys, reverse record checks, administrative 
record matches and demographic analysis. I will, 
instead, make a few general points. 

First, which measurement technique is the best 
depends upon the nature of the country, the 
nature of the government, the na ture of the 
census and the nature of the undercount. The size 
of the population, the extent of mobility and the 
extent to which people know their neighbors will 
affect the success of both the reverse record check 
and the post-enumeration survey. In a nation 
such as the United States, with a decentralized 
government, record systems tend to be scattered. 
State and local privacy legislation prevents or 
delays access to important record sets. This 
obviously makes administrat ive record checks 
more difficult. In the United States, birth records 
are kept by the states, rather than the federal 
government, so it is difficult to draw the birth 
sample for the reverse record check. 

One must not overlook the nature of the census 
and the nature of the undercount in deciding what 
is best. Do omissions constitute the main cover
age er ror , or is net error made up of some 
omissions and some overcounting? How close to 

the reference date can the coverage measurement 
study be conducted? Are omissions due largely to 
errors in carrying out census procedures, or are 
they also due to conscious avoidance of the census? 
Conscious avoidance of the census will lead to bias 
in any method which requires talking directly to 
the person. I should also point out that the quality 
for the reverse record check depends upon the 
quality of the previous census and the success of 
the previous coverage measurement study. 

Next, which measurement technique is the best 
depends upon the problem at hand. Experience in 
the United States has shown that demographic 
analysis is often the best approach to measure 
undercount nationally. Further , as one might 
expect, demographic analysis is usually best to 
measure undercount for demographic groups. 
Almost all that we know about undercount for 
adult black males or young black children derives 
from demographic analysis. 

Reverse record checks have great advantages for 
deriving undercount estimates for large geograph
ic areas. Large, of course, means large relative to 
the internal migration rate. For smaller a reas , 
census blocks for example, it becomes difficult to 
draw a sample to represent the current population 
rather than the population five or ten years ago. 
The post-enumeration survey (PES) is probably 
the best to understand what is happening in an 
average block during a census. One can cover all 
Census Day residents. One can see who was 
enumerated , who was missed, and who was 
counted in error. The PES may still be the best for 
measuring overall census er ror , a t low cost. 
However, by itself, the PES does not succeed in 
measuring some types of systematic error, for 
example, the omission of single black males. 

Administrative records may still be the best for 
targeting certain groups. Thus, if the purpose of 
the coverage measurement is to evaluate quality 
of the census and na tu re of the undercount , 
administrative records must be considered. For 
any particular group, drivers, veterans, taxpayers 
or whatever, there is a set of admin i s t ra t ive 
records which could be used for evaluating the 
census. The problem, perhaps the insurmount
able problem, for administrative records, is how 
one can integrate the separate parts to form a 
probability sample representing the total popula
tion, especially the total population for a small 
area. Erikson and Kadane believe that they have 
solved this problem through their approach to 
building "composite lists". However, I certainly 
believe that the problem is not yet solved. 

Our undercount problem in the United States is 
such that no single method seems completely 
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right. We clearly want direct estimates for a 
sample of small areas; we will need these in 
modeling. However, we also have a very severe 
systematic undercount, as mentioned above. We 
are working to perfect the post-enumerat ion 
survey, because, for 1990 at least, we believe that 
some variation of a household survey is the most 
workable approach on a large scale for very small 
areas. We are also working to see if the PES can 
be used in combination with other methods, such 
as demographic analysis or administrative record 
checks, to improve estimates for hard to enumer
ate groups. 

Let me describe here some of our research into 
coverage measurement techniques. Rather than 
being comprehensive, I will just mention a few of 
the most interesting. 

The Forward Trace Study is an experiment aimed 
at testing the feasibility of the reverse record 
check technique work in the United States. It has 
been going on since 1980 and just finished in the 
field this month. In 1960, we found that waiting 
to start the tracing until after the next census 
resulted in too high a non-trace rate. With a large 
country, a highly mobile population and a ten-
year census period, the trail was just too cold. So, 
we have started an exper iment into forward 
tracing. Instead of waiting until the end of the 
period, we started our tracing right away. 

The Fo rward Trace S tudy is a c t u a l l y an 
experiment with three treatments. In the control 
treatment we use the techniques used in Canada, 
waiting until the end to gather tracing informa
tion. In another treatment, we interviewed at the 
beginning to ga ther information on contact 
persons, that is relatives and friends, and also 
social s ecur i ty number to allow access to 
administrative records. In the third treatment, 
people were interviewed periodically during the 
tracing period to help keep track of them. In both 
of the ac t ive t r a c i n g g roups , we checked 
administrat ive records and post-office records 
during the period to update addresses. 

The study includes all parts of the reverse, record 
check sample: a sample of census enumerated 
people, births, immigrants and people missed in 
the last census. The sample is heavily weighted 
toward groups for which the PES normally does 
badly. Without a mid-decade census we cannot 
match to anything, but we can evaluate our 
ability to maintain people in a sample over time. 
The final results are not in, but it does seem that 
active forward t racing does yield significant 
results, and should be considered by any nation 
using the reverse record check approach. What 
we still do not know is whether the tracing is 
successful. 

We are experimenting in using adminis t ra t ive 
records to improve coverage in a post-enumera
tion survey. Since 1960, census-taking techniques 
have greatly improved through a var ie ty of 
coverage improvement techniques surveys. How
ever, our thinking on post-enumeration is stuck in 
the era of conventional enumeration. We want to 
use administrative records to improve the cover
age of the post-enumeration survey. In this 
way we hope to include some of the systematically 
missed population. 

So far I have only mentioned post-enumeration 
surveys. One also could conduct a pre-enumera-
tion survey. In this way, some of the critical 
timing issues can be finessed. On the other hand, 
there are real concerns about sensi t iz ing the 
population as well as the census field staff with 
this technique. We are planning a small experi
ment with the pre-enumeration survey for 1986. 

Final ly, the most exc i t ing is our work on 
automated matching and computer-assisted cleri
cal matching. The automation of the 1990 census 
gives us opportunities which never before existed 
to match on the computer. The savings in terms of 
time and money are obvious. There are also 
important gains in improving matching accuracy 
and reducing matching bias. Using the theory 
developed by Fellegi and Sunter, our matching 
research staff has developed a surprisingly power
ful computer matching program. We will test this 
program for the first time with the results of the 
1985 Test PES. For 1986, our goal is to integrate 
this system with an on-line computer-assisted 
clerical matching system, so t h a t p robab le 
matches and other problem cases can be resolved 
rapidly. 

Small Area Estimation 

A census is important, mainly because it provides 
data for very small areas. Many important uses of 
census data require est imates for very small 
areas: legislative redistricting, fund allocation, 
school enrollment projection and highway plan
ning, to name a few. For states or provinces, other 
cheaper estimates are statistically, if not constitu
tionally, as good. 

Here then is the dilemma. Our methods of mea
suring the undercount work best-for larger areas: 
states, big cities, or the nation. Thus, for the large 
geographic area, we may know an undercount 
exists. Even for a given stratum of similar areas, 
we may know that a large undercount exists. 
However, the best population estimates we have 
for each individual block may be the census field 
count. 
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Actually, this practical, if not statistical, paradox 
is most acutely posed when one thinks of over
count. It is quite possible that based upon the best 
evidence and models, one would believe that a 
certain class of areas was overcounted. Still, the 
best population figure for each and every block in 
that area might be the population counted there. 

Our current research in this field centers on the 
use of synthetic estimators integrated with a 
sampling design to maximize their efficiency with 
regard to the undercount. Rather than concentra
ting upon direct estimates for states and large 
cities, we are considering aggregating across 
states to form strata which are homogeneous in 
terms of characteristics we believe to be related to 
undercount. These would be things such as 
housing characteristics, racial and ethnic compo
sition, income and education. We are looking at 
the results of the 1980 census to investigate this 
approach. Since undercount estimates are not 
available for small areas, we are first using census 
substitutions, that is whole person imputation, as 
a surrogate variable. We use substitutions since 
they not only are correlated with undercount, but 
they have the same magnitude. We can thus test 
the predicted rate using this approach against the 
known census result related operations. 

Adjustment Standards 

Implicit in this decision is an assumption that one 
knows when the adjusted data are superior to the 
field counts. However, what does one mean by 
"better"? To answer this question, one needs a 
loss function by which to compare the two alterna
tive data sets. Assume that one has a data set 
which is the result of the best field enumeration 
possible. Assume also, that one also has another 
data set which is the result of the best adjustment 
possible. Assume finally, somewhat implausibly, 
that the truth is known. It is unlikely that one or 
the other data set will be closer to the truth for all 
areas and groups. Thus, one needs a loss function 
to weight these errors, even in theory. 

Mean squared error, mean absolute error and low 
maximum error are all examples of loss functions. 
Ideally, the chosen function would be based upon 
the actual uses of the data. That is, the shape of 
the loss function would refiect society's real loss 
due to census errors. This is not an easy task, 
even for just one particular census use. To sum 
meaningfully over all principal uses is a chal
lenge. 

Of course, adjustment standards cannot be based 
upon the premise tha t the t ru th is known. 
Decisions must be based upon observable data. 
Such data might include the measured coverage 

errors, the level of differential undercount or the 
non-response rates in the coverage measurement 
survey. These observables imply error in the two 
data sets and therefore imply given levels of the 
loss function. An important part of the research, 
then, is determining how to relate the observables 
to the loss functions. This means, first, construct
ing error profiles for the coverage measurement 
estimates, as well as for the census. It means 
finding methods to measure the errors, or at least 
assess their magnitudes. Finally, it means find
ing a way to relate these measured errors to the 
loss functions, either analytically or through 
simulations. The United States Census Bureau is 
starting a major research effort in the area. We 
are attempting to enlist statisticians throughout 
North America to help us. The challenge is great, 
but any progress which can be made will get us far 
closer to understanding the nature of the decision. 

Of course, as I mentioned above, the census is not 
a purely statistical exercise. How would adjust
ment affect public cooperation? There is very 
little experience, but there is some avai lable 
evidence. The Australians, I am informed, have 
noticed no deterioration in cooperation after they 
decided to adjust. In the United States, the public 
seems unconcerned that we impute people for 
houses when we cannot determine the number of 
residents. In 1970, the United States imputed 
many people into the census based upon a statis
tical study of people missed in units mistakenly 
enumerated as vacant. The public was unper
turbed. I believe that what is important is that 
the adjustment be seen as a natural part of the 
census. If it is seen as substituting for the census, 
changing the census, or otherwise lessening the 
importance of the census, then it can cause real 
damage. 

Similarly, the results must be presented in such a 
way as to make it easiest on the census user. 
Assuming, as we must, tha t any adjus tment 
which would be made would improve data quality, 
this should please the user. Ignorance may be 
bliss, but it can also lead to costly decisions. Users 
like tables that add up and results that are con
sistent. To achieve consistent tables the adjust
ment must be carried down to the lowest level; 
indeed the simplest way may be to impute the 
missing people into the census micro records. This 
presents a problem. We know how to measure 
population undercount (at least in theory) and 
how to impute for it. We know how to measure 
housing unit undercount and impute for that. We 
know how to measure whole household under
count, although this is harder, and impute for 
that. What we do not know is how to do all of this 
simultaneously and keep everything consistent. 
How, for example, does one handle within-house
hold misses? 
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I am sure that these problems can and will be 
solved, although perhaps not by 1990. Lacking a 
complete solution, ways can be found to present 
the data in a meaningful and useful manner. 
However, adjustment would represent a change 
for the user. A census organization is obligated to 
institute a program to educate the users about the 
changes. 

Conclusion 

The United States Bureau of the Census has not 
yet developed adjustment standards, much less 

decided tha t an adjustment can meet those 
standards. The Bureau is committed, however, to 
a vigorous program of research to set those stan
dards, and, if at all possible, to meet those stan
dards. This research program has already gained 
greatly by cooperation with Statistics Canada. 
We certainly hope that our research and our 
insights can help in planning the 1991 Census of 
Canada. We certainly have already benefitted 
from your experience. 
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MAKING DATA QUALITY ASSESSMENT MORE RELEVANT 

RICHARD BURGESS 

CENSUS AND HOUSEHOLD SURVEY METHODS DIVISION 
STATISTICS CANADA 

Introduction 

The subject of data quality assessment and its role 
in the census have been and continue to be a 
subject of considerable discussion and work. 
Approximately 5% of the cost of both the 1981 and 
1986 Censuses is allocated directly to data quality 
assessment activities. Despite this, however, it is 
not clear that the cost or the specific activities will 
continue to be justified. This paper addresses the 
issue of the relevance of data quality assessment 
in the Canadian Census. 

The next part of this paper briefiy describes the 
environment in which data quality measurement 
and assessment activities must be planned and 
carried out. The subsequent parts describe the 
c u r r e n t s t a t u s of a c t i v i t i e s w i t h i n t h i s 
environment and discuss what it is that various 
users require of a data quality program followed 
by a few suggestions on how the relevance of data 
quality assessment can be improved. 

The Census Environment 

Data quality measurement for the census is 
carried out in a unique environment. In recent 
years, one of the primary characteristics of this 
e n v i r o n m e n t is t ha t of l imited r e sou rces . 
Resources are limited not only in terms of dollars 
or person-years available, but also in terms of 
knowledgeable and experienced staff. 

Second, the census has evolved over the years into 
a production-oriented process. Problems or 
changes are perceived first and foremost as a 
t h r ea t to the schedule and/or budget . The 
overwhelming majority of census staff (for 
example, there are about 40,000 enumerators) are 
concerned with a given set of procedures and the 
application of these procedures within a given 
time period. These people must make on-the-spot 
decisions, and although their intentions may be 
the best it is frequently the case that they have no 
clear unders tand ing of the impact of the i r 
decisions on the quality of the final product. 

Next, it must be recognized that the data collected 
in the census must have some utility. In some 
cases , this r equ i rement is at odds with the 
desirability of high quality data. A good example 
of this confiict is the structural type variable 
collected in 1981. The detailed breakdown of 

codes produced very poor quality data. On the 
other hand, collapsing of the codes, while it 
resulted in much better quality data, makes the 
data much less useful. 

Finally, it must be kept in mind dur ing the 
planning, implementation and evaluation that 
there is always the underlying fact that Statistics 
Canada will ultimately be held accountable for 
the quality and the usefulness of the census data. 

The C u r r e n t S t a t e of D a t a Q u a l i t y 
Measurement 

Within this environment we may now examine 
the current state of data quality assessment. 

In terms of the technical problems, one of the 
other papers in this session (by Howard Hogan) 
gives some excellent examples of some of the 
problems associated with data quality measure
ment. These types of problems extend beyond the 
measurement of coverage error, although in the 
census context over 75% of our expenditure goes 
for coverage evaluation. 

It is internationally accepted that data quality 
measurement and the dissemination of informa
tion about the quality of data should be provided. 
Within Statistics Canada, this is recognized by 
official policy. In the census, the analysis of data 
quality is carried out both through direct studies 
and through the certification process. The two of 
these together are designed to provide a basic un
derstanding of what the data actually represent. 

At the same time, however, data quality activities 
are sometimes perceived as a t h r ea t to the 
schedule. There is a danger that release may be 
delayed if a problem is identified and a necessary 
cautionary note is not completed as quickly as 
dictated by the schedule. There is also competition 
for the census forms. At the same time the data 
are being captured, the Reverse Record Check, the 
Vacancy Check and other evaluation studies all 
want access to the census documents. In this 
context, data quality measurement is sometimes 
not viewed as being a real part of the census. It 
only becomes so when something goes wrong or 
someone criticizes the data. 

Turning to the question of how data qual i ty 
measures are actually used, it is clear that there 
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are some real problems. For example, the formal 
incorporation of data quality measures into a 
decision-making process often can lead to severe 
complexities. Because of this, there is a tendency 
to ignore data quality measures, even when the 
measure may be as basic as a sampling error. It is 
far eas ier to take the da ta as is and do a 
s t r a igh t fo rward a n a l y s i s . It is a common 
perception among producers of data quali ty 
measures that users are often not interested in 
data quality. They are more concerned with just 
having some data. Even if they were interested, 
they are often not technically able to use whatever 
measures we produce. 

In this regard, it has to be acknowledged that we 
provide l i t t le ass is tance to users on how to 
actually use data quality measures. For example, 
we produce extensive amounts of information on 
coverage error, but we ourselves do not make any 
general adjustments for coverage error. What 
then do we expect the users to do with the 
measures we give them? All we do is encourage, in 
general terms, the use of measures of data quality. 
In some cases, such as with response rates, this 
may be all that is possible. It may also be 
consistent with what the user wants, in the sense 
that some users only want to know if the data are 
useable or not and nothing more. However, in 
most cases, we leave it to the user to decide on 
his/her own what to do with the data quality 
measure. 

Finally, it should be noted tha t data quali ty 
studies tend to be very demanding of the resources 
which are applied to them, in particular the staff 
who work on these studies. They have to balance 
the demands of producing the da ta qua l i ty 
measures with the need for thorough analysis. 
Production of data quality measures cannot be 
viewed simply as a production process, since the 
d e m a n d s for a ccu racy in the r e s u l t s a r e 
particularly great. There must be very clear and 
supportable documentation for what is said by 
these studies. 

User Needs for Data Quality Information 

There are a number of users of information on 
data quality in the census, each with their own 
specific needs. The remarks in this section are 
somewhat speculative, since in fact it is often not 
clear what information users want. 

For data users, that is those who use the data 
which are produced as output from the census, 
they want most of all some easily understood 
statement or measure of the quality of the data. 
They particularly want information on the quality 
of data for small geographic areas and they need 

some assistance in determining how to use these 
particular measures or statements. 

A second group of users are census managers and 
planners. Senior management and planners may 
have to consider questions such as should the 
postal check be conducted and where, where 
should self-enumeration be used, or where should 
early enumeration be conducted. The answers to 
such questions depend in part on the associated 
data quality. For the most part, however, clear 
answers cannot be given because we do not have 
adequate information on what the impact on 
quality would be. 

Planners are particularly interested in building 
quality into the census. Once the census starts to 
move, nothing is going to stop it. Therefore, any 
quality that we have is initially provided by the 
respondent, which demands that quality be built 
in through such things as a good questionnaire 
and good collection procedures. Quality is also 
very dependent on what a large and mostly tem
porary staff then do with those data. Therefore, 
we must not only develop good procedures but 
have good methods for controlling their work. 

A third group of users are the individual staff 
members within Statistics Canada. Those doing 
analysis and specifying content for the next 
census must have a good understanding of the 
data, including their quality. Operational staff 
should also understand the significance of their 
involvement in t e rms of its impact on data 
quality, since this will lead to better motivation. 
For example, the Regional Office staff use 
coverage error estimates as a way of indicating 
whether they did a good job in a particular census. 
If a person in Regional Office Processing or Head 
Office Processing can unders tand tha t the i r 
decisions can have a direct impact on data quality, 
then they may be motivated to th ink more 
carefully or to do more consultation before coming 
to a final decision. 

Lastly, Statistics Canada as a whole benefits from 
data quality measurement, in the sense that it 
supports the integrity of the organization. It is 
always very nice when outside users criticize the 
data to at least be able to say tha t we have 
examined the quality of the data, even if we 
cannot support them as being of high quality. 

I m p r o v i n g t h e R e l e v a n c e of Q u a l i t y 
Assessment 

Because we do spend considerable resources on 
the measurement of data quality, we must ask 
ourselves if there is anything more we can do to 
improve its relevance. 
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First, more information is required on what it is 
the data users need, what they can understand 
and what kind of analyses are actually done with 
census data. It is very difficult to provide the user 
with useful measures if we do not know what he 
wants to do with them. For the 1991 Census, this 
could be added as a feature of the consultation 
process for the output program. 

We can also make improvements to the methods of 
presentation of data quality information. Simply 
by presenting the information slightly differently, 
for example in graphical form, we could get the 
user's attention much more effectively. 

In terms of the forums in which we disseminate 
data qual i ty information, we could consider 
alternatives to our present approach of producing 
a few large and complex publications. We should 
instead have a kind of summary guide of no more 
than 20 pages in which we present in very brief 
form the methodology of the census as it relates to 
the quality of the data, and then go variable by 
variable into giving a very brief indication of how 
we feel about the data, i.e. is it very useable, of 
questionable value, etc. In some cases we may 
refer users to other sources or caution them that 
they should obtain more information on these 
particular variables. Such an approach would get 
to more people and have a greater impact than the 
sort of thing we have done in the past. 

We should also provide some indication of the 
variation in quality from one geographic area to 
another. Typically, what we have done in the past 
is present a series of results followed by the 
statement: "the actual rates may vary from one 
geographic area to another". This is no doubt true 
but it is not very useful. It may even be viewed as 
some sort of escape clause on our part. 

We should also make some attempt to integrate 
data quality measures into our own analysis 
activities. It can be argued that we do not do 
much analysis or that it would be more expensive. 
However, we could do some type of summary or 

compendium which would show users how they 
could use some of this information in their data 
analysis. 

Finally, we should re-emphasize the role of data 
quality measurement in infiuencing the shape of 
the next census. This is a role which has become 
very difficult to defend in recent censuses because 
of the increasing squeeze on resources. It is very 
difficult, for example, to convince the 1986 Census 
manager to sponsor something that will only show 
results in 1991. However, in the past this has 
been one of the areas of biggest pay-off for data 
quality evaluation. Data quality measures were 
involved in such decisions as going to self-
enumeration, in deciding on 1 in 3 and 1 in 5 
samples, and to a large extent to the development 
of such things as the CANEDIT and SPIDER 
systems. It is essential that we direct ourselves to 
that type of activity, because it appears that we 
have reached a plateau in terms of data quality. 

In concrete terms, there are a number of ways in 
which we could do this. We can go out and 
determine the real cause of e r rors . This is 
particularly important in t e rms of coverage, 
where what we really have are the symptoms and 
not the real cause. This information could not 
only be used to improve the next census but would 
also be of value in the adjustment issue. We could 
also expand the particular data quality studies we 
do, especially the coverage studies. We could 
collect several other things at the same time; for 
example, we could ask people what they really 
understand by a mother tongue or ethnic origin 
question and whether they can respond in a 
manner which is consistent with the response 
categories we have given them. 

In summary, we must re-examine the data quality 
program in terms of its priority and directions. 
The p r o g r a m does r e p r e s e n t a s i z e a b l e 
investment, but with a small amount of change 
and redirection the measures which we do produce 
can be of considerably more value to both outside 
users and for inside planners. 
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ADJUSTMENT FOR NON-COVERAGE ERRORS 

CHRIS HILL 

CENSUS AND HOUSEHOLD SURVEY METHODS DIVISION 
STATISTICS CANADA 

Introduction 

Procedures used by the Canadian census for the 
adjustment of missing and inconsistent data are 
among the most sophisticated and also the most 
extensive in the world. In this paper , the 
rationale for this practice is considered. The case 
for and against this being done by Stat is t ics 
Canada is described, and modifications which 
should be considered a re out l ined. Three 
alternatives for 1991 are proposed. The paper will 
not describe specific imputation methodologies or 
systems used in the census, as these are well 
documented elsewhere. 

The Need for Adjustment 

D a t a m u s t be ad jus t ed for m i s s i n g and 
inconsistent responses. This step is an integral 
part of the survey process. It is necessary to move 
from the raw data to some final data which are 
considered in some sense to be official or at least 
approximately true estimates. Various methods 
are available to do this: edit and imputation, that 
is, adjustment of records at the micro level, 
r ewe igh t ing of d a t a , or even i g n o r i n g , t h e 
erroneous records. It is important to recognize 
that ignoring erroneous records is in fact a data 
adjustment process. 

Ideally, what one attempts to do is to obtain true 
estimates. In practice, what is achieved is a data 
base that is clean of the inconveniences of missing 
or inconsistent data. Why can we not do better 
than we actually do? The answer is that a lot of 
errors are in fact undetectable in the micro data. 
They can only be detec ted by subsequen t 
evaluation. Some errors may introduce bias into 
the data while others may not, but unfortunately 
at the time of producing the census data it is not 
known what those biases are. By the time the 
evaluation is available, it is too late to make 
adjustments. Because we adjust for some things 
but not others, a case can be made for moderation 
in what we do. It is fair to question why we put 
excessive resources and energy into doing 
something that is only a partial solution to the 
problem. 

By way of illustration, consider data on mother 
tongue. In 1971 and 1981, we published figures 
for mother tongue which were adjusted for non-
response. In 1976, we left a not-stated category. 

As a result, at the time of publication of the 1976 
data, both the English and the French press 
reported that for the first t ime in history the 
percentage of people of francophone mother 
tongue had declined below 80%. However, if we 
make even a rough adjustment for the not-stated 
category that was published in 1976, we find that, 
in fact, there is a steady increase of the percentage 
with French mother tongue in Quebec. 

What is at issue is not whether data should be 
adjusted. Adjustments have to be made at least 
for missing data, if not for inconsistencies. The 
real issue is whether or not Statistics Canada 
should be doing it or whether it should be done by 
someone else. 

The C a s e A g a i n s t S t a t i s t i c s C a n a d a 
Adjusting 

First, let us consider the case against Statistics 
Canada doing the adjustment. 

One reason is financial. Adjusting da t a is 
expensive. In 1981, it was approximately 10% of 
the total cost of the census. 

An even stronger argument against Statistics 
Canada adjusting is the timeliness of the process. 
Approximately four months were added to the 
process for the 100% data in 1981. For the 20% 
sample data, approximately a year was added. 
From this perspective, the few short weeks it 
takes to collect the data is trivial. 

A third point to consider is the riskiness of the 
process. Both the 1971 and 1976 Censuses had 
very serious delays in release of the data because 
of problems in edit and imputation. In 1981, it was 
a very near thing several times. 

The fourth point is that we have in fact been 
accused of fudging the data. In various academic 
ar t ic les and in var ious conferences I have 
attended, the concern has been expressed that we 
are not being truthful, that we are instead giving 
data which have been massaged to make them 
look better. There are two parts to the fudging 
argument. One is that we are really distorting the 
data in some way that the user is not able to 
follow. The second is that some users understand 
what we have done but disagree with the specific 
adjustment we have made. A good example of this 

PROCEEDINGSOFTHE INTERNATIONAL 1991 CENSUSPLANNINGCONFERENCE 195 



is the l a n g u a g e da t a , where some of the 
adjustments we have made have been strongly 
criticized. 

The Case for Statistics Canada Adjusting 

Strong arguments can also be made in favour of 
our continuing practice of adjustment. The first of 
these is quality. Statistics Canada can do a better 
job of the necessary adjustments because we alone 
have access to the micro data and can take all of 
this information into account when making the 
adjustment. Related to this is the fact that we 
have by experience built up a considerable body of 
expertise on how best to do it. 

A second a r g u m e n t in favour is t h a t of 
consistency, to which there are three aspects. One 
is consistency within and between tables for a 
particular census. If these adjustments are not 
made, there are inconsistencies between tables 
that cause users a great deal of inconvenience. 
Second, there is the question of consistency across 
censuses. This is an argument not only for our 
doing it, but for our doing it in a consistent 
manner. The mother tongue example presented 
earlier clearly shows the pitfalls of inconsistency. 
The third aspect is the fact that census data have 
official importance in terms of various legislative 
and administrative acts, iand that the census data 
that are published must be consistent for all of the 
various parties to these administrative and legal 
arrangements. 

A third argument in favour of Statistics Canada 
doing it is to view it as a service to users. Many 
users of data do not wish to deal themselves with 
the problems and complexity of incomplete data. 
It is also probably more efficient for us to do it 
once than for many users to do it individually. 
Even within the organization, for the persons 
disseminating the data to have to wrestle with the 
problem of inconsistencies in the data they are 
trying to produce is a major problem. 

The final argument in favour is one of credibility. 
It is sometimes argued that oddities in the data 
can undermine confidence in the data themselves. 
My personal opinion is t h a t th i s is a poor 
argument. 

Three Options for 1991 

In light of these a rguments for and agains t 
Statistics Canada adjusting data, three options 
may be considered for 1991. The first is that we 
continue our traditional practices but that we 
focus much more attention on what may be called 
"risk management". The second option is that we 
consider the preliminary release of some unedited 

data. The third option is that we limit the amount 
of adjustment that we do, that is, that we in fact 
exclude some variables from adjustment that are 
currently adjusted. 

In terms of our traditional practices, a brief bit of 
history is informative. Since the 1971 Census, 
Statistics Canada has gone very much for the 
practice of automated edit and imputation. In 
1971, there were a lot of problems, and there was 
an attempt to rectify these problems with the 
introduction of the CANEDIT system in 1976. 
The CANEDIT sys tem had two i m p o r t a n t 
c h a r a c t e r i s t i c s . It had a ve ry r i g o r o u s 
methodology underlying it, and it placed a very 
s t r o n g cont ro l on t h e d e v e l o p m e n t a n d 
implementation processes. However, when we 
came to 1981, we recognized that in some areas 
CANEDIT placed unnecessary cons t ra in t s in 
terms of the fiexibility of adjustments one could 
do. We also recognized that there were certain 
variables, basically those with long code lists and 
arithmetic variables, which CANEDIT could not 
handle. Because of this, the SPIDER system was 
developed. These four points, namely the rigour, 
the control, the flexibility and the range of 
variables are in my opinion the four things that 
one needs in an edit and imputation system. The 
question is whether you can get them all in one 
package. 

Dealing specifically with risk management, there 
are four recommendations. F'irst, we should re
use CANEDIT in 1991. Second, we should make 
SPIDER more rigorous. Third, some of the 
complexities of the edit and imputation strategies 
need to be rolled back. Finally, more work is 
needed on how we control the whole process. 
Although we made tremendous progress in 1981 
in controlling the whole imputation process, we 
need to work on harmonizing that component. 

Turning now to the more controversial issue of 
preliminary release of some data, it is clear that 
this would be a break with tradition in the census. 
There are one or two small precedents, such as the 
early release of special tabulations for the Yukon 
and Northwest Te r r i t o r i e s , bu t these were 
essentially unofficial. However, there are other 
countries where unedited data are released. 
Israel, for example, releases unedited data and 
subsequently releases edited data. Australia also 
does a much more modest form of edit and 
imputation than we do and releases data that we 
would term as unedited. 

Another interesting point to note is that it is 
common prac t ice for the economic side of 
Statistics Canada to release preliminary figures 
followed by adjusted figures, while on the social 
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side the general practice is not to do so. We delay 
our data a lot longer and then produce final data. 
The principle behind this preliminary release of 
data is worth examining in the census. Twelve 
months is a long time for the data to be sitting on 
the data base, especially when some users know 
they are sitting there. 

Of course, a valid concern in this issue is cost. We 
would have to examine the additional costs of this 
preliminary release and the logistical problems 
that they caused. However, it should be recog
nized that with the current process we do produce 
a large volume of monitoring tabulations for the 
purpose of deciding whether we are doing the 
adjustment process properly. A lot of these 
monitoring tabulations might in fact be suitable 
for release. What is suggested is not a glossy or 
expensive publication but rather a preliminary, 
cheaply produced release that is disseminated 
with the caveat that it is a quick tabulation of the 
data which may have problems within it. 

A very real concern with this approach is credi
bility. Concern has been expressed in the past 
that if people see the data with all of the oddities 
in them, we will lose credibility. However, I feel 
that the reverse argument is true. When people 
see the unedited data as well as the edited data, 
they will find that what we do has a very modest 
impact on the data and that what we are really 
doing when we adjust the data is to make them 
more convenient and easy to use rather than 
making any major modifications to them. 

The third option, that of cutting back on the 
amount of adjustment that we do, is in a sense 
related to the second option. However, instead of 

releasing preliminary data and subsequent ly 
going on to edit them we could seriously consider 
not doing any further editing or else making the 
adjustment with a very simple procedure such as 
weighting up for non-response, which is cheap and 
easy to do. There are obviously benefits of cost 
and timeliness with such an approach. 

In terms of how users would feel about it, it is 
helpful to divide the user community into two 
groups. The first group is those who just want 
simple counts, often for a small area, without any 
complicated explanations of how we processed the 
data. On the o the r hand t he r e a r e a few 
academics who are interested in doing some very 
complicated analyses of the data. The detailed 
adjustments we do now satisfy neither user. For 
the user who j u s t wan t s s imple coun t s , a 
complicated explanation is wasted; a very simple 
form of adjustment would meet their needs just as 
well. The sophisticated user is unsatisfied as well, 
since he may disagree with our approach and 
would prefer to have the unedited data to do his 
own analysis. We have a s i tua t ion , for the 
cultural characteristics at least, where what we 
now do does not satisfy our users very well. 

Summary 

In summary, three recommendations can be made 
which address the issue for 1991. First, we should 
concentrate on risk management, in part icular 
not introducing anything into the adjustment 
process that we don't need to. Second, we should 
consider preliminary release of at least some of 
the key figures. Finally, we should seriously look 
at areas where the adjustments which we do 
should be limited. 
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ADDRESS REGISTERS: ADVANTAGES AND DISADVANTAGES 

DAVID C. WHITFORD 

DECENNIAL PLANNING DIVISION 
U.S. BUREAU OF THE CENSUS 

Introduction 

For the 1970 Decennial Census of Population and 
Housing, the U.S. Census Bureau adopted for the 
first time a mail-out/mail-back enumerat ion 
method for most large urban areas. In these areas, 
a list of all living quarters was compiled and 
census forms mailed to addresses on the list. 
Addresses on the list were printed in address 
registers which were used to control the enumera
tion process. Each address register (AR) con
tained information for living quarters for a geo
graphic area (about 300 units). During the census 
process, ARs were used to indicate corrections, 
additions and deletions of addresses, as well as 
identification of householder name and physical 
location description, receipt of questionnaires, 
population counts, and content sample designa
tion. 

The U.S. Census Bureau has considered three 
general sources for the acquisition of mailing lists 
from which initial address registers are printed: 
developing lists from field canvass operations, 
buying lists from vendors, and updating its lists 
from previous censuses. 

The second major process in address register 
development after list acquisition is the updating 
process. . The AR update operations are designed 
to improve the completeness (or coverage) of the 
residential address inventory. Basically, updat
ing operat ions verify the ARs by (1) us ing 
enumerators to check addresses in the field or (2) 
using postal carriers to check Census Bureau lists 
against addresses on their delivery routes. 

Finally, the delivery of census questionnaires is 
controlled by address registers. Census question
naires can be sent to addresses using the postal 
service or delivered by an enumerator who takes 
the questionnaire to addresses in the AR and con
currently updates the address register. Addition
ally, censuses can be conducted without compiling 
pre-enumeration address registers. In 1970 and 
1980, the United States conducted the census in 
non-mail areas by listing addresses concurrently 
with actual enumeration. 

This paper will compare methods of address 
register compilation, methods of updating and 
refining AR completeness (coverage), methods of 
delivery and enumeration, and summarize AR 
usage. 

Within each of these topics, a comparison will be 
made for different methods with respec t to 
operational fiow and AR processing, coverage 
gain, cost, and advantages/disadvantages. 

Notes: 

• A fiow chart is presented in the text for each 
method of list acquisi t ion, upda t ing , and 
delivery to show how the particular method fits 
into census processing. The Appendix is a 
composite of these charts that illustrates the 
many address register development possibil
ities. 

• Coverage and cost data in this paper come from 
widely varying sources and c i rcumstances . 
Qualifications for these data, such as variance 
levels and sampling information, are beyond 
the scope of this report. Generalization to 
national census of the coverage and cost data 
given here is not recommended. 

Acquisition of Precensus Lists 

The U.S. Census Bureau has considered four 
methods of address register acquisition: 

• purchasing lists from private vendors; 
• purchasing lists from the U.S. Postal Service; 
• updating registers from the previous census; 
• developing lists from field canvass operations. 

In preparation for mailing, the operational flow of 
the first three methods can be simply represented 
as follows: 

Vendor 
List 

80 
Census 

List 

PosUl 
List 

Compile 
AR 

Postal 
Update 

Bureau 
Update 

Mail 
Out 

Address register compilation actually involves 
grouping of units on the lists into geographic 
areas (geocoding), resolving cases that do not 
geocode, and printing of address information in 
address registers. The ARs are then ready for the 
updating process. 
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Notice that between the list acquisition phase and 
the mail-out/mail-back operation, two updating 
procedures are undertaken: updating of addresses 
by the postal service and also by the Census 
Bureau. A basic goal of developing the address 
lists for a mail census is at taining consistency 
be tween the pos ta l and C e n s u s B u r e a u ' s 
perceptions of addresses . That is, a mail ing 
address that can be delivered by the postal service 
should be identifiable to an enumerator to locate 
the unit for interviewing. 

Coverage and costs of vendor, postal service, and 
(updat ing) 1980 census l i s t s were recent ly 
compared in our Address List Compilation Test 
(ALCT).i For one urban area, the original list 
coverage and cost findings were as follows: 

List 

Vendor 
Postal Service 
1980 Census 

Coverage: 
Valid Units 

48,640 
49.988(2.8%) 
50,752(4.3%) 

Cost: 
Per Unit 

$0.05 
0.97 
0.15 

Two notes: 

• The ALCT was carried out in 1984. The 1980 
census list would be more outdated if used for 
1990. 

• As mentioned, the coverage figures given here 
are for the original lists. They do not reflect 
improvements which would be gained by 
updat ing techniques . (See the following 
section.) 

The fourth list acquisition technique is a field 
canvass of areas by Census Bureau personnel. In 
this technique, the geographic area is delineated 
and an enumerator canvasses the area recording, 
by hand, address information in the address 
registers. (This information is later keyed for 
computer processing.) In 1980, this operation, 
called Prelist, was performed in areas for which no 
vendor list was available. 

Prelist 

Postal 
Update 

Mail 
Out 

Update/ 
Leave 

Delivery 

Questionnaire delivery in prelist areas may be 
accomplished in two ways — by mailing or by a 
Census Bureau "update/leave" delivery. (This 
method will be addressed later.) 

One measure of prelist and vendor list coverage is 
the address add rate found during the subsequent 
postal update operation. In 1980, there was no 
significant difference between postal update add 
rates for prelist areas and areas for which a 
vendor list had been purchased.2 

A prelist operation is rather expensive. In 1980, 
the per unit cost of prelisting was $1.39.3 

It should be noted that in 1980 prelist was not 
subjected to an addit ional postal check, the 
advanced post office check, used for areas covered 
by vendor files. The advanced post office check 
will be explained below. 

Advantages/Disadvantages Between Precensus 
List Acquisition Methods: 

Costs seem to be the most pertinent factor in the 
U.S. list acquisition experience. 

• In the ALCT the compilation of the postal list 
costs more than compilation by other methods. 

• Use of address register listings from a previous 
census is a promising approach if continuous 
updating costs between censuses did not prove 
to be prohibitive. 

• The need for field canvassing (prelisting) is 
apparent when no other list is available or 
adequate. 

Updating of Precensus Lists 

Precensus lists are updated in the operations 
described below. Updating serves two purposes: 

• improving deliverability of addresses for mail 
censuses; 

• checking the coverage of an initial list. 

As mentioned earlier, a problem with precensus 
address registers is that the Census Bureau and 
postal service's perceptions of addresses some
times differ. Furthermore, other problems associ
ated with address lists such as vacant units 

1 Franklin, D., J. Dinwiddle, and M. Lueck, July 11, 1985. 
"Resu l t s and Analys i s of the Urban A d d r e s s Lis t 
Compilation Test", Memorandum from Charles D. Jones to 
Susan M. Miskura. 

2 Whitford, D. and K. Thomas, June 30, 1983. "Post Office 
Effectiveness", 1980 Census P re l imina ry E v a l u a t i o n 
Results Memorandum No. 52. 

a No author, December 3, 1982. "1980 Decennial Census 
Costs". 
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becoming occupied, new construction, demoli
tions, and ill-defined apa r tmen t numbers in 
multi-unit buildings necessitate the updating of 
address registers after they are initially compiled. 

Three different scenarios have been used by the 
U.S. Census Bureau to update address registers. 
They are divided below into postal updating and 
field verification updating procedures. 

Postal Updating 

The Advanced Post Office Check (APOC) 
was used in the 1980 census as a first check 
of lists which were purchased from private 
vendors. 

This update occurred in the summer of 
1979. Such a check can be fitted into a 
census operational flow as follows: 

Vendor 
List 

APOC Bureau 
Update 

Prelist APOC? 

Casing/ 
Time-of-
Delivery 

Postal 
Check 

Mail 
Out 

of these were found to be occupied.4 The 
APOC cos ts were not i m m e d i a t e l y 
available on a per unit basis but rather on a 
per unit added basis. Each address added 
by APOC cost the Census Bureau $3.49.5 

Just before the U.S. Census Day (April 1) 
when the census questionnaires were sent 
to the post office, two additional postal 
update operations were performed, the 
cas ing and t ime-of-del ivery (C/TOD) 
checks. In 1980 the casing check was 
undertaken about three weeks prior to 
Census Day. Again, "blue cards" were 
r e t u r n e d to the C e n s u s B u r e a u for 
addresses without questionnaires. These 
were added to the address registers after a 
check of their validity. Then again at the 
time-of-delivery of the questionnaires, the 
postal carrier was asked to note any living 
quarters not receiving a census mailing 
package. These addresses were checked 
against the address register and added if 
valid. 

The casing/time-of-delivery checks fit into 
census o p e r a t i o n s as shown by t h e 
following chart. 

Note the question mark beside APOC for 
prelisted areas. APOC was not performed 
in prelisted areas in the 1980 census. But 
this type of early check of the deliverability 
of prelisted addresses is being tested for 
1990. 

During the APOC, an address card was 
produced for each vendor address and sent 
to the post office. Residential addresses, to 
which the post office delivered mail, that 
were not included on the Census Bureau 
files were recorded on "blue cards" by the 
postal carriers. These were geocoded (if 
possible), checked for duplication and, if 
valid, added to the address registers. 

The efficacy of this APOC operation is 
demonstrated by its coverage and costs. 
APOC added 5.5 percen t of the to ta l 
n u m b e r of hous ing un i t s e v e n t u a l l y 
enumerated in the areas where vendor lists 
had been purchased. Ninety-three percent 

Vendor 
List 

APOC Bureau 
Update 

Prelist APOC? 

Casing/ 
Time-of-
Delivery 

PosUl 
Check 

Mail 
Out 

The casing and time-of delivery (C/TOD) 
checks were carried out in all mail-out/ 
mail-back areas of the country. Coverage 
improvement for the C/TOD checks was 
estimated to be 3.4 percent of all enumer
ated households in mail areas. Eighty-
nine percent of these added uni t s were 
found to be occupied.6 On a per unit added 
basis, the cost of the casing and time-of-
delivery was $2.56."^ 

Census Bureau Updating 

Recalling the problem of at ta ining con
sistency between postal and Census Bureau 

Whitford, D. and K. Thomas, June 30.1983.op. cit. 
Thompson. J., August 28, 1984. "Preliminary Summary 
Results from the 1980 Census Coverage Improvement 
Program E v a l u a t i o n s " , 1980 C e n s u s P r e l i m i n a r y 
Evaluation Results Memorandum No. 85. 
Whitford, D. and K. Thomas, June 30,1983, op. cit. 
Thompson, J.. August 28,1984,op. cit. 
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perceptions of addresses, the Census Bu
reau conducted its own updating procedure 
in January through March 1980. This was 
scheduled to occur between the two postal 
updates described above. This in-house 
update was called the Precanvass opera
tion. In general, precanvass fits into the 
operational fiow as follows: 

Vendor 
List / 1 

Precanvass 

^ ^ aud/or 

y, 

Mail 
Out 

Postal 
Update 

During the precanvass operation, a Census 
Bureau employee used the (post APOC) 
address register to dependently canvass the 
housing inventory within the geographic 
area covered by the register. The employee 
recorded changes, additions and deletions 
of a d d r e s s e s , fu r the r iden t i f i ed any 
necessary physical location descriptions, 
and recorded the number of units in multi-
units. For 1990, the Census Bureau is 
testing a unit-by-unit precanvass in which 
each apartment designation in a multi-unit 
is listed in the address regis ter and is 
individually checked. 

After precanvass , changes in address 
information are captured for the next copy 
of the address register and mailing pieces 
are produced which refiect this updating of 
theAR. 

Coverage gains in the 1980 census from the 
precanvass operation are hard to extract 
since many operations were happening 
simultaneously in census offices just before 
Census Day. But it is est imated tha t 
precanvass was solely responsible for 
adding about 2.36 million housing unit 
listings to the ARs. The cost was about 
$5.00 per added unit.8 

A d v a n t a g e s / D i s a d v a n t a g e s Between 
Updating Techniques: 

Timing of updating operations and coordi
nation of Census Bureau and postal ver
sions of addresses seem to be the primary 

concerns for address register development 
through updating methodologies. 

• The APOC is used to update vendor lists 
soon after they are purchased, getting an 
initial check preparing them for final in-
house and postal updating. 

• The precanvass operation helps resolve 
any disparity between mail and physical 
location addresses thus preparing the 
Census Bureau for pos t -enumerat ion 
followup activities. 

• The casing/time-of-delivery checks occur 
when the post office actually has the 
questionnaires ready for delivery. For 
this reason it seems reasonable to have a 
post check at this time also. 

Delivery Methods 

The various methods of delivering questionnaires 
to housing un i t s i nc lude those i n v o l v i n g 
precensus address lists (compiled in address 
registers) and methods where address registers 
a r e c r e a t e d c o n c u r r e n t l y wi th v i s i t s by 
enumerators. Mail-out/mail-back methods have 
been discussed above. In this section the use of an 
update/leave procedure and a list/leave procedure 
will also be explained. Coverage and cost 
analyses performed by the U.S. Census Bureau 
for these methodologies will be reviewed. 

Update/Leave Delivery 

Basically, an upda te / l eave p rocedure 
invo lves C e n s u s B u r e a u e m p l o y e e s 
updat ing address reg is te rs (compiled 
before the census) at the same t ime as 
questionnaires are being left at all housing 
uni ts . An exper imenta l upda t e / l e ave 
scenario was undertaken during the 1980 
census. 

Operationally, it is described as follows: 

Vendor 
List 

Prelist 

APOC 

Casing/ 
Time-of-
Delivery 

? 

_ Update/ 
Leave 

8 Fan, M. and J. Thompson. October 22,1984. "Evaluation of 
the 1980 Census Precanvass Coverage Improvement 
Operations", 1980 Census Preliminary Evaluation Results 
Memorandum No. 92. 
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Simply stated, this experimental procedure 
differed from operations throughout other 
mail areas in that: 

• no precanvass was performed and the 
address register was updated during 
delivery; 

• reminder cards were produced and sent 
to addresses in update/leave areas. 

The experimental design for this 1980 test 
involved five pairs of census district offices 
paired by similar characteristics. In one 
office of each pair, update/leave delivery 
was substituted for precanvassing (if not a 
prelist area) and mail delivery. Results 
indicated that even though census ques
tionnaires were personally left at dwellings 
by enumerators in the update/leave offices 
(affording an opportunity to urge people to 
fill out their form completely), no signifi
cant differences in household coverage were 
discerned.9 Update/leave methodology was 
more expensive than mail ing forms to 
addresses. 

List/Leave Delivery 

In "conventional" census offices, where no 
precensus address list was purchased or 
compiled, 1970 and 1980 census practice 
was to: 

• send questionnaires to households in a 
general (no address on the question
naire) mailing; 

• assign an enumerator to: 

- canvass designated geographic areas 
on or after Census Day; 

- list all housing units found in these 
areas; 

- pick up completed forms, leave a 
blank form, or interview the house
hold at that time; 

• conduct a postcensus address updating 
procedure where the post office is asked 
to check the addresses obtained at the 
time of enumeration. 

The flow of these operations is represented 
below. 

General 
Mail-out 

List/ 
Pick-up 
or Leave 

Post 
Census 
Postal 
Check 

The coverage of this delivery method was 
directly compared to mail delivery methods 
in an experimental program during the 
1970 census, the Mail Extension Test. In 
this experiment, five census district offices 
that had been designated to be conven
tional offices were redesignated mail-out/ 
mail-back offices. They were paired in the 
experimental design with five other con
ventional offices. 

Results were as follows: 

• There were no significant coverage 
differences between the conventional 
and mail offices. 

• In the precensus list areas, the numbers 
of enumerator deletions and postal addi
tions during updating were positively 
correlated with coverage error measures. 

• For population data requested of every
one, mail areas had significantly more 
complete data. 

• There was no significant difference in 
the cost of the two procedures.'0 

It should be emphasized that this 1970 test 
was undertaken in every rural area of the 
country. The Census Bureau used this 
list/leave approach in areas with many of 
these same characteristics again in 1980. 

Postal Delivery 

Address register acquisition and updating 
procedures for areas of the United States 
where a precensus address register is com
piled have been described above. The basic 
flow for mail delivery areas is shown again 
as follows: 

Vendor 
List 1 : 

Precanvass 
, 1 

Mail 
Out 

PosUl 
Update 

» Bailey, L. and P. Ferrari, June 15, 1984. "1980 Census 
Update List/Leave (ULL) Household Roster Check -
Preliminary Report", 1980 Census Preliminary Evaluation 
Results Memorandum No. 70. 

1" U.S. Bureau of the Census, June 1973. Results and 
Analysis of the Experimental Mail Extension Test, 
1970 Evaluation and Research Program PHC(E). 
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Comparison of the mail and list/leave 
approach is given above (the 1970 Mail 
Extension Test) . Additional coverage 
information will be forthcoming in a report 
on the Post Enumeration Program for the 
1980 census. It is designed to measure 
coverage for all parts of the United States 
and is about to be published. However, the 
confounding factor that geographic/demo
graphic characteristics of list/leave and 
mail census areas are quite different would 
l imit the usefulness of th i s coverage 
comparison. Similar limitations accom
pany any cost comparison between the two 
types of areas. But cost figures for the 1980 
census are available. For all but one of the 
Census Bureau's regional offices, field costs 
per unit in conventional (list/leave) areas of 
the country exceeded those in mail areas. 11 

A d v a n t a g e s / D i s a d v a n t a g e s Between 
Delivery Methods: 

The advantages and disadvantages of using 
a list/leave or mail-out/mail-back approach 
to census-taking are not clear. In one 
comparison in rural areas, no noteworthy 
differences were discerned. 

Historically, in the United States Census 
Bureau's experience, it seems that rural 
areas and with sparse population lend 
t h e m s e l v e s to a l i s t / leave approach , 
whereas the more urban populations are 
better enumerated using address registers 
compiled before a census is undertaken. 

Use of Address Registers 

The preceding discussion follows the early 
life cycle of address regis ters through 
various compilation methods, improvement 

strategies, and roles in various question
naire delivery techniques. 

To reiterate, address registers are used to 
record information for living quarters and 
to control cer ta in aspects of the field 
enumeration process. The information 
recorded may include any or all of the 
following: geographic codes, address (street 
name and house n u m b e r , a p a r t m e n t 
d e s i g n a t i o n , c i ty , s t a t e , z ip c o d e ) , 
householder name, and physical location 
d e s c r i p t i o n . T h e s e (iata and o t h e r 
information entered in the address register 
can be used to control or provide: 

• workload estimates used in p lann ing 
staff size, logistics and supplies, budget 
preparation and so forth; 

• correction, additions, and deletions of 
addresses; 

• data for e v a l u a t i o n s (e.g. , a d d r e s s 
cove rage ga in from an u p d a t i n g 
procedure); 

• receipt/non receipt s tatus of question
naires to allow planning for followup 
activities; 

• prel iminary data on population and 
housing counts; 

• qua l i ty control of c o n t e n t s a m p l e 
collection. 

In summary, address registers provide a 
means by which the field enumera t ion 
phase of a census can be controlled. The 
management and control options inherent 
from address register usage are many. 

1' Computer print-out, August 31, 1983. "Table III. 1980 
Census Field Operations Costs/Regional Office Costs by 
Type of District Office". 
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APPENDIX: SIX ADDRESS REGISTER DEVELOPMENT POSSIBILITIES 
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Time-of 
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Mail 
Out 

Update/ 
Leave 

General 
Mail Out 

List/ 
Pick-up 

Post 
Census 
Postal 
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APPLICATIONS OF AN ADDRESS REGISTER 
IN THE CANADIAN CENSUS 

DON ROYCE 

CENSUS AND HOUSEHOLD SURVEY METHODS DIVISION 
STATISTICS CANADA 

Introduction 

One of the key activities in the conduct of the 
Census of Population is the creation of a list of all 
dwelling units in Canada. For 1986, this task will 
be done on an enumeration area (EA) basis by the 
Census Representa t ive (CR) and the l ist of 
dwellings for each EA will be recorded in the 
Visitation Record (VR). 

This list has a multiplicity of uses in the conduct 
of a census: 

(a) it helps to ensure complete and accurate 
coverage of the EA by recording a unique 
description of each dwelling; 

(b) it serves as a sampling frame for the CR to 
leave a longer questionnaire at every fifth 
household; 

(c) it serves as a record of the status of each 
dwelling during collection, e.g., date ques
tionnaires dropped off, date questionnaires 
received back, follow-up required, name of 
person to contact; 

(d) it serves as a source of control information 
(e.g., person and dwelling counts) for sub
sequent processing of questionnaires; and 

(e) it serves as the source of interim dwelling 
and population counts. 

As men t ioned , t h i s l i s t of d w e l l i n g s has 
traditionally been created by the Census Repre
sentative, using the Visitat ion Record. The 
listing operation is combined with the operation of 
dropping off the questionnaires. This combination 
has proven to be a very effective methodology, as 
it allows for person-to-person contact with respon
dents, for the determination of the number of 
questionnaires to leave in large households and in 
what language, for the CR to observe and record 
data such as dwelling type, and for a relatively 
efficient sampling methodology. This meth
odology ensures that the list is up to date, as it is 
created during a short period before Census Day. 
It is also believed to be a strong motivator for the 
CR in that the CR has responsibility for the 
complete enumeration of his or her EA. 

Despite the success of this method in the past, 
however, it is my belief that some investigation of 
an alternative approach is warranted. For one 
thing, many of the advantages of the drop-off 
technique are declining in importance. Contact 
rates at drop-off are 50% and declining, we now 
have a bilingual questionnaire for 80% of house
holds, and households themselves are get t ing 
smaller. Increased concern for personal security 
also means that physical access to some types of 
dwelling units is becoming more difficult. 

We are also experiencing major changes in the 
ways in which our work-force is recruited. We 
may not be able to depend on the highly motivated 
CR for good coverage in 1991. 

The fact that the list of dwellings is only in 
manual form not only means that it must be 
created from the beginning again each census, 
but, as described in the next few paragraphs, it 
also limits many other aspects of census-taking 
both in collection and processing. 

The alternative discussed further on in this paper 
is that of a computerized household address 
register (AR). You will also find a description of 
an address register along with some possible 
applications, a description of previous research on 
this topic as well as a discussion on possible 
sources for an address register. The concluding 
part of this paper suggests a plan for future 
research and other considerations important in 
the development of an address register approach. 

The AR Concept and Potential Applications 

The concept of an AR referred to in this paper is a 
file, in machine-readable form, of res ident ia l 
addresses for some or all portions of Canada. Each 
address would correspond to a dwelling uni t , 
whether occupied or not, conforming to the census 
definition. Each address in the register would 
include the Census Geography coded to the max
imum extent possible but at a minimum to the 
level of the enumeration area. For each address, 
certain supplementary information would also be 
recorded, for example, the type of dwelling unit 
and possibly the telephone number. However, the 
AR would not contain the names or any other 
personal information about the occupants of the 
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dwelling. It is anticipated that the AR would be 
maintained on an ongoing basis throughout the 
five-year census cycle. Additions, deletions, and 
changes to the file would be made on a continuing 
basis as the update information became available. 

The major uses of such an address register might 
be as follows: 

Mail-out of the Questionnaire 

With a reliable AR, the census questionnaire 
could be mailed out rather than dropped off. 
This method is used by the United States for 
much of its population. Comparative cost 
studies done as part of the earlier research 
forecast savings of between $40,000 and 
$652,000 for the 1981 Census, and between 
$569,000 and $2.0 million for the 1986 
Census (in 1976 dollars). 

Most of the cost savings would come from the 
elimination of the drop-off phase of the CR's 
work, including drop-off training. In mail-
back a r e a s , s ince staff would only be 
required for follow-up, a CR could handle a 
large assignment, thereby leading to an 
overall reduction in the number of field staff 
required. This might also permit the hiring 
of better qualified people. As well, a number 
of checks such as the postal check and 
geographic field checks prior to census could 
be eliminated. 

Coverage Improvement 

Even if a mail-out census were not adopted, 
an AR could be used to improve coverage, 
reduce listing costs or both. One option 
would be to use the AR to replace the postal 
check, which has now become extremely 
expensive ($1.4 million in 1981). Alterna
tively, the CR could be given a Visitation 
Record pre-printed with the addresses in the 
EA. He or she would then simply have to 
update the VR rather than create it. This 
has the potential for both lower costs and 
increased accuracy. 

Delineation of Field Assignments 

CR assignments (the same as or similar to 
existing EAs) could also be delineated on the 
basis of counts of the number of households 
from an AR. Availability of an AR could 
reduce or eliminate the need for geographic 
coverage checks prior to the census and could 
reduce the need for EA splits at census time. 

Use of Alternative Sampling Methods 

With an AR, the 2B sampling could be done 
in advance. By having more control over the 
selection of the sample, the potential for 
drop-off bias would be reduced. As well, 
more complex methods could be used, for 
example, varying sampling fractions, deeper 
stratification, or in ter locking sampl ing. 
Increased efficiency in sampling might allow 
a reduction in the overall sampling fraction 
and, therefore, a reduction in respondent 
burden. 

Special Handling of Collectives 

By identifying collective dwellings on the 
AR, special field procedures could be put in 
place to ensure that these dwellings are 
handled properly. In fact, an AR already 
exists for such dwellings in the form of the 
Collective Dwelling Listing File which is 
created from the previous census. An AR 
would simply extend this existing file by 
supplying updat ing information for the 
intercensal years. 

Telephone Follow-up of Complete Non-
response 

In the 1986 Census, the mail return before 
follow-up is expected to be between 80 and 
90%. With 6 million households in mail-
back areas, this still leaves between 600,000 
and 1.2 million households requiring follow-
up - the equivalent of between 10 and 20 
Labour Force Surveys. 

Considerable savings can be achieved by 
following up these households by telephone 
rather than field follow-up. In 1986, the CR 
will a t t empt to follow up non-response 
households by telephone whenever possible. 
However, the CR will be able to obtain a 
telephone number only when the name of 
Person 1 is obtained at drop-off. This is 
expected to be about 50% of the time. 

An AR which also contained the telephone 
number for each address could increase this 
percentage considerably. Using the AR, we 
could prepare a "mini telephone directory" 
for each EA. A print-out, sorted by address 
and showing the telephone number, could be 
used by the CR to locate the te lephone 
number for any address where a question
naire was dropped off but not received back. 
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For this application, the completeness and 
accuracy of the AR are not extremely criti
cal. If an address is missing, the CR would 
simply revert back to the existing procedure. 

A test of this application is planned for the 
1986 Census , in On ta r io and Quebec, 
making use of a file already purchased from 
the telephone company. Using the postal 
code on this file, we plan to re-structure the 
file by 1986 EA and provide a print-out as 
described above to the CR. 

Centralized Edit and Telephone Follow-
up 

The pros and cons of centralized edit and 
telephone follow-up have been documented 
in earlier papers and are not repeated here. 
If, however, it were decided tha t such a 
methodology was desirable, an AR could 
serve as the basis for a file to monitor and 
control such an operation. The control file 
could be used for: 

(a) registering questionnaires as they are 
received from respondents; 

(b) recording the status of each question
naire through the edit and follow-up 
operation; 

(c) automatically creating and controlling 
assignments for both telephone and 
field follow-up; 

(d) administrative functions such as pro
duction of MIS reports, calculating and 
verifying pay accounts; and, 

(e) a source of data for subsequent analyses 
of the operation. 

In effect, the control file would be a comput
erized version of the cur ren t Visitat ion 
Record. 

Control File for C e n s u s P r o c e s s i n g 
Activities 

A control file based on an AR could be used 
not only in collection activities, but also in 
many of the subsequent processing steps. 
For example, the file would be used to control 
the coding and the capture of questionnaires. 
We could then immediately link the data 
from the "VR" (now computerized) to the 
questionnaire. Many of the steps in the cur
rent Head Office Processing operation could 
be streamlined with a machine-readable VR. 

Any other census operations which involve 
access to the VRs would also be simplified. 

In the long run, an automated AR could 
facilitate the integration of collection and 
processing opera t ions . One could, for 
example, envisage a scenario where the 
questionnaires are mailed back and then 
immediately captured (perhaps after some 
minimal pre-grooming), edited by computer, 
and batched for follow-up. Since the ques
tionnaires are already captured, follow-up 
could even be via Computer-assisted Tele
phone Interviewing (CATI). Once follow-up 
is completed, the questionnaires can be sent 
for edit and imputation. At the same time, 
interim population counts could be produced. 

Enhancement to the Area Master File 
(AMF) 

An AR could potentially serve as a source of 
updates to the Area Master File. It could 
essentially extend the level of geographic 
coding from the level of the block- face to the 
level of the household. This would allow a 
method of direct geocoding of any household 
in any survey. This would in turn promote 
the implementation of the new Standard 
Geographical Classification (SGC) policy and 
would e n h a n c e the s m a l l a r e a d a t a 
capability of Statistics Canada. An exten
sion of the level of coding of the AMF might 
also be of use to many of the external users of 
the AMF', such as municipal police forces. 

Frame for Household Surveys 

In addition to these census applications, an 
up-to-date AR could serve as the sampling 
frame for a wide var ie ty of household 
surveys, including the Labour Force Survey, 
post-censal or intercensal surveys linked to 
the census questionnaire, and independent 
ad hoc household surveys. An increased 
ability to conduct post-censal or intercensal 
surveys linked to the census data base could 
permit a reduction in the number of ques
tions on the census itself With an increased 
demand for data on specialized subgroups of 
the population, we migh t move in t he 
direction of using the census as a screening 
vehicle with more in-depth questions con
tained in a follow-up survey. The usefulness 
of the AR for this purpose would be greatly 
enhanced if the telephone numbers were also 
available. 

Even if the addresses themselves were not 
used for sampling, an AR could serve as an 

PROCEEDINGS OF THE INTERNATIONAL 1991 CENSUS PIJ^NNING CONFERENCE 209 



alternate source of up-to-date counts of house
holds for the design of ad hoc surveys or the 
update of continuing surveys such as LFS. 

Previous Research on Address Registers 

In the mid-1970s, a series of research studies was 
carried out on the financial and operat ional 
feasibility of creating and updating an address 
register for major urban areas in Canada. A 
summary of these studies is given in Booth (1976). 

The major application for the address register 
created in these studies was for a mail-out Census 
of Population. Consequently, the primary focus of 
the studies was on the coverage of the AR. Three 
measures of an AR's coverage relative to a perfect 
AR were defined as follows: 

The % complete gives a measure of the under
coverage of the AR, the % accura te gives a 
measure of the overcoverage of the AR, and the % 
reliable gives a combined measure of quality. 

In the first study, an address register was created 
for five cities and was updated for 18 months with 
data from a number of sources, including Canada 
Mortgage and Housing Corporation, bui ld ing 
permits, and the post office. Table 1 shows the % 
complete rates in this study. 

The major problem with the AR was in the 
location of subaddresses in the core of large urban 
areas. Checks showed that the majority of the 
undercoverage was due to older houses that had 
been modified to two- and three-unit dwellings. 
For the two smaller cities, however, the AR was 
superior for both singles and subaddresses. 

% complete 

% accurate 

% reliable 

= 100 

= 100 

= 100 

- number of valid units not on AR 

number of valid units on a perfect AR 

- numberof invalid units on AR 

total number of units on AR 

- (number of invalid units on AR -l-
number of valid units not on AR) 

number of valid units on a perfect AR 

* 100 

* 100 

* 100 

TABLE 1. 

-

% Complete for Address Register (AR) Coi 
for Five Test Cities 

City 

Montreal 

Toronto 

Vancouver 

Sherbrooke 

St. Catharines 

Type 

Single 

AR 

99.48 

99.77 

99.63 

99.61 

99.65 

VR 

99.19 

99.45 

99.35 

99.22 

99.62 

of dwelling 

npared to Visitation Record (VR) 

Subaddress 

AR 

98.08 

89.96 

97.90 

99.47 

98.50 

VR 

98.42 

98.42 

99.72 

98.08 

97.57 

' 

AR 

99.19 

97.15 

99.10 

99.55 

99.34 

Total 

VR 

99.03 

99.40 

99.46 

98.77 

99.06 
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TABLE 2. 

% complete 

% accurate 

% reliable 

% Complete, Accurate and Reliable 
Visitation Record (VR) for Two Groups 

for A d d r e s s Regis ter 
of Cities 

Montreal, Toronto and Vancouver 

AR 

98.64 

98.78 

97.43 

VR 

99.31 

96.78 

95.97 

She 

(AR) Compared to 

rbrooke and St. Catharines 

AR 

99.45 

98.17 

97.59 

VR 

98.91 

98.72 

97.62 

Table 2 shows the % complete, % accurate and % 
reliable rates for two groupings of these cities. 

Based on the first study, the AR does seem to be 
very comparable in quali ty to field l i s t ing. 
Coverage of the AR is worse in the larger cities 
but better in the smal ler a reas . In terms of 
accuracy and reliability, the AR is superior to the 
VR in the larger urban areas, while in the smaller 
urban areas the VR is just slightly better. 

Subsequent studies concentrated on the question 
of whether an address register could be main
tained from just one source, namely "Point of 
Delivery" sheets for Canada Post. These are 
sheets which contain every basic address where 
mail is delivered on each postal route. They are 
maintained in the local post office and are updated 
by the postal supervisor. 

One of the studies was done for Trois-Rivieres, one 
of the 1974 Census Test cities. The results for an 
address register maintained for 11 months using 
only Canada Post data are given below. 

In this case, the AR is better than the VR in terms 
of all these measures - completeness, accuracy and 
reliability. The only area where the VR is better 
is in collective dwellings. Similar studies for a few 
other cities were carried out, but their results are 
not reproduced here. The figures are comparable. 

In summary, the previous studies indicated that 
an address register could be created and updated 
with information from one source (Canada Post), 
and that the quality is in most cases at least as 
good as field listing. The one area of weakness 
seems to be in the identification of subaddresses in 
the larger cities, and measures to handle this 
would have to be devised. 

Despite the apparent potential of an AR approach, 
however, the capital cost involved was considered 
to be problematic and the research did not 
continue. 

Possible Sources for an Address Register 

Since the earlier studies were carried out, there 
have been a number of developments which may 
make the creation and maintenance of some form 
of address register by automated means a viable 
proposition within the next five years. These 
include: 

(a) the availability, or potential availability, of 
an increasing number of sources of up-to-
date administrative data, such as records 
from telephone and hydro companies, Family 
Allowance, Old Age Security, and Revenue 
Canada files; 

TABLES. 

% complete 

% accurate 

% reliable 

% Complete, Accurate and Reliable for Address Register (AR) Compared to Visitation 
Record (VR) for Trois-Riviferes 

Single 

AR VR 

99.16 98.78 

99.10 99.42 

98.26 98.21 

Type of Dwelling 

Subaddress 

AR 

98.54 

96.88 

95.36 

VR 

92.78 

90.06 

82.54 

Collective 

AR 

88.51 

100.00 

88.51 

VR 

93.10 

100.00 

93.10 

Total 

AR 

98.93 

98.47 

97.40 

VR 

97.07 

96.79 

93.79 
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(b) the universal use of the postal code on these 
files, which, combined with Geography 
Division's Area Master File/Postal Code 
link, facilitates the restructuring of these 
files into Census Geography by automated 
means; 

(c) improved record l inkage methodologies 
which could be used to unduplicate multiple 
files; and, 

(d) the declining costs of storing and working 
with large data files. 

Earlier this year, a number of potential sources of 
addresses were briefiy investigated. The results 
are summarized below: 

Canada Post "Point of Delivery" Sheets 

Contents: Address, postal code, busi
ness/residential indicator, 
number of mail receptacles 
for each a d d r e s s , o t h e r 
information related to the 
amount of work involved in 
delivering mail. 

Coverage: Based on studies ten years 
ago, comparable to or better 
than field listing. Includes 
only addres ses rece iv ing 
home del ivery, but o ther 
records are apparently avail
able for these exceptions. 

Availability: Only one copy exists and is 
kept at the local Pos t a l 
Installations. There may or 
may not be photocopiers at 
these offices. 

Frequency: To be determined. 

Comments: Canada Post would also like 
to s t o r e t h e s e l i s t s in 
machine-readable form. 

Maps showing the l e t t e r 
carrier routes are also kept 
in the local office. 

Telephone Company Files 

Contents: Subscriber's name, address, 
pos t a l code , b u s i n e s s / 
resident ial indicator, and 
telephone number. 

Coverage: Subscribers with published 
telephone numbers. 

Availability: Bell Canada (most of Ontario 
and Quebec), to be negotiated 
elsewhere. 

Frequency: Quarterly. 

Comments: Address information is from 
billing system and should 
therefore be of high quality. 

Address of equipment instal
lation is also available. 

Municipal Assessment Lists 

Contents: Address, postal code, assess
ment , ca tegory ( r e g u l a r , 
c o t t a g e , f a r m ) , t y p e of 
dwelling. 

Coverage: To be determined (in theory 
should be good). 

Availability: Available at cost in Ontario, 
to be determined for other 
provinces. 

Frequency: Annual. 

Comments: Assessment by municipality 
may be a by-product. 

Hydro Companies 

Contents: Address, postal code. 

Coverage: Problems with block meter
ing of apartment buildings. 

Availability: Central hydro utilities exist 
in al l p r o v i n c e s e x c e p t 
Ontario, to be determined. 

Frequency: Potential for quarterly. 

Comments: Address information is from 
billing system and should 
therefore be of high quality. 

Family Allowance 

Contents: Address, postal code. 

Coverage: Persons with children. 
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Availability: Statistics Canada to receive 
file from Health and Welfare 
shortly. 

Frequency: Believed to be monthly. 

Comments: Address information used for 
cheque delivery and should 
therefore be of high quality. 

Revenue Canada Taxation 

Contents: Address, postal code. 

Coverage: Individual tax filers. 

Availability: Stat is t ics Canada already 
has. 

Frequency: Annual. 

Comments: Problems exist with timeli
ness , mul t ip le fi lers per 
address, and addresses being 
tax discounters. 

Area Master File 

The Area Master File itself could be used to 
generate an address register . For each 
block-face, the AMF contains the s t reet 
name and the address range, e.g., 2 to 54. 
One could generate addresses by assuming 
there was a dwelling at every second number 
within the address range, e.g., 2, 4, 6, ..., 52, 
54. 

Contents: Address, postal code. Census 
Geography. 

Coverage: Same as AMF (most cities 

over 50,000 and increasing). 

Availability: Statistics Canada file. 

Frequency: Continuous. 
Comments: Overcoverage of addresses 

would l ikely be a major 
problem. 

Labour Force Survey Apartment Frame 

Contents: Address of building, postal 
code, 1981 C e n s u s Geo
graphy, number of floors, 
number of units. 

Coverage: Most CMAs, all buildings 
with 30 or more units and 5 
or more fioors. 

Availability: Statistics Canada file. 

Frequency: Continuous. 

Comments: Updates to the frame can be 
up to 12 months late. 

Visitation Records from 1981 Census 

Contents: Address, agricultural hold
ing indicator. 

Coverage: All d w e l l i n g s in 1981 
Census. 

Availability: In paper form only, would 
have to be data captured. 

Frequency: Every five years. 

Comments: Could serve as a source for 
creating an AR, but other 
methods would obviously 
have to be found for main
tenance. Previous s tudies 
have indicated data capture 
to be very expensive. 

In addition to the sources described above, there 
are several other sources of addresses which are 
worth investigating, including provincial driver's 
licence and medicare files, commercial sources 
such as those used by the U.S. Bureau of the 
Census, and voters' lists coinpiled by federal and 
provincial electoral officers. 

Further Research and Outstanding Issues 

A number of steps are proposed for fur ther 
research into this area: 

1. Carry out a more comprehensive study of the 
var ious sources and app roaches to the 
construction and maintenance of an address 
register. 

The various sources mentioned previously 
would be investigated in further detail, as 
would record linkage methods appropriate to 
the unduplication of addresses. This would 
also include an investigation of a possible joint 
venture with Canada Post to automate their 
lists. 

2. Become more familiar with the experiences of 
other countries who use an address register 
and/or mail-out approach for their censuses. 

3. Update the cost comparison exercises done in 
1976 to better estimate the potential cost 
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savings with an address register - mail-out census 
methodology. A cost comparison exercise for the 
Labour Force Survey should also be done. 

4. Construct a pilot register using an adminis
trative data/record linkage approach. 

5. Evaluate the quality of the pilot register in a 
post-censal study and with the ongoing LFS. 
Evaluation would focus on both the coverage 
of the AR and on the quality of data items on 
the AR. This study could be combined with 
other field testing for the 1991 Census. 

6. If the mail-out methodology appears to be 
feasible and promises sufficient cost savings, 
conduct a field test to measure respondent and 
interviewer reaction, to estimate response 
rates, and to detect any problems with the 
methodology. 

7. Update cost comparisons based on field test of 
mail-out methodology. 

8. Test the use of the AR as a frame for the 
Labour Force Survey. 

A proposed schedule for testing related to census 
is shown in Table 4. 

Because a number of programs within Statistics 
Canada stand to benefit from the availability of 
an address register, it is proposed that a number 
of areas participate in this work. These include 
the Small Area Data Program, Administrative 
Data Development Division, Census and House
hold Survey Methods Division (both subdivisions). 
Survey Operations Division, Geography Division 
and Informatics Services and Development 
Division. 

There are also a number of concerns which would 
have to be addressed before the applications 
mentioned previously could be implemented. 

First, the use of a mail-out methodology would 
make us more vulnerable to errors, interruptions 
or cost increases in the postal delivery service. 
With the present method, for example, a post 
office strike would severely disrupt collection, but 
not totally destroy it, since the CR could resort to 
pick-up of questionnaires if necessary. 

Second, what would be the public perception of an 
address register? The public may not distinguish 
between this and a population register with all of 
its "big brother" connotations. 

Third, a fully successful AR would require more 
geographical standardization than now exists. At 
the present t ime, the Census Ident i f icat ion 
(Electoral District, Enumera t ion Area , and 
Household Number) for the same dwelling unit 
changes from one census to the next. Some form of 
block program would be required which would 
mainta in the s tab i l i ty of the geograph ica l 
identification down to the block-face level. 

Fourth, the scope of the AR would have to be 
determined. At present, it would appear to be 
much more feasible in urban areas than in rural 
areas. However, it is in such areas where the 
potential cost savings are likely higher due to 
elimination of travel costs for drop-off. 

Fifth, there is the question of how dependable the 
various sources of information needed to maintain 
the AR would be. For example, Canada Post has 
recently begun reducing the extent of home 
delivery of mail as a cost-cutting method. As a 
result these addresses may not be available or 
may be diificult to obtain. 

Finally, there is the question of how we might 
reduce the risk in making a wholesale change
over from our traditional approach to an approach 
based on an address register. We would, in fact, be 
converting from an "area frame" approach to a 

TABLE 4. Milestones for Address Register Research 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

Activity 

Study of AR construction and maintenance 

Familiarization with experience of other countries 

Update cost comparisons from 1976 

Construction of pilot register 

Post-censal test of coverage of pilot AR 

Test of mail-out methodology 

Update cost comparisons based on mail-out test 

Date 

September 1986 

October 1986 

June 1987 

March 1987 

June 1987 

June 1988 

March 1989 
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"list frame" approach. Previous research, while 
encouraging, has been based on a relatively small 
number of cities. 

One possible solution is to create and maintain a 
full scale national AR for 1991 without actually 
using it in data collection. The quality (com
pleteness, accuracy and reliability) of this AR 
would be evaluated immediately following the 
1991 Census through a 100% comparison and field 
check. Because this approach would compare two 
independently created lists, the evaluation of the 
AR's quality is likely to be quite reliable. How
ever, we would get no information on problems of 
using the AR in the field. Such a comparison 
would also be difficult and expensive to imple
ment. 

A second approach would also mainta in the 
current collection methodology (using drop-off), 
but the CR would be provided with the AR for 

his/her EA as a starting point for listing dwell
ings. Updates made by the CR would be data 
captured and the quality of the AR evaluated by 
comparing the original to the updated version. In 
effect, this would build the field check of the AR 
into the 1991 Census itself However, since the 
verification of the AR is a dependent verification, 
there is some risk that the quality of the AR could 
be overstated. On the other hand, we would get 
valuable experience with the use of an AR in the 
field and there may be the potential for some cost 
savings. 

Whatever the approach, it is clear that the full 
potential of an address register would only be 
realized with a change-over to mail-out of the 
questionnaires. Such a change would have to be 
very carefully tested and proven, but the fact that 
the U.S. does use this method successfully is 
encouraging. Whether we wish to move in this 
direction for 1991 is now up to us. 
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Resume of the Question Period 

During the question and discussion period several 
questions and issues were raised. 

Coverage 

The first issue was whether international compari
sons of the results of coverage measurement studies 
could yield insights into the reasons for under
coverage, for example, what types of areas or types 
of population have particularly high rates of 
undercoverage. Such comparisons have been 
attempted, but are severely confounded by differ
ences in the techniques countries use to measure 
coverage error. For example, the U.S. gets widely 
different estimates from its demographic analysis 
and post-enumeration surveys. The only way to try 
to remove these "method" differences would be to 
run a controlled experiment. 

It was pointed out that different techniques may 
also be more suitable for certain populations or 
certain levels of aggregation. 

A third point raised was that the U.S. and Canada 
put more emphasis on coverage measurement and 
the U.K. concentrates more on measuring response 
error, although all these countries measure both. 

A final and more general point was whether the 
trade-off between quality and timeliness was 
different for censuses, which are used over a 5- to 
10-year period, than for monthly, quarterly and 
annual surveys. It was pointed out that in practice 
it was not possible to decide to lake more time in 
order lo improve quality part-way through the 
census process, and that census results need to be 
timely since the population can in fact change 
rapidly. 

Edit and Imputation 

The major point raised in the discussion on this 
topic was that statistical agencies are subject to 
questions about the methods used to edit and 
impute data. Furthermore, the trend is towards 
increased user sophistication and awareness of 
such methods. Examples were given of such 
occurrences with language data in Canada, and 
with race and Hispanic origin questions in the 
U.S. A number of different possibilities for the 
future are foreseen. Statistical agencies may have 
to negotiate how data are edited and imputed in a 
manner similar to which question wordings are 
negotiated. We may have to take a stance of not 
attempting to impute data with the implications 
this has for multiple sets of figures derived from 
the same questions. At the same lime, we must 

take account of the fact that comparability over 
time is an important consideration for many users. 

A second item of discussion was whether a strategy 
of releasing unedited data first followed by edited 
data at a later date would be advisable. There was 
some feeling that such a strategy would delay the 
release of the final data. Whether having better 
timeliness for unedited data at the expense of worse 
timeliness for final data was a valid trade-off is an 
open question. 

Address Registers 

Several questions related to the scope of the 
proposed Address Register were raised. The 
possibility of extending it to cover farms, perhaps 
using the Farm Register as a base, was mentioned. 
It was felt that for 1991 it was most likely that it 
would be restricted to urban areas. 

The U.S. commented on some of the considerations 
they had made in deciding to use an address 
register and the mail-out/mail-back method. It 
was emphasized that address registers are expen
sive, but that the U.S. had decided to go in this 
direction for the gains in coverage and control. As 
well, the size of the U.S. population rules out being 
able to send an enumerator to every dwelling, 
making a mail census a necessity. Third, the U.S. 
has the advantage that in many areas vendor tests 
are available which are relatively inexpensive and 
of good quality; the same may not apply in Canada. 
Fourth, although the initial cost may be high, it 
should be noted that the cost can be amortized over 
several censuses. With these caveats, however, 
further research into address registers by Statistics 
Canada was seen as worthwhile. 

The U.S. also responded to a question on whether 
they will integrate their Address Register into the 
TIGER system for 1990. The answer was no, 
largely because the TIGER system was a major 
undertaking in its own right and adding this 
additional step was seen as too risky al this lime. 

The issue of privacy was also raised. For an 
address register to be useful, the telephone number 
would be important. However, this was close to 
becoming a population register. Research would 
be needed into public acceptability of an address 
register. It was pointed out that in the U.S. such 
address registers are treated as confidential 
information. 

Finally, a third approval to testing an address 
register in 1991 was suggested. A test area could 
be chosen where an address register and mail-
out/mail-back would be attempted, with a 
contingency plan in place in case the lest failed. 
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Introduction 

Before starting, I would like to say how much I 
have enjoyed the last three days. It is good to meet 
people of other countries that are involved in taking 
censuses. It has been very stimulating. Briefly, I 
will just list some of the benefits that I derived from 
this conference. 

First of all, there is the issue of the time-scale 
involved in planning the 1991 Census of the United 
Kingdom. Second, it provided me with some 
comfort because the problems we face are also faced 
by other census-taking countries. Third, it 
reinforced the fact that even if we are challenged by 
new technology and the excitement that changes 
bring on, we are still mindful that the census is 
concerned with economic, timeless and accuracy 
factors. Finally, it is important that the questions 
asked will nol only be considered from a technical 
point of view but also be examined in such a way as 
lo be acceptable by the public. 

In terms of giving an overview of the censuses in 
the U.K., I would like to look back at lessons we 
have learned between 1971 and 1991. Following 
this, I would like to talk about the current position 
of the U.K. and where we are going from there. 
There are general issues such as maintaining the 
public confidence in accepting the census, or 
maintaining the security of the system and the 
public perception of it, or balancing the needs of 
users in the area of technology. These are very 
broad issues that I will not address in order to 
concentrate on more specific issues. 

Census Experiences from 1971 to 1991 

In 1971, one of the problems was that we had an 
inflexible tabulation program that was inefficient 
and expensive in computer time. There was a huge 
tabulation program that tended to be unco
ordinated and which became almost 
uncontrollable. 

In 1981, we tried to improve the approach to the 
tabulation program by using data streams which 
created data series. After, we established key dates 

in order to release figures to support urate support 
grant, which is a financial distribution of money to 
local authorities. Then, we developed a timetable 
and identified the critical points for planning the 
output. 

1981 Output Program 

How successful were we in 1981 ? First, the support 
grant figures were provided by the required date. 
This represents a major achievement. Also, a 
series of county monitors which gave preliminary 
results for each county were produced between the 
period of October 1981 to June 1982. 
Improvements were realized in the published 
program compared to the 1971 Census. 
Publications were released from October 1981 to 
June 1982 and the volume on country of birth was 
published in February 1983. For the 1971 Census, 
the publications were released from May 1972 to 
November 1973, and the volume on country of birth 
was published in December 1974. The 1981 
situation was a considerable reduction In the lime-
release scale. 

Even with the success of the 1981 output program, 
some improvements could be made in other areas 
for the next census. 

Collection Procedures 

One of the areas that should be looked into is the 
underenumeration. Although the overall rale was 
only 0.5%, it varied considerably. For example, in 
inner lands it was 2.5%. The major sources were: 
first, persons missed in enumerated households 
and second, households that were classified as 
absent on census night when in fact one or more 
persons were living there. The estimate of wholly 
absent households, as determined by the post-
enumeration survey, showed a much lower rate 
than the enumerator had assessed during the 
enumeration. By looking at the collection 
procedure, it should he possible to review the way 
absent households are identified and ihe 
procedural checks used to check the enumerator's 
work. 
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Quality of Answers to Questions 

The U.K. uses sophisticated procedures to verify 
the quality of answers to questions. The error rate 
for some questions revealed a misunderstanding of 
certain questions. For example, the gross rate of 
errors for the question on the number of rooms was 
nearly 30%; another was the employment state 
which was around 10%. In general, it appears that 
the public and the users are prepared to accept 
inadequacies in the figures. However, it is still 
necessary to check the error rate of specific 
questions in order to assess the relevance of the 
information collected. 

Population Bases 

In 1981, preliminary counts were produced using 
the enumerator record book which is a manual 
count (the preliminary count was 49 millions while 
the final count was 49.15 millions). 

Then, two usual resident bases were created. The 
first base was the present/absent usual resident 
base. This base did not include wholly absent 
households on census night and thus yielded a 
lower population count (48.52 millions) than the 
transferred usual resident base of the country 
(49.15 millions) which did include total absent 
households. 

Current Position on Planning the 1991 Census 

Some guidelines for the planning of the 1991 
Census have been developed. The first step was to 
set up the policy committee which is composed of 
deputy directors, including interested divisions. 
This committee has already established some 
broad criteria for the 1991 Census. First, it was 
established that the 1991 Census should be a 
simple full census. Second, we should start upon 
the consultation process immediately. Third, the 
timetable for the published data output should be 
reduced. Fourth, the level of confidentiality and 
security should be maintained as it was for the 
1981 Census. 

In addition, we have agreed on several other 
aspects such as a broad timetable on consultation. 
We have also agreed that we should have a testing 
program which would include a major test in 1987 
and a test of the ethnic question. Again, in 1987, we 
should publish a white paper on the 1991 planning 
census, to be presented to Parliament. This paper 
should also be available to the public. 

Development of Project Groups 

The development of project groups permits the 
identification of specific issues that should be 

examined in order to be considered for the research 
and testing program. At this point in time, six 
groups have been set up. The first group is 
reconsidering the geographic issue for the 
enumeration procedures. In England, in the late 
1970s, the mapped postal unit boundaries 
represented about 1.6 million postal code units. 
Each unit is composed of 15 lo 17 addresses. The 
digitizing of postal units would not only be 
beneficial in planning the enumeration districts 
but also in the output program. In addition, a lot of 
statistics are related to the postal code units. The 
ability to derive statistics from different sources of 
compatible areas would be facililaled 
involvements. Finally, the market for postal code 
information certainly exists but the major 
difficulty is the cost of such research. Again, it is 
difficult for census planners lo obtain funds for a 
research and testing program, especially when the 
plans for this census are still at an initial 
developmental stage. 

The second group is investigating the processing 
strategy that should be adopted. First, the 
problems involve managing a very large district. 
Another critical aspect is the choice of a hardware 
environment because of the lime involved in testing 
and acquiring such a system. A new hardware 
environment raises several questions such as: 
What kind of system? Should we think about a 
dual system? Should we have a distributed or a 
centralized edit system? Should we decide lo have 
an OMR, OCR system for basic counts and 
controlled keying for the other counts? What parts 
of the clerical process should be automated? These 
are essential questions that will need to be 
addressed in the near future. 

The third group is looking at the feasibility of 
having an ethnic origin and language test. In the 
1981 Census, we did not include a question on the 
ethnic language variable. However, we are 
committed to the testing of ethnic and language 
questions for 1991. There are three issues on the 
ethnic language variable. The first is to show that 
the question will work, the second is to find a 
question which is acceptable, and the third is to 
ensure that there are justifications for including an 
ethnic and language variable in a census. 

The fourth group has been set up to identify 
population bases. The main issue for population 
bases is related to usual residents, and two 
possibilities can be raised. First, could we transfer 
visitors? Second, and perhaps more feasible, could 
we obtain data from wholly absent households? 
However, we must consider the legal aspects 
concerning the return of two forms. 

The fifth group is studying the enumeration 
procedures, and I will nol comment further on this. 
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Finally, the sixth group is looking at economic criticized and needs examination. Fourth, we need 
activities. First, we need lo update the occupation to consider international occupational classifica-
classification. Second, there is a need to verify if tions and other classifications in the country. At 
the updating of the classification will reflect the last, it is necessary to look at the way in which we 
changes in employment that have taken place in the aggregate the classification. 
last ten years. Third, the representation of women 
in the occupational classification has been Thankyou very much. 
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MAJOR ISSUES IN 
THE 1990 U.S. CENSUS OF POPULATION AND HOUSING 

PETER A. BOUNPANE 

DEMOGRAPHIC CENSUSES 
U.S. BUREAU OF THE CENSUS 

Introduction 

The next U.S. Census of Population and Housing 
will be conducted as of April 1, 1990, and will 
mark the 200th anniversary of census-taking in 
the United States. Although 1990 is 4 1/2 years 
away, planning has been underway for some time 
at the Census Bureau. With the number of 
decisions to be made and the long lead times 
required, early planning is necessary. 

When one considers that we are about to observe 
the bicentennial of census-taking in the United 
S t a t e s , the nex t c e n s u s t a k e s on a d d e d 
importance: We want to take a census that will be 
worthy of our long heritage. The 1990 census will 
be the 21st in an unbroken chain since 1790 and 
will produce data to carry us up to the 21st 
century. 

Progress comes from building on the experience of 
what worked well and what worked poorly. As a 
start, therefore, we made a thorough examination 
of the 1980 census. On balance, the 1980 census 
was a success and had several major accomplish
ments: 

• Est imates show improvement in coverage 
over the 1970 census. 

• We delivered the counts for reapportionment 
and redistricting by the legally mandated 
deadlines. 

• The pub l i c i n f o r m a t i o n and o u t r e a c h 
programs were highly successful, helping us 
achieve an 83-percent mail return rate and 
good coverage. 

• We produced more data, particularly for small 
areas. 

This is not to say there were no problems with the 
1980 census. Some of the major problems the 
Census Bureau faced in 1980 include the 
following: 

• There were delays in the release of some of the 
census data products, par t icular ly those 
containing data from the sample or long-form 
questionnaire. 

• Maps and other geographic materials were 
produced in separa te clerical opera t ions , 
leading to delays and inaccuracies that we had 
to correct before releasing the data products. 

• Many of the t empora ry c e n s u s offices 
experienced problems in hiring and retaining 
workers. 

• There were concerns about the accuracy of the 
1980 census t ha t led to s e v e r a l l ega l 
challenges. In some cases, these challenges 
forced temporary census offices to remain 
open longer than planned. 

Many major decisions and choices will have to be 
made in the next year or two. In most cases there 
will not be one right answer nor a perfect solution. 
In these cases, we will have to strike a proper 
balance between competing a l t e rna t ives . In 
making these choices, we will consider a number 
of criteria: 

• First, we must meet our constitutional and 
legal mandates to deliver appor t ionment 
counts to the President by December 31, 1990, 
and the counts for redistricting to the states 
by April 1, 1991. Any changes in the census 
process for 1990 must enhance the Census 
Bureau's ability to meet these deadlines. 

• Second, we want to produce all data products 
from the 1990 census in a more timely manner 
than ever before. 

• Third, we want to keep the total cost of the 
census reasonable. The aim for 1990 is to keep 
the per-unit cost (adjusted for infiation) no 
higher than it was for 1980. 

• Fourth, we want to take a census that is as 
accurate as possible. This is a real challenge: 
we want to make the census faster and keep 
costs reasonable, but without reducing the 
accuracy of the census data. 

• Fifth, in deciding what questions we will ask, 
we must strike a proper balance between the 
need for information and the time it takes 
respondents to complete the questionnaire. 
There will be more legitimate demands for 
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data, but we must keep the length of the 
questionnaire reasonable while meeting basic 
data needs. 

• S ix th , we mus t m a i n t a i n the s t r i c t e s t 
confidentiality of each respondent's answers. 
The success of the census depends directly 
upon the w i l l i ngnes s of t he publ ic to 
cooperate, and their t rust in our pledge of 
c o n f i d e n t i a l i t y is one b a s i s for t h a t 
willingness. 

The following will discuss some of the major issues 
confronting us as we plan the 1990 census - basic 
procedures, automation, personnel, outreach and 
promotion, and questionnaire content. 

Basic Procedures 

First, let's look at the basic procedures we will use 
to take the census. As in 1980, we plan to use the 
basic mail-out/mail-back method for most of the 
coun t ry in 1990. T h i s i nvo lves m a i l i n g 
questionnaires to every household on our mailing 
list (after taking great effort to assure that the list 
is as complete as possible), asking householders to 
fill out their questionnaires and mail them back, 
and contacting only those housing units for which 
questionnaires are not returned or for which 
additional information is needed. In sparsely 
populated a reas of the country where mail 
procedures are not appropriate we will visit every 
housing uni t . In all a reas , we must devise 
appropriate procedures for enumerating special 
places (such as college dormitor ies , mil i tary 
barracks, and prisons), and we will implement 
q u a l i t y checks and cove rage - improvemen t 
procedures to make the census as accurate as 
possible. 

For the 1990 census, we are investigating possible 
modifications or refinements to the procedures 
used in the 1980 census. For example, in our 1985 
test census in Jersey City, New Jersey, we tested a 
two-stage census approach. Under this approach, 
we collected basic information first and two 
months later collected the additional information 
from a sample of persons. In 1980, we collected 
both types of information at one time. Some 
believed tha t the two-stage approach might 
improve the census in hard-to-enumerate urban 
areas. However, the speculated advantages for 
the two-stage approach did not materialize. The 
mail-return rate for the second stage was so low 
(15 percent) that we discontinued followup for this 
stage. We do not plan to test a two-stage census 
further before 1990. 

In the 1985 test census in Tampa, Florida, we 
tested mail-reminder cards. We wanted to see 

whether we could improve mail-return rates and 
reduce costly personal visits by sending reminder 
cards a few days after questionnaire mailout to 
households tha t had not yet re tu rned the i r 
questionnaires. This test indicated that reminder 
cards can be cost-effective, and we will use them 
again in our 1986 tests. 

We will continue to refine census procedures in 
our 1986 tests. In our test census in part of Los 
Angeles County, California, we will examine 
ways to minimize problems caused by mail-
delivery in multiunit apartment buildings where 
apartments sometimes are not well defined. In 
our test census in several counties in East Central 
Mississippi, we will work on problems related to 
getting questionnaires to the correct households 
in rural-route delivery areas. One option we will 
test in Mississippi is having census enumerators, 
r a the r than the Postal Service, de l iver the 
questionnaires and update the mailing list at the 
same time. We also will examine some of our 
enumeration procedures for American Indian 
reservations in Mississippi. 

Special coverage-improvement procedures are an 
important part of taking a good census. In 1980, 
these included several operations to improve our 
address list, a recheck of "vacant" units to see if 
they were occupied, list-matching, a "were you 
counted" campaign, and so on. For 1990, we will 
evaluate the 1980 census coverage-improvement 
procedures to see which should be repeated, and 
we will test refinements in these procedures. 

One coverage-improvement procedure we a re 
giving special attention to is the Local Review 
Program. In 1980, for the first time, we gave local 
off icials in over 39 ,000 j u r i s d i c t i o n s an 
opportunity to review census counts before the 
temporary census offices closed. Local officials 
noted any discrepancies between these counts and 
their own data, and we checked the counts and 
made corrections, as necessary. For 1990, we 
want to improve this program. We are working on 
a design t h a t will give local off ic ia ls an 
opportunity to review address counts before 
Census Day and actual census field counts before 
the offices close. They would have more time to 
prepare their data and review our counts. We 
expect to begin contacting local officials earlier 
than in 1980, and we are considering holding 
t ra in ing sessions, in cooperation with s t a t e 
agencies, to help the localities get ready for the 
program. 

In addition to improving census procedures in 
order to make the census more accurate, we will 
con t inue to examine dif ferent u n d e r c o u n t 
measurement and adjustment techniques to 
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de te rmine whether we can develop a valid 
procedure for adjus t ing the census counts . 
Methods of making adjustments to the counts 
must not only be statistically sound, they must be 
legally and politically acceptable. They also must 
be practical to implement in time to meet our 
legal deadlines. The 1986 census in Los Angeles 
County will t e s t the feas ibi l i ty of quickly 
measuring coverage so that we could adjust data, 
if necessary, in a timely manner. 

Automation 

Another major issue we are investigating for 1990 
is automation. I will just mention automation 
briefiy here since it is addressed in more detail in 
other papers for this conference. 

Basically, our aim is to increase the use of 
automation in the 1990 census in order to take the 
census more quickly, more cost-efficiently, and 
more accurately. Tradi t ional ly , census data 
collection and much of the census data processing 
have been paper- and people-intensive tasks. The 
use of automated equipment can help us reduce 
the mountains of paper and the thousands of 
clerical tasks and to deal with the whole census 
process in a much more efficient and controlled 
way. 

Increasing automation in the census will involve 
two approaches. The first is to automate many of 
the census tasks performed clerically in 1980 and 
p r e v i o u s c e n s u s e s . These t a s k s inc lude 
mapmaking, address list updates, questionnaire 
check-in and editing, coding of written entries on 
the q u e s t i o n n a i r e s , and cost and progress 
reporting. 

The second approach is to begin automated data 
processing earlier than in 1980. In the 1980 
census, there was a sharp division between the 
data collection and data processing phases. We 
did not begin data processing until all the work in 
a par t icular d is t r ic t office was completed — 
usually 5-7 months after Census Day. For 1990, 
we will begin processing simultaneously with 
data collection. 

Although we have decided to do the processing 
earlier, we must still decide where to do it (i.e. in a 
few centralized or many decentralized locations) 
and how to do it (i.e. using film-to-tape, keying, or 
optical mark readers). We must make these major 
decisions at least by September 1986 to begin the 
lengthy process of procuring equipment. We will 
try to resolve as many of the issues as possible 
even earlier than that and will be addressing 
them at a "decision" conference in mid-October 
1985. 

Personnel 

While designing a workable census system is 
important, we must also have a good work force to 
get the job done. In some areas in 1980, we had 
problems hir ing and re ta in ing enough good 
census workers. This was due in part to our pay 
rates (which may not have been competitive in all 
areas), the temporary nature of the jobs, and the 
fact that census work, particularly the personal 
visits to nonresponding households, can be very 
difficult. We are giving special a t ten t ion to 
finding new ways to recruit, hire, and retain our 
temporary census work force for 1990. 

In our 1985 test census in J e r s e y City we 
introduced part-time work on a limited basis. In 
1980, we d i scouraged p a r t - t i m e w o r k e r s , 
preferring instead to hire only those who were 
available to work a 40-hour week. While we still 
prefer full-time workers, we realize that many 
qualified people may be able to work only on a 
part-time basis. In future test censuses, we will 
examine different me thods of p a y i n g our 
enumerators, such as hourly rates, piece ra tes , 
performance bonuses, and cost reimbursement. 
Still , we must provide add i t iona l types of 
nonmonetary motivation. Along these lines, we 
will investigate job enrichment efforts that would 
allow temporary workers to see and participate in . 
more tasks. We will also consider new strategies 
to recruit more motivated and skilled people by 
seek ing ac t i ve s u p p o r t from c o m m u n i t y , 
nonprofit, civic, and volunteer groups. 

Outreach and Promotion 

Without public cooperation, it would not be 
possible to conduct an accurate census in a cost-
efficient and timely manner. In past censuses, we 
have achieved extraordinary levels of cooperation 
by emphasizing in our promotion campaigns the 
i m p o r t a n c e of t he c e n s u s and the s t r i c t 
confidentiality of individual census responses. An 
effective promotion campaign increases mail-
return rates and, thus, reduces the amount of 
costly followup work. For 1990, we are estimating 
savings of $5-6 million for each one (1) percentage 
point increase in the mail-return rate. •> 

The centerpiece of the 1980 census promotion 
program was the advertising effort developed by 
an agency chosen by the Advertising Council. 
This advertising program provided $38 million 
worth of "air" time at no cost to the Census 
Bureau (except for basic administrative charges). 
We have asked the Ad Council to unde r t ake 
another adver t i s ing campaign for the 1990 
census, and they have agreed to do so. This early 
decision will allow the Ad Council to be involved 
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in our test censuses, where promotion ideas can be 
developed and fine-tuned. 

In addition to the advertising campaign, we will 
have a number of joint ventures with local 
officials. In the Local Review Program, local 
officials will be given an opportunity to review 
precensus housing unit counts and postcensus 
housing and population counts and to note any 
discrepancies between these counts and their own 
data. The Census Bureau will then check any 
discrepancies in the field, if necessary, and make 
corrections. 

Second, we will again ask communities to set up 
Complete Count Committees. More than 4,000 of 
these committees were established in the 1980 
census to help generate support for the census 
using local resources. We feel they were very 
useful to our outreach efforts, and we want to 
make this program even better in 1990. In our 
1985 test census in Tampa, the Complete Count 
C o m m i t t e e , fo rmed by t h e M a y o r , was 
instrumental in getting local celebrities, such as 
coaches and players from Tampa sports teams, to 
appear in public service announcements. The 
Mayor, himself, also appeared in a television 
announcement for us. 

Finally, we will engage in a number of other 
grass-roots outreach activities. Our regional 
office staff have regular contacts with a broad 
array of community groups, and these contacts 
will increase and intensify as we approach the 
1990 census. Another grass-roots activity for 
1990 will be our school project in which we will 
work with school administrators to teach students 
about the importance of the census and how to 
answer the census questionnaire. We held a 
conference on our school project in July 1985 to 
discuss with educators from around the country 
how best to design the program for 1990. Finally, 
we will ask religious leaders and organizations to 
encourage the i r const i tuents to support the 
census. 

Questionnaire Content 

The final issue I will discuss is the census 
questionnaire. Since the purpose of the census is 
to meet data needs for at least a decade, a major 
part of census planning is selecting the census 
questionnaire content. 

As we consult with data users, we are hearing 
many more reques ts for da ta than we can 
reasonably satisfy. Most of these requests refiect 
legitimate needs for a wide variety of data to 
describe our complex society. For example, we 
have recently received dozens of letters from all 

around the country advocating questions on pets. 
The advocates m a k e a good case for t h e 
importance of pet data in public health planning 
and animal control programs. 

But, one of our goals for the 1990 census is to 
balance the needs for information against the 
length of the questionnaires. This balance is 
necessary because public cooperation is essential 
for a successful census. Such cooperation could be 
undermined by questionnaires that the public 
finds too lengthy. In practical terms, this means 
that there can be no significant growth in the size 
of the questionnaires for the 1990 census. 

In making the final choices about which subjects 
to include in the questionnaires, we will follow 
seven standards: 

• First, we will collect only required data — 
those needed for constitutional or legislative 
r e a s o n s , those needed spec i f i c a l l y to 
administer Federal, state, and local programs, 
and those needed to desc r ibe the most 
important aspects of the American population 
and housing stock. 

• Second, the census must meet small-area data 
needs. If the data are needed for small 
geographic areas (for example, census tracts 
with an average population size of 4,000), then 
the census is an appropriate tool. If the data 
are required only (̂ or larger areas (such as the 
N a t i o n , r e g i o n s , s t a t e s , a n d l a r g e 
met ropol i tan s t a t i s t i c a l a r e a s ) , s ample 
surveys might be more appropriate. 

• Third, we will consider the need to collect data 
for small and dispersed population groups. 
The census is more appropr ia te for th i s 
purpose than a nationwide sample survey 
because a survey would not give adequate 
coverage of these groups and, thus, would not 
provide statistically significant data about 
them. 

• Fourth, the questions must lend themselves to 
self-response. The questions generally will be 
answered directly by respondents without an 
enumerator present. So, they must be easy to 
understand with terminology widely accepted 
by the public. 

• Fifth, the q u e s t i o n s m u s t not impose 
unrealistic requirements for data processing; 
and the responses must be translatable, with 
reasonable efforts, to machine-readable form. 
One thing this means is that the number of 
write-in questions should be minimized. 
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• Sixth, we will not consider any question that 
we believe is intrusive, offensive, or widely 
controversial. The Census Bureau needs 
public cooperation for the census to work. It 
cannot risk losing that cooperation through 
improper questions. 

• Seventh, many of the subject areas to be asked 
in 1990 will have been asked in 1980 and 
e a r l i e r censuses . Answers in 1990 to 
questions asked previously can provide trend 
data needed to analyze vital socioeconomic 
and housing characteristics. This criterion 
does not mean that just because we asked a 
question in the last census, it will be asked 
again or that we will not ask new questions. 
We will consider, however, the need to provide 
continuity and comparability between data 
gathered during each census. 

This month, we have completed our series of local 
public meetings where data users from across the 
country advised us on questionnaire data items, 
data products, and census geographic areas. We 
held at least one meeting in each state. We also 
have completed meet ings with the Federa l 
agencies to determine which data they need to 
a d m i n i s t e r Fede ra l p rog rams , and we are 
analyzing the results of that process. 

We must make the many decisions about census 
content in the next 2-3 years. Indeed, we are now 
planning our National Content Test for 1986, our 
main vehicle for tes t ing new questions and 
question wordings. By law, we are obligated to 
report to the Congress on the subject areas for the 
census by April 1, 1987, and on the actual 
questions that we will ask by April 1,1988. 

Closing 

Even without having to plan for change and to 
make needed improvements, taking a census is an 
exciting and tremendous challenge. Enumerating 
and collecting detailed characteristics for over 226 
million people and 88 million housing units, as we 
did in 1980, were not simple tasks. This is due in 
part to the highly mobile nature of people in the 
United States, and the diverse conditions and 
situations in which we live. Our task will be more 
difficult in 1990, when we estimate that there will 
be about 24 million more people and about 18 
million more housing units. 

Adding to the challenge is the fact that we must 
count not only the majority of us who live in 
houses, apartments, condominiums, trailers, and 
so on, but also those who live in group quarters — 
such as military barracks, college dormitories, 
penal ins t i tu t ions , long-term hospi ta ls , and 
migrant farm camps - and even those without any 
home. 

This paper has outlined some of the major issues 
the U.S. Census Bureau faces in planning the 
1990 Census of Population and Housing. While 
these five -- basic procedures , a u t o m a t i o n , 
p e r s o n n e l , o u t r e a c h and p r o m o t i o n , a n d 
questionnaire content - are some of the major 
issues, there are thousands of other issues and 
decisions that make taking the census complex 
and challenging. 

We look forward to discussing these issues and 
s h a r i n g problems and s o l u t i o n s wi th ou r 
colleagues at this conference. We also look 
forward to learning about the key issues being 
faced by the other participating countries as they 
plan their next censuses. 
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PLANS FOR FUTURE AUSTRALIAN POPULATION CENSUSES 

HENRY KRIEGEL 

POPULATION CENSUS SYSTEMS 
DEVELOPMENT AND LONG-RANGE PLANNING 

AUSTRALIAN BUREAU OF THE CENSUS 

The Austral ian Bureau of Statistics (ABS) is 
planning to address over the next two years a 
number of issues in respect of the conduct of popu
lation censuses after 1986. These issues range 
from conceptual to methodological, including 
matters relating to subject content which will 
obviously need to be addressed in detail at a later 
stage. The objective of this paper is to discuss the 
major issues which ABS plans to address. 

Topic Selection 

For the 1981 and 1986 Censuses, an important 
aspect of the selection and development of topics 
for inclusion in these censuses was a topic submis
sion scheme. This involved inviting submissions 
on topics from major users and the public. 

The submissions were analysed by the ABS, some 
high priority topics were tested and the final ABS 
recommenda t ions on topics were based on 
reactions to announce preliminary ABS views on 
topics for the census. For 1986, submissions 
received on cer ta in topics du r ing the 1981 
submission scheme were used in the selection of 
topics. 

The 1986 submiss ion scheme revea led no 
unknown major topics and very little extra insight 
into user d e m a n d s and t h e i r r e a s o n s for 
requesting topics. A similar scheme for the next 
census is unlikely to improve on our existing 
knowledge of user needs. It is considered that the 
approach needs to change, while still maintaining 
the important element of public consultation and 
some means of establishing new needs. What 
would be more productive is a gieater analysis of 
user need for the various known potential census 
topics with more attention paid to trends in data 
collected in the past to determine better the need 
for the data to be collected every five years or by 
survey. Consideration should also be given to 
l inking the assessment to the p lann ing for 
household surveys. 

Development of topics could be based on the 
simultaneous publication of a series of discussion 
papers on various potential topics, s imilar to 
Preliminary Views but with more analysis of past 
data trends to support views and more attention 
paid to satisfying needs by ei ther census or 
surveys. Reactions from users and the public to 

these discussion papers, particularly advice on 
new needs, would form the basis of selection of 
final recommendations. 

Basis of Enumeration 

All Aust ra l ian censuses to da te have been 
conducted on the basis of enumerating people at 
their actual location on census night. Until the 
1971 Census, all census statistics for an area 
referred to persons counted in that area on census 
night. A question on a person's address of usual 
residence was first included in the 1976 Census 
primarily for the purpose of measuring internal 
migration and was used to produce a very limited 
number of tables on a place of usual residence 
basis. The question was used in the 1981 Census 
for producing resident population est imates as 
well as limited census outputs on a place of usual 
residence basis. 

Addresses of usual residence at census time were 
coded to census local government area (LGA) in 
the 1976 and 1981 Censuses and will be coded to 
statistical local areas (SLAs) for the 1986 Census. 
This allows the production of tables on a place of 
usual residence basis for areas which can be 
formed by aggregation of LGAs (now SLAs). With 
the adoption of the estimated resident population 
series since 1981 there has been an increased 
demand for census data on a place of usual 
residence basis. For the 1986 Census this will be 
partly met by the production of a greater range of 
data on a place of usual residence basis. 

There are, however, limits to the extent t ha t 
census data on a place of usual residence basis can 
be produced from the current methods. No such 
data can be produced for areas which cannot be 
defined by SLAs nor for full characterist ics of 
families and households from which u sua l 
members were temporarily absent on census 
night. To overcome some of the problems with 
family statistics, a question on usual residents 
temporarily absent on census night has been 
included on the 1986 Census households form. 
Only basic demographic data will be obtained for 
such persons for use in improving the counts of 
families by types. Deficiencies in family statistics 
such as family income cannot be improved by the 
inclusion of this question. 
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More areas could have data produced on a place of 
usual residence basis by coding addresses of usual 
residence to collection districts (CDs), but at a 
substantial cost. Overcoming the problems of 
family and household data would, however, 
require data relating to persons and families 
absent from their usual residence but enumerated 
e lsewhere to be t r ans fe r red to the i r usual 
residence. This could be done clerically at the 
Data Transcr ipt ion Centre (DTC) but would 
probably delay processing and the first release of 
data, and would be very expensive. Alternatively, 
it could be done by computer if addresses were 
available (temporary) on the computer record at 
the cost of capturing the address data. To do so, 
however, would require a change in the existing 
policy of not entering addresses onto a computer 
record. Such a change in policy is unlikely to 
occur. 

C o n d u c t i n g t h e c e n s u s on the b a s i s of 
enumera t ing people at their usual residence 
would overcome a number of problems of the 
current method employed for Australian censuses. 
This is the basis on which censuses are conducted 
in the U.S.A., Canada, Japan and most European 
countries. Changing the basis of enumeration 
would result in household forms containing full 
details for the usual residents of that household 
thus avoiding the current need for extra costs to 
be incurred during processing. It would, however, 
cause a break in census time series data used for 
longitudinal studies and may mean that census 
counts of persons in an area on census night would 
no longer be available (an important user need 
especial ly for a r e a s with highly t r a n s i e n t 
populations, e.g., holiday resorts). Another aspect 
of changing the basis of enumeration would be the 
l ike l ihood of some degree of r e s p o n d e n t s 
confusion. 

A change of basis would require considerable 
development costs, even taking into account the 
exper ience of o ther coun t r i e s . P a r t i c u l a r 
conceptual issues that would need to be resolved 
include t rea tment of Austral ians temporari ly 
overseas on census night and persons with no 
usual residence. 

Census Statistical Geography 

A number of aspects of statistical geography used 
for production of output from the census require 
investigation to establish if improvements or 
modifications are needed. 

(a) The increasing demand for small area data 
from the census has resulted in more and 
more use of CDs as the smallest output unit 

for data and for aggregating data to user-
specified small areas. CDs are primari ly 
designed for the administration of the field 
work for the census and a r e not ideal 
dissemination units. On the one hand they 
are generally too large to allow accurate 
aggregation to non-standard larger areas but 
on the other they are too small to allow for 
basic detailed data to be produced because of 
confidentiality constraints. 

To bet ter satisfy user needs for more 
accurate delimitation of thei r many and 
varied small area units requires at least the 
coding of household addresses to block level 
or ideally to point reference them by the 
allocation of geocodes. Coding addresses to 
blocks will require the development and 
production of census block maps for the 
whole of Australia consistent with CDs. It 
may be possible to do this relatively cheaply 
but the amount of data released to users at 
block level would be considerably less than 
current ly re leased for CDs because of 
confidentiality constraints. The ABS would 
be able to access more detailed data on a data 
base with data stored at block level to 
produce aggregated data which more closely 
corresponded to user-defined areas. Such a 
strategy would, however, result in a greatly 
increased demand for ABS resources to 
satisfy ad hoc requests, reversing the trend 
e s t a b l i s h e d over r e c e n t c e n s u s e s of 
encouraging more users to obtain summary 
files to aggregate data. Greater attention 
would also need to be paid to ensure that 
ident i f iable da ta a re not ob ta ined by 
subtracting data for closely defined areas to 
arrive at detailed data for very small areas. 

Geocoding of addresses could be done by 
having collectors mark the locat ion of 
households onto field maps and the marks 
digitized by reference to the already digitized 
CD boundaries . This would, however , 
effectively result in addresses being entered 
onto the computer record and therefore 
would require a change to existing policy. 

An a l te rna t ive approach would be the 
creation of a new small area output unit 
larger than CDs to allow for the release of 
more detailed data but probably no greater 
in size than 10,000 persons. Such a new unit 
would be similar in size and purpose to 
census tracts used in the U.S. Census and 
should aim to fit into the ASGC (Australian 
Standard Geographical C la s s i f i ca t i on ) ' 
hierarchy between CDs and statistical 

' Note from the editor. 
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subdivisions. It would, therefore, likely be 
formed by combin ing small SLAs and 
splitting large ones. 

(b) It is 20 years since the existing delimitation 
c r i t e r i a for s t a n d a r d a rea un i t s were 
established. A number of minor changes 
have been made to the criteria since they 
were first decided, par t icular ly for the 
creat ion of s t a t i s t i c a l d i s t r i c t s . It is 
considered that the existing criteria need 
examining in the light of the ex i s t ing 
population distribution and user needs. 

(c) The creation of standard destination zones 
for place of work data which are consistent 
with the ASGC would allow the storage of 
destination zone codes for units on the ABS 
integrated business register. This could 
reduce the cost of preparat ion of coding 
material for each census and allow the 
production of in t e rcensa l e s t i m a t e s of 
employment by dest inat ion zone (after 
appropriate allowance for undercoverage of 
the register). 

(d) The recording of postcode number and 
suburb reported on the census form as a 
person's address would allow for data to be 
more accurately compiled for such areas 
instead of the approximations made at 
present by the allocation of whole CDs to 
such areas: Postcode areas and suburbs are 
not included in the ASGC (except where 
individual SLAs equate with individual 
suburbs) but the demand for census data for 
such areas continues to increase as more 
da ta for these a reas are released from 
administrative systems. Alternatively, this 
requirement may be able to be satisfied 
through the point referencing of geocodes, 
should point referencing be implemented. 

As well as these census specific issues, ABS 
Classification Section intends to proceed 
wi th s p e c i f i c a t i o n , l i n k i n g and 
rationalisation (to the extent possible) of all 
other geographical areas and classifications 
which the ABS uses in the provision of 
statistics (such as parishes in the State of 
Victoria and postcode areas) but which for 
technical and other reasons could not be 
incorporated into the ASGC. The results of 
t h i s work will be i n c o r p o r a t e d in a 
comprehensive ABS reference manual on 
s t a t i s t i c a l g e o g r a p h y e n t i t l e d t he 
"Geographical Classification Framework". 

Mapping 

The Division of National Mapping, which provides 
the necessary field and dissemination maps for 
each census, plans to develop an ex t ens ive 
geographical data base, including digitized map 
data and a system for computer generation of 
maps. This should reduce the cost of map 
preparation for each census and allow for quick 
and fiexible generation of all maps required for 
field and dissemination purposes. The ABS has 
been invited to participate in these developments. 

The c r e a t i o n of an A u s t r a l i a - w i d e l a n d 
information data base utilising existing State-
and local area-based land information systems 
will help to keep deve lopmen t cos t s to a 
reasonable level. The base would enable the 
unique identification and listing of dwell ings 
which in the long run has potential use in 
conducting mail-back censuses, coding persons 
and households to address of usual residence and 
for improving the production of census data for 
user-defined areas. These issues are discussed in 
other sections of this paper. 

Mail-back Census 

Prior to the development of the 1986 Census, an 
investigation was made into mail-back censuses, 
pr imari ly as a means of p rov id ing g r e a t e r 
protection of privacy of census forms. This 
investigation showed that a mail-back census 
could be cheaper than the current drop-off and 
pick-up method if more than 80% of households 
mailed their forms within the first two weeks 
after census night. Collector follow-up would be 
necessary of households not r e s p o n d i n g or 
returning significantly incomplete forms. The 
lower the level of non-response or serious partial 
response, the greater the savings compared with 
the current method. 

This investigation did not examine whether CDs 
could be increased in size because more forms 
could be delivered without the cons t ra in t of 
having to collect the forms which usually takes 
longer. Larger CDs would require less field staff 
and hence reduce costs. In practice, it is likely 
that CDs would be made larger only in growth 
areas by raising the size criteria to be reached 
before a CD is split. This is because of the need to 
maintain comparability with previous censuses 
and the high cost of establishing a completely new 
set of CDs. 

Telephone Follow-up 

Telephone follow-up of households with signifi
cant non-response to questions is undertaken in 
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the U.S. and Canadian censuses to improve data 
quality while keeping costs low. The follow-up is 
mostly done from regional offices controlling field 
operations but some is also done from the central 
processing centre. 

Greater use of the telephone for follow-up work is 
being considered by the USBC for their 1990 
Census. Such use would be linked to automated 
mark- in of mailed-back forms which would 
g e n e r a t e w o r k - l o a d s for o p e r a t o r s u s i n g 
computer-assisted telephone interviewing (CATI). 
Follow-up work in the Aus t ra l ian census is 
undertaken by collectors at the time of collecting 
forms. If a mail-back census is introduced, serious 
cons idera t ion mus t be given to a sk ing for 
telephone numbers on census forms so tha t 
telephone follow-up could be performed to reduce 
costly field follow-up. Such a method would 
r e q u i r e t e s t i n g to d e t e r m i n e the pub l i c ' s 
willingness to supply telephone numbers and to 
convey information for census questions over the 
telephone, and the extent of non-contact. 

Processing Developments 

Investigations have commenced into alternative 
data capture methodologies for future censuses. 
Quite apart from concerns about issues such as 
repetitive stress injuries (RSI) and job design, key 
entry as is being used for 1986 is a very expensive 
and labour-intensive task. A methodology which 
appears to offer an a t t rac t ive solution is a 
respondent-marked questionnaire containing as 
many optical mark recognition (OMR) responses 
as possible. Remaining quest ions with text 
answers could be office coded and marked before 
the forms are read by OMR. 

Al te rna t ive ly , if it is possible to design a 
q u e s t i o n n a i r e wi th , as the m i n i m u m , all 
ques t ions r e l a t i ng to p r e l i m i n a r y da ta for 
population es t imates being covered by OMR 
responses, it may be possible to avoid the high cost 
of preliminary processing of the data for purposes 

of producing timely revisions to popula t ion 
estimates. All self-coding questions on the forms 
would be read by OMR to create a file of partially 
captured records (that is, deficient in that text 
responses have not yet been captured) which could 
be processed to produce preliminary census counts 
required for population estimates. Subsequently, 
the partially captured records could be individ
ually processed by clerks at key-entry stations. 
The clerks would view the text responses from the 
questionnaires, microfilm, or possibly even a 
video image captured during the OMR process, 
and would undertake interactive data entry of 
text fields, coding and/or editing. Variants on this 
theme have been used in recent French censuses, 
and are being developed for the 1986 New Zealand 
Census and the 1990 U.S.A. Census. 

Use of automat ic coding and/or i n t e r a c t i v e 
computer-assisted coding will be investigated. As 
well as assisting in ensuring uniformity in the 
coding operation it would assist in alleviating the 
labour-intensive task of clerical coding. This 
could form p a r t of the overa l l p r o c e s s i n g 
methodology outlined in the previous paragraph, 
as is the case in the French, New Zealand and 
U.S.A. methodologies. 

Another issue relating to census processing is the 
degree of cen t r a l i s ed ve r sus d e c e n t r a l i s e d 
operat ions. The da t a t r a n s c r i p t i o n c e n t r e 
established for recent censuses, including 1986, 
has been centralised with significant economies of 
scale and provid ing uniform d a t a q u a l i t y . 
However, the parameters in the cost equation are 
changing quite significantly (e.g., ha rdware , 
communications networks, recruitment demand 
a t a s ing le loca t ion ) a n d i t m a y p r o v e 
advan tageous to cons ider some d e g r e e of 
decentral isat ion of computer and/or clerical 
operations. The problem of ensuring uniform 
quality of coding which has been experienced by 
many countries with multiple processing centres 
could be largely overcome by providing automatic 
or computer-assisted coding facilities. 
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Resume of Discussion 

The second part of the session on the role of 
research and testing in the census cycle was 
reserved for a discussion entitled "Where do we go 
from here?" However, before addressing this 
specific question, a few questions were taken from 
the audience. 

1. Questions from the Audience 

One of the questions raised was the various 
problems different countries had towards the 
collection of names and addresses and the 
retention of census documents. .All countries 
recognized the need lo collect names and 
addresses for operational reasons. However, 
policies seem lo vary widely in terms of how 
long and in what form the names and 
addresses are kept. Australia, for example, 
shreds all documents within two years after 
census. Canada and the U.K. retain the 
documents for many years, largely for purposes 
of future historical research, but have a policy 
of nol putting the name or address on the 
computer. It appears that the possibilities 
offered by technology, for example, the 
formation of address registers or the use of 
record linkage, are often ahead of the public's 
willingness to accept it. 

A second question raised concerned the 
independence of the vehicles used to measure 
coverage and to evaluate content. Because 
content variables (e.g., age and sex) are often 
required for matching purposes and because 
they are subject to errors, using the same 
vehicle to measure both could confound, the 
measurement of the two. The point was also 
raised that using a post-enumeration survey to 
measure coverage error may result in an 
underestimation if the same people tend to be 
missed. A third question concerned the use of 
household surveys to lest censuses. In 
Australia, monthly surveys are used in the 
topic selection process. However, for most of 
the census-taking countries, the use of surveys 
for census testing is not frequent due to the 
differences in collection procedures. 

Finally, the panelists briefly exchanged ideas 
on the costs of testing compared to the total 
census cost. For most countries, testing seems 
to represent about 2 to 10% of the total cost of a 
census. 

Panel Discussion: 
Here? 

Where do We Go from 

All panelists agreed that research and testing 
were important in the planning of a census. 

However, the problems of mounting programs 
in the various countries were different because 
of the different census cycles. Mr. Bounpane 
began the discussion by describing the 
approach used to plan the U.S. program of 
testing. 

The testing program for the U.S. was 
developed using a three-fold approach. First, 
the 1980 Census was examined for problems 
that should he solved. Second, a series of 
internal committees was set up lo look al a 
specific topic, in terms of how things were done 
in the past and how they would be done in the 
future. Each committee produced a report. 
Third, an effort was made lo obtain outside 
suggestions about the census. 

This process created a huge shopping list of 
topics which then had to be reduced. This was 
done, and could only be done, by the 
professional judgement of the Census Bureau 
staff Topics were chosen for testing which 
involved the most changes for the census and 
the most potential risk. Other topics were nol 
chosen if it was felt that they could be made to 
work without testing. 

The U.S. also attempted to build support 
within the Bureau by using a working group of 
stakeholders. This group is composed of 
members of different fields. It serves to filter 
the alternatives, the objectives and make 
consolidated recommendations on topics to be 
tested. This group helps to develop a certain 
appreciation within the Bureau about the 
involvement of all areas in the census. 

Following this, Mr. E. T. Pryor gave a brief 
overview of areas that should be considered for 
testing for the 1991 Census of Canada. 

First, the content is a fundamental area to 
consult and to test. This is an area that has an 
overall effect on the census. Content has to be 
determined early in the census process and 
should be one of the first areas to be tested. 

Second, automation is another area that needs 
testing. Areas such as planning, collection, 
MIS systems, and data processing are all areas 
that have potential benefits from automation. 

Third, there is a need to create an environment 
favourable to the personal development of 
census staff. How do we recruit, train and 
motivate our staff in the face of budget con
straints and a constantly limited work-force? 

Fourth, there is a need to do research and plan 
a strategy to deal with the issues of privacy and 
confidentiality. 
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Next are collection methods, which encompass 
things like address registers, extension of mail-
back, bilingual questionnaires, centralized edit 
and sampling. 

Quality measurement, such as under and 
overcoverage and content evaluation also need 
to be researched and tested. 

Finally, we need to examine the census output, 
in terms of things like the product line, new 
technologies and decentralized dissemination. 

In terms of how we achieve these things, we 
obviously must have a structure in place and 
not lose the momentum from this conference. 

3. Concluding Remarks by Panelists 

Panelists took the last minutes of the 
conference to exchange final remarks and 
recommendations. 

Three general remarks were made about 
censuses. The first one concerned the future. It 
is important in planning the 1991 Census to 

keep in mind future censuses. Second, we 
should remember that history tends to swing 
back and forth, and what is considered now as 
a problem may not be a problem in the future. 
Third, all countries emphasized the impor
tance of the census to the country, and noted 
that a census could not afford lo fail. Changes 
to a census must therefore be made cautiously. 

One recommendation was unanimously 
shared by every panelist. Census-taking 
countries should develop more exchanges in 
many ways. Exchanges of staff should be 
encouraged, especially people who would 
participate in a testing part of a program or to 
one particular aspect during the census 
process. Also, exchanges of information, 
documentations and experiences should be 
extended and should become more automatic. 

Experiences of other countries on testing 
should be more frequent, as they would be 
beneficial to the development of census in each 
country. Because it is difficult to obtain funds 
and time to do testing, countries should take 
every advantage of experiences from others. 
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CLOSING REMARKS 

Edward T. Pryor 

Director General for Census 
and Demographic Statistics 

Statistics Canada 

I would like to take advantage of the closing remarks to sincerely thank everybody involved in this 
conference. 

First , I would like to thank our visitors from other countries for their participation, their 
presentations and their interventions. Their perspectives brought us a lot of new ideas and new 
approaches on general and specific issues. 

Secondly, I would like to thank Mr. Ivan Fellegi and Mr. Bruce Petrie for the support they gave me 
for the organization of the conference. Without their support the conference would probably not 
have become a real project. 

Of course, the person that 1 want to thank the most is Mr. Don Royce who was in charge of the 
arrangements for the conference. Without his dedication to the preparations, it would have been 
almost impossible to do it. 

I also would like to thank the program committee composed of Ken Brown, Richard Ethier, Gilles 
Montigny, Henry Puderer, Doug Hicks and Wilson Freeman. This committee developed the 
program that was so easy to follow during the conference. 

1 would also like to thank the local arrangement committee of which members were Kevin Thatcher, 
Karen Kelly, Kathy Miller, Owen Power, Anis Ashraf and Josee Dufresne. This committee was 
responsible for a large part of the success of the conference. 

My final thanks are reserved for the participants for their enthusiastic participation to the 
conference. Because of them. Statistics Canada now has a basis to launch the 1991 program. This 
program will be built from ideas and approaches that were suggested so generously by you. Thank 
you. 
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APPENDIX 1 - PROGRAM 

1991 CENSUS PLANNING CONFERENCE 

OCTOBER 8-11, 1985 

STATISTICS CANADA 

Tuesday, October 8 

8:00-9:00 Registration and coffee 

9:00 Welcoming address: LP. Fellegi 
Chief Statistician, 
Statistics Canada 

9:15 Opening remarks: E.T. Pryor 
Director General, 
Census and Demographic Statistics Branch 

9:30-12:30 Session: Census Collection 

Chairperson: John Riddle 
Associate Director General, 
Regional Operations 

9:30 Introduction to Census Collection - 1986 Census Cycle Audio-visual Program 

9:50 Automation in the Collection Environment 
Brian Williams, Assistant Regional Director, Manitoba and Southern 
Saskatchewan Regional Office, Regional Operations 

Centralized Telephone Follow-up 
John Kazmaier, Assistant Division Chief for Censuses, Field Division, U.S. 

Bureau of the Census 

10:45 Coffee 

11:00 The Extension of Mail-back into Pick-up Areas 
Doug Hicks, Survey Operations Division 

11:20 Panel Discussion: The 1991 Collection Environment - Three Perspectives 

- Confidentiality/Legal Issues 
Richard Barnabe, Regional Director, Quebec 
Regional Operations 

- Special Interest Groups 
Boyd Underhay, Regional Director, Newfoundland 
and Labrador Regional Operations 

- Native Persons and Remote Areas 
Jerry Page, Regional Director, Alberta, Northern 
Saskatchewan and N.W.T. Regional Operations 
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14:00-17:00 Session: Census Geography 

Chairperson: 

14:00 

14:50 

15:10 

16:15 

16:25 

D. Ross Bradley 
Director, 
Geography Division 

Geographic Support for the 1990 Decennial Census 
Silla Tomasi, Assistant Division Chief for Operations, Geography Division, U.S. 
Bureau of the Census 

Coffee 

Area Master Files - A Better Way to Serve Census Needs 
Joel Yan, Geocartographics Sub-Division 

A Block Program - Yes or No 
Robert Parenteau, Geography Division 

Computer Systems to Support Census Geography 
Gordon Deecker, Geocartographics Sub-Division 

Participant: 

Open Discussion 

S. Witiuk, Assistant Director, Informatics Services and 
Development Division 

Wednesday, October 9 

9:00-12:00 

9:00 

10:00 

10:15 

Session: The Content of the 1991 Census 

Chairperson: 

Discussion: 

Panelists: 

Coffee 

Discussion: 

Speakers: 

Ian Macredie 
Director, 
Labour and Household Surveys Analysis Division 

The 1991 Content Development Process 

Henry Kriegel, Director, Population Census Systems 
Development and Long-range Planning, Australian 
Bureau of Statistics 

Susan Miskura, Chief, Decennial Planning Division, 
U.S. Bureau of the Census 

David Pearce, Head, Census Division, Office of 
Population Censuses and Surveys, United Kingdom 

1991 Content Proposals 

John Kettle, Futuresearch Publishing Inc. 

Frank Clayton, Clayton Research Associates 

Noah Meltz, 
University of Toronto 

11:45 Open Discussion 

242 PROCEEDINGS OFTHE LNTERNATIONAL 1991 CENSUS PLANNING CONFERENCE 



13:30-16:30 Session: The Census of Agriculture 

Chairperson: Terry Gigantes 
Director General, 
Resources, Technology and Services Statistics Branch 

13:30 Mail Enumeration in the U.S. Census of Agriculture 
Charles Pautler, Chief, Agriculture Division, U.S. Bureau of the Census 

Proposal for a Land-based Census of Agriculture 
Oliver Code, Agriculture and Natural Resources Division 

14:30 Coffee 

15:00 Confidentiality Procedures for the 1991 Census of Agriculture 
Rick Burroughs, Agriculture and Natural Resources Division 
Mary March, Census and Household Survey Methods Division 

15:30 Participant: Mel Jones, Census Manager, 1986 Census of 
Agriculture 

16:00 Open Discussion 

Thursday, October 10 

9:00-12:00 Session: Census Automation 

Chairperson: Martin Podehl 
Director, 
Informatics Services and Development Division 

9:00 Automation Plans for the 1990 U.S. Censusof Population and Housing 
Peter A. Bounpane, Assistant Director for Demographic Censuses, U.S. Bureau 
of the Census 

Data Capture Methods - The Alternatives 
Dave Croot, Client Services Division 

Decentralized Data Capture Methods for the U.S. Census 
Arnold Jackson, Chief, Decennial Operations Division, U.S. Bureau of the 
Census 

10:30 Coffee 

10:45 Automated Coding at Statistics Sweden 
Lars Lyberg, Statistics Sweden 

Generalized Software 
T. Mike Jeays, Informatics Services and Development Division 

11:30 Participant: J. Ryten, Assistant Chief Statistician, Informatics and 
Methodology Field, Statistics Canada 

11:45 Open Discussion 
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13:30-16:30 Session: Coverage and Data Quality 

Chairperson: Gordon Brackstone 
Director General, 
Methodology Branch 

13:30 Issues in Coverage Measurement and Adjustment 
Howard Hogan, Chief, Undercount Research Staff, Statistical Research Division, 
U.S. Bureau of the Census 

Making Data Quality Assessment More Relevant 
Richard Burgess, Census and Household Survey Methods Division 

Adjustment for Non-coverage Errors 
Chris Hill, Census and Household Survey Methods Division 

15:00 Coffee 

15:20 Address Registers, Advantages and Disadvantages 
David Whitford, Chief, Research Co-ordination Branch, Decennial Planning 
Division, U.S. Bureau of the Census 

Applications of Address Registers in the Canadian Census 
Don Royce, Census and Household Survey Methods Division 

16:00 Open Discussion 

Friday, October 11 

9:00-11:50 Session: The Role of Research and Testing 

Chairperson: E.T. Pryor 
Director General, 
Census and Demographic Statistics Branch 

9:00 Discussion: Planning the 1990 Round of Censuses-An 
International Perspective 

Speakers: David Pearce, Head, Census Division, Office of 
Population Censuses and Surveys, United Kingdom 

Peter Bounpane, Assistant Director for Demographic 
Censuses, U.S. Bureau of the Census 

Henry Kriegel, Director, Population Census Systems 
Development and Long-range Planning, Australian 
Bureau of the Census 

10:30 

10:50 

11:20 

11:50 

Coffee 

Discussion: 

Panelists: 

Open Discussion 

CLOSING REMARKS 

Where do we go from here? 

David Pearce, Peter Bounpane, Henry Kriegel and 
Edward Pryor 
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APPENDIX 2 - LIST OF PARTICIPANTS 

Barnabe. Richard 
Regional Director 
Quebec 
Regional Operations Branch 

Bradley. Ross 
Director 
Geography Division 
JT-3B7 

Bounpane. Peter A. 
Assistant Director for 
Demographic Censuses 
U.S. Bureau of the Census 

Burgess. Richard 
Chief 
Data Quality and Analysis 
Section 
Census and Household Survey 
Methods Division 
JT-4C6 

Brackstone. Gordon 
Director General 
Methodology Branch 
JT-5B8 

Burroughs. Rick 
User Services 
Census of Agriculture 
Agriculture and Natural 
Resources Division 
SC-3000 

Clayton. Frank 
Clayton Research 
Associates 

Code, Oliver G. 
Chief 
Crops Section 
Agriculture and Natural 
Resources Division 
SC-2401 

Croot. Dave A. 
Director 
Client Services Division 
SC-2401 

Cunningham. Ron 
Informatics Services and 
Development Division 

Deecker. Gordon 
Chief 
Geocartographics Centre 
Informatics Services and 
Development Division 
JT-2A2 

P'ellegi. Ivan P. 
Chief Statistician 
R.H. Coats 26-A 

Gigantes. Terry 
Director General 
Resources, Technology and 
Services Statistics Branch 
JT-13B6 

Hicks. Doug 
Chief 
Census Collection Operations 
Survey Operations Division 
JT-6C7 

Hill. Chris 
Chief 
National Task Force on 
Tourism Data 
R.H. Coats 11-C 

Hogan. Howard 
Chief 
Undercount Research 
Staff, Statistical 
Research Division 
U.S. Bureau of the Census 

Jackson. Arnold A. 
Chief 
Decennial Operations Division 
U.S. Bureau of the Census 

Jeays. Mike 
Assistant Director 
Research and General Systems 
Sub-Division 
Informatics Services and • 
Development Division 
R.H. Coats 13-A 

Jones, Mel 
Census Manager 
Census of Agriculture 
Agriculture and Natural 
Resources Division 
SC-3000 

Kazmaier, John A. Jr. 
Assistant Division Chief for 
Censuses 
Field Division 
U.S. Bureau of the Census 

Kettle. John 
Futuresearch 
Publishing, Inc. 
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Kidd. Karole 
Informatics Services and 
Development Division 

Macredie. Ian 
Director 
Labour and Household 
Surveys Analysis Division 
JT-6A8 

Miskura. Susan 
Chief 
Decennial Planning 
U.S. Bureau of the Census 

Parker. Jean-Pierre 
Geocoding Base File 
Spatial Systems Section 
Geography Division 
JT-3A6 

Podehl. Martin 
Director 
Informatics Services and 
Development Division 
R.H. Coats 13-A 

Royce. Don | 
Chief I 
Operations Section 
Census and Household Survey 
Methods Division 
JT-4B5 

Underhay. Boyd J. 
Regional Director 
Newfoundland and Labrador 
Regional Operations Branch 

Witiuk. Sid 
Assistant Director 
Geocartographics Sub-
Division 
Informatics Services and 
Development Division 
JT-2A5 

Kriegel. Henry 
Director 
Population Census 
Systems Development and 
Long-range Planning 
Australian Bureau of 
Statistics 

March. Mary 
Senior Methodologist 
Census and Household Survey 
Methods Division 
JT-4B6 

Page.Jerry C. 
Regional Director 
Alberta, Northern 
Saskatchewan and N.W.T. 
Regional Operations Branch 

Pautler. Charles P. 
Chief 
Agriculture Division 
U.S. Bureau of the Census 

Pryor. Edward T. 
Director General 
Census and Demographic 
Statistics Branch 
JT-5B8 

Ryten. Jacob 
Assistant Chief Statistician 
Informatics and Methodology 
Field 
JT-13B8 

Whitford. David C. 
Chief 
Research Coordination Branch 
Decennial Planning Division 
U.S. Bureau of the Census 

Yan. Joel 
Chief 
Methodology Geocartographics 
Sub-Division 
Informatics Services and 
Development Division 
JT-2A2 

Lyberg. Lars 
Statistical Research Unit 
Statistics Sweden 

Meltz. Noah 
University of Toronto 

Parenteau. Robert 
Officer 
Spatial Delineation and 
Analysis Section 
Geography Division 
JT-3B7 

Pearce. David 
Head 
Census Division 
Office of Population Censuses 
and Surveys 
United Kingdom 

Riddle. John 
Associate Director General 
Regional Operations Branch 
JT-6C8 

Tomasi. Silla G. 
Assistant Division 
Chief for Operations 
Geography Division 
U.S. Bureau of the Census 

Williams. Brian J. 
Assistant Regional Director 
Manitoba and Southern 
Saskatchewan Regional Office 
Regional Operations Branch 
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