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Abstract

The authors examine the investment behaviour of a sample of small, credit-constrained firm

Sri Lanka. Using a unique panel-data set, they analyze and compare the activities of two gro

small firms distinguished by their different access to financing; one group consists of firms 

heavily subsidized loans from the World Bank, and the other consists of firms without such

subsidies. The use of program-evaluation techniques reveals that the relaxation of financin

constraints did not affect economic efficiency for the group of firms that received subsidized

capital.

JEL classification: G00, O16
Bank classification: Development economics

Résumé

Les auteurs examinent le comportement de l’investissement d’un échantillon de petites

entreprises sri lankaises ayant un accès limité au crédit. À partir d’un ensemble unique de

données longitudinales, ils analysent et comparent les activités de deux groupes de petites

entreprises qui se distinguent par leur capacité d’accès au crédit. Le premier groupe se co

d’entreprises disposant de prêts subventionnés largement par la Banque mondiale, tandis 

second réunit des entreprises qui ne bénéficient pas de cette forme de subvention. Les mé

employées pour évaluer le programme de prêt montrent que le relâchement des contrainte

financières n’a pas eu d’incidence sur l’efficience économique du groupe d’entreprises

bénéficiaires d’un financement subventionné.

Classification JEL : G00, O16
Classification de la Banque : Économie du développement
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1. Introduction

Considerable research, both theoretical and empirical, explores the consequences of mark

imperfections in credit markets on firm-level performance.1 In particular, small and medium-sized

enterprises (SMEs) are believed to suffer disproportionately in their ability to access credit 

financial markets are undeveloped, segmented, or subject to arbitrary credit-allocation

mechanisms. In these environments, asymmetric information between lenders and borrowe

affects the ability of firms to access credit and therefore hinders investment, ultimately affec

aggregate economic activity. Consequently, there is keen interest on the part of policy-mak

ensure that SMEs are able to access financing when faced with credit market imperfection

Widespread acknowledgement of the impact of credit market imperfections on economic

behaviour has led to significant efforts to correct cases of market failure. While broader fina

market reforms have been implemented in many developing countries, these interventions t

favour larger, publicly traded firms over the financing needs of SMEs. In light of this fact, th

World Bank initiated Small and Medium Industries (SMI) loan programs designed specifical

address the financing needs of SMEs in a number of developing countries.2 Despite the

considerable resources devoted to these programs, there is little evidence of their effective

We assess the impact of a World Bank SMI loan program on the behaviour of a sample of 

in Sri Lanka. Using a unique panel-data set, we analyze and compare the activities of two 

of SMEs distinguished by their different access to financing; one group consists of firms wi

subsidized loans from the World Bank, and the other group consists of firms without such

subsidies. Particular attention is paid to addressing the potential biases that stem from self

selection in the loan program. We find that the World Bank SMI loan program led to a relax

of credit constraints and higher levels of investment for firms that received the subsidies. Th

little evidence, however, to suggest that the loan program had a positive impact on econom

efficiency; it did not resolve the problem of capital market imperfections. Simple empirical t

of reduced-form profit and input demand functions derived from profit maximization show th

the relaxation of financing constraints did not affect the absolute or relative economic efficie

of the group of firms that received loans from the SMI program. That is, SMI recipients did 

have higher profits nor were they more allocatively efficient than non-recipient firms. The us

program-evaluation techniques to correct for self-selection and sample bias confirms these

1. The seminal theoretical work is Stiglitz and Weiss (1981); Povel and Raith (2001) offer recent
insights. Empirical work is also very extensive. See Allayannis and Mozumdar (2001), Gallego a
Loayza (2000), Bigsten et al. (1999), Mairesse et al. (1999), Kaplan and Zingales (1997), Bond
(1997), Bond and Meghir (1994), and Fazzari, Hubbard, and Petersen (1988) for examples. Hub
(1998) provides a fine survey of the major issues.

2. For instance, it is estimated that over $3.7 billion was lent to SMEs by national governments and
international lending institutions between 1973 and 1989 (Webster 1989). Interestingly, there is
evidence of the effectiveness of these programs, and, in particular, of the SMI program.
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This paper is organized as follows. Section 2 briefly describes the SMI loan program and th

survey data. Section 3 describes key regressions used in assessing the impact of the loan p

Section 4 addresses the econometric issues of program evaluation and describes solutions.

5 provides descriptive statistics from the survey data, and section 6 presents results. Sectio

offers some conclusions.

2. SMI Loan Program and Survey

2.1 SMI loan program

The SMI loan program for Sri Lanka was developed to assist with the reform of its econom

system, initiated after 1977. The program’s success clearly depended on the success of m

fundamental reforms in the economy, but it was felt that the program could help develop th

institutions and mechanisms that would be required by a more autonomous, market-oriente

economy. Manufacturing industry in the late 1970s contributed about 17 per cent of GDP in

Lanka; private firms contributed about half of manufacturing value added, two-thirds of whic

came from unregistered small firms. Private sector firms were a fraction of the size of publi

sector companies. The average number of employees of the 1400 largest private companie

small, 42,3 while the typical unregistered firm employed family labour supplemented by at m

two or three hired workers. It was expected that the SMI loan program would help the grow

entrepreneurship in a sector that also supported more labour-intensive growth, through the

provision of credit for capital expenditures. At the same time, it was designed to direct cred

away from a banking sector that largely carried out government directives, and to encourag

development of lending institutions that could provide project-based, rather than strictly

collateral-based, funding to private sector businesses that were largely ignored by the bank

sector. In this respect, the program aimed to increase economic efficiency through project-

lending.

At first impression, the program might seem contradictory to the broader aim of promoting

decision-making by private sector institutions. A targeted loan program could be accused o

carrying on thedirigiste tradition. But the justification of the program was that it sought to

mitigate the consequences of the old system, under which the large state-owned enterprise

set up vertically integrated operating modes that discriminated against the development of S

Furthermore, the state-controlled banking system, lending at negative interest rates to loss-m

public enterprises and their subsidiaries, had few funds left for the development of private fi

3. Sri Lanka: 1980 Annual Survey of Establishments.
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While targeting assistance based on the size of firms, albeit with a size limitation that increas

more than 50 per cent in real terms over the period of the four credits, the program was de

to help in the ultimate elimination of the need for such lines of credit.

Between 1979 and 1991, the World Bank provided Sri Lanka with $110 million in financing

SMIs through a series of four credit programs: SMI I, SMI II, SMI III, and SMI IV.4 The World

Bank did not lend the funds directly; rather, the program operated through an autonomous 

known as the National Development Board (NDB). The NDB provided capital to participatin

financial institutions (PFIs), which then retailed the loanable funds to firms.5 Under the SMI

program, firms would approach the participating credit institutions and apply for a loan.6 Upon

approval, the firm’s application would be forwarded to the NDB, which in turn would approve

loan and consequently refinance the PFI. Initially, 80 per cent of the loans were refinanced

this figure fell to 75 per cent and 70 per cent, respectively—by SMI III and IV. The eligibility

requirements for the SMI program restricted access to those firms from the following secto

manufacturing, mining, construction, agriculture industries, fish processing, industrial servic

horticulture, commercial transport, and animal husbandry. With respect to firm size, there w

minimum scale, but firms could not have more than a set level of fixed assets, and loan siz

limited accordingly. The allowed debt-to-equity ratio was 75:25 and firms had to be prepare

contribute 25 per cent of the cost of the project themselves. There were collateral requirem

and interest rates were initially fixed, but they later moved to adjustable nominal rates to en

positive real interest rates.

The lending mechanism of the SME program was designed to ensure that market forces

determined how the PFIs distributed loans. On the lending side, the NDB was wholesaling 

(not providing grants), and only for a portion of the loan; retail lenders had to provide betwee

and 25 per cent of the funds themselves, thus ensuring that loan losses were borne by the

lender directly. This meant that retailing banks would engage in the necessary screening a

monitoring activity so that only firms with good projects and strong balance sheets would rec

funding. On the borrowing side, firms were required to provide 25 per cent of the project’s c

from their own equity, and collateral was necessary. Thus, firms could not view the program

cheap source of capital with no expected repayment—rather, the program was like any oth

4. While the program did not directly subsidize firms, in that the interest rates of SMI loans were be
market rates, there was an implicit subsidy. The funds from the World Bank would not have been
available to Sri Lanka, and thus represent a subsidy.

5. The PFIs could be existing state-owned banks, but new or developing commercial banks were
encouraged to be PFIs.

6. The majority of loans were granted by the Bank of Ceylon, the People’s Bank, and the DFCC.
However, by SMI III, more than 10 banks were participating in the scheme.
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formal financial-sector lending arrangement. Although it would appear that subsidies were 

provided, an implicit subsidy did exist, since the program sought to mimic market outcomes

Given the extent of credit market failure (and credit rationing) in Sri Lanka, if funding from t

SME program was not available, firms would have had to seek credit from more expensive

alternative sources.

2.2 Survey data

The data used in this paper were generated by a World Bank “Small and Medium Industry Im

Evaluation (SMIIE)” survey conducted in 1996. The survey covered 300 firms ranging in siz

from one to over 600 employees. The sample was split evenly between those firms that rec

an SMI loan (treatment group) and those that did not (control group). The treatment group

received their loans from SMI II and III.7 The treatment group was chosen to reflect the

proportion of firms by the value of total loans by location, sector, and firm size. The control gr

was chosen on the basis of similarity to the treatment group in terms of observable character

size, location, and industry type. The survey data include a wide range of firm level

characteristics: sales, fixed assets, employment, finances, and technology. There is also

considerable information on owner characteristics and legal organization. In each case, firm

provided detailed statistics for the year 1995 and recall data from 1992 and 1985.8

3. SMI Program Assessment

To assess the impact of the SMI program, an evaluation must be made of how firms in the

treatment group changed their behaviour relative to the control group. Specifically, three res

questions are of interest: (i) did the SMI loan program relax the credit constraints of financi

constrained firms, (ii) did the mix of inputs change, and (iii) what was the impact of change

input use on economic efficiency as measured by profitability? Each question will be address

turn.

3.1 Financing constraints and investment

Empirical modelling of firms’ investment behaviour in the presence of financing constraints

followed three alternatives in the literature: a standard accelerator approach, Tobin’sq method,

and a Euler equation approach (Hubbard 1998). Despite the apparent heterogeneity of

7. SMI I and IV firms are excluded from the sample.
8. The survey initially sought to collect data for each year between 1985 and 1995, but many firms

unable to provide such detailed information.
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econometric investment models, there is considerable similarity among them, considering t

actual implementation in functional form. We follow a standard accelerator approach to asse

impact of the SMI program on investment behaviour. Bigsten et al. (1999) suggest the follo

functional form of the accelerator model:

, (1)

whereI is investment,K is capital, V is change in value added, is profits, and theXs are firm

level characteristics (see Appendix A for the model).9 Before we describe the testable

implications of (1), a brief discussion of the difficulties in estimating investment equations is

warranted.

In economies characterized by significant transaction and information costs (such as Sri Lan

becomes difficult to distinguish empirically between investments caused by changes in cap

market constraints and investments caused by changes in future growth opportunities. Thu

increase in a firm’s current cash flow or internal net worth may reduce moral hazard and adv

selection problems in the capital market, increasing the supply of financing to the firm and,

result, investment. Alternatively, the increase in net worth may just be due to improvements

investment opportunities. In fact, empirical observations of a positive association between n

worth (cash flow) and investment may simply reflect the positive relationship between invest

and expected future profitability, and are fully consistent with the neoclassical investment m

(and the model developed by Modigliani and Miller 1958) with perfect capital markets.

Improvements in growth opportunities shift to the right the marginal efficiency of investmen

schedule, thereby increasing investment, but the attendant increase in profitability (or intern

worth) serves to reduce transaction and information costs, which increases the supply of fina

to the firm, again increasing investment. Thus, it becomes difficult to decompose investmen

demand-induced and supply-induced components when there are capital market imperfect

In a cross-section of firms, the impact of profitability or net worth on the supply of credit sho

be more pronounced for firms that face higher transaction and information costs in financia

markets; we can call such firms financially “constrained,” while those facing low information

costs can be called financially “unconstrained.” Ideally, empirical research should identify fi

characteristics that affect the transaction and information costs that face a firm in financial

markets that are at the same time independent of demand (or marginal efficiency of investm

parameters. Cash flow (or net worth) does not satisfy this criterion. We must therefore find

9. To account fully for firm level heterogeneity, (1) is also estimated using first differences.

I K t 1–⁄ α0 α1∆V K⁄ t 1– α2 Π K⁄( )t 1– α3Xt εt+ + + +=

∆ Π
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additional firm attributes in order to distinguish, in a cross-sectional study, between firms fa

significant transaction and information costs in capital markets (constrained firms) and thos

whom the disparity between the costs of internal and external funds is not significant

(unconstrained firms). If this can be done, it may help to distinguish empirically between

investment caused by changes in financial market constraints and that caused by changes in

growth opportunities. Possible firm attributes relating to information costs in capital markets

include the firm’s age, industry type, size, and past financing record. Using such attributes 

conjunction with cash flow (or net worth) may distinguish investment expenditures caused b

changes in expected growth opportunities from investment induced by changes in transactio

information costs facing the firm in the capital market.

As discussed above, in a world with asymmetric information in credit markets, the testable

implications of (1) are that the coefficients for changes in value added and past profits shou

positive, since they can proxy for future investment opportunities. In a world characterized 

perfect capital markets, perfect information, and no uncertainty, the demand for funds woul

depend entirely upon the perfect forecasts of future investment opportunities, and therefore

estimating (1) should produce only significant relationships with respect to the adjustment co

capital. That is, the demand for credit would not depend upon current or past measures of

profitability, cash flow, or net worth, nor would other firm characteristics that signal firm qua

or creditworthiness matter. Under imperfect but symmetric information, value added and

profitability may be important, since they could signal the quality of future investment

opportunities. If information is asymmetric, then these variables could also signal a firm’s

creditworthiness. That is, value added, profits, and theXs could capture the firm’s ability to access

credit, which directly affects the investment process.10 Lagged profits could be positively related

to future investment if firms rely on internal funds and the investment process is “lumpy.”

Likewise, the coefficient for current and past profitability should signal to the market the firm

creditworthiness. Lastly, if firm characteristics such as age, location, industry type, or owne

ability are seen as potential sources of information to the lender, then these variables shou

matter. That is, if some firm characteristics can mitigate information asymmetries, then firms

possess those characteristics should have easier access to credit and therefore higher leve

investment.

We can use the accelerator framework to assess whether firms in the treatment group beh

differently given that each was able to access credit. Estimating (1) separately for each gro

10. For a good discussion of the empirical problems encountered in estimating determinants of inve
when there are capital market imperfections, see Hubbard (1998).



7

axing

)

 cash

it

ol

 the

rion

the

 a

s in

orm

cost

h its

n,

adow

ot, and
ould

, these
ard

her

azzari,
e use
ntres

of
ng
nds

thods.
firms, respectively, can provide evidence of whether the SMI program was successful in rel

the financial constraints of the firms that did receive loans. Specifically, the estimation of (1

should provide different estimates of the coefficients for change in value added and lagged

flow for the two groups of firms.11 Firms that received loans from the SMI program should exhib

lower coefficient values for changes in value added and lagged profits, relative to the contr

group.12 This conjecture is based upon the notion that those firms that were able to access

program were less financially “constrained” than those that did not.

3.2 Input use and profitability

Most empirical studies of financial constraints and firm level behaviour focus on the first crite

of the program evaluation: the effect of financial constraints on investment. The inability of 

accelerator framework to address the more fundamental question of efficiency, however, is

shortcoming of much of the current literature.13 There are numerous ways in which to measure

economic efficiency. Most studies assess improvements in efficiency by measuring change

total factor productivity (TFP), which requires estimation of a stochastic production function

frontier model. Estimation of TFP by these methods, however, relies heavily on functional f

and on strong assumptions about the nature of the production function.14 An alternative to

measuring the impact of the SMI program is the dual approach of profit maximization and/or

minimization. Specifically, the effect of the SMI program on input use can be viewed throug

influence on the shadow cost of capital for recipient firms. That is, under profit maximizatio

firms set the level of capital such that the marginal product of capital equals its marginal sh

price:

11. There may be differences between those firms that access the SMI program and those that do n
these sources of self-selection would necessarily bias the results of estimating (1). That is, we w
expect that firm level characteristics that are correlated with access to SMI credit would also be
correlated to investment behaviour, thereby producing biased results (Hubbard 1998). However
sources of self-selection, at least in terms of observables, can be accommodated within a stand
switching regression framework (Maddala 1988).

12. Fazzari, Hubbard, and Peterson (1988) argue that financially constrained firms should have hig
sensitivity to cash flow than financially unconstrained firms. However, their results have been
challenged by Kaplan and Zingales (1997). Replies and comments from both sets of authors (F
Hubbard, and Peterson 2000; Kaplan and Zingales 2000) offer further explanations regarding th
of the accelerator model to assess the sensitivity of investment to cash flow. Their discussion ce
on the question of how to distinguish the difference between financially “constrained” and
“unconstrained” firms. Often, the distinction is arbitrary and leads to spurious results.

13. For instance, Gallego and Loayaza (2000) use the accelerator framework to explore the impact
financial liberalization and macroeconomic policy on firm level behaviour in Chile. They find stro
evidence that financial market liberalization leads to a reduction of a firm’s reliance on internal fu
for investment and higher rates of investment growth.

14. See Greene (2002) for an extensive discussion of the issues in estimating TFP using frontier me
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(2)

whereV is output,X is a vector of inputs,  indexes the decision rule, is the price of thejth

input, and is the price of output (Yotopoulos and Lau 1971). In a world of imperfect marke

firms will face differential shadow input prices, depending on the value ofk. Access to the SMI

program implies that the treatment group should face a lower shadow price of capital than 

control group ( ). If capital markets are characterized by asymmetric informat

then the shadow cost of capital would be greater than its market price, which implies that, f

firms, . If firms are able to access the program (and its subsidized capital), then this

treatment group should experience a higher rate of fixed-asset growth than the control grou

given the lower shadow cost of capital for these firms. Likewise, if financial capital is fungib

within the firm, it could also be the case that firms in the treatment group adjust the use of 

inputs in the production process. That is, treatment firms will follow a different behavioural 

than the control group with respect to the use of variable inputs. Specifically, how firms adjus

quantity of labour will also be explored.

If firms are able to adjust their input use given the relaxation of credit constraints, then this sh

translate directly into higher levels of profitability. Yotopoulos and Lau (1971) describe a sim

test of this proposition. Under Cobb-Douglas15 assumptions, two simple reduced-form equatio

for firm profits and variable input (labour) demand can be derived:

, (3)

, (4)

where is actual profits,SMI/NSMIindicates that the firm received/did not receive anSMI loan,

W is the average wage rate,R is the rental rate of capital,K is the capital stock,ISIC is industry,

LOC is the firm’s location, andL is the quantity of labour used by the firm (see Appendix B fo

the derivation). The expected signs for the inputs are straightforward: higher wages and re

rates for capital should lead to lower profits. The estimation of (3) and (4) can be used to test

hypotheses. The first is the equal relative economic efficiency of SMI and non-SMI firms:

. Rejection of implies that SMI firms differ in economic efficiency from non-SM

firms. If , then the SMI program resulted in higher levels of profitability for the firms th

received the treatment. The second hypothesis is the equal relative price efficiency of SMI 

non-SMI firms: . If one rejects , then firms differ in terms of price efficiency

15. Interestingly, one cannot reject constant returns to scale (CRS) when one estimates a productio
function for this set of firms.
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(that is, differs). The third hypothesis is absolute price efficiency: and

. Rejection of or implies that the firms are not absolutely price-efficient.16

4. Econometric Issues

The means by which firms accessed the SMI program naturally raises questions regarding

potential biases that stem from endogeneity. That is, how does placement into the treatment

bias the estimates from the models described above? Selection can originate from two featu

the SMI program: who applies and who is accepted. In terms of the application process, th

selection problem can be two-sided. If firms that want to access the program do so becaus

have favourable investment opportunities that require access to external funds, then the se

bias will be positive. However, if firms apply to the program because they are unable to acc

credit from the formal financial sector, since they have unfavourable projects, then the sele

bias could be negative. In either case, conditional on application, the screening process wo

imply that accepted firms are positively selected, because banks would choose only the bes

risks from the pool of applicant firms. For both the estimation of the profit function and the

accelerator model, the direction of the expected bias will be discussed below and, more

importantly, solutions proposed to account for these potential biases.

4.1 Evaluating program effects

The problem of endogeneity described above makes it difficult to evaluate the impact of pro

participation for the accelerator and profit function equations. In both cases, estimation by

ordinary least squares (OLS) will produce only unbiased estimates of program effects if pro

participation is exogenous. That is, firms that access the program would have to be identic

firms that did not, other than the fact that the program is exogenously available to the recipie

is evident that participation is not exogenous in the case of the SMI program, because only

firms that have good projects and sufficient collateral would be able to access the program

Nevertheless, OLS can still produce unbiased estimates of program effects if the character

that determine participation are observable.17 It is most likely, however, that program

participation is a function of firm characteristics that are typically unobservable. Firm

16. An empirical stochastic production frontier model could also be estimated to determine whether
treatment group had higher levels of efficiency. Preliminary estimates were consistent with the p
function estimation results—the treatment group did not become more efficient (in fact, they wer
so).

17. This depends on whether one has enough “controls” to account for the determinants of program
participation.

ki
L

H3:α2 α3=

H4:α2 α4= H3 H4
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characteristics such as managerial competence, social ties, and/or the availability of good pr

may determine which firms gain access to the program. Consequently, it is necessary to dete

how endogenous program participation will bias the results, and how this bias can be acco

for in the estimation procedure.

The effects of endogenous program participation with respect to the estimation of the acce

model are clear: firm characteristics that are correlated with access to the SMI program wil

be correlated with investment behaviour (Hubbard 1998). Given that selection is positive, th

coefficients of value added and profitability will be biased upwards for the treatment group 

estimating (1) by OLS. In order to account for self-selection, switching regression technique

be used to account for the potential endogeneity of SMI program participation (Appendix C

Similarly, self-selection affects the assessment of program effects on profitability. From (3),

Yotopoulos and Lau (1973) framework estimates the average impact of program participati

, (5)

where are the profits of the firms in the state when they receive the program and when

do not;SMI = 1 indicates program eligibility, 0 otherwise; and the “return” from accessing cr

is equivalent to . If only the best firms access the program, the estimate of the “return” to

SMI loan will be biased upwards. That is, the positive effect on profits by unobservable attrib

such as better project quality and managerial competence, will be captured by the coefficie

program participation, leading to an incorrect assessment of program impacts. Following G

(2000), one can estimate a “treatment-effects” model to account for endogeneous program

participation (see Appendix D for the full model).

4.2 Matching methods

The non-experimental techniques described above rely on the fact that the treatment and c

groups share common supports for the distribution of firm characteristics. That is, firms in t

treatment and control groups are comparable across a range of characteristics, such as fir

age, and profitability. Heckman et al. (1996), however, show that if the supports of the distribu

are not similar, then implementation of standard non-experimental techniques may produce b

estimates of program impacts, because OLS estimates of program effects assume that the

of the program can be captured entirely by the single indexX’ß, which may not be related to the

firm’s propensity to participate in the program. Furthermore, OLS implies a common progra

effect across all firms. If there were substantial differences between the control and treatme

groups, then the estimates of the program would be biased, because the treatment group c

respond differently to the treatment. For example, the treatment group may consist of youn

α1 E Π1( SMI 1) E Π0 SMI(– 0)= = =

Π1 Π0

α1
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growth-oriented firms located in urban areas, and the control group may consist of older,

established firms that operate in rural areas; the effect of access to subsidized credit may the

differ substantially between firms, and these differences are not resolved by the standard

treatment-effects models and switching regression techniques described above. For examp

treatment-effects model estimates the difference between participants and non-participants

. (6)

To accurately assess the impact of the program, it is necessary to calculate the effect of th

treatment (the SMI program) on the treated (those who accessed the program):

. (7)

That is, it is necessary to observe the outcomes of the firms that received the treatment an

compare them with a control group of firms that are otherwise identical, except for the fact 

they did not have access to the program (but are eligible to take up the treatment and would

given its availability). Unfortunately, the second term of the right-hand side of (7) does not exi

the data, since it is not observed. A solution is to create through the

implementation of a randomized experiment: firms would apply to the SMI program and a

proportion of the accepted firms would be randomly denied access. This would create a tru

control group sample analogue that could be used to determine the difference between the

outcomes of those firms that accessed the program and the outcomes if the program had n

existed. While randomized experiments have been successfully implemented in certain set

techniques of this sort are not readily accepted by development practitioners for evaluating

impact of credit programs.18

A solution to this evaluation problem is to create the counterfactual by

matching treatment and control firms along observable characteristics. For every firm in the

treatment group, a firm in the control group can be found that is identical in every respect e

for the availability of an SMI loan. For instance, if the treatment group consisted of young, ur

based, and highly profitable firms in the machinery business, one would like to find similarl

profitable firms, from the same industrial type and location, in the control group. Typically, t

are many dimensions along which to match firms, and if the dimensionality of the match bec

very large, it becomes difficult if not impossible to find matches. Fortunately, there is a solutio

this problem, known as “matching methods.” Rosenbaum and Rubin (1983) show that, inste

matching alongX, one can match alongP(X), the probability that the firm participated in the

18. A large literature has evolved around the use of randomized experiments to evaluate job trainin
programs. See Heckman, Lalonde, and Smith (1999) for a complete survey.

α E Π1 SMI( 1) E Π0 SMI(– 0)= = =

αT E Π1 SMI( 1) E Π0 SMI(– 1)= = =

E Π0 SMI( 1)=

E Π0 SMI( 1)=
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treatment group, and still estimate consistent and unbiased estimates of the effect of progr

participation on the treated.

Several methods of matching can be considered: “without replacement,” “with replacement,

nearest-neighbour techniques (Dehejia and Wahba 1998). The standard technique, matchi

without replacement, is conducted as follows. First, a logit and/or probit regression is run to

generate a scalar measure of the probability of loan-program participation,P(X). Then, the data

are sorted according to the estimate ofP(X), from highest to lowest. Each firm in the treatment

group is matched to a control firm, in descending order, and this technique is repeated unti

treatment firm is matched with a firm from the control group. This technique can also be do

“with replacement,” in which caseP(X) is estimated and the data randomly ordered. Then eac

firm in the treatment group is matched with the firm from the control group that is its neares

neighbour. In this way, different treatment firms may have the same control-group analogue

Lastly, each treatment firm is matched with those control firms within some radius ofP(X) and

the weighted average is taken of the characteristics of those firms in the radius.19

The ability of matching-method techniques to construct a suitable control-group sample ana

depends on the following crucial assumption:

. (8)

Conditional on the propensity score, the outcome in the non-participation state is independ

participation. That is, if theXs capture the participation decision, then the control group will ha

the same characteristics as the treatment group, and thus the outcome in the non-participa

state will be the same in the two groups, conditional on the propensity score. For this resul

hold, Smith and Todd (2001) suggest that the data must possess three criteria: (i) the data

control and treatment group must come from the same source; (ii) the outcomes must occur

same geographic region; and (iii) the data must be “sufficiently rich” that (8) holds. The

limitations of matching methods are a function of these conditions. In particular, the matchi

technique relies heavily on the third criterion, the availability of a rich set of conditioning

variables. The ability to create suitable counterfactuals to the treatment group depends on 

ability to match along observable characteristics. If the process of selection into the particip

and non-participation states is a function of unobservables that are not captured by the obse

data, then the control group may not be properly specified. In this sense, the limitation of u

the propensity score as a measure of “comparability” is determined by the availability of suffic

19. The size of is determined by the researcher. Likewise, one can use local linear regression or k
estimator methods to generate the control-group analogue within the range of .

δ

δ
δ

E Π0 P X( ) SMI,( 1) E Π0 P X( ) SMI,( 0)= = =
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conditioning variables. If the decision to participate in the program is poorly measured, the

treatment and control groups will be poorly matched, and any inferences on the effect of th

“treatment on the treated” will be biased in an undetermined manner. In this way, matching

actually accentuate the biases caused by selection on unobservables (Smith and Todd 200

Conversely, if the observable data sufficiently determine participation, then the benefits of

matching are large. By reducing the dimensionality of the match to a univariate measure, it

possible to generate for each firm in the treatment group its sample analogue in the control g

Matching methods allow for a straightforward assessment (alongP(X)) to determine whether the

supports of the distribution of the control-group characteristics differ from those of the treat

group. Firms in the control group that fall outside the support of the treatment group are disca

from the sample. Likewise, treatment-group firms that have no comparable control-group

analogues are removed from the assessment procedure, since no counterfactual exists. In th

the most directly comparable sample analogue control group is used to assess the impacts

program participation. Section 5 describes the results of applying matching methods to the s

of treatment and control groups in addition to the standard descriptive statistics and regres

results.

5. Data

5.1 SMI loan size, term, interest rates, and usage

The average loan size was 425,000 rupees for SMI II, rising slightly to 456,000 rupees for 

III. The interest rate was 18 per cent for SMI II and slightly lower for SMI III.20 The loan term

remained unchanged at 10 years for both SMI II and SMI III. The majority of SMI loans wer

used to purchase equipment or to accumulate fixed assets. Across all firm sizes, roughly 6

cent of all SMI loans were used for equipment purchases, 15 per cent were used for building

renovations, and 16 per cent were used for materials. These statistics are consistent with t

firms from the control group that borrowed from other sources during the same period. In term

access requirements, the collateral type did not vary substantially across year or treatment

control-group status. In all cases, roughly 85 per cent of all firms used equipment, buildings

land as the collateral for the loan, and, consequently, there does not appear to be any syst

difference in collateral requirements across firms that received loans and/or credit from oth

sources.21

20. The survey data reveal that the interest rates of the SMI loan program are comparable with mar
interest rates over this period, which implies a lack of subsidization at the retail level.

21. This would suggest that selection was based on market characteristics and that therefore selec
would be positive.
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5.2 Firm characteristics: treatment and control groups

The sample is split into two groups of firms: those that received SMI loans (the treatment g

and those that did not (the control group). Table 1 provides descriptive statistics for the trea

and control group firms for 1985. The treatment group is smaller than the control group in t

of sales, fixed assets, equipment, and employment at the mean, and the firms are much yo

(columns 1 and 2). These differences are significant, as highlighted by thet-statistics and

standardized differences. The treatment group, however, has a higher initial debt-to-equity 

operating margin, value added to capital, and profits to capital, although the differences in th

two measures are not significant. With respect to firm characteristics, SMI loan recipients te

be sole proprietorships located outside Colombo, and are also more likely to have Sinhales

owners, but have similar education levels as the owners of firms in the control group (Table

5.3 How did input use change?

A first glance at the data would suggest that the SMI loan program was having the desired

The impact of the SMI program appears to have influenced the mean growth rates of firms (

2). SMI recipients had faster growth rates in fixed assets, equipment, and total employmen

(although not significantly different).22 Interestingly, employment growth was faster than asse

growth over this period, and therefore fixed assets per worker fell for both groups. Equipme

growth per worker was positive for the treatment group and significantly higher than for the

control group: this reflects the emphasis placed on equipment investment by the SMI progr

The impact of the SMI program on growth in value added, however, was negligible relative to

control group. Interestingly, while average nominal wages rose over the period, due to high

inflation, real wages fell in a similar fashion for both types of firms.

The data reveal the large degree of “covariate imbalance” that exists in the control group. Fo

firm-level measures, such as fixed assets, sales, and employment, the standardized differen

well outside acceptable ranges (Table 1).23 To correct this imbalance, “with replacement”

matching is implemented. First, probit results are generated to determine which characterist

correlated with receiving an SMI loan (Table 3). The results reveal that profit rates do not fi

22. The results may be affected if the accounting rules employed by the survey tend to underestima
value of existing capital relative to new capital. Fortunately, the survey calculated the value of fix
assets that account for the asset’s replacement value, as opposed to simple accounting measur
assume a constant rate of depreciation.

23. Rosenbaum and Rubin (1983) suggest that standardized differences greater than 10 indicate “c
imbalance.” In other words, the distribution of characteristics between the treatment and control
differs significantly.
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prominently in the determination of who received credit. Firm age and size, however, were

significant but negative. This result contradicts the underlying notion that lenders use firm ag

size as a signal for quality. It could simply be the case that the survey did not match treatmen

control groups effectively across these dimensions. Past borrowing is correlated with credit a

in the sample. The positive sign on the linear term and the negative sign on the squared te

suggest that being moderately leveraged is a signal of credit-worthiness, while highly lever

firms are less likely to access credit.24 The remaining control variables, such as location, indust

classification, and ownership structure, are not significant. Previous credit history (as proxie

the debt-to-equity ratio) is a significant predictor of access. Interestingly, the squared term 

negative, which suggests that firms with high debt levels were not able to access the progr

noted above, the efficacy of the matching results depends heavily on the observable condit

variables. If credit access depended on unobservable characteristics, then the estimate of 

propensity score may be biased. For instance, credit access could depend on future invest

opportunities, managerial ability, or the degree of social connections between firm owners 

bank managers. If these characteristics are unaccounted for in the observables, then condi

will not hold.25 While much of the heterogeneity can be captured by the rich set of condition

variables in the data, proxies for future investment opportunities remain elusive.26 Thus, while the

matching-method approach resolves many of the problems associated with program evalua

is not a complete solution. Consequently, the matching-method results must be viewed as 

alternative means of verifying the results generated from standard non-experimental techn

Given values of the propensity scores, treatment firms are matched to the nearest neighbo

replacement. Tables 1 and 2 show that propensity score matching dramatically reduces the

of covariate imbalance. In most cases, the standardized differences are under 10 per cent

(similarly, the per cent reduction in bias is also very large). Matching methods reveal differe

in SMI program impacts. Whereas use of the initial control group revealed that the treatme

group grew faster in terms of fixed assets and other outcomes, this is not the case for the m

sample. For instance, sales and employment actually grew more slowly for the treatment g

24. This specification is consistent with evidence that suggests that firms with some debt, and there
credit history, can provide more information to lenders than firms with no credit history. At high le
of debt, however, the informational benefits of previous levels of debt are swamped by the implie
of potential insolvency.

25. The owner’s education, father’s and mother’s occupation, province of birth, and other character
were included in the selection equation to account for some of these typically “unobservable”
characteristics, but the matching results were not sensitive to further inclusion of these condition
variables.

26. The inability to control for future investment opportunities is a recurring problem for most studies
use the accelerator framework. Tobin’sq is often used to account for this problem, but it too present
empirical problems. Unfortunately, the SMI survey does not include publicly listed firms and thus
measures ofq are not available.
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Equipment and equipment per worker growth was still faster, however, even when matchin

conducted. Importantly, while treatment firms experienced slower employment growth, they

higher average nominal-wage growth (but real wages fell over the period), although these

differences are not statistically significant.27 Nevertheless, these results show that total wage a

employment growth occurred at the same time as equipment growth for the treatment firms

6. Regression Results

6.1 Did the SMI program relax financial constraints?

The accelerator model is estimated separately for the treatment and control groups, to test

effectiveness of the SMI program in relaxing credit constraints. If the SMI program was

successful in relaxing credit constraints, then the accelerator model should produce differe

estimates of the parameters for the respective groups. Table 4 shows the results for the sw

regression using an unmatched control group and treatment group for fixed assets and equ

investment, respectively. First, a probit regression is estimated to determine program

participation. The investment equation (1) is estimated by OLS with inclusion of the mills ra

from the first stage (Maddala 1988).28 This technique naturally raises questions regarding how

program participation is identified: if the characteristics that determine access to credit also

determine investment, then identification of the selection correction will depend entirely on

functional form.29 Naturally, it would be ideal to find firm characteristics that would predict

program access but not investment; however, it is not clear ex ante which variables satisfy 

requirement. Fortunately, the survey’s structure provides possible identifying variables, not

the firm’s age, the owner’s ethnicity, and previous credit history characteristics, which are n

predictors of firm profitability.30 In the first stage, firm characteristics, including owner ethnici

debt-to-equity, debt-to-equity squared, and age are used to identify participation in the progr31

Table 4 shows the results of the second-stage estimation by OLS. Controlling for firm-level

heterogeneity, the control-group firms’ investment rate responded to changes in value adde

past profits more significantly than treatment firms’ investment rates (compare columns 3 a

or columns 7 and 8). This suggests that the SMI program relaxed the credit constraints of t

27. Inflation averaged over 10 per cent per year.
28. This methodology follows Nabi (1989), Fazzari, Hubbard, and Petersen (1988), and Cleary (19
29. In this case, the non-linearity of the probit regression is used to identify selection.
30. The leverage criteria were not utilized as part of the matching mechanism of the survey and thus

can use those characteristics to identify SMI program access. Owner ethnicity appears to be a p
determinant of access to credit; this would be consistent with the fact that Sri Lanka’s Sinhalese
majority was being served by a Sinhalese-dominated banking system.

31. This section follows the methodology laid out by Greene (2000).
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treatment-group firms, because their investment decisions are less dependent on current o

levels of firm performance. The regressions are repeated in Table 5 using only those firms 

positive cash flow: the results remain essentially unchanged.32Again, the SMI program appears to

have reduced the financing constraints for the treatment group.

To check the results further, a matched control group is used in place of the unmatched su

data (Table 6). For fixed-asset and equipment growth, the matched sample control group re

lower levels of sensitivity to changes in cash flow, but similar sensitivity to lagged profits, than

original control group. Interestingly, the differences in sensitivity to cash flow between the

treatment and control group for fixed assets are negligible, but still significantly different for

equipment investment. The exercise is repeated using first differences (Table 7). The matc

control group exhibits much higher cash-flow sensitivity than the treatment group.33

The SMI program reduced the credit constraints facing firms with respect to equipment

investment expenditures, according to standard regression techniques. Matching methods r

the differences between the control group and the treatment group; however, equipment

investment was still less sensitive to changes in cash flow and lagged profits for the treatm

group. Although this evidence would suggest, at first blush, that the SMI program achieved

goal of relaxing the credit constraints of the SMEs it served, it cannot be claimed that the pro

was a “success.” A closer look at the impact of the program using alternative performance

measures, such as economic efficiency, is required.

6.2 Did the SMI program lead to higher profitability?

The impact of the SMI program on profitability is not apparent from the descriptive statistics:

treatment group did not experience faster growth in value added, or profits, over the sampl

period. Likewise, there was no statistically significant difference in the growth rates of value

added to capital, profits to capital, or operating margins, even when matching methods wer

employed (results not shown). To confirm these results, the profit function and input-deman

32. The exercise is repeated for the data between 1992 and 1995, and for first differences, with
qualitatively similar results (which are not shown). The accelerator model is also estimated for th
pooled sample, but the results are similar: the control group shows a higher sensitivity to cash flo
investment. Likewise, the first-differences model included lagged values of the dependent varia
instrumented with levels of the explanatory variables (Arellano and Bond 1991). However, this di
change the results.

33. As noted earlier, there is considerable disagreement regarding the usefulness of cash-flow sens
in determining the presence of financial constraints. Evaluation of the SMI loan program provide
natural experiment to test the “cash-flow sensitivity” model, in that the splitting criterion between
“constrained”and “unconstrained” firms is program participation.
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function (3) and (4) are estimated jointly using seemingly unrelated regressions (Table 8).

Examining column 4 for the pooled sample, the results suggest that the firms that pay high

wages are the firms that are more profitable, despite the prediction of the model that profits s

be decreasing in the wage rate.34 It is a well-known empirical fact, however, that more profitab

firms pay higher wages, which suggests that there are firm-level unobservables that are cor

to wages and profitability.35 Similarly, the coefficient on the interest rate should be negative, b

the results show a statistically insignificant relationship. After controlling for location and

industry dummies, the results indicate that SMI recipient firms were not relatively economic

efficient when compared with non-SMI firms: the coefficient for SMI recipient dummy do

not differ significantly from zero (in fact, the sign is incorrect, because we would expect it to

positive), and thus the hypothesis of equal economic efficiency cannot be rejected. Firms th

applied for and received the treatment did not have different levels of profitability than firms

did not, which suggests that the relaxation of credit constraints for a group of credit-constra

firms did not lead directly to an increase in economic efficiency. Estimation of the labour-dem

function reveals that the hypothesis that the treatment and control groups are equally relati

price efficient ( ) can be rejected, although it is not rejected for the latest year in the

sample.36 SMI firms had lower labour-demand growth (as normalized by value added) than 

SMI firms, which suggests that the treatment group was following a different behavioural ru

than the control group. This result is consistent with the notion that, althou

SMI firms increased the labour input, they did less so than non-SMI firms. This may be due t

fact that SMI firms invested more in equipment than non-SMI firms, which indicates that the

were substituting away from labour in favour of capital. Setting firms to be equally relatively p

efficient , both types of firms fail the test of absolute price efficiency, since the

hypotheses  and  are strongly rejected. This last finding is not surprisin

however, given the positive coefficient for the wage variable in the profit function. Conseque

no strong conclusions should be drawn regarding the absolute price efficiency of SMI vs. n

SMI firms. Before we provide a deeper interpretation of the lack of impact of the SMI program

firm profitability, it is important to determine whether a failure to control for the potential

endogeneity of program participation is biasing the results.

34. This result directly contradicts the typical results found by Yotopoulos and Lau (1973).
35. One potential explanation for this result is an efficiency-wage story: firms that have higher profit

workers higher wages, who then work harder, leading to higher profitability. An alternative hypoth
is that firms are not strictly competitive but earn rents, which are then shared with employees.

36. The survey data disaggregates labour by family and hired-in status, as well as by production,
administrative, and seasonal categories. Consequently, the labour input is well measured and d
suffer from typical problems associated with underreporting by family-run firms.

α1

α3 α4=

kSMI
L

knon SMI–
L>( )

α3 α4=( )
α2 α3=( ) α2 α4=( )
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6.3 First differences, selectivity correction, and matching methods

The profit function is estimated using first differences to remove firm-level fixed effects, but

results are similar (Table 9): SMI firms are not more profitable than non-SMI firms.37 These

results, however, do not account for the problem of self-selection and should be treated wit

caution.38 A treatment-effects model is estimated following Greene (2000) using a standard

step procedure. First, a probit regression is estimated to determine program participation, s

to the results in equation (3).39 The participation hazard is included in the second-stage OLS

regression of the profit function. Table 10 shows the treatment effect estimates. To account f

notion that the benefits from investment may take time to be realized, the profit functions a

estimated for both 1992 and 1995. In either case, the coefficient for program participation i

insignificant. Using this result and the value of the hazard, Table 10 reports the impact of th

program: . Interestingly, the treatment-effects mod

reveals that the program did not have a positive impact on profitability for the treatment firms.

estimation of the profit function is repeated using the matched data for the control group (T

11). Again, the impact of the program on profitability is not significant.

6.4 Program impacts

The failure of the SMI program to positively affect the efficiency (as defined by profitability) 

the treatment group is clear: loan program recipients did not outperform the control group, 

self-selection is accounted for or matching methods used. The first issue is whether the pro

allocated credit efficiently. One of the underlying assumptions of the SMI program (and this

analysis) is that the efficient allocation of credit is equivalent to the efficient allocation of

resources. That is, by adhering to market forces, the program hoped to direct credit to those

that could best use the funds. It could be the case, however, that the criteria by which cred

allocated did not achieve this result. Rather, PFIs allocated SMI loans to firms that were mos

to overcome the problems of asymmetric information (i.e., they had the highest likelihood o

repayment as viewed by the bank). This group of firms, while having characteristics that m

them safe credit risks, was not necessarily more efficient than a set of comparable firms. T

results confirm this intuition: firms that received credit from the program did experience a

relaxation of credit constraints and faster equipment (and equipment/worker) growth than firm

the control group. This is compatible with the goals and design of the program, which are t

37. A fixed-effects model was also estimated, with similar results.
38. If selection is positive, then the coefficient for the SMI dummy could be biased upwards.
39. Identification of program participation follows the same logic as the switching regression.

α E Πi SMIi( 1) E Πi SMIi(– 0)= = =
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enhance capital equipment expenditure by credit-constrained firms. However, this did not

translate into better performance. Despite considerably faster equipment/worker growth, fir

the treatment group did not become more profitable.40

This raises the question: why did the firms that received the program fail to become more

profitable, despite their ability to access subsidized credit? Simple economic theory sugges

access to subsidized credit should lead to higher profits, primarily in two ways: first, capital

cheaper; and second, a substitution away from labour, which is made feasible by cheaper 

more accessible) capital.41 The effect of the cheaper capital alone should lead to higher

profitability, for a given level of capital. However, the ability to access cheaper capital may h

led to overinvestment: firms may have viewed the program as a “one-off” government prog

and thus deliberately overinvested in equipment for fear that they would miss the opportuni

the future. In this sense, firms can be seen as investing for precautionary reasons, not to in

profitability immediately, but in the future. At the same time, the availability of cheaper capi

should have led to a substitution away from labour. But the empirical analysis suggests tha

increase in equipment investment by SMI recipients was not offset by a sufficiently large re

decline in their labour input. Two factors contributed to this effect. First, despite higher capi

investment, SMI firms’ employment growth was similar to that of the control group for the 19

92 and 1992–95 periods (Table 12). Second, although firms in the treatment and control gr

exhibited similar negative real wage growth from 1985 to 1992, treatment firms experience

larger increases in average real wages from 1992 onwards. This real wage increase occurre

though treatment and control groups experienced similar growth in other outcomes during 

period (such as value added, fixed asset, and employment growth; results not shown). The

wage increase itself cannot be explained by changes in the composition of labour within fir

family labour constituted only a small proportion of overall labour for both types of firms, and

over time (Table 12). Furthermore, although full recall data are not available, records from 

reveal that treatment and control groups had similar labour composition with respect to the m

administrative and production workers. Two possible explanations for the higher real wages

by the treatment group, especially after 1992, can be attributed to the introduction of new

40. An alternative explanation for the lack of positive impact on profitability may stem from the survi
bias of the sample. It could be the case that by accessing the program, the treatment firms were
survive longer than otherwise possible, since they were receiving an implicit subsidy (through ac
to the SMI credit facility.) If they had lacked such access, failure would be a more likely outcome
Consequently, the treatment group is a negatively self-selected group that would show lower lev
profitability than the control group (which also survived despite not accessing the program).
Fortunately, the matching-method technique overcomes this problem by ensuring that the contr
group is an appropriate sample analogue.

41. Greater access to capital could also allow firms to produce more output (a supply effect).
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equipment technology as facilitated by the SMI loan program.42 First, as firms used their new

access to credit to purchase new equipment, they needed to add new, more highly skilled

labourers. One would expect that the treatment firms would have simultaneously reduced t

low-skill labour component: but labour market rigidities may have prevented firms from redu

the use of their existing low-skill workforce (or, in the case of some of the firms in this samp

family workers). Thus, while SMI firms were increasing their capital input substantially (rela

to the control group), they were also increasing their labour input, even though they did not

experience increases in sales relative to the control group. This suggests that, for the treat

group, labour and capital are complements, as opposed to substitutes, in the production pr

While profit-maximizing behaviour would be expected to lead to a reduction in labour deman

the recipient firms, the opposite occurred: firms had to increase their labour input, given its

complementarity to capital.43 Second, workers may have been able to seize the rents of the cr

subsidy. The increased profitability induced by access to subsidized capital was not kept b

firm: rather, workers were able to capture a proportionately large share of this benefit, due 

to labour market rigidities in the Sri Lankan economy that benefit workers. Consequently, the

program did not enhance the economic efficiency of the treatment firms.

6.5 Indirect effects

The evaluation exercise conducted above estimated the returns to program participation fo

firms that were eligible for and took up the treatment. Underlying the evaluation technique w

the assumption that the program did not affect the outcomes of those firms that did not partici

An economy-wide intervention, however, such as the SMI program, may have had an effec

firms that were eligible to take up the program and did not (the control group). In a Walrasia

world, such effects need not be considered, since the impact of pecuniary externalities is

irrelevant, and any change in factor prices fully reveals the social cost of that input. But, in 

second-best world, any intervention that causes a distortion in factor markets could have ne

externalities. For instance, given that the SMI program was associated with higher average w

this could potentially spill over to other firms by affecting the wages paid to workers in simil

industries. In this case, the potential benefits of the program, although inconclusive for the

treatment group, may actually undermine the economic efficiency for the untreated group, 

they are forced to pay higher wages. Similarly, the SMI program, while purporting to reduce

42. This result is striking, given that SMI firms are, on average, smaller than non-SMI firms, and it is
known that larger firms pay higher wages.

43. This also suggests that, when financial capital is fungible within the firm, access to credit implies
firms that use capital as “working capital” to finance the purchase of variable inputs.
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credit constraints, may have led to a reduction in credit to firms that were not eligible to acces

program. That is, firms that could access formal credit previously, but were unable to acces

SMI program because of non-market program eligibility requirements, might have faced cre

rationing as PFIs directed their own capital to SMI lending (since PFIs had incentives to dir

their own capital to the program, given the lower capital requirement).44 Such indirect effects

place an upward bias on the estimated treatment effect. Because of the negative or insigni

effect of the treatment, however, the results are robust to this bias. In fact, it is possible the

evaluation method has underestimated the SMI loan program’s negative consequences.

7. Conclusions

This paper has examined the investment behaviour of a sample of small, credit-constrained

in Sri Lanka. Using a unique panel-data set, we analyzed and compared the activities of tw

groups of small firms distinguished by their different access to financing; one group consist

firms with heavily subsidized loans from the World Bank, and the other consisted of firms with

such subsidies. We have found that the World Bank loan program did lead to higher levels 

investment for financially constrained firms, but the impact of the loan program on econom

efficiency is inconclusive. The use of program-evaluation techniques revealed that the relax

of financing constraints did not affect economic efficiency for the group of firms that receive

subsidized capital. Although the program allowed firms to invest in more capital goods, firm

were not able to reduce their labour component enough to achieve allocative efficiency. Th

SMI recipient firms did substitute from capital to labour, as they hired more workers and gene

paid them higher wages. There are two potential explanations for this phenomena: (i) that 

and capital are complements in the production function, and (ii) that workers were able to ca

rents from firms that accessed the SMI loans. Any improvements in profitability inevitably w

to workers. Lastly, we cannot discount the possibility that the SMI program was seen as a “

off” program, and that firms simply took advantage of the program while it existed. The lack

positive impacts suggests that the implementation of credit schemes, while relaxing financi

constraints, may not necessarily lead to higher levels of economic efficiency.

44. On the contrary, it could also be the case that the SMI program reduced credit constraints for the
economy as a whole, and thus the control group benefited from lower financing constraints. How
we believe this effect to be small. Similarly, one should also consider the positive impact of highe
wages on the economy through an aggregate demand effect. Given that the SMI program was q
small relative to the entire economy, however, this income effect is very limited, and there is no re
to believe that the control group would enjoy benefits in excess of the treatment group.
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centage

are

 sample
Note: The standardized difference in per cent is the absolute value of the mean difference as a per

of the average standard deviation: ,where, for each variable, and

the sample means in the treated group and the control group, and and are the corresponding

variances.

Table 1: Firm Characteristics (levels)

Variables
Mean

(treatment
group)

Mean
(control
group)

Std.
diff.*

Two-
sample
T-stat

Mean
(matched-
control
group)

Std.
diff.*

Two-
sample
T-stat

Fixed assets 7582 17849 33.80 2.53 6378 12.21 1.03

Equipment 3131 6875 29.40 2.53 3205 1.10 0.09

Employment 30 47 38.50 3.33 40.3 16.21 1.38

Sales 12272 32866 46.67 2.60 8800 25.93 2.19

Value added 4984 11117 32.20 2.50 5205 2.31 0.19

Debt/equity 0.62 0.48 7.85 0.70 0.71 5.24 0.40

Age 6.05 12.41 41.00 3.55 6.35 0.22 2.58

Wages 1519 3259 38.19 3.30 2218 21.46 1.82

Avg Wage 183 212 25.12 2.09 172 9.99 0.83

Value added
capital

1.78 1.61 2.83 0.24 1.65 1.98 0.17

Profits/capital 0.56 0.38 9.50 0.78 0.43 6.16 0.53

Profits/sales 0.10 0.07 26.07 2.09 0.08 24.95 2.01

Location

 Colombo 0.47 0.59 24.24 2.04 0.46 2.00 0.14

 Gampaha 0.25 0.20 12.45 1.07 0.16 22.31 1.79

 Kurungala 0.13 0.09 12.50 1.08 0.20 19.23 1.80

Ownership type

 Sole prop. 0.62 0.38 48.97 4.36 0.63 2.04 0.12

 Partnership 0.16 0.22 15.16 1.37 0.14 5.62 0.62

 Priv. lim. liab. 0.20 0.35 33.95 2.82 0.21 2.50 0.09

Ethnicity

 Sinhalese 0.74 0.44 61.58 5.55 0.77 9.29 0.68

100 x1 x2–( )/[(s1
2

s2
2)/2]

/2
+ x1 x2

S1
2

S2
2
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Note: The standardized difference in per cent is the absolute value of the mean difference as a per

of the average standard deviation: , where, for each variable and

the sample means in the treated group and the control group, and and are the corresponding

variances.

Table 2: Outcomes (growth rates 1985–92)

Variables
Mean

(treatment)

Mean
(control
group)

Two-sample
T-stat

Mean
(matched-

control
group)

Two-sample
T-stat

Fixed assets 5.64 4.07 0.78 5.63 0.17

Equipment 10.31 4.53 1.61 4.23 1.90

Employment 6.52 5.45 1.04 8.85 1.15

Fixed asset/worker –0.50 –1.01 0.30 –1.13 0.03

Equipment/worker 3.83 –1.00 1.69 –4.20 2.53

Sales 4.68 6.38 0.71 8.55 1.93

Value added 5.87 4.50 0.61 8.56 1.11

Total wages 4.48 3.46 0.64 6.65 0.70

Total wages/
employment

0.62 0.56 0.14 0.42 0.60

Average real wage –1.81 –1.89 0.04 –2.20 0.12

100 x1 x2–( )/[(s1
2

s2
2) 2]⁄

/2
+ x1 x2

S1
2

S2
2
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Notes: *, ** indicate significance at the 5 per cent and 10 per cent levels, respectively. Robust stand

errors are reported.

Table 3: Probit Results

Dependant variable: Firm received an SMI loan

Variables (1) (2) (3)

Profit rates(t–1) 0.0321
(0.0471)

0.0380
(0.0481)

0.0535
(0.0533)

Ln (size)(t–1) –0.3536*
(0.0747)

–0.3676*
(0.0756)

–0.2346*
(0.0921)

Age –0.0176*
(0.0055)

–0.0160*
(0.0056)

–0.0187*
(0.0061)

(Borrowing/Capital)(t–1) 0.3063*
(0.1237)

0.2945*
(0.1315)

(Borrowing/Capital)2 (t–1)
–0.0280*
(0.0134)

–0.0250**
(0.0140)

[Galle]

Colombo –0.4063
(0.3533)

Gampaha –0.2228
(0.3787)

Kurunegala –0.1380
(0.4120)

[Limited liability]

Sole proprietorship 0.2856
(0.2294)

Partnership –0.1910
(0.2618)

Sinhalese 0.4727*
(0.1941)

Constant 1.3084*
(0.2490)

1.2494*
(0.2517)

0.8320
(0.5266)

LR Chi2 (14) 45.77 53.37 71.61

Pseudo R2 0.12 0.14 0.19

N 278 278 278
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 errors are reported. N = 278.

 investment/(Capital) (t-1)

non-SMI
(7)

SMI
(8)

7)
0.1679*
(0.0492)

0.0216
(0.0853)

*
3)

0.0891*
(0.0156)

0.0282*
(0.0127)

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

3)
0.0385
(0.1755)

–0.0481
(0.0911)

4.05 2.34

414 0.4554 0.1423
Notes: *, ** indicate significance at the 5 per cent and 10 per cent levels, respectively. Robust standard

Table 4: Accelerator Model (unmatched data)

Dependant variable:             Investment/(Capital)(t-1) Equipment
1985–92

Variables non-SMI
(1)

SMI
(2)

non-SMI
(3)

SMI
(4)

non-SMI
(5)

SMI
(6)

Value added/capital(t–1) 0.2513*
(0.0707)

0.1965**
(0.1054)

0.2183*
(0.0633)

0.1472
(0.1134)

0.1714*
(0.0473)

0.0531
(0.047

Profit rates(t–1) 0.1472*
(0.0303)

0.0649*
(0.0267)

0.1534*
(0.0304)

0.0711*
(0.0268)

0.0883*
(0.0157)

0.0251
(0.012

Ln (size)(t–1) Yes Yes Yes Yes Yes Yes

Age Yes Yes Yes Yes Yes Yes

Controls

 Mills ration No No Yes Yes No No

 Location Yes Yes Yes Yes Yes Yes

 Ownership Yes Yes Yes Yes Yes Yes

 Ethnicity Yes Yes Yes Yes Yes Yes

 Industry Yes Yes Yes Yes Yes Yes

Constant –0.0371
(0.0550)

0.1143
(0.1072)

0.4022
(0.2903)

–0.0003
(0.1506)

–0.0083
(0.0330)

0.0106
(0.042

F 4.61 2.85 4.47 2.77 4.33 2.24

R2 0.4477 0.2003 0.4628 0.2077 0.4548 0.1

∆
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rrors are reported. N = 278.

d data)

nt/ (Capital)(t-1)

non-SMI
(7)

SMI
(8)

9)
0.1743*
(0.0548)

0.0430
(0.0675)

**
0)

0.0874*
(0.0158)

0.0286*
(0.0134)

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

8)
-0.2492
(0.2228)

-0.0422
(0.0960)

5.17 2.09

534 0.4658 0.1617
Notes: *, ** indicate significance at the 5 per cent and 10 per cent levels, respectively. Robust standard e

Table 5: Accelerator Model for Firms with Positive Cash Flow (unmatche

Dependant variable:       Investment/ (Capital)(t-1)                                         Equipment investme
1985–92

Variables non-SMI
(1)

SMI
(2)

non-SMI
(3)

SMI
(4)

non-SMI
(5)

SMI
(6)

Value added/Capital(t–1) 0.2275*
(0.0853)

0.1341
(0.1126)

0.2258*
(0.0854)

0.0855
(0.1200)

0.1706*
(0.0552)

0.0697
(0.058

Profit rates(t–1) 0.1498*
(0.0287)

0.0717*
(0.0287)

0.1517*
(0.0294)

0.0772*
(0.0284)

0.0917*
(0.0164)

0.0256
(0.013

Ln size(t–1) Yes Yes Yes Yes Yes Yes

Age Yes Yes Yes Yes Yes Yes

Controls

Mills ratio No No Yes Yes No No

Location Yes Yes Yes Yes Yes Yes

Ownership Yes Yes Yes Yes Yes Yes

Ethnicity Yes Yes Yes Yes Yes Yes

Industry Yes Yes Yes Yes Yes Yes

Constant -0.0542
(0.0607)

0.0960
(0.1290)

0.0550
(0.3086)

-0.0157
(0.1565

-0.0078
(0.0337)

0.0192
(0.050

F 4.04 2.15 3.77 2.20 5.00 1.88

R2 0.4409 0.1535 0.4413 0.1618 0.4587 0.1

∆
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Notes: *, ** indicate significance at the 5 per cent and 10 per cent levels, respectively. Bootstrapped

standard errors are reported.

Table 6: Accelerator Model (matched data)

Dependent variable:              Investment/                               Equipment investment/
1985–92                               (Capital)(t–1)                              (Capital)(t–1)

Variables non-SMI
(1)

SMI
(2)

non-SMI
(3)

SMI
(4)

Value added/Capital(t–1) 0.1605**
(0.0849)

0.1965
(0.1324)

0.2180*
(0.0615)

0.0531
(0.0589)

Profit rates(t–1) 0.1058**
(0.0552)

0.0649**
(0.0353)

0.0514**
(0.0281)

0.0251
(0.0178)

Ln (size)(t–1) -0.0232
(0.0150)

-0.0056
(0.0219)

-0.0034
(0.0068)

-0.0021
(0.0120)

Age 0.0009
(0.0010)

0.0006
(0.0015)

0.0000
(0.0006)

-0.0009
(0.0006)

Controls

Mills ratio No No No No

Location Yes Yes Yes Yes

Ownership Yes Yes Yes Yes

Ethnicity Yes Yes Yes Yes

Industry Yes Yes Yes Yes

Constant 0.0343
(0.0940)

0.1143
(0.1072)

-0.0933*
(0.0412)

0.0106
(0.0423)

F 32.85 2.85 14.26 2.24

R2 0.6581 0.2003 0.5645 0.1414

∆
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Notes: *, ** indicate significance at the 5 per cent and 10 per cent levels, respectively. Bootstrapped

standard errors are reported.

Table 7: Accelerator Model for First Differences (matched data)

Dependent variable         Investment/                               Equipment investment/
                                     (Capital)(t–1)                              (Capital)(t–1)

Variables non-SMI
(1)

SMI
(2)

non-SMI
(3)

SMI
(4)

Value added/
Capital(t–1)

0.2291*
(0.0787)

0.1290
(0.1382)

0.1731*
(0.0697)

0.0505
(0.0933)

Profit rates(t–1) 0.1551*
(0.0623)

0.0950**
(0.0507)

0.0837*
(0.0365)

0.0571*
(0.0189)

Ln (size)(t–1) –0.1256**
(0.0812)

–0.0056
(0.0426)

–0.0659*
(0.0334)

–0.0301
(0.0332)

Constant –0.0195
(0.0417)

–0.0774*
(0.0232)

–0.0216**
(0.0110)

–0.0216**
(0.0130)

F 16.81 4.65 28.75 6.80

R2 0.2479 0.1268 0.3703 0.1313

∆
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Note: * indicates significance at the 5 per cent level. Robust standard errors are reported. N = 278

Table 8: Estimation of Profit Function (using seemingly unrelated regressions)

Dependent variable: value added

Variables 1985
(1)

1992
(2)

1995
(3)

Pooled
(4)

SMI recipient ( ) –0.1679
(0.1328)

–0.0588
(0.1217)

–0.1431
(0.1187)

–0.1653*
(0.0829)

Ln wage rate ( ) 0.8624*
(0.1073)

0.9293*
(0.1311)

0.9275*
(0.1342)

0.9161*
(0.0700)

Interest rate ( ) 0.0277
(0.0240)

0.0150
(0.0168)

–0.0205
(0.0159)

0.0047
(0.0100)

Ln fixed assets ( ) 0.4612*
(0.0450)

0.5764*
(0.0432)

0.6206*
(0.0418)

0.5405*
(0.0240)

Location dummies Yes Yes Yes Yes

Industry dummies Yes Yes Yes Yes

Constant –4.5871*
(1.1275)

–5.8170*
(1.3028)

–5.5161*
(1.3669)

–5.4145*
(0.7114)

N 278 278 278 834

SMI recipient ( ) –0.4213*
(0.0321)

–0.4310*
(0.0529)

–0.4607*
(0.1097)

–0.4438*
(0.0500)

Non-SMI recipient ( ) –0.5424*
(0.0325)

–0.5973*
(0.0522)

–0.6703*
(0.1051)

–0.5596*
(0.0350)

not rejected not rejected not rejected rejected

rejected rejected not rejected rejected

rejected rejected rejected rejected

rejected rejected rejected rejected

α1

α2

β1

β2

α3

α4

H0:α1 0=

H1:α3 α4=

H2:α2 α4=

H3:α2 α4=
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Notes: *, ** indicate significance at the 5 per cent and 10 per cent levels, respectively. Robust stand

errors are reported. N = 278.

Table 9: Profit Function Estimation for First Differences

Dependent variable: change in value added

Variables
OLS
(1)

OLS
(2)

OLS
(3)

Fixed effects
(4)

Ln fixed assets 0.3406*
(0.0448)

0.3290*
(0.0460)

0.3291*
(0.0461)

0.3170*
(0.0392)

Interest rate 0.0053
(0.0074)

0.0030
(0.0075)

0.0032
(0.0075)

0.0030
(0.0064)

Ln wage rate 0.5140*
(0.0869)

0.5605*
(0.0930)

0.5616*
(0.0930)

0.5634*
(0.0634)

SMI recipient No No –0.0291
(0.0472)

–0.0357
(0.0510)

Year dummy No Yes Yes Yes

Constant 0.1357*
(0.0256)

0.2083*
(0.0463)

0.2228*
(0.0527)

0.2390*
(0.0465)

F 33.59 26.67 22.09 162.04**

R2 0.2220 0.2306 0.2312
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Notes: * indicates significance at the 5 per cent level. The treatment effect, , is calculated as in Gr

(2000). N = 278. Specifications (1) and (2) utilize the estimates from the probit regression in Table 

column (2), while specifications (3) and (4) utilize the estimates from the probit regression in Table 

column (3).

Table 10: Profit Function Estimation for Treatment Effects

Dependent variable: value added

Variables
1992
(1)

1995
(2)

1992
(3)

1995
(4)

Ln fixed assets 0.6279*
(0.0517)

0.6844*
(0.0517)

0.6472*
(0.0518)

0.7034*
(0.0517)

Interest rate 0.0008
(0.0187)

–0.0213
(0.0192)

0.0029
(0.0187)

–0.0166
(0.0191)

Ln wage rate 0.9395*
(0.1497)

0.9522*
(0.1538)

0.9483*
(0.1492)

0.9540*
(0.1531)

SMI recipient –0.1858
(0.2976)

–0.0917
(0.3196)

0.1320
(0.3144)

0.2287
(0.3388)

Location/industry
controls

Yes Yes Yes Yes

Constant –5.7142
(1.5639)

–6.1575*
(1.6557)

–6.2408
(1.5739)

–6.6811*
(1.6569)

Hazard 0.0166
(0.1932)

–0.0708
(0.2111)

–0.2082
(0.2032)

–0.2978
(0.2221)

0.0177 –0.0737 –0.2189 –0.3037

0.9412 0.9610 0.9513 0.9808

Chi2 (13) 425.36 434.89 440.64 444.25

–0.1574 –0.2119 –0.2285 –0.1850

β2( )

β1( )

α2( )

α1( )

ρ

σ

α

α
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‡
Notes: * indicates significance at the 5 per cent level. Bootstrapped standard errors are reported.   

indicates Wald chi2(5) statistic.

Table 11: Profit Function Estimation for Matching Data

Dependent variable value added

Variables

Pooled
OLS
(1)

Pooled
OLS
(2)

Pooled
OLS
(3)

First
diff.
(4)

First-diff.
randomeffects
(5)

Interest rate 0.0148
(0.0119)

–0.0049
(0.0143)

–0.0056
(0.0147)

0.0194*
(0.0065)

0.0213*
(0.0078)

Ln fixed assets 0.5502*
(0.0299)

0.5312*
(0.0302)

0.5343*
(0.0308)

0.2256*
(0.0350)

0.2289*
(0.0487)

Ln wage rate 1.0308*
(0.0865)

1.0896*
(0.0884)

1.0860*
(0.0888)

0.7178*
(0.0970)

0.7194*
(0.1023)

SMI recipient –0.0677
(0.0823)

–0.0126
(0.0432)

–0.0102
(0.0427)

Location/industry
controls

Yes Yes Yes No No

Year dummy No Yes Yes No Yes

Constant –6.6360*
(1.4191)

–6.9066*
(1.4053)

–6.8879*
(1.4260)

0.2919*
(0.0724)

0.2886*
(0.0543)

F 38.81 36.62 34.34 10.68 278.16‡

R2 0.6045 0.6123 0.6126 0.3317 0.33

β1( )

β2( )

α2( )

α1( )
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Table 12: Labour Market Characteristics

Real wage growth 1985–92 1992–95

SMI –1.81 2.25

Non-SMI –2.20 –0.34

Employment growth 1985–92 1992–95

SMI 6.52 6.28

Non-SMI 8.85 5.61

Employee composition: 1995

Administrative
personnel
(% of total)

Production
workers
(% of total)

Casual
workers
(% of total)

SMI 8.3 67.0 24.7

Non-SMI 10.1 66.6 23.2

Family workers (% of total
employees)

1985 1992 1995

SMI 3.7 2.6 2.4

Non-SMI 1.4 1.3 0.9

Family workers (total
employees/firm)

1985 1992 1995

SMI 1.14 1.33 1.45

Non-SMI 0.83 1.03 0.83
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Appendix A: Accelerator Model1

The investment decisions of a firm in a world of certainty can be analyzed under the framewo

the accelerator model. First, assume that it is costly to invest: for investmentI, the cost of

investment is convex, such that , for all . Next, assume standard

production function relationships such that profits are a strictly concave function of the cap

stock ,where . The optimal path of investment can be described

the following Euler equation:

. (A1)

Under the assumption of constant prices, (A1) implies the following flexible accelerator mo

, (A2)

whereK* satisfies . The implications are straightforward. If credit rationing

occurs (that is, if firms are constrained), then the user cost of capital increases, implying a 

marginal product of capital and slower movement in adjusting capital stocks over time.

The accelerator model describes the path of investment when there are costs associated w

different speeds of capital stock adjustment. Firms will behave according to (A2) if there ar

perfect capital markets or if they have sufficient internally generated funds. Otherwise, the

investment process will also be determined by the availability of internal funds, or credit ma

constraints. The existence of capital stock adjustment costs and credit market constraints c

built into an empirical specification of the accelerator model, as follows. Given that the firm fo

expectations of future outputQ*, where  =K*, (A2) can be expressed to incorporate the

potential effects of capital stock adjustment costs to investment and credit market constrain2

. (A3)

Furthermore, if there are firm-specific characteristics that may differentially affect access to c

markets differently, (A3) can be augmented to account for this firm-level heterogeneity:

, (A4)

1. This appendix follows Tybout (1983) in terms of notation. The accelerator model can be thought
a special case of the Euler equation approach if the cost function depends solely on investment
(Bigsten et al. 1999.)

2. This specification assumes the separability of financial variables from real variables in the inves
process, but this strong assumption is clearly utilized as an empirical necessity.

F' I( ) 0> F'' I( ) 0> I 0>

Π Π K t,( )= Πk 0 Πkk 0<,>

Πk K t,( ) rF ' I( ) F'' I( ) İ–=

I t β K*-K t[ ]=

ΠK K*( ) rF ' 0( )=

αQ*

I t β αQt
*

Kt 1––[ ] ηΠt 1–+=

I t β αQt
*

Kt 1––[ ] ηΠt 1– δ Xt εt+ + +=
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al
where theXs can include firm location, industry classification, owner education and socio-

economic status, and other firm-specific characteristics. This leads to the following function

form, suggested by Bigsten et al. (1999):

, (A5)

whereI is investment,K is capital, is change in value added, is profits, and theXs are firm-

level characteristics.

I K t 1–⁄ α0 α1∆V Kt 1–⁄ α2 Π K⁄( )t 1– α3Xt εt+ + + +=

∆V Π
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Appendix B: Profit Function (Yotopoulos and Lau 1973)1

Let H*(c, Z) be the profit function corresponding to the production functionF(X,Z), wherec is the

price of thejth input,X is a vector of variable inputs, andZ is the vector of fixed inputs. The

production function and corresponding profit function isV = AF(X,Z) and .

If the shadow cost of variable inputs varies across firms by the index function, , then the 

function for theith firm is:

. (B1)

Using Shepard’s Lemma, one can derive the input demand functions and supply functions 

(B1):

, (B2)

and thus profits can be represented as

. (B3)

The implication of (B3) is that one can test relative economic efficiency between two firms. 

framework, in turn, has several implications. First, , and thus actual profits are

increasing in technical efficiency for a set of given input shadow prices. Second, if fo

, .....,m, then the firm is maximizing profits. Third, if and , then the actu

profit functions are identical. Consequently, one can test the relative economic efficiency of

firms given a functional form forH.

The above model can be used to test relative economic efficiency for a given functional for

this case, a Cobb-Douglas production function with the usual properties can be used. Therem

variable inputs characterized by decreasing returns, andn fixed inputs for the production function:

, (B4)

1. This appendix presents the profit function model as developed by Yotopoulos and Lau (1973). T
exposition follows their model in terms of notation and model specification.

Π∗ AH∗ c A⁄ , Z( )=

ki
j

Πi AiH∗ k( i
l
ci

l
Ai⁄ ,.......ki

j
ci

j
/Ai ; Zi

l
,....,Zi

k )=

Xi
j

Ai

∂H∗ k( i ci /Ai Zi );

∂ki
j
ci

j
-----------------------------------------–=

V1 AiH∗ ki( ci /Ai Zi ) AiΣ j 1=
m

ki
j
ci

j ∂H∗ kici /Ai Zi;( )

∂ki
j
ci

j
----------------------------------------–;=

Πi Vi Σ j 1=
m

ci
j
Xi

j
–=

= AiH∗ kici /Ai ; Zi( ) AiΣ j 1=
m 1 ki

j
–( )ci

j

ki
j

-----------------------
∂H∗ kici /Ai Zi;( )

∂ci
j

----------------------------------------–

∂Πi /∂Ai 0>
ki

j
1=

j 1= Ai An= ki kn=

V A Xi
aj

j 1=

m

∏
 
 
 

Z j
β j

j 1=

n

∏
 
 
 

=
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where . The profit function is

. (B5)

From (B12), one can compute the actual profit and input demand functions for the represen

firm:

(B6)

, (B7)

then define

. (B8)

Thus, the profit function becomes

. (B9)

If there are two firms,i = 1,2 and thus  and , take the ratio of the constant terms describ

above:

. (B10)

Then, one can take (B10) to get:

µ α j 1<
j 1=
m∑=

Π∗ A
1 µ–

1 µ–( ) cj /α j( )
α j 1 µ–( ) 1––

j 1=

m

∏
 
 
 

Z j
β j 1 µ–( ) 1–

j 1=

n

∏
 
 
 

=

Πy
i

A( i )
1 µ–( ) 1–

1 Σ j 1=
m

αi /kj
i

–( ) kj
i( )

α j 1 µ–( ) 1––

j 1=

m

∏ α j
α j 1 µ–( ) 1––

j 1=

m
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cj
i( )
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m
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, (B11)

and, defining

, (B12)

taking natural logs of (B11) to get

. (B13)

If A1 = A2 andk1 = k2, then should be equal to and this implies that . With

this framework, it is possible to test the hypothesis of equal relative economic efficiency by

inserting a dummy variable into (B13) and determining whether the coefficient is zero. In

previous studies, the emphasis has focused on assessing the relative economic efficiency 

and small firms. In the context of this paper, the test is straightforward. A dummy variable ca

inserted to capture the relative economic efficiency of SMI recipients.

The empirical implementation is straightforward. For a Cobb-Douglas production function w

labour as the variable input and capital fixed, the profit function (B13) can be expressed as

,

where is the actual profit (total revenue minus total variable costs),w is the wage rate,R is the

interest rate on capital, andK is the fixed assets of the firm. Allowing for regional and industry

specific price differences, the final estimating equation is:

, (B14)

Π1
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1( ) cj
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1 α1
*

w β1
*

R β2
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whereSMI is a dummy variable taking the value of 1 if the firm received an SMI loan, and 0

otherwise;ISIC is the industry code andLOC captures the firm’s location. These last two vecto

of dummy variables control for different output prices for firms in different industries or regio

For the input demand function, define

.

Then,

. (B15)

Substituting from (B9),

. (B16)

The input demand function differs across firms by a constant factor. This result can be used

the hypothesis of relative price efficiency: ifk1 = k2, then . Likewise, one can test the

hypothesis of profit maximization. If theith firm maximizes profits, then .

From this condition, it follows that . The empirical implementation of (B16) is

straightforward:

, (B17)

wherew is the wage rate,L is the quantity of labour, andSMI indicates the status of theSMI loan

recipient.
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Appendix C: Switching Regression1

A first approximation of the impact of financing constraints on firm behaviour can be obtaine

estimating equation (1) using switching regression techniques (Maddala 1988). That is, on

divide the sample into those firms that receive credit and those that do not. Define the two po

regimes as follows:

, (C1a)

, (C1b)

whereIi is investment,Xi are the determinants of investment described above, andZ is a matrix of

characteristics that predict the firms’ participation in the SMI loan program. Then, defining a

dummy variable,

(C2)

,

and whereu1i, u2i, andui are distributed trivariate normal with mean zero and covariance ma

,

the following likelihood function is obtained:

(C3)

.

Lee (1978) provides a simple two-stage process to estimate (C3). First, the expected valueu1i

andu2i must be estimated from (C1a) and (C1b). That is, obtain . Lee shows 

1. This appendix follows Maddala (1988) in terms of notation.

I i β1
′
X1i u1i iff γ′Zi ui≥+=

I i β2
′
X2i u2i iff γ′Zi ui<+=

SMIi 1 if γ′Zi ui≥=

SMIi 0 otherwise=

Σ
σ1

2 σ12 σ1u

σ2
2 σ2u

1

=

L β1 β2 σ1
2 σ2

2 σ1u σ2u, , , , ,( ) g yi β1
′
X1i ui,–( ) uid

∞

γ Zi

∫
SMIi

∏=

f yi β2
′
X2i ui,–( ) uid

γ Zi

∞
∫

1 SMIi–
×

E ui γ i′Zi≤( )
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(C1b)

d.
(C4)

,

and

(C5)

,

where and are the pdf and cdf of the standard normal. Thus equations (C1a) and

can be written as:

, (C6a)

, (C6b)

where

, (C7a)

, (C7b)

and  and  are the residuals with zero means:

.

The estimation of the second stage by OLS for equations (C6a) and (C6b) is straightforwar

E u1i | ui γ ′Zi≤ 
  E σ1uu1i | ui γ ′Zi≤ 

 =

σ1u

φ γ ′
Zi( )

Φ γ ′
Zi( )

-------------------–=

E u( 2i | ui γ ′
Zi )≥ E σ( 21uu1i | ui γ ′

Zi )≥=

σ2u

φ γ ′
Zi( )

1 Φ γ ′
Zi( )–

----------------------------–=

φ .( ) Φ .( )

I i β1
′
X1i σ1uW1i– ε1i for SMIi+ 1= =

I i β2
′
X2i σ2uW2i ε2i for SMIi+ + 0= =

W1i

φ γ ′
Zi( )

Φ γ ′
Zi( )

-------------------=

W2i

φ γ ′
Zi( )

1 Φ γ ′
Zi( )–

----------------------------=

ε1i ε2i

ε1i u1i σ1iW1i+=

ε2i u2i σ2iW2i+=
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 in

s,
Appendix D: Treatment Effects

The treatment-effects model (Greene 2000) estimates the following equation:

, (D1)

where are profits,X is a vector of firm characteristics,SMI is a dummy variable indicating

whether the firm participated in the SMI program, and there is an error term with the usual

properties. The binary dummy variable is characterized by a latent process:

, (D2)

and thus the decision to take the treatment is made according to the following rule:

, (D3)

and the error termsu and are bivariate normal with the following covariance matrix:

.

The two-estimator is derived by Maddala (1988). First, a probit is estimated for participation

the treatment:

. (D4)

From (D4) the hazard ratio for eachI can be calculated:

, (D5)

(D5)

where  and  are the standard normal density and cumulative distribution functions. Thu

. (D6)

Πi Xiβ αSMIi εi+ +=

Π

SMIi
*

Ziγ uj+=

SMIi
1, if SMIi

*
0>

0, otherwise 
 
 
 
 

=

ε

σ ρ
ρ 1

Pr S( MI i 1 | Zi ) Φ Ziγ( )= =

hi
φ Zi γ̂( )/Φ Zi γ̂( ), SMIi = 1

φ Zi γ̂( )/ 1 Φ Zi γ̂( )–( ), SMIi = 0–
 
 
 
 
 

=

φ Φ

E Πi | Zi( ) Xiβ δZi ρσhi+ +=
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The difference between participants in the SMI program and non-participants can then be

estimated as:

. (D7)

(D7)

If  = 0, then (D4) can be estimated by OLS and the treatment effect is . If selection were

positive, then  > 0 and the OLS estimate of  would be biased upwards.

E Π( i | Zi 1) E Π( i | Zi– 0) δ ρσ
φ Ziγ( )

Φ Ziγ( ) 1 Φ Ziγ( )–{ }
----------------------------------------------------+= = =

ρ δ
ρ δ
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