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Abstract …….. 

Many of the visible and infrared imagery applications such as target acquisition, fire control, 
target detection, target classification and identification, and Intelligence, Surveillance and 
Reconnaissance (ISR) taskings require personnel to interpret the imagery information quickly and 
accurately. The National Imagery Interpretability Rating Scale (NIIRS) was created to provide a 
user-friendly metric to define the image quality of the acquired images. It is a 10-level scale that 
helps analysts to assess quantitatively the image quality of images for exploitation. For example, 
the performance goals for both the Predator and Global Hawk unmanned aerial vehicle (UAV) 
imaging systems are defined in terms of the NIIRS. 

“The General Image Quality Equation (GIQE) that was developed by ERIM International, Inc. 
during the 1980s and was released to the UAV development community is used by imaging 
system designers and researchers to translate a desired level of NIIRS performance into technical 
requirements of an imaging system. The GIQE was developed specifically as a tool to predict the 
NIIRS as a function of imaging system parameters; it enables system designers to optimize sensor 
performance to meet a required NIIRS level sought.” 

In this report, the GIQE is assessed by using the NIIRS-rated visible and infrared images 
collected from the Global Hawk’s sensors. The GIQE was developed and validated for image data 
acquired from imaging system with a system Q factor of one; the system Q factor describes the 
sensor’s imaging characteristics. There are some concerns within the imagery community, 
including a cautionary note from the GIQE developers that the GIQE may not be valid for images 
collected from imaging systems with a system Q factor other than one. The Global Hawk’s 
optical/ infrared (IR) imaging systems have a Q value that is not equal to one for both the visible 
and infrared imageries. One of the objectives in this study is to examine the applicability of the 
GIQE to predict NIIRS for images collected by imaging systems that do not have a system Q 
factor of one. 

This study also investigates various processes that can affect the image quality of the images 
captured by the imaging systems. These include system effects such as optical diffraction, optical 
aberrations, detector sampling effect, and environmental effects such as atmospheric turbulence 
and airborne platform vibration. The insertion of these processes into the GIQE permits realistic 
modelling and assessment of the NIIRS-rated images. 

It is found from the analysis conducted in this study using the Global Hawk data that the 
predicted-NIIRS computed by the GIQE agrees reasonably well with the observed-NIIRS from 
the measured data, and the GIQE is applicable to a small range of system Q values near one. 
These results indicate that the GIQE can offer a useful tool for assessing image quality of imaging 
systems of various designs. 
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Significance to defence and security  

The GIQE can provide a useful capability for simulation and evaluation of the performance of 
optical and infrared imaging systems. In particular, the GIQE’s ability to predict image quality 
through the use of NIIRS will allow the Canadian Armed Forces (CAF) personnel to determine 
the required sensor specifications for a particular surveillance mission. Selecting and deploying 
the right sensors will help the CAF to execute the mission’s objectives effectively and enhance 
the mission’s chance of success. 
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Résumé …….. 

Nombre d’applications de l’imagerie visible et infrarouge, comme l’acquisition de cibles, la 
conduite de tir, la détection de cibles, la classification et l’identification de cibles ainsi que les 
tâches de renseignement, surveillance et reconnaissance (RSR), nécessitent que le personnel 
interprète l’information d’imagerie rapidement et avec exactitude. On a créé l’échelle d'évaluation 
nationale pour l'interprétation d'images (NIIRS) afin de fournir une mesure conviviale visant à 
définir la qualité des images acquises. Il s’agit d’une échelle à 10 niveaux aidant les analystes à 
évaluer de façon quantitative la qualité des images aux fins d’exploitation. Par exemple, les 
objectifs de rendement des systèmes d’imagerie des véhicules aériens télépilotés (UAV) Predator 
et Global Hawk sont définis par rapport à la NIIRS. 

L’équation générale de la qualité d’image (EGQI), qui a été élaborée par ERIM International, Inc. 
pendant les années 1980 et publiée au sein de la communauté du développement des UAV, est 
utilisée par les concepteurs et les chercheurs travaillant sur les systèmes d’imagerie pour 
transformer un niveau désiré de rendement de la NIIRS en exigences techniques d’un système 
d’imagerie. L’EGQI a été élaborée spécifiquement comme outil de prévision de la NIIRS en 
fonction des paramètres du système d’imagerie; elle permet aux concepteurs de systèmes 
d’optimiser le rendement des capteurs pour satisfaire à un niveau requis et désiré de la NIIRS. 

Dans ce rapport, on évalue l’EGQI en utilisant les images visibles et infrarouges évaluées au 
moyen de la NIIRS recueillies par les capteurs du Global Hawk. L’EGQI a été élaborée et validée 
pour les données d’image acquises du système d’imagerie dont le facteur Q est unitaire; le 
facteur Q du système décrit les caractéristiques d’imagerie des capteurs. Il y a dans le milieu de 
l’imagerie des préoccupations, notamment une note d’avertissement aux développeurs de l’EGQI 
stipulant que l’EGQI peut ne pas être valide pour les images recueillies à partir des systèmes 
d’imagerie dont le facteur Q n’est pas unitaire. Les systèmes optiques/d’imagerie IR du Global 
Hawk possèdent un facteur Q qui n’est pas unitaire pour l’imagerie visible et l’imagerie 
infrarouge. L’un des objectifs de cette étude consiste à examiner l’applicabilité de l’EGQI afin de 
prédire la NIIRS pour les images recueillies par les systèmes d’imagerie ne possédant pas un 
facteur Q unitaire. 

Cette étude porte également sur les divers processus pouvant altérer la qualité des images saisies 
par les systèmes d’imagerie, notamment les effets du système comme la diffraction optique, les 
aberrations optiques, l’effet d’échantillonnage du détecteur ainsi que les effets environnementaux, 
comme la turbulence atmosphérique et la vibration de la plateforme aéroportée. L’insertion de ces 
processus dans l’EGQI permet une modélisation et une évaluation réalistes des images évaluées 
au moyen de la NIIRS. 

L’analyse effectuée dans le cadre de cette étude au moyen des données du Global Hawk a permis 
d’établir que la NIIRS prévue calculée par l’EGQI correspond raisonnablement bien à la NIIRS 
observée à partir des données mesurées, et que l’EGQI est applicable à une petite gamme de 
facteurs Q du système avoisinant la valeur unitaire. Ces résultats indiquent que l’EGQI peut 
constituer un outil utile d’évaluation de la qualité des images de systèmes d’imagerie de 
diverses conceptions. 
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Importance pour la défense et la sécurité  

L’EGQI peut fournir une capacité utile de simulation et d’évaluation du rendement des systèmes 
d’imagerie optique et infrarouge. En particulier, la capacité de l’EGQI de prévoir la qualité de 
l’image en utilisant la NIIRS permettra au personnel des Forces armées canadiennes (FAC) de 
déterminer les spécifications des capteurs requises pour une mission de surveillance particulière. 
La sélection et le déploiement des capteurs appropriés aideront les FAC à atteindre efficacement 
les objectifs de la mission et à en améliorer les chances de succès. 
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1 Introduction 

The National Image Interpretability Rating Scale (NIIRS) is an image quality reference scale used 
by image analysts and soldiers to perform image evaluation for a variety of tasks such as target 
detection, classification, identification and acquisition from visible and infrared images. The goal 
of the NIIRS scale is to permit imagery information to be interpreted effectively and accurately 
[1]. Moreover, the scientific/technical community that conducts research, development and 
assessment of sensors also uses the NIIRS system to assess and evaluate the performance of imaging 
systems. NIIRS allows the translation of a sensor’s outputs into information that is user-friendly and 
easily understood by military personnel and image analysts, thus providing a more efficient and 
effective working environment to exploit the imageries. For example, NIIRS is used to describe 
whether the image quality from an imaging system can distinguish a battle tank from a large 
transport truck (classification), or between an American battle tank and a Russian one 
(identification). Thus, NIIRS is seen as a tool that allows target information to be interpreted on a 
human intuitive level. This also helps sensor developers to translate the sensor design 
requirements from a common metric in imaging system development. NIIRS is developed using a 
set of psycho-physical scaling assessment. It has a 10-level scale that helps imagery analysts to 
perform qualitative assessment of an image. The rating scale was developed to facilitate imagery 
collection and exploitation that meet the information needs of the end users [1]; in other words, 
the NIIRS values specify the performance level of an imaging system in a language that is 
instinctive to human. For completeness, examples of the NIIRS levels for optical and infrared 
images published by the North Atlantic Treaty Organization-Standardization (NATO-STANAG) 
are given in Annex A. 

From the technical perspective, imaging system designers needs a well-defined tool to translate 
an image quality requirement in terms of a NIIRS value into performance requirements, 
permitting a set of technical specifications to be specified for an imaging system to meet a 
particular set of performance goals. To that end, the GIQE (General Image Quality Equation) was 
developed to translate the NIIRS values into a set of technical parameters that are useful for 
designing a desired imaging system. The GIQE predicts NIIRS values as a function a number of 
parameters such as image resolution, scale, image contrast, post-processing image enhancement 
and signal-to-noise ratio [2]. The GIQE was developed primarily for optical and infrared images. 
Studies have been made to extend the GIQE methodology to assess the image quality of Synthetic 
Aperture Radar (SAR) imagery [3][4][5]; but a functional version of the GIQE for SAR imagery 
has not yet been made available. 

In this report, a general description of the GIQE is given. Technical overviews are presented and 
details on the parameters that are used in the GIQE are discussed to provide a general picture on 
how the GIQE models image quality in term of NIIRS. NIIRS-rated measured image data from 
the Global Hawk’s visible and infrared imaging systems are compared with the predicted-NIIRS 
computed by GIQE. This allows an assessment on the general applicability of the GIQE.  
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2 The General Image Quality Equation (GIQE) 

The GIQE can be used to compute the NIIRS for both the visible and infrared images [2][6]. The 
GIEQ-version4 is the current standard operational version; it models the NIIRS values using five 
parameters, and has the form, 

10 10log log 0.656 0.344( / )SYS GM GM GMNIIRS A a GSD b RER H G SNR
 

(1) 

where ASYS = 10.251 for the visible, and ASYS = 10.751 for the infrared. GSDGM is the geometric 
mean (GM) of ground-sampled distance (GSD) in inches, RERGM is the geometric mean of the 
relative edge response (RER), HGM is the geometric height of overshoot due to post-processing 
image sharpening, G is the noise gain due to image enhancement, and SNR is the signal-to-noise 
ratio. The coefficients a = 3.32, b = 1.559 if RER ≥ 0.9, and a = 3.16, b = 2.817 if RER < 0.9. A 
sample of 359 visible images and a sample of 372 infrared images with NIIRS values assigned 
were used in determining the coefficients for the GIQE [6]. One half of the images was used to 
generate the coefficients; the other half of the images was used to evaluate and validate the 
GIEQ’s prediction performance.  

The GIQE was developed to evaluate images in hardcopy format; that is, the fitted coefficients in 
the equations above were derived based on printed images. For softcopy images; i.e., displaying 
on monitors, it would be necessary to account for display differences (e.g., contrast of the display 
device) relative to the hard-copy prediction that is implicit in the derived coefficients of the GIQE 
[2][7]. It is assumed that the hardcopy/softcopy display issue would have a minimal impact on the 
regressed coefficients of the GIQE; that is, the GIQE in Equation (1) is applicable to softcopy 
images as well.  

The GIQE given by Equation (1) predicts the NIIRS values using perceptual-quality attributes of 
scale, resolution, contrast and noise. The parameter GSD gives a measure of scale and resolution 
of the target as a function of distance from the imaging system. From the system design 
perspective, the size of the target image (scale) and the target’s detail (resolution) provide the 
basic measures of the system’s performance; this makes the GSD a dominant parameter in the 
GIQE prediction. The RER measures the sharpness of an image (i.e., contrast) due to the 
influence of various system related processes and real-world physical effects. In short, both the 
GSD and RER provide a measure of image quality. Digital post-processing can enhance the 
contrast of the image to make the image to look sharper; it is known as spatial-filtering or image 
enhancement [8][9]. This can be included in the RER variable as modulation transfer function 
compensation (MTFC). H is the height over-shoot of the RER parameter caused by image 
enhancement processing; this is relevant only when image enhancement procedures are applied to 
the image. G is the noise gain parameter describing the increase in the image’s overall noise as a 
result of image enhancement. SNR is the signal-to-noise ratio parameter that includes noise 
originated from different sources of the imaging system, e.g., dark current, read noise, photon and 
quantization noise, noise from background level and caused by atmospheric effects [6][10]. It is 
noted that the SNR parameter in the GIQE is a model-based quantity, not a measured quantity 
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from the actual image; however, the correlation between the model-based SNR and the actual SNR 
appears to be good [2][7]. 

It has been observed that the GIQE predictions are dominated mostly by the parameters GSD and 
RER [2][6]. The other parameters H and G in the GIQE have only minor effects on the predicted 
NIIRS values. It has also been shown that at high G/SNR (> 10), the effect of noise does not 
affect the predicted NIIRS values very much [7]. Over a range of G/SNR values from 10 to 50, 
the predicted NIIRS value changes by only about 0.15 with image sharpening. In comparison, the 
standard error of the predicted NIIRS is 0.3 in GIQE [2][6]; thus the SNR has a very minor role in 
predicting the NIIRS. It is reported that the GIQE is not valid when images have a SNR ≤ 3 
[11][12]. 

2.1 A simplified version of the GIQE for imaging system 
analysis  

The GIQE has been assessed in a number of studies, examining its applicability for evaluating the 
design of remote sensing systems [7][11][13]. It is found that the GIQE is useful for modelling 
the behaviour of imaging systems in general. Our interest in the GIQE is to have a quantitative 
tool that can provide a reasonable estimate of the NIIRS values of an imaging system for a 
specific set of operation requirements. This capability will help to facilitate simulation and 
estimation of the performance of an imaging system in supporting specific ISR missions. From 
the system hardware design and system performance evaluation perspectives, the post-processing 
enhancement part of the GIQE is not critical. In fact, it is always a good practice to seek a set of 
conservative parameter values to provide some margin of safety in reaching a desired NIIRS; in 
other words, system design should not be relying on post-processing enhancement technique to 
attain the desired level of system performance. Thus, removing the post-processing process in the 
GIQE will allow a conservative estimation of the system’s technical specifications, ensuring the 
system will deliver adequate performance. Moreover, the majority of the images are now 
routinely being analyzed from softcopies. Post-processing is done interactively by image analysts; 
this implies the coefficients for RER, G and H can no longer be considered as fixed known 
constants. It is suggested that a softcopy GIQE should be defined using variables and coefficients 
prior to enhancement; thus NIIRS would be a function of GSD, RER and SNR only in the GIQE 
[14]. Hence, an unenhanced pre-processing form of the GIQE for visible/infrared imagery can be 
expressed as, 

10 10log log 0.344 /sys GM GMNIIRS A a GSD b RER SNR . (2) 

Note that the noise gain parameter G is set equal to 1 in the noise term [6] and the edge overshoot 
parameter H due to image enhancement is removed in Equation (2) when image post-processing 
is not being considered. The influence of the signal-to-noise (SNR) term to the predicted NIIRS 
value is very small. The maximum contribution of the SNR term to the predicted NIIRS value in 
Equation (2) is at most about 0.115 at a minimum SNR value of 3. Moreover, a change of the 
NIIRS value by 0.115 is usually not detectable in terms of a noticeable change in the image 
quality by trained image analysts; a change in the NIIRS value has to be greater than 0.2 in order 
that a change in the image quality is visually perceptible [13]. Thus the SNR term in Equation (2) 
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may also be dropped when image post-processing is not considered. The GIQE is further reduced 
to an expression dependent on only two parameters; i.e., 

10 10log logsys GM GMNIIRS A a GSD b RER . (3) 

2.2 The GSD and RER parameters 

During the course of the GIQE development, it was found that image interpretability can be 
predicted more accurately by characterizing the image resolution using two separate parameters, 
the GSD and RER [2][6]. The GSD provides a geometrical scale of the image, indicating the size 
of the target that can be resolved at a given distance from the imaging system. However, just using 
GSD is insufficient on its own to represent the image quality [8]. System effects and real-world 
effects can also affect the image quality; these effects are described by the RER parameter that 
characterizes the apparent resolution of an image. RER is a function of the processes such as 
optics diffraction and aberrations, detector pixel dimensions (footprint) and detector pixel spacing 
(pitch), atmospheric disturbance, target motion smear, sensor platform vibration, electronic 
display response and human response etc., [6][10][16]. 

2.2.1  Ground Sample Distance (GSD)  

The GSD provides a measure of the target resolution by the imaging system, and is defined by the 
geometry as shown in Figure 1. The GSD is de-composed into separate components in the x and y 
directions (along-scan and cross-scan) in a 2-dimensional image as recorded by a detector array 
or film perpendicular to the line-of-sight, 

( / ) , ( / ) ,
cos( )

x
x y y

GM x y

f RGSD GSD f R

GSD GSD GSD
 (4) 

where ρ is the detector pitch (i.e., spacing between adjacent pixels) of the sensor array, f is the 
effective focal length of the imaging sensor’s optics, R is the slant range from the imaging system 
to the target, and the angle α corresponds to the tilt angle of the imaging system relative to the 
vertical (zenith) along the flight direction (x-direction) as illustrated in Figure 1. A geometric 
mean (GM) of the GSD as defined in Equation (4) is applied to the GIQE [6]. A more general 
expression for the GSD of a sensor pointing in an arbitrary aspect angle is found in [8][13].  



  
  

DRDC-RDDC-2014-R97 5 
 
 
  
  

 

Figure 1: Definition of the Ground Sampled Distance in terms of the system parameters. 

To simplify the discussion, the GSD for the nadir pointing direction (i.e., α = 0) from Equation (4) 
can be expressed as, 

GSD
R f

. (5) 

θ = ρ/f is the sampling angular resolution by the detector array of the imaging system. Thus the 
spatial distance ρ = f θ that can be resolved by the detector pixel is projected onto the ground at a 
distance R from the optical sensor, providing a measure of the resolution of the target imaged by 
the optical sensor.  

However, it should be noted that the system’s sampling angular resolution θ is constrained by a 
quantity known as the system Q factor of the imaging system, which is given as, 

( / ) /
/

f D DQ
f

 (6) 

where λ is the mean illumination wavelength over the imaging system’s spectral bandwidth, and D 
is the system’s optical aperture. The system Q factor is a fundamental parameter that is used to 
characterize the performance of an imaging system. The quantity λ/D is the diffraction-limited angular 
resolution of the optical components of an imaging system; the corresponding diffraction-limited 
spatial resolution is given by f(λ/D) at the focal plane where the detector is located (see Annex C). 
Diffraction-limited resolution defines how sharp an image can be focused by the optics. The 
detector pitch ρ provides a measure of the sampling resolution of the detector. Physically, the Q 
factor in Equation (6) describes the sampling effectiveness of the detector on a diffraction-limited 
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image generated by the optics. Equation (6) can be viewed as either the ratio of the optics 
diffraction-limited resolution to the detector’s sampling resolution in the spatial domain [8], or 
the ratio of the detector sampling frequency (1/ρ) to the optical cut-off frequency defined as 
(1/(fλ/D)) in the spatial-frequency domain [13]. Thus, the system Q factor is an indicator of the 
operating characteristics of an imaging system; it describes a relationship between optical 
resolution and sampling resolution. A system Q value of one (Q = 1) means the sampling 
resolution is matched to the optical resolution. A Q less than one means the optical resolution is 
finer than the detector’s sampling spacing; the system resolution is said to be detector limited. 
When the Q value is greater than one, the optical resolution is worse than the sampling resolution; 
the system resolution is then said to be optics limited. Many of the commercial optical imaging 
satellites have a system Q value near one or smaller; this is shown in Table 1 [8]. The design of Q 
around one is dictated by a number of considerations; in particular, a smaller Q value improves 
signal-to-noise ratio, boosts the image quality through better diffraction-limited resolution, and 
mitigates image smear from target and platform motion effects [13]. 

Table 1: Values of the Q parameter for various satellite optical imaging systems [8]. 

Satellites  System Q 
Corona KH4B 0.67 
Ikonos II 0.804 
QuickBird 2 0.829 
WorldView 1 1.13 
WorldView 2 1.02 
GeoEye 1 1.02 
SPOT 1-4 0.165 
SPOT 5 0.466 
Plelades 1.426 

It should also be noted that the coefficients in the GIQE were derived using image data from 
imaging systems with Q = 1 [2]. There are some issues raised on whether the GIQE would be 
applicable to images that are collected from imaging system with a value of Q that is not equal to 
one [2][7][11][13]. But there has been so far no report in the literature that has found the 
applicability of GIQE to be adversely affected by the system Q value. The applicability of the 
GIQE for imaging systems with Q ≠ 1 will be further discussed later in Section 4.2. 

2.2.2 Relative Edge Response (RER) 

The relative edge response (RER) parameter is a measure of an image’s contrast as an image 
quality indicator. It is determined by measuring the edge response (ER) as shown schematically in 
Figure 2. The edge response is defined by the slope of the response at a distance dx and dy relative 
to an edge image measured in the x- and y-directions respectively; it is given by [6], 
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 (7) 

where fX and fY are the spatial-frequencies in cycle per unit spacing in the x and y directions of 
the imaging system respectively, MTFsystem is the modulation transfer function of the imaging 
system, fCX and fCY are the optical cut-off frequencies. A detailed discussion of the derivation of 
the edge response is given in Annex B. 

 

Figure 2: A schematic of the Relative Edge Response. 

The RER used in the GIQE is defined as the edge response between the points d = +0.5 pixel 
and -0.5 pixel from the edge [6], 

( 0.5) ( 0.5)
( 0.5) ( 0.5)

x x x

y y y

RER ER ER
RER ER ER

 (8) 

and the geometric means of the RER is given by, 

GM x yRER RER RER . (9) 

By computing the values for the parameters GSDGM and RERGM, the NIIRS values of the image 
outputs from an imaging system can be estimated using GIQE in Equation (3). 
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The RER parameter provides a quantitative measure of the image quality. The image quality is 
modelled through the quantity MTFsystem in Equation (7). MTF is a well-developed analysis tool in 
the theory of imaging systems, describing optical diffraction effect, optics aberrations and signal 
sampling effect [17]. The concept of MTF can be extended to analysis other effects such as 
atmospheric disturbance, platform vibration, target motion smear that can affect the quality of the 
image [6][10][16]. Thus MTF provides another means to quantify image resolution. Resolution is 
normally defined in the spatial domain as separation for which two discrete point targets can be 
easily discerned; it is a single-number performance metric that is convenient to use. Alternatively, 
resolution can also be specified in the spatial-frequency domain as the inverse of the spatial 
separation between two targets (cycle per unit spacing) at which the MTF falls below the 
detectable threshold intensity [16]; the higher the spatial-frequency that is detectable, the higher 
the resolution can be attained. MTF is also known as image contrast. 

MTF provides more complete system-related information than is available from a single 
resolution number given by GSD. It includes information about system performance over a range 
of spatial-frequencies. As indicated in Equation (7), the edge response is the integrated result of all 
the spatial-frequency information from the MTF. Because the MTF can also take into account 
environmental effects that the imaging system may subject to, it allows the GIQE to model real-world 
effects that can affect the performance of an imaging system.  
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3 Modulation Transfer Function (MTF) 

In order to obtain a clearer picture on how the MTF is used as an image quality metric, a brief 
overview is presented to introduce some of the basic concepts. Image quality analysis of an 
imaging system involves the concept of impulse responses in spatial domain and transfer 
functions in the frequency domain. The imaging process in the spatial domain is described by, 

g( x, y ) s( x', y')h( x x', y y')dx' dy'

s( x, y ) h( x, y )
 (10) 

where g(x,y) is the output image of an imaging system, s(x,y) is the input target image, and h(x,y) 
is the impulse response of the imaging system responding to the input [16][17]. The ** symbol in 
Equation (10) denotes a 2-dimensional convolution. For a simple target object such as a point 
source or a line source, the impulse response is known as the point spread function and the line 
spread function respectively. In essence, the impulse response is an indicator of image quality of 
an imaging system; it provides a quantitative measure of the sharpness in the output image. 
Furthermore, the impulse response of an imaging system can be composed of a sequence of 
impulse responses; each represents a specific process that can affect the output image. Thus, 
Equation (10) can be rewritten as, 

1 2 ng( x, y ) s( x, y ) h ( x, y ) h ( x, y ) h ( x, y )nh ( xn  (11) 

where hn with n = 1, 2, 3 … are the individual impulse responses; they correspond to effects such 
as optical diffraction, optics aberration, detector spacing and footprint, atmospheric turbulence, 
platform vibration, target motion, etc. [6][10][16]. Each impulse response is a mechanism that 
contributes some degradation to the quality of the output image. For example, far-field diffraction 
through an aperture has an impulse response that blurs a point source to a somewhat fuzzier 
image. 

Convolution is a rather cumbersome mathematical operation; however, it can be greatly 
simplified by working in the frequency domain. By making use of the Fourier transform property 
of the convolution theorem [17], 

X Y

X Y

X Y X Y

if (f ,f )

and (f ,f )

then (f ,f ) (f ,f )

FT s( x, y ) S

FT h( x, y ) H

FT s( x', y')h( x x', y y')dx' dy' S H .

 (12) 

Equation (11) can be expressed in the frequency domain as, 
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X Y X Y 1 X Y 2 X Y X Y(f ,f ) (f ,f ) (f ,f ) (f ,f ) (f ,f )nG S H H H X(fXn  (13) 

where G is the image spectrum, S is the object spectrum and H is the transfer function of the 
imaging system; fX and fY are the reciprocal variables in the spatial-frequency domain of the 
Fourier transform. It can be seen that the sequence of convolution operations in the spatial 
domain in Equation (1) is transformed and simplified to a multiplication operation in the 
spatial-frequency domain. Hence, the imaging process can be analyzed more efficiently and elegantly 
in the spatial-frequency domain. Upon completion of the analysis, the output image in physical 
space can then be obtained via an inverse Fourier transform; i.e., 

X Y( , ) { (f ,f )}-1g x y FT G . (14) 

3.1 Separable functions 

Images are 2-dimensional entities and are represented by functions with two variables. Functions 
with two variables are often difficult to work with; separable functions offer an easier alternative 
to deal with the problem. It is common practice to analyze image separately in the two orthogonal 
directions; i.e., x- and y-directions [6][10]. The method of separation of variables separating a 
function with two variables into two independent functions permits complicated 2-dimensional 
mathematical operation such as Fourier transform to be reduced to a much simpler 1-dimensional 
operation; that is, 

x y

x y

g( x, y ) g ( x )g ( y )

FT( g( x, y )) FT( g )FT( g ) .
 (15) 

However, it should be noted that the assumption of separable functions are almost never satisfied. 
There is always some error associated with the assumption. But the typical errors are usually very 
small, about 1% [6]. The variables GSD, and RER discussed above are 2-dimensional quantities; 
but they are in practice analyzed in the x-direction and y-direction independently as shown in 
Equations (4) and (9). For simplicity and better clarity, the analysis conducted in this report will 
assume that separation of variables is applicable so that 1-dimension computation can be carried 
out. Cartesian coordinates will be used to describe the 2-dimensional images.  

The transfer function H in Equation (13) is generally referred to as the optical transfer function; it 
has an amplitude and a phase associated with it [17]. The amplitude |H| is known as the 
modulation transfer function (MTF), 

X Y X Y(f ,f ) (f ,f )MTF | H | . (16) 

Applying separation of variables, Equation (16) can be re-expressed as, 
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X X

Y

(f ) (f )

(f ) (f )Y

MTF H

MTF H .
 (17) 

3.2 Image contrast 

The MTF provides a metric for specifying image quality in terms of spatial-frequency response of 
an imaging system. It is particularly useful for analyzing multiple effects that are acting on the 
imaging system. Spatial-frequency is commonly used as a parameter in image processing to 
characterize and quantify image contents. As an illustration, Figure 3 shows an image (left) with 
low spatial-frequency contents and another image (right) with high spatial-frequency contents. 

 

Figure 3: Illustrations of image with low spatial-frequency contents (left), and image with high 
spatial-frequency contents (right). 

Optical system are often modelled and analyzed using MTFs because they can be combined 
together easily by multiplication as indicated in Equation (13). The GIQE is one particular 
example in which MTFs are utilized to take into account of various effects in estimating the 
NIIRS values. As an illustration of how MTF can be used to describe image resolution, Figure 4 
shows the behaviour of the MTF of an optical system responding to different spatial-frequency 
contents of an image [16]. The top graph shows the image of an object that has different sizes of 
bright/dark variations along its length. On the left hand side, the bright/dark variation has large 
separation; this corresponds to an object feature with a low spatial-frequency content. On the right 
hand side, the bright/dark variation is spaced much more closely; this corresponds to a high 
spatial-frequency content. In the middle figure, the graph represents the output image of the 
object. It is seen that the image of the object’s feature with low spatial-frequency (on the far left) 
shows up clearly with very distinct bright/dark variations. As the spatial-frequency of the image 
increases, the bright/dark variations seen on the right hand side of the image is becoming much 
less distinguishable. This is shown graphically in the middle figure of Figure 4. The difference in 
the detected intensity between the dark and bright variation is known as contrast, and it is 
expressed as [18], 
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max min

max min

I IC
I I

 (18) 

where I is the image intensity (W/cm2 ). Contrast provides a quantifiable measure of visibility of a 
feature in an image, offering a means to assess the image quality. Contrast is also known as 
modulation transfer function (MTF). The bottom figure of Figure 4 is the MTF value as a function 
of spatial-frequency. The MTF value is high at low spatial-frequency, indicating high contrast, 
and the MTF value is low at high spatial-frequency meaning low contrast. Thus, MTF can be used 
to determine how well a spatial feature in an image can be resolved quantitatively [16]. This is 
illustrated in Figure 5. The top image represents an imaging system with good image contrast; all 
the spatial-frequency contents are well resolved. The lower image represents a system with poor 
image contrast; the high spatial-frequency contents ( to the right) are not clearly resolved. 

 

Figure 4: Spatial-frequency, contrast and Modulation Transfer Function of an optical system. 

Figure 5: Examples of images with good contrast (top image) and poor contrast (bottom image). 
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3.3 Relationship between MTF and RER 

The use of RER to link MTF to the GIQE for assessing image quality can be described 
mathematically as follows. The MTF is defined as the normalized Fourier transform of the line 
spread function [19][20], 

X
X

2 f
(f )

LSF( x )exp( j x )dx
MTF

LSF( x )dx
 (19) 

where the integral in the denominator is just a normalization factor such that MTF(fX=0) = 1. The 
line spread function (LSF) is the impulse response h(x,y) of the imaging of a line source as 
described by the imaging process as shown in Equation (10). The line spread function that 
describes the distribution of the illumination of a line image can be seen as a 1-dimensional 
convolution of a 2-dimensional source object with a delta-function point source along one 
direction (e.g., y-direction); i.e., [16] 

( , ) ( ) ( , ) ( , )
( )1( ) ( , )

( , )

g x y LSF x f x y h x y
x y h x y

h x y dy

 (20) 

It is seen that the y-direction convolution with a constant is equivalent to an integration over the 
y-direction. Similarly, a line spread function can be obtained in the y-direction rotating the 
delta-function point source by 90 degrees to yield a LSF(y); the corresponding MTF is, 

Y
Y

2 f
(f )

LSF( y )exp( j y )dy
MTF

LSF( y )dy .
 (21) 

A second quantity, the edge response (ER) that is related to the line spread function is introduced. 
The edge response is defined as [16][20], 

( ) ( ') '
x

ER x LSF x dx . (22) 

The edge response function offers direct measurements of the imaging system’s resolution; it 
provides a convenient and reliable means for assessing image quality [9][20]. This is the reason 
why line targets containing edges are commonly used as targets in assessing image resolution and 
the line spread function is used as a quantitative metric.  
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To derive the Relative Edge Response (RER) parameter used in the GIQE, the Fourier transform 
relation between MTF and LSF from Equation (19) is substituted into Equation (22) to yield, 

CX

CY

X X X

f
X

X X0
X

f
Y

Y Y0
Y

( ) ( ') '

(f ) exp( 2 f ') f '

sin(2 f )10.5 (f ) f
f

( ) ( ') '

sin(2 f )10.5 (f ) f
f

x

x

x

y

y

ER x LSF x dx

MTF j x d dx

xMTF d

ER y LSF y dy

yMTF d

 (23) 

arriving at the expressions in Equation (7) which are used for defining the RER as given in 
Equation (8). 

To summarize briefly, the computation of the Relative Edge Response requires knowledge of the 
imaging system’s modulation transfer function. The system MTF is the spatial-frequency domain 
response of the imaging system’s resolution capability; it can be determined through either 
measurements or modelling. The MTF of an imaging system includes contributions from various 
effects, e.g., optical diffraction, optics aberrations, atmospheric turbulence, detector pixel 
dimension and sampling, target motion smear, platform vibration, post-processing (image 
enhancement), monitor display, system electronics effects (electronic noises), human eye 
response, etc. [6][10]. From Equations (13) and (17), the MTF of an imaging system in the 
spatial-frequency domain can be written simply as a multiplication product of all relevant system 
effects; for example, 

system diffraction detector aberrations atmosphere vibration motion

image processing monitor display eye response

MTF MTF MTF MTF MTF MTF MTF
MTF MTF MTF .

 (24) 

The multiplication of the system MTF permits a quick assessment of the performance limitation 
of an aggregated system from various effects in yielding an overall image quality evaluation. It 
should be emphasized that analyzing the image quality in the spatial-frequency domain does not 
generate any new information; it just offers a convenient and efficient way to characterize image 
quality by making use of the MTFs. In comparison, image quality analysis in the spatial domain 
using system impulse response is cumbersome because multiple convolution operations are 
required as indicated in Equation (11).  
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3.4 MTF from various processes 

The usefulness of the GIQE lies in the fact that the GIQE does not just only include the technical 
aspects of the imaging system (e.g., optical diffraction, optics aberrations and detector sampling 
effects); but it also incorporates the operational and environmental effects, for example, 
atmospheric disturbance, sensor platform motion and target motion smear, post image 
enhancement, etc. It allows image analysts and system designers to address all pertinent issues 
that an imaging system may encounter in a particular surveillance scenario. The ability of the 
GIQE to take into account all pertinent issues is drawn from the analysis of the system MTF. The 
system MTF provides an account of how image quality is affected due to all possible causes. 
Quantitative descriptions of the MTFs are given in this section to provide more details on how the 
image quality can be affected by various effects and processes. 

3.4.1 Diffraction MTF 

Diffraction is a fundamental physical process in an optical system. Illumination from a point 
source passing through a spatial aperture (e.g., a lens or a pupil) will not re-converge back to a 
single point image. There will always be a characteristic blur spot at the image plane. The optical 
system that minimizes the size of the blurred image spot is then said to be “diffraction-limited” 
[16][18]. 

The MTF for diffraction is conventionally modelled using a simple lens as the effective aperture 
of the imaging system, even though it is strictly speaking the exit pupil of a set of lens in a real 
system [17][20]. The impulse response of an optical system h(x,y) from a point source has shown 
to be the diffraction pattern produced by the lens at the imaging plane [17]. This is illustrated in 
Figure 6. 

 

Figure 6: Imaging of a point source in a diffraction-limited optical system. 

The impulse response due to diffraction is given by [17], 
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1 2h( X ,Y ) p( x, y )exp j ( xX yY ) dxdy
f f

 (25) 

where p(x,y) is the aperture function of the lens, describing the electric field amplitude of the 
illumination passing through an aperture of a given geometrical shape. The variables X/(λf) and 
Y/(λf) reflect the fact that the impulse response is due to diffraction of the aperture [17][18]; a 
quantitative example of diffraction through an aperture using the variables x, y, X, Y is given in 
Annex C. λ is the illumination wavelength and f is the focal length of the lens. For imaging 
systems that use incoherent illumination, the modulation transfer function (MTF) is shown to be 
the Fourier transform of the intensity of the diffraction pattern [17], 

2
X Y(f ,f )diffractionMTF FT | h| . (26) 

FT denotes the Fourier transform operator. Applying the convolution theorem given by 
Equation (12) to FT(|h|2 ), the normalized form of the MTF is given by [17], 

X Y

X Y
2

f f
(f ,f )diffraction

p( x', y')p* x' ( f ) , y' ( f ) dx' dy'
MTF

p ( x', y')dx' dy'
 (27) 

where p*(x’,y’) is the conjugate aperture function. Equation (27) indicates that the MTF due to 
diffraction is an auto-correlation of the aperture function p(x’,y’). Geometrically, the diffraction 
MTF can be interpreted as the area of overlap from an aperture as it is sliding over the reversed 
mirror image of itself in both the x- and y-directions in the auto-correlation process. The variables 
fX = X/(λf) and fY = Y/(λf) are the reciprocal variables in the Fourier transform; they are known as 
the spatial-frequencies. 

Most optical systems have effective apertures that are either rectangular or circular. In the case of 
a rectangular aperture with widths Dx and Dy , the aperture function is given as, 

x y

x yp( x, y ) rect ,
D D

.

 (28) 

The corresponding normalized MTF is a triangular shaped function [17], 
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X Y
X CX Y CY

X Y CX CY

X CX Y CY

f f1 1 for f f , f f
(f ,f ) f f

0 for f f , f f
diffractionMTF  (29) 

where fCX and fCY are the cut-off frequencies and are defined as (see Annex C), 

CX CY
1 1f f

x y

,
( / D ) f ( / D ) f .

 (30) 

The cut-off frequency has a direct interpretation in terms of resolution; the inverse of the cut-off 
frequency is the diffraction-limit resolution of the optical system as seen in Section 2.2.1.  

Assuming MTFdiffraction(fX ,fY) is a separable function, then Equation (29) can be rewritten as, 

X
X CX

X CX

X CX

Y
Y CY

Y CY

Y CY

f1 for f f
(f ) f

0 for f f

f1 for f f
(f ) f

0 for f f

diffraction

diffraction

MTF

MTF
.

 (31) 

In the case of a circular aperture with a diameter of D, the aperture function is given as, 

2
rp( r ) circ

( D / )
 (32) 

where r is the radius of the circle. Because of circular symmetry, the corresponding MTF obtained 
from the auto-correlation of a circular aperture via Equation (27) can be expressed as [17], 

2
1

C
C C C

C

2 f f f1 f f
(f ) f f f

0 f f

cos for
MTF

for

 (33) 

where fC = 1/(f(λ/D)) is the optical cut-off frequency. Figure 7 shows the diffraction MTF as a 
function of the spatial-frequency normalized with respect to the cut-off frequency (i.e., ξ = f/fC) 
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for a square lens of widths D and a circular lens with diameter D. It can be seen that at low 
spatial-frequency, the MTF (i.e., image contrast) is high; this means coarse image features are 
well-resolved. At high spatial-frequency, the MTF value is low; this means fine image features 
are poorly resolved. When an image contains some spatial features that are the size of the inverse 
of the cut-off frequency, they will be just barely resolved according to Rayleigh’s resolution 
criterion; see Annex C. Note that a square-aperture lens has a slightly better MTF performance 
than a circular one for the same physical dimension D; but both apertures have the same optical 
cut-off frequency fC = (1/(fλ/D)). 

 

Figure 7: Diffraction MTF for rectangular and circular apertures. 

3.4.2 Detector MTF 

In an electro-optic (EO) imaging system, the image of an object formed by the system optics is 
imaged onto a detector array. A detector pixel of size wx by wy produces an output signal from the 
image irradiance that falls on it; this output image signal g(x,y) is represented by a convolution 
between the image irradiance s(x,y) and the pixel’s impulse response h(x,y) [16], 

x y

g( x, y ) s( x, y )**h( x, y )

x ys( x, y )**rect ,
w w

 (34) 

where rect is a 2-D rectangular-shaped function; wx and wy are the pixel’s physical dimensions 
(usually in μm). Applying the convolution theorem given in Equation (12) and separable 
functions, the corresponding detector footprint MTFs are given by, 
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f(f )
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(f )
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x
footprint

x

y
footprint

y

sin( w )MTF
( w )

sin( w )
MTF

( w ) .

 (35) 

Consider a square pixel with dimension w x w, the footprint MTF has the first minimum when fX 
= fY = 1/w for the sin(β)/β function in both the x-direction and y-direction in Equation (35). The 
MTF is zero at spatial-frequency f = 1/w; this means there is no discernable contrast between two 
objects. What this means is that the detector cannot resolve two objects that are separated smaller 
than w apart; physically, the two objects would be detected within the same pixel.  

The process of signal sampling by the detector in data acquisition by an imaging system can also 
be modelled using an impulse response [16], 

sampling sampling

x yh( x, y ) rect ,
x y

 (36) 

where xsampling, and ysampling are the detector sampling intervals in the respective x- and y- 
directions. A rectangular function is used for the impulse response because pixels are arranged in 
a rectangular array in almost all detector arrays. In most EO imaging system, the sampling 
interval is set to the pixel pitch ρ of the detector array; i.e., the spacing between two adjacent 
pixels. The corresponding detector sampling MTFs, assuming separable functions, are given by, 

X
X

X

Y
Y

Y

f(f )
f

f
(f )

f

x
sampling

x

y
sampling

y

sin( )MTF
( )

sin( )
MTF

( ) .

 (37) 

3.4.3 An idealized imaging system 

For an ideal imaging system operating under an ideal environment, the system MTF will be composed 
of MTFs from the diffraction of the optical system, detector-footprint and detector-sampling only; i.e., 

system diffraction det footprint det samplingMTF MTF MTF MTF . (38) 

To get an idea of what an idealized EO imaging system MTF looks like, a system with either a 
square lens or a circular lens coupled to a detector array with contiguous square pixels is used for 



  
  

20 DRDC-RDDC-2014-R97 
 
 
  
  

illustration. The detector pixel configurations are shown in Figure 8; for a detector array with a 
contiguous square pixel configuration, the dimension of the pixel w is the same as the pixel pitch 
ρ (i.e., w = ρ). As an example, from Equations (31), (35), (37) and (38), the MTF for an idealized 
imaging system with a square lens is given as, 

C

f f ff 1
f f fsystem

sin( w ) sin( )MTF ( )
( w ) ( ) .

 (39) 

Equation (39) is applicable to both x- and y-directions, with f = fX = fY. To make the analysis 
simpler and more compact, the physical variables are converted to dimensionless variables. 
Dimensionless variable is a quantity without an associated physical dimension, and hence is not 
contingent upon a specific unit system. This permits the characteristic properties of a system to be 
analyzed in a systematic manner without relying on prior knowledge of the types and particular 
values of the characteristic units to use. Thus the effects of variables of interest describing a 
system can be examined more concisely without having to restrict the calculations to a specific 
case, but with the results that are universally applicable over a wide range of conditions. 

 

Figure 8: Illustration of contiguous pixel configurations of detector arrays. 

Using the sampling frequency (1/ρ) as the normalizing variable such that, 

Cff 1 1 1 1f
1 1 1C, , w ,

( / ) ( / ) ( f / D )( / ) Q .
 (40) 

The MTF in Equation (39) as a function of the normalized frequency ξ can be rewritten as, 

1system
sin( ) sin( )MTF ( ) Q

( ) ( ) .
 (41) 
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Figure 9 shows the system MTF as a function of the normalized frequency for an optical system 
with Q = 1 (9a), Q = 1/2 (9b), and Q = 2 (9c). The red curve corresponds to a circular lens and the 
blue curve corresponds to a square lens, both with dimension D. The green curves are the 
diffraction MTFs from the optics; they serve as comparisons to the EO system MTFs as seen in 
Figure 9a. It is seen that the detector array has degraded the image resolution of the optical 
system by reducing the system MTF, especially at the higher spatial-frequencies. The Q = 1/2 
case in Figure 9b has the best MTF performance. This is because it has a diffraction-limited 
resolution that is twice as good as the detector sampling resolution. It is also seen that for a Q = 1/2 
system, the square lens and circular lens have about the same MTF performance. However, 
because some of the spatial-frequencies are higher than the sampling frequency, the image is 
under-sampled in a Q = 1/2 system, and image aliasing will occur. Aliasing introduces a number 
of undesirable artifacts in the output image such as jagged edges, Moiré fringes and spatial 
distortion that degrade the image quality visually from the human perspective [9]. But from the 
technical perspective, a smaller Q optical system offer better resolution as indicated by the MTF 
performance. It is seen from Figures 9a and 9b that for system with a Q ≤ 1, the MTF is limited 
by the detector cut-off (i.e., system is detector limited). For the Q = 2 case, it corresponds to the 
Nyquist sampling in which the image is sampled at twice the frequency of the diffraction-limited 
spatial frequency. No aliasing occurs in a Q = 2 system, but the resolution is poorer as indicated 
by the MTF curve in Figure 9c in which the optical cut-off frequency occurs at a lower spatial 
frequency, meaning finer image features can no longer be resolved; the system is said to be optics 
limited. In general, aliasing occurs in imaging systems with Q < 2. 
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Figure 9: MTFs of an ideal electro-optic imaging system for different system Q values. 

3.5 MTF from environmental effects 

For a real imaging system operating in a real-world environment, it will be subjecting to a number 
of other image-quality degrading effects, for example, optical aberrations, atmospheric 
turbulence, and sensor platform motions. These effects can have significant impacts on the 
performance of an imaging system and they must be taken into consideration when designing a 
system to meet a specific set of requirements. A first-order analysis of these effects will be 
presented to provide an estimate of their impact on the image quality. A first order estimate may 
be deemed as adequate since the actual operational conditions can vary considerably. 
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Furthermore, human’s discriminative ability on image quality is no better than 0.2 NIIRS in 
accuracy. Thus, it can be argued that a back-of-the-envelope estimate can offer a reasonably 
accurate analysis of these effects. At the very least, this provides a basis for a more advanced 
analysis if required. 

3.5.1 Optics aberrations 

Aberrations from optical lenses are common contributing factors to image degradation. These 
appear in the forms of spherical aberrations, coma, astigmatism, field curvature, and distortion; 
they are known as the five primary aberrations [18]. The mathematical descriptions of aberrations 
are rather complex; the technical details are quite tedious and are not straightforward to compute. 
The five primary aberrations essentially introduce some degree of deviation in the optical 
wavefront, causing degradation in the image quality. In essence, these aberrations are results of 
design flaws and manufacturing imperfections of the lenses and mirrors used in the optical 
systems; they prevent optical rays from a target point source to converge at a single point at the 
image plane of the imaging system, resulting in image blurring. 

Defocusing error in the imaging system optics is another form of aberration; it can be a result of 
misalignment of optical components due to dynamic disturbances impacting on the imaging 
system. The defocusing modulation transfer function can serve as an indicator of the aberration 
effects on image quality. The MTF for defocusing is much simpler to formulate and calculate, 
especially for a rectangular aperture system [17]; thus it offers a convenient means to assess and 
to gain some insights on the effects of aberrations to image quality. 

A common approach in assessing aberrations is to examine the amount of deviation of the optical 
wavefront. The image aberration as a result of wavefront deviation is evaluated as a function of 
optical path difference (OPD) in unit of wavelength λ [17][21]. The performance of an optical 
system can be significantly impaired if the maximum OPD due to aberrations exceeds λ/4 ; this is 
known as the Rayleigh’s Quarter-Wave Criterion for monochromatic aberrations. Aberration 
errors larger than λ/4 can be found in commercial optics. It is not uncommon that a wavefront 
error of λ/2 can sometimes be found in a typical camera lens. 

Using defocusing as the general mechanism to describe aberration, the MTF of a rectangular lens 
due to defocusing is given by [17], 

X X
X

CX CX

Y Y
Y

CY CY

f f8(f ) 1
f f

f f8(f ) 1
f f

defocus

defocus

WMTF sinc

WMTF sinc

 (42) 

where W is the OPD in unit of λ, λ is the illumination wavelength, fCX and fCY are the optical cut-off 
frequencies.  

A more meaningful way to view the effect of aberration is to couple the aberration MTF to the 
diffraction MTF of the optical system; i.e., 
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optics diffraction defocusMTF MTF MTF . (43) 

Figure 10 shows the MTF for defocusing error in an optical system with a square lens aperture for 
different OPD values. It is seen that defocusing can significantly affect the optics MTF 
performance of an optical system. For a λ/4 aberration, the degradation in the MTF is not 
significant. As the OPD is increased to λ/2, the MTF is reduced significantly as seen in Figure 10. 
For OPD greater than λ/2, the MTF can experience a sign reversal; i.e., the MTF values become 
negative. This implies there is a reversal in the image contrast in which bright areas become dark 
and dark areas become bright, leading to an apparent increase in the image blurring [16]. The 
MTF curves for different amount of defocusing as shown in Figure 10 are very similar in 
characteristics to those due to spherical aberration, and astigmatism [19]. Defocusing provides a 
reasonable description in modelling optics aberrations in general because optical aberrations of all 
forms introduce essentially blurring to an image. 

 

Figure 10: Optical aberration (defocusing) MTF for different optical path difference values. 

3.5.2 Atmospheric turbulence 

Atmospheric turbulence is another contributor to image blurring. Image degradation effects from 
atmospheric turbulence are due to wavefront distortions of the light wave propagating over a long 
path through the atmosphere. Turbulence distortion effects are characterized by statistical 
averages of turbulent random refraction processes, causing random small angle tilts in the wave 
front of the propagating light wave [21]. In addition to turbulence, aerosol scattering effect 
produced by molecules in the atmosphere also creates image blurring. The overall atmospheric 
MTF is a combination of turbulence and aerosol effects. 

Often, turbulence is assumed to be the primary or even the only source for atmospheric blur [22]. 
For airborne surveillance system that operates at a high altitude such as the Global Hawk, the 
atmospheric resolution limit is generally associated with turbulence as the dominant cause. 
Hence, as a first order approximation to the atmospheric MTF, it will be modelled by considering 
the turbulence effect only. The MTF for atmospheric turbulence in the focal plane of the imaging 
system is given by [23], 
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t,C

5/3
f(f ) exp

fturbMTF  (44) 

where ft,C is the cut-off frequency due to turbulence, and  

0
t,Cf

2.1
r

f
 (45) 

where r0 is the atmospheric coherence length, λ is the illumination’s optical wavelength and f is 
the effective focal length. The atmospheric coherence length is a measure of the quality of optical 
transmission through the atmosphere due to random inhomogeneity in the refractive index due to 
random turbulent mixing of temperature variations on a macroscopic scale known as the 
Kolmogorov Theory of Turbulence. The r0 parameter is an important parameter for characterizing 
the effects of turbulence on an optical system. It represents the time-averaged error of the wave 
front of a light signal passing through a turbulence medium. The value for r0 is approximately 0.07 m 
at 0.55 μm (visible); it is a function of wavelength, varying as λ6/5 [23]. 

3.5.3 Vibrational effect 

For a surveillance imaging system mounted on a small airborne platform such as a UAV, it may 
likely be subjected to considerable mechanical vibration from the airframe. Vibration isolation of 
the imaging system may not be adequately provided in some instances, and hence MTF due to 
vibration should be taken into consideration in the overall analysis. Vibration of the imaging 
system is modelled as a sinusoidal motion of an object-point with respect to the optical axis; it 
undergoes a displacement amplitude A. Moreover, it is assumed that the vibration is occurring 
many oscillations during the imaging time [16][24] such that the impulse response will have a 
minimum at the centre of the motion and maxima at the position corresponding to the edge of the 
oscillating motion. The impulse response of the system due to vibration is given by a time-average 
spatial displacement distribution [16], 

2 2

1( ) ,
( )

h r r A
A r

 (46) 

where r is the lateral distance perpendicular to the optical axis with the centre at the optical axis, 
and A is the maximum displacement. A graphical representation of the spatial displacement of the 
image location due to vibration is shown in Figure 11a. The vibration MTF is given by, 

0(f ) ( )exp( 2 f ) (2 f )vibMTF h r j r dr J A  (47) 
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where J0 is the Bessel function of order 0, and A is the vibrational displacement. The vibrational 
MTF is shown in Figure 11b. 

  

Figure 11: a) vibrational displacement in the spatial domain, b) corresponding vibrational MTF 
in the spatial-frequency domain. 

3.5.4 Target motion smear 

Moving targets can introduce degradation to the image quality. Motion blur is a result of a change 
in line-of-sight direction of the target image as seen by the detector array; it depends on the image 
integration time and the target’s image velocity at the detector [8][16]. The smear MTF is a sinc 
function, similar to the detector-sampling MTF in Equation (37). If the pixel smear due to target 
motion is one pixel, then the smear MTF is identical to the detector-sampling MTF [8]. 

3.6 Summary 

Given that the system MTF is known or can be calculated, NIIRS values of an imaging system 
can be estimated from the GIQE based on the system MTF parameter. From the imaging system 
design perspective, technical specifications can be determined by including all pertinent processes 
into the system MTF to meet the desired performance. 
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4 Assessing the GIQE using Global Hawk data 

The GIQE in Equation (1) were developed empirically and validated using measured and 
NIIRS-rated image data. The image data were collected from an imaging system with Q =1 for 
both visible and infrared images. It has been commented and cautioned that the validity of the 
GIQE for system with Q ≠ 1 may not be valid in Reference 3. However, there has not been any 
report in the literature that has addressed how the accuracy of the GIQE is affected in estimating 
the NIIRS value for system with a Q value that is not equal to one. 

NIIRS-rated visible and infrared image data from the Global Hawk’s imaging systems are 
available for evaluating the GIQE. Image data were collected as part of an evaluation test on the 
Global Hawk’s operational status [25]. Observed-NIIRS ratings are assigned to the measured 
images by image analysts. These are shown in Figures 12 and 13 given by the circular data points 
(blue) for the visible and the infrared respectively. Furthermore, the Global Hawk imaging 
systems do not have a system Q value of one; thus these data are useful for conducting further 
validation analysis on the GIQE. 

 

Figure 12: Global Hawk NIIRS-rated image data in the visible. Blue circles: observed NIIRS, red 
curve: predicted NIIRS. 
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Figure 13: Global Hawk NIIRS-rated image data in the infrared. Blue circles: observed NIIRS, 
red curve: predicted NIIRS. 

4.1 Predicted NIIRS from an idealized imaging system 

It is instructive and insightful to first compare the Global Hawk data against an idealized imaging 
system. This will offer some indications the amount of difference that can be expected between 
real-world and ideal results. Real-world effects due to various processes (e.g., optical aberrations, 
atmospheric turbulence, platform vibration etc.) can then be included in the GIQE model 
afterward to get a better interpretation of the measured results.  

A number of assumptions are made in the simulation of an idealized imaging system: 

– A square lens coupled to a square detector array with contiguous square pixels (see Figure 8) 
are assumed for mathematical simplicity. It is expected that there will not be any major 
differences in the simulated results between using a square lens or a circular lens. Also, a 
contiguous detector pixels configuration as described in Section 3.4.3 is assumed; it is a 
common configuration found in most detector arrays. 

– It is not known whether any image enhancement processing had been applied to the 
measured images to sharpen the images before NIIRS values were assigned to them. It is 
assumed that no image enhancement was applied and hence the GIQE model given by 
Equation (3) is applicable. 

– The image data were collected by the Enhanced Integrated Sensors Suite (EISS) which was 
installed on the Global Hawk Block-30 UAVs [25]. No specific details of the EISS 
configuration have been released. However, baseline system specifications of the Integrated 
Sensor Suite (ISS) on earlier Global Hawk models are available; these are shown in Table 
2. These parameters are used in the GIQE model computation to generate the predicted 
NIIRS and to compare them against the observed NIIRS from the measured images. It is 
also noted from Table 2 that the system Q values are not equal to one. Thus, the Global 
Hawk data are useful for assessing the general applicability of the GIQE. Later in Section 4.3, 
an estimate on the specifications of the EISS configuration will be made to obtain a 
different set of system parameters values and system Q values to further examine their 
effects on the GIQE. 
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The predicted-NIIRS computed by the GIQE from Equation (3) for an idealized imaging system 
composed of only the system optics and the detectors are compared against the measured 
NIIRS-rated image data in the visible and infrared. The red curve in Figure 12 shows the 
predicted NIIRS of an idealized imaging system as a function of target range in the visible; the 
NIIRS-rated measured data are given as circles for comparison. Similarly, Figure 13 shows the 
comparison between the predicted and observed NIIRS in the infrared. It is seen that the 
predicted-NIIRS values from an idealized imaging system are much higher than those from the 
measured data. These results suggest that real-world effects must be taken into consideration to 
account for the degradation seen in the measured data. 

Table 2: Global Hawk Integrated Sensor Suite (ISS) parameters [26]. 

  Visible  Infrared 
Wavelength, λ 0.6 μm 4.3 μm 
Detector pitch, ρ 8.8 μm 20 μm 
Focal length, f 1.75 m 1.75 m 
Optical aperture, D 0.28 m 0.28 m 
System Q = (λ/D)f/ρ 0.43 1.34 

4.2 Predicted NIIRS from a real-world imaging system 

In order to have the GIQE computation to fit well against the measured data, some assumptions 
on the conditions of the Global Hawk trials have been made. Significant air turbulence usually 
occurs in the lower layers of the atmosphere below 20 km. Since the Global Hawk was flown at 
an altitude of about 20 km [25], images of targets from the ground would have to propagate 
through the turbulent layers to reach the imaging system. Therefore, it can be assumed that there 
was an atmospheric turbulence effect affecting the images. A standard atmospheric turbulence 
model described in Section 3.5.2 is applied to the GIQE to account for some of the degradation 
introduced in the measured data. Mechanical vibration of the Global Hawk’s airframe would be 
another likely source of degradation. Vibration from a small airframe such as that of the Global 
Hawk can be significant. Depending on the amount of vibrational isolation provided to the 
imaging system, there is expected to be some degradation effect on the image. A small smearing 
of one-pixel in lateral displacement in the detector array is assumed due to vibration; this is 
modelled by Equation (47). Aberrations in the optical components of the imaging system can also 
lead to degradation of the image quality. Most of the aberrations occurred in the optical 
components due to the five major aberration effects mentioned in Section 3.3.3 can be corrected 
effectively using multiple-lens systems, (e.g., doublet, triplet etc.) and combinations of different 
glass materials. Thus, advanced imaging systems are built with multi-lens components. But 
multi-lens system can be prone to dynamic disturbances such as air turbulence and G-forces 
occurring in flight environment onboard of a small airborne platform. Optical misalignment 
resulting in defocusing could occur if adequate isolation is not provided. A small amount of 
defocusing with an OPD of λ/2 is assumed to model optical aberration; this is input into the GIQE 
model through Equation (42). There is no information on whether the acquired images are from 
moving targets or stationary ones. It is assumed that stationary targets were likely be used to 
facilitate more consistent assignment of the NIIRS ratings to the images by the analysts. The 
Global Hawk imagery is designed for NIIRS of 5 or better to provide sufficient clarity of detail of 
the targets [25]. Stationary targets are known to be best suited for tasks that require a high level of 
details to be captured. Hence, target motion smearing is not considered. 
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The system MTF for a realistic imaging system is a product of all effects that affect the system. 
To simulate the Global Hawk data, the system MTF is modelled by, 

system diffraction det ector turbulence vibration aberrationMTF MTF MTF MTF MTF MTF . (48) 

Using the sampling frequency 1/ρ as the normalizing variable as defined in Equation (40), the 
system MTF, with the addition of the three real-world effects is expressed as, 

81 2 1system o
tC

sin( ) sin( ) WMTF ( ) Q exp( ) J ( ) sinc Q Q
( ) ( ) .

 (49) 

The corresponding normalized edge response for calculating the RER parameter in the GIQE is 
given by, 

1/Q

0

1/Q

0

1 sin(2 )( ) 0.5 ( )

1 sin(2 )( ) 0.5 ( )

x system x

y system y

dER d MTF d

dER d MTF d
.

 (50) 

Note that ξ = ξX = ξY by assuming x-y symmetry of the imaging system, ξtC = ftC ρ from Equation 
(45), α = A/ρ from Equation (47), and the pixel from the edge d = x/ρ = y/ρ (see Annex B for the 
derivation of the edge response). ξC = 1/Q is the optical cut-off frequency in Equation (40).  

Figures 14 and 15 show the predicted NIIRS computed from Equation (3) with the three real-world 
MTF effects included in the GIQE model for both the visible and the infrared data respectively; 
they are plotted as a function of target range. The figures show gradual degradation of the 
predicted NIIRS values as each of the three real-world MTF effects is added one by one to the 
GIQE model. The black curves represent the worse case of degradation where all three effects are 
included. It is observed that both the visible and infrared predicted-NIIRS (black) curves fit 
reasonably well against to the measured data (blue circles). 
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Figure 14: Global Hawk NIIRS-rated image data and predicted NIIRS in the visible. 

 
 

Figure 15: Global Hawk NIIRS-rated image data and predicted NIIRS in the infrared. 

The relationship between the observed and predicted NIIRS can also be viewed from a different 
perspective, plotting the observed NIIRS as a function of predicted NIIRS for the measured-data 
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points as shown in Figures 16a and 17a. It can be seen in both the visible and infrared that the 
predicted-NIIRS values have a nearly linear slope-of-one (blue dashed line) correspondence with 
the observed-NIIRS values. As a note, the slope-of-one dashed lines imply that the observed 
NIIRS is equal to the predicted NIIRS. In an ideal analysis, all the observed data points should lie 
on the blue dashed line. But because there are variations in the assigned observed-NIIRS values, 
the image data points are scattered above and below the dashed line. 

Figure 16: Global Hawk observed NIIRS vs. predicted NIIRS in the visible; a) ISS, b) EISS. 

  

Figure 17: Global Hawk observed NIIRS vs. predicted NIIRS in the infrared; a) ISS, b) EISS. 

More quantitatively, a least-square fit of the measured-data points produces a slope of 1.159 for 
the visible and a slope of 0.815 for the infrared; these are illustrated by the green solid lines in 
Figures 16a and 17a respectively. This is a significant deviation of the slopes from one. But the 
deviation of the least-square fitted slopes from the slope-of-one may be partially due to a small 
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number of data samples (60) used and a large amount of scattering in the observed-NIIRS values 
among the samples. If a larger number of image samples from the Global Hawk data was available, 
it would have provided a better statistical clustering of the image data points and hence a more 
definitive determination of the least-square fitted slope. But judging qualitatively from Figures 16a 
and 17a, it appears that the data points are lying more or less parallel to the slope-of-one dashed 
line; thus, it can be argued that the GIQE is generally valid and applicable to imaging systems 
with Q values around one. For completeness, the original GIQE data which employed a much 
large number of samples (~180) to derive the regression coefficients for a slope-of-one are shown 
in Figure 18 for the visible and Figure 19 for the infrared [6]. The amount of scattering of the 
observed-NIIRS data along the vertical is comparable to those in the Global Hawk data in 
Figures 16 and 17. 

 

Figure 18: Observed NIIRS vs. predicted NIIRS in the visible from [6]. 

 

Figure 19: Observed NIIRS vs. predicted NIIRS in the infrared from [6]. 
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4.3 Q variations and predicted NIIRS 

To further verify that the GIQE is valid over a small range of Q values around one, the Enhanced 
ISS (EISS) is used as another test case study. Although no information is released about the 
configuration and specifications of the EISS, some of the system parameters can be estimated 
based on the limited available information. From some of the general information found in the 
open literature, the EISS has a 50% increase in effective range from the more advanced sensors; 
the visible/infrared cameras also have a larger mirror (12.5”) [26][27]. Other less-readily 
quantifiable improvements in the EISS include better sensor stabilization, and new Beryllium 
optics which have better operating characteristics such as better thermal conductivity for greater 
optical stability. Using the limited information, it is deduced that the EISS system has an optical 
aperture, D = 0.32m. With a 50% increase in effective range, it implies that for the same GSD 
resolution given in Equation (4), a longer range REISS = 1.5RISS can be attained; this means a new 
field of view ratio (ρ/f)EISS = (ρ/f)ISS /1.5. It is logical to assume that the focal length f remains 
unchanged so that the physical dimension of the EISS package has the same size as that of the 
ISS. This translates to a more closely spaced pixel pitch in the detector array, ρEISS = ρISS/1.5 in 
the more advanced sensors of the EISS. Using the new parameter values, the values for the 
system Q are calculated to be Q = 0.56 in the visible and Q = 1.77 in the infrared. The estimated 
parameter values for the EISS are shown in Table 3.  

Table 3: Global Hawk’s estimated Enhanced Integrated Sensor Suite (EISS) parameters [27]. 

  Visible  Infrared 
Wavelength, λ 0.6 μm 4.3 μm 
Detector pitch, ρ 5.8 μm 13.3 μm 
Focal length, f 1.75 m 1.75 m 
Optical aperture, D 0.32 m 0.32 m 
System Q = (λ/D)f/ρ 0.56 1.77 

The predicted-NIIRS are recomputed in the GIQE model for the EISS case. Results are shown in 
Figure 16b for the visible, and Figure 17b for the infrared. It is seen that the visible and infrared 
results for the EISS cases are very similar to the ISS cases. The fitted slopes from the measured-data 
points (green solid lines) are exactly the same for both the ISS and EISS, 1.159 in the visible 
and 0.815 in the infrared. The only difference is that the cluster of data points is shifted slightly 
horizontally to the right in the EISS case; this corresponds to a slightly higher predicted- NIIRS 
values computed for the data points. The higher values are due to a smaller pixel pitch value ρ 
used in the GSD term, leading to a smaller loss in the GIQE Equation (3). In brief, the results 
from both the ISS and EISS cases suggest that the GIQE is not overly sensitive to small variations 
in Q; it is expected that the GIQE to be valid over a small range of Q values around Q = 1. 

4.4 Contributions of the real-world MTF processes 

It is observed from Figures 16 and 17 that in order to have the predicted-NIIRS values agreed 
well against the observed-NIIRS values, real-world effects must be included in the system MTF. 
The results indicate that the atmospheric turbulence has very little effect on the predicted NIIRS 
in the infrared (Figure 15), but has quite a notable impact on the predicted NIIRS in the visible 
(Figure 14). This can be explained by the atmospheric coherence length variable ro in Equation (45); 
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ro is proportional to λ6/5. Using a value of ro = 0.07 m at λ = 0.55 μm for a fair atmospheric 
“seeing” condition, it is determined that in the visible, ro = 0.084 m, and in the infrared, ro = 0.822 
m. The atmospheric MTF is proportional to exp(−ro

−5/3) as indicated in Equation (44); hence the 
MTF has a smaller fall-off in the infrared because of a larger ro value. In addition, the larger 
detector pixel size in the infrared (20 μm, see Table 2) also helps to minimize the NIIRS 
degradation due to atmospheric turbulence because a large detector pixel is less sensitive to the 
image blurring. The effect of the pixel size is reflected by the sampling frequency 1/ρ 
incorporated in ξtC in Equation (49). 

The predicted NIIRS results indicate that environmental factors onboard of the Global Hawk 
platform could also play a considerable role in affecting the image quality. In the GIQE 
computation, a one-pixel lateral displacement on the detector due to vibration is assumed. This 
corresponds to a demonstrated 10 μrad vibrational stability from a well isolated platform [28]. In 
addition, a λ/2 OPD defocusing in the optical system is assumed. A physical misalignment of this 
size is also considered as small. But according to the predicted NIIRS results in Figure 14 for the 
visible, and in Figure 15 in the infrared, these two combined effects have caused a reduction of 
about one level in the NIIRS value. These results suggest that airborne imaging systems can be 
sensitive to its on-board environment. Better mechanical shock and vibration isolation can help to 
better stabilize the imaging system, and mitigate some of the adverse effects due to vibration [29]. 

It should be stressed that the predicted-NIIRS results obtained in this study are based on the 
assumptions of the presence of various real-world MTFs. But there is no information available to 
verify that these MTF conditions had actual occurred during the Global Hawk data collection 
trials. They only represent assumptions that are perceived as reasonable and likely to have 
occurred; they appear to have offered reasonably good agreement with the observed results.  
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5 Conclusion 

A simplified version of the General Image Quality Equation (GIQE) was used to evaluate 
imaging data collected by the Global Hawk’s visible and infrared sensors. The original GIQE was 
developed from images that were collected by imaging systems with system Q value of one. 
Although there are cautionary notes from various sources in the literature that the GIQE may not 
be valid for systems with a system Q value not equal to one, the results conducted in this study 
have indicated that the GIQE is not unduly sensitive to a Q value that deviates slightly off from 
one. The Q value of the Global Hawk’s imaging system is estimated to vary from Q = 0.43 in the 
visible to Q = 1.77 in the infrared. Predicted-NIIRS values from the GIQE have shown to 
correlate quite well with the observed-NIIRS values from the measured data. This is a notable 
observation; it suggests the GIQE can be more widely applicable to a broader class of imaging 
systems than anticipated.  

The relatively good agreements between the observed and predicted NIIRS values also indicate 
that the assumed atmospheric turbulence, optical aberration and platform vibration effects 
included in the GIQE model can help to explain the observed image quality in the measured data. 
These effects are likely to be present in any real operating environment. However, there is no 
documentation that any of these real-world effects had been monitored and recorded during the 
actual Global Hawk data collection run.  

A more rigorous and definitive study on the utility of the GIQE to predict image quality will 
require a carefully controlled experiment in which all the relevant effects affecting the output of 
the imaging system are monitored and measured properly. This will then permit a meaningful 
comparative analysis between the observed NIIRS from the measured data and the predicted 
NIIRS computed by the GIQE.  

The investigation conducted in this study has found the GIQE is generally valid; thus the use of 
the GIQE to assess imaging system design and surveillance requirements can provide greater 
efficiency and effectiveness to the CAF’s ISR missions.  
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Annex A Visible and infrared NIIRS 

Visible NATO Imagery Interpretability Rating Scale [A1] 

Rating Level 0  
– Interpretability of the imagery is precluded by obscuration, degradation, or very poor 

resolution.  

Rating Level 1  
– Distinguish between runways and taxiways at a large airfield.  

– Detect a medium-sized port facility.  

– Distinguish between major land use classes (e.g., urban, agricultural, forest, water, barren).  

– Identify large area drainage patterns by type (e.g., dendritic, trellis, radial).  

Rating Level 2  
– Detect large hangars at airfields.  

– Detect large static radars (e.g., AN/FPS-85, COBRA DANE, PECHORA, HENHOUSE).  

– Detect military training areas.  

– Identify an SA-5 complex based on road patterns and overall configuration.  

– Detect large buildings at a naval facility (e.g., warehouses, construction hall).  

– Detect large buildings (e.g., hospitals, factories).  

– Identify large (e.g., greater than 160 acre) center-pivot irrigated fields during the growing 
season.  

– Identify road patterns, like clover leafs, on major highway systems.  

– Detect ice-breaker tracks.  

– Detect the wake from a large (e.g., greater than 300') ship.  

Rating Level 3  
– Identify the wing configuration (e.g., straight, swept, delta) of all large aircraft (e.g., 707, 

CONCORD, BEAR, BLACKJACK).  

– Detect a helipad by the configuration and markings.  

– Identify radar and guidance areas at a SAM site by the configuration, mounds, and presence 
of concrete aprons.  

– Detect the presence/absence of support vehicles at a mobile missile base.  

– Identify a large surface ship in port by type (e.g., cruiser, auxiliary, non-combatant/merchant).  

– Detect trains or strings of standard rolling stock on railroad tracks (not individual cars).  
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– Detect large area (e.g., larger than 160 acres) contour plowing.  

– Detect individual houses in residential neighborhoods.  

– Identify inland waterways navigable by barges.  

– Distinguish between natural forest stands and orchards.  

Rating Level 4  
– Identify all large fighters by type (e.g., FENCER, FOXBAT, F-15, F-l4).  

– Detect the presence of large individual radar antennas (e.g., TALL KING).  

– Identify, by general type, tracked vehicles, field artillery, large river crossing equipment, 
and wheeled vehicles when in groups.  

– Detect an open missile silo door. 

– Determine the shape of the bow (pointed or blunt/rounded) on a medium-sized submarine 
(e.g., ROMEO, HAN, Type 209, CHARLIE II, ECHO II, VICTOR III). 

– Identify individual tracks, rail pairs, control towers, and switching points in rail yards.  

– Identify farm buildings as barns, silos, or residences.  

– Count unoccupied railroad tracks along right-of-way or in a railroad yard.  

– Detect basketball court, tennis court, volleyball court in urban areas.  

– Detect jeep trails through grassland.  

Rating Level 5  
– Distinguish between a MIDAS and a CANDID by the presence of refueling equipment 

(e.g., pedestal and wing pod).  

– Identify radar as vehicle-mounted or trailer-mounted.  

– Identify, by type, deployed tactical SSM Systems (e.g., FROG, SS-21, SCUD).  

– Distinguish between SS-25 mobile missile TEL and Missile Support Vans (MSVs) in a 
known support base when not covered by camouflage.  

– Identify TOP STEER or TOP SAIL air surveillance radar on KIROV-, SOVREMENNY-, 
KIEV-, SLAVA-, MOSKVA-, KARA-, or KRESTA-II class vessels.  

– Identify individual rail cars by type (e.g., gondola. flat, box) and locomotives by type 
(e.g., steam, diesel).  

– Identify Christmas tree plantations.  

– Detect open bay doors of vehicle storage buildings.  

– Identify tents (larger than two person) at established recreational camping areas.  

– Distinguish between stands of coniferous and deciduous trees in winter foliage.  

– Detect large animals (e.g., elephants, rhinoceros, giraffes) in grasslands.  
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Rating Level 6  
– Distinguish between models of small/medium helicopters (e.g., HELIX A from HELIX B 

from HELIX C, HIND D from HIND E, HAZE A from HAZE B from HAZE C).  

– Identify the shape of antennas on EW/GCI/ACQ radars as parabolic, parabolic with clipped 
corners, or rectangular.  

– Identify the spare tire on a medium truck.  

– Distinguish between SA-6, SA-11, and SA-17 missile airframes.  

– Identify individual launcher covers of vertically launched SA-N-6 on SLAVA-class vessels.  

– Identify automobiles as sedans or station wagons.  

– Detect narcotics intercropping based on texture.  

– Distinguish between row (e.g., corn, soybean) crops and small grain (e.g., wheat, oats) 
crops.  

– Identify individual telephone/electric poles in residential neighborhoods.  

– Detect foot trails through barren areas.  

Rating Level 7  
– Identify fitments and fairings on a fighter-sized aircraft (e.g., FULCRUM, FOXHOUN 

– Identify ports, ladders, and vents on electronics vans.  

– Detect the mount for ATGMs (e.g., SAGGER) on BMP-1.  

– Detect details of the silo door hinging mechanism on TYPE III-F, III-G, and II-H launch 
silos & Type III-X launch control silos.  

– Identify the individual tubes of the RBU on KIROV-, KARA-, and KRIVAK-class vessels.  

– Identify individual railroad ties.  

– Identify individual mature cotton plants in a known cotton field.  

– Detect individual steps on a stairway.  

– Detect stumps and rocks in forest clearings and meadows.  

Rating Level 8  
– Identify the rivet line on a bomber aircraft.  

– -Detect horn-shaped and W-shaped antennas mounted atop BACK TRAP and BACK NET 
radars.  

– Identify a hand-held SAM (e.g., SA-7/14, REDEYE, STINGER).  

– Identify joints and welds on a TEL or TELAR.  

– Detect winch cables on deck-mounted cranes.  

– Identify windshield wipers on a vehicle.  

– Count individual baby pigs.  
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– Identify a USGS benchmark set in a paved surface.  

– Identify grill detailing and/or the license plate on a passenger/truck type vehicle.  

– Identify individual pine seedlings.  

– Identify individual water lilies on a pond.  

Rating Level 9  
– Differentiate cross-slot from single slot heads on aircraft skin panel fasteners.  

– Identify small light-toned ceramic insulators that connect wires of an antenna canopy.  

– Identify vehicle registration numbers (VRN) on trucks.  

– Identify screws and bolts on missile components.  

– Identify braid of ropes (2 to 8 centimeters in diameter).  

– Detect individual spikes in railroad ties.  

– Identify individual grain heads on small grain (e.g., wheat, oats, barley).  

– Identify individual barbs on a barbed wire fence.  

– Identify individual bunches of pine needles.  

– Identify an ear tag on large game animals (e.g., deer, elk, moose).  
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Infrared NATO Imagery Interpretability Rating Scale [A1] 

Rating Level 0  
– Interpretability of the imagery is precluded by obscuration, degradation, or very poor 

resolution.  

Rating Level 1  
– Distinguish between runways and taxiways on the basis of size, configuration, or pattern at 

a large airfield.  

– Detect a large (e.g., greater than 1 square kilometer) cleared area in dense forest.  

– Detect large ocean-going vessels (e.g., aircraft carrier, super-tanker, KIROV) in open water.  

– Detect large areas (e.g., greater than 1 square kilometer) of marsh/swamp.  

Rating Level 2  
– Detect large aircraft (e.g., C-141, 707, BEAR, CANDID, CLASSIC).  

– Detect individual large buildings (e.g., hospitals, factories) in an urban area.  

– Distinguish between densely wooded, sparsely wooded, and open fields.  

– Identify an SS-25 base by the pattern of buildings and roads.  

– Distinguish between naval and commercial port facilities based on type and configuration 
of large functional areas.  

Rating Level 3  
– Distinguish between large (e.g., C-141, 707, BEAR, A-300 AIRBUS) and small aircraft 

(e.g., A-4, FISHBED, L-39).  

– Identify individual thermally active flues running between the boiler hall and smokestacks 
at a thermal power plant.  

– -Detect a large air warning radar site based on the presence of mounds, revetments, and 
security fencing.  

– Detect a driver-training track at a ground forces garrison.  

– Identify individual functional areas (e.g., launch sites, electronics area, support area, missile 
handling area) of an SA-5 launch complex.  

– Distinguish between large (e.g., greater than 200 meter) freighters and tankers.  

Rating Level 4  
– Identify the wing configuration of small fighter aircraft (e.g., FROGFOOT, F-16, 

FISHBED).  

– Detect a small (e.g., 50 meter square) electrical transformer yard in an urban area.  

– Detect large (e.g., greater than 10-meter diameter) environmental domes at an electronics 
facility.  
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– Detect individual thermally active vehicles in garrison.  

– Detect thermally active SS-25 MSVs in garrison.  

– Identify individual closed cargo hold hatches on large merchant ships. 

Rating Level 5  
– Distinguish between single-tail (e.g., FLOGGER, F-16, TORNADO) and twin-tailed 

(e.g., F-15, FLANKER, FOXBAT) fighters.  

– Identify outdoor tennis courts.  

– Identify the metal lattice structure of large (e.g., approximately 75 meter) radio relay 
towers.  

– Detect armored vehicles in a revetment.  

– Detect a deployed TET (transportable electronics tower) at an SA-10 site.  

– Identify the stack shape (e.g., square, round, oval) on large (e.g., greater than 200 meter) 
merchant ships.  

Rating Level 6  
– Detect wing-mounted stores (e.g., ASM, bombs) protruding from the wings of large 

bombers (e.g., B-52, BEAR, BADGER).  

– Identify individual thermally active engine vents atop diesel locomotives.  

– Distinguish between a FIX FOUR and FIX SIX site based on antenna pattern and spacing.  

– Distinguish between thermally active tanks and APCs.  

– Distinguish between a 2-rail and 4-rail SA-3 launcher.  

– Identify missile tube hatches on submarines.  

Rating Level 7  
– Distinguish between ground attack and interceptor versions of the MIG-23 FLOGGER 

based on the shape of the nose.  

– Identify automobiles as sedans or station wagons.  

– Identify antenna dishes (less than 3 meters in diameter) on a radio relay tower.  

– Identify the missile transfer crane on an SA-6 transloader.  

– Distinguish between an SA-2/CSA-1 and a SCUD-B missile transporter when missiles are 
not loaded.  

– Detect mooring cleats or bollards on piers.  

Rating Level 8  
– Identify the RAM airscoop on the dorsal spine of FISHBED J/K/L.  

– Identify limbs (e.g., arms. legs) on an individual.  
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– Identify individual horizontal and vertical ribs on a radar antenna.  

– Detect closed hatches on a tank turret.  

– Distinguish between fuel and oxidizer Multi-System Propellant Transporters based on twin 
or single fitments on the front of the semi-trailer.  

– Identify individual posts and rails on deck edge life rails.  

Rating Level 9  
– Identify access panels on fighter aircraft.  

– Identify cargo (e.g., shovels, rakes, ladders) in an open-bed, light-duty truck.  

– Distinguish between BIRDS EYE and BELL LACE antennas based on the presence or 
absence of small dipole elements.  

– Identify turret hatch hinges on armored vehicles.  

– Identify individual command guidance strip antennas on an SA-2/CSA-l missile.  

– Identify individual rungs on bulkhead-mounted ladders. 

Reference: 

[A.1] NATO Imagery interpretability Rating Scale (NIIRS), NATO STANAG 7194 JINT 
(Edition1), NSA(JOINT)0263(2009)JINT/7194, 4 March 2009. 
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Annex B Comparison of the edge response 
computations between spatial doamin and 
frequency domain 

The modulation transfer function (MTF) is a well-developed concept for analyzing image quality 
of the outputs of an imaging system. The edge response (ER) parameter used in the General 
Image Quality Equation (GIQE) sums up the contributions from all the MTFs from various 
system responses. It appears there is no detailed documentation in the open literature on how the 
edge response equations used in the GIEQ are derived (Equation (7) in the main document of this 
report). From the scientific perspective, it is always desirable to be able to verify the equations.  

A derivation of the edge response as a function of the system MTF in the frequency domain as 
given in Equation (7) is discussed in this annex. It will be shown that it can be derived as an 
approximation. 

For reasons that will become apparent later, it will be helpful to first analyze the edge 
response in the spatial domain. The results are then compared with the frequency domain 
version (i.e., Equation (7)) to confirm the validity of the expressions. 

The edge response of interest to the GIQE is concerning with incoherent imaging. Incoherent 
illumination systems have been observed to obey the intensity convolution integral (Ref. [B.1]), 

2g( x, y ) h( x x', y y') s( x', y')dx' dy'  (B.1) 

where |h(x,y)|2 is the intensity impulse response of the optical system, s(x’,y’) is the input 
illumination from the object, and g(x,y) is the output image. Applying the convolution theorem 
(see Equation (12)),  

2
X Y X Y(f ,f ) (f ,f )FT h( x x', y y') s( x', y')dx' dy' H S  (B.2) 

to Equation (B.1), the imaging process in the frequency domain is given by, 

X Y X Y X Y(f ,f ) (f ,f ) (f ,f )G H S  (B.3) 

Ĥ(fX,fX) is known as the optical transfer function and the modulus |Ĥ(fX,fX)| is the intensity 
(i.e., incoherent) modulation transfer function of an optical system. 

The analysis can be simplified by conducting a 1-dimensional computation using separation of 
variables as discussed in Section 3.1. Equation (B.3) can be rewritten as, 
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X X X

Y Y Y

(f ) (f ) (f )

(f ) (f ) (f )

G H S

G H S .
 (B.4) 

Working in the x-direction, the edge response ERX(x) is defined as, (Ref. [B.2]) 

x

X XER ( x ) l ( x')dx'  (B.5) 

where lX(x) is the line spread function (Ref. [B.2]), and it is defined as the Fourier transform of 
the MTF (Ref. [B.2]), 

1 1
X X(| (f )|) ( (f ))Xl ( x ) FT H FT MTF . (B.6) 

The line spread function and MTF are quantities that can be measured and computed for real 
imaging systems (Ref. [B.2]). 

To arrive at the expression for the edge response used in the GIQE Equation (7), it would be 
instructive to first examine the edge response in the spatial domain. Furthermore, only the optical 
component of an imaging system will be considered. For simplicity, a rectangular-aperture lens 
will be used in the analysis. In contrast, analysis of a circular-aperture lens system involving polar 
coordinates and Fourier-Bessel transform is far more complex mathematically, and thus is less 
clear and less intuitive. 

The line spread function for an incoherent diffraction-limited optical system with a rectangular 
aperture is given by the intensity impulse response, |h(x)|2 (Ref. [B.1]), and it has the form (Ref. [B.2]), 

2 2
C Cf fXl ( x ) h( x ) sinc ( x )  (B.7) 

where fC = 1/(λf/D) is the optical cut-off frequency. From Equation (B.5), the corresponding edge 
response ERX(x) in the spatial domain can be expressed as, 
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.

 (B.8) 

There are three points to be noted about the edge response given by Equation (B.8). Firstly, as the 
integral is integrated up to the edge target at x = 0, the first term has a bounded value of 1/2, 
integrating x from  ̶ ∞ to 0. Secondly, for small x value near x = 0, the integral in the second term 
is an odd function about x=0; i.e., the second term is positive for x ≥ 0 and negative for x < 0. 
This means that Equation (B8) can be re-expressed as, 

2
C

2 20
C

2
C

2 20
C

f1 1 for 0
2 f

f1 1 for 0
2 f

x

X
|x|

sin ( x') dx' x
x'

ER ( x )
sin ( ) d x , | x' |

.

 (B.9) 

Lastly, as x varies from  ̶ ∞ to +∞, the edge response varies from 0 to 1 because the second term 
in Equation (B.9) is also bounded by 1/2 as x approaches ∞. The spatial variable x in Equation (B.9) 
has a dimension in length (e.g., [mm]). The edge response used in the GIQE is measured in 
number of pixels from the edge object along the x-direction. To convert the edge response as a 
function of position in terms of pixels from the edge object, the pixel pitch ρ [mm] per pixel of a 
detector array is introduced as the normalizing variable; i.e., 

Cf [1/mm][mm] 1 [mm]
[mm] 1 [1/mm] [mm]C

xd , ,
( / ) ( / D ) f Q

 (B.10) 

are dimensionless variables where d is a numerical pixel count. The quantity Q is the imaging 
system parameter described in Section 2.2.1. Using the dimensionless variables, Equation (B.9) 
can be rewritten as, 
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 (B.11) 

Figure B.1 (figure_annex_edge_response.pptx) shows the edge response plotting as a function of 
the pixel distance from the edge image (d = 0) for Q = 2, 1 and 1/2. It can be seen that the edge 
response is bounded between 0 and 1 as |d| becomes large. Also, as the value of Q is decreasing, 
the edge response has a steeper rising slope at the edge d = 0; this is because a smaller Q 
represents the case in which the optical resolution is better than the sampling resolution. The 
irradiance of the image is concentrated over a smaller distance.  

 

Figure B.1: The edge response computed in the spatial domain using the line spread function. 

For assessing the performance of a real-world imaging system, there are many factors that can 
affect the image quality of the output as discussed in Section 3; the overall MTF of the system is a 
multiplication of all the MTFs from different processes and effects. A large number of processes 
that affect the image quality can easily be included in a straightforward manner via the MTF 
parameter. Thus, expressing the edge response as a function of the MTF is practical and desirable. 
Using the Fourier transform relation between the line spread function to the MTF in Equation (B.6), 
the edge response given by Equation (B.5) can be re-written as, 
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 (B.12) 

expressing the edge response as a function of the system MTF in the frequency domain. Note that 
the integral in the first term of Equation (B.12) is shown to be 1/2 from Equation (B.8) by 
integrating the line spread function in the spatial domain. Only the second term of Equation (B.12) 
is expressed in the frequency domain (fX is replaced by f for brevity).  

To obtain the edge response expression used in the GIQE (i.e., Equation (7)), the odd function 
property of the integral allows the integral in the second term of Equation (B.12) to be 
approximated by, 
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f

f

f 0

f

f 0

1 1f 2 f f
2 2
1 1 2 f 2 ff f
2 2 2 f
1 1 2 f2 f f
2 2 f
1 2 ff f
2 f
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X x
ER ( x ) MTF( ) exp( j x' )dx' d

exp( j x ) exp( j x )MTF( ) d
j

sin( x )MTF( ) d

sin( x )MTF( ) d

 (B.13) 

arriving at the form that is sought. Equation (B.13) can then be re-expressed about x = 0 as, 

C

C

f

f 0

f

f 0

1 2 ff f for 0
2 f
1 2 ff f for 0
2 f

x

sin( x )MTF( ) d x
ER ( x )

sin( | x | )MTF( ) d x
.

 (B.14) 

Applying normalizing variables given in Equation (B.10) to Equation (B.13), the edge response 
expressed as a function of MTF can be re-written as, 
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/ Q

X
sin( d )ER ( d ) MTF( ) d

.
 (B.15) 

This is the normalized form of the edge response used in the GIQE (Ref. [B.3]). Figure B.2 shows 
comparisons of the edge response as a function of pixel position between computing in the spatial 
domain Equation (B.11) and the frequency domain Equation (B.15) for a rectangular lens. It can be 
seen that the two computations give the same edge response results; therefore, Equation (B.15) 
expressing the edge response as a function of the integration of the system MTF in the frequency 
domain is validated. 

References: 

[B.1] J. W. Goodman, “Introduction to Fourier Optics”, McGraw Hill, Boston, 1996. 

[B.2] J. Gaskill, “Linear Systems, Fourier Transforms, and Optics”, Wiley and Sons, Inc., New 
York 1978. 

[B.3] J. C. Leachtenauer and R. G. Driggers, “ Surveillance and Reconnaissance Imaging 
Systems”, Artech House, Boston, 2001. 
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Figure B.2: Comparisons of the edge response computations in the frequency domain (red) and 
in the spatial domain (blue) for, a) Q=1/2, B) Q = 1, c) Q = 2. 
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Annex C Diffraction and the corresponding 
Modulation Transfer Functions 

Resolution of an imaging system is limited fundamentally by the physical shape and dimensions of 
the optical (lens/pupil) aperture. Diffraction of light through an aperture plays a role in determining 
how sharp an image can be attained. An optical system that achieves the theoretically attainable 
resolution is said to be diffraction-limited. Both rectangular and circular apertures (e.g., lens shapes) 
are commonly found in optical systems. The diffraction effects for both of these aperture shapes are 
well understood and discussed in great details in optics textbooks (Ref. [C.1, C.2, C.3]) and in the 
literature. An overview of the diffraction process through these two particular aperture geometries 
will be given in this annex to summarize the fundamental parameters that affect image resolution. 
The description of diffraction through a rectangular aperture and a circular aperture will follow 
the analysis as given in Reference C.1. 

C1. Rectangular aperture 

An aperture is uniformly illuminated by a point source of light. The diffraction of light through the 
aperture is modelled as propagation of a plane electromagnetic wave using the Huygen-Fresnel 
principle, 

exp( ( ))dE j t kr dS
r

 (C.1) 

where Ɛ is the electric field amplitude per unit area of illumination, and is assumed to be constant 
over the aperture; r is the distance from an elemental area dS at the aperture to a point P at the 
image plane far away from the aperture; this is illustrated in Figure C.1. The diffracted electric 
field arriving at the image plane is given by, 
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(C.2) 

where R is the distance from the centre of the aperture to point P at the image plane, and λ is the 
illumination wavelength. R is much greater than the aperture widths, Dx and Dy.  



  
  

56 DRDC-RDDC-2014-R97 
 
 
  
  

 

Figure C.1: A schematic of the diffraction of light through a rectangular aperture. 

The intensity of the electric field E2 (i.e., irradiance) at the image plane is given by, 

*

2 2
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I X Y EE
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R R u .

 

(C.3) 

The discussion can be simplified by introducing symmetry between the vertical and horizontal 
directions using a square aperture (Dx = Dy = D), and by applying separation of variables (see 
Section 3.1). Note that for an optical imaging system, the distance R between the aperture and the 
image plane is equivalent to the effective focal length f. That is to say, the far-field image is 
projected on to focal plane of the imaging system; thus, f = R. The normalized intensity of the 
image along the X-direction of the image plane is given by, 
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 (C.4) 
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Equation (C.4) provides a description of what a point source of light looks like at far-field due to 
diffraction through an aperture; this is also known as the intensity impulse response function of an 
optical system for a rectangular-shaped aperture. It has the first minimum occurring at (πX)/(fλ/D) 
= π; that is, when X = f(λ/D). The image intensity distribution is shown in Figure C.2. Because of 
the geometrical symmetry of a square aperture, the intensity distribution along the Y-direction at 
the image plane is also described by Equation (C.4). 

The Rayleigh’s criterion for resolving two overlapping point images requires the principal 
maximum of one image to coincide the first minimum of the other; this is illustrated in Figure C.3. 
Using Rayleigh’s criterion, the limit of resolution is defined by, 

That is, the resolution of an image is dictated by the diffraction spot size. In other words, the best 
theoretical attainable image sharpness is a function of the parameters f, λ and D. An optical 
system’s resolution given by Equation (C.5) is then said to be diffraction-limited. 

 

Figure C.2: The image of a point source passing through a square aperture. 

( / )rectl f D . (C.5) 
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Figure C.3: An illustration of the Rayleigh’s Criterion for the limit of resolution. 

The modulation transfer function (MTF) is defined as the Fourier Transform (FT) of the line 
spread function, which is the intensity impulse response of the imaging system (see Annex B, 
Equation (B.6)), 

X(f ) ( ( ))xMTF FT l x . (C.6) 

For incoherent imaging system describing the irradiance of a target, the line spread function has 
the form given by Equation (B.7) in Annex B; i.e., 

21( )
( / ) ( / )x

xl x sinc
f D f D

.

 (C.7) 

The corresponding normalized MTF is given by (Ref. [C.2]), 

X
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f D
f D
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 (C.8) 

The MTF for a rectangular aperture is a triangular function; this is illustrated by the red dashed 
curve in Figure C.4. In other words, the Fourier transform of a sinc2 function is a triangular 
function. The MTF is plotted as a function of the normalized frequency ξX = fX (f (λ/D)). It is seen 
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from the MTF curve in Figure C.4 that at frequency fX = 1/(f (λ/D)), MTF is zero. Thus, a cut-off 
frequency is defined as, 

C
1f

( / )f D .
 (C.9) 

Physically, the cut-off frequency indicates that target feature in an image with a frequency content 
smaller than 1/(f (λ/D)) is not resolvable. This is equivalent to the limit of resolution in the spatial 
domain given by Equation (C.5); that is, the limit of spatial resolution is the reciprocal of the cut-off 
frequency of the optical system. 

 

Figure C.4: The MTF as a function of the spatial-frequency for, a) rectangular aperture (red 
dashed), b) circular aperture (blue curve). 

C2. Circular aperture 

A schematic of a circular aperture geometry is shown in Figure C.5; the aperture has a  
diameter D. Light diffracted through the circular aperture can again be computed from Equation 
(C.2). Since a circular aperture has angular symmetry, spherical polar coordinates are substituted 
into Equation (C.2), 
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by setting f = R and k = 2π/λ (propagation constant of the electromagnetic wave). 

 

Figure C.5: A schematic of diffraction of light through a circular aperture. 

The intensity of the electric field at point P in the image plane is given by, 
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where J1 is the Bessel function of the first kind of order 1. The light intensity distribution at image 
plane given by Equation (C.11) is known as the Airy disk; this is illustrated in Figure C.6. For the 
Airy disk, the first intensity minimum J1 = 0 occurs when the Bessel function parameter, 
(πρ)/(f(λ/D)) = 3.83; i.e., at a radial position ρ = 1.22 f (λ/D). Applying Rayleigh’s criterion for 
resolution, the diffraction-limited resolution for a circular-aperture optical system is, 

1.22circularl f
D .

 (C.12) 

 

 

Figure C.6: The image of a point source passing through a circular aperture. 

The incoherent line spread function for a circular aperture is somewhat complex mathematically 
because it is dependent on the shape of the aperture due to the auto-correlation nature of the 
modulation function (Ref. [C.2, C.3]). The modulation transfer function is shown to be given by 
(Ref. [C.2]), 
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cos
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where fC = 1/(f (λ/D)) is the cut-off frequency. The MTF of a circular aperture is shown in 
Figure C.4 (blue curve) as a function of the normalized frequency f/fC. Note that both the 
rectangular aperture and circular aperture have the same cut-off frequency. This demonstrates the 
fundamental nature of a diffraction-limited system; that is to say, the resolution limit of an optical 
system is subjected to the parameters f, λ and D.  
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List of symbols/abbreviations/acronyms/initialisms  

CAF   Canadian Armed Forces 
CX   Cut-off frequency in x-direction 
CY   Cut-off frequency in y-direction 
EISS   Enhanced Integrated Sensor Suite 
EO   Electro-Optics 
ER   Edge Response 
ERIM   Environmental Research Institute of Michigan 
FT   Fourier Transform 
GCI   Ground Controlled Interception 
GIQE   General Image Quality Equation 
GM   Geometric Mean 
GSD   Ground Sample Distance 
IR   Infra-Red 
ISR   Intelligence Surveillance Reconnaissance 
ISS   Integrated Sensor Suite 
LSF   Line Spread Function 
MSV   Missile Support Van 
MTF   Modulation Transfer Function 
MTFC   Modulation Transfer Function Compensation 
NATO   North Atlantic Treaty Organization 
NATO-STANAG NATO Standardization Agency 
NIIRS   National Imagery Interpretability Rating Scale 
OPD   Optical Path Difference 
RER   Relative Edge Response 
SAM   Surface to Air Missile 
SAR   Synthetic Aperture Radar 
SNR   Signal to Noise Ratio 
SSM   Surface to Surface Missile 
TEL   Transporter Erector Launcher 
TELAR   Transporter Erector Launcher and Radar 
TET   Transportable Electronics Tower 
UAV   Unmanned Aerial Vehicle 
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have a system Q factor of one. 
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It is found from the analysis conducted in this study using the Global Hawk data that the 
predicted-NIIRS computed by the GIQE agrees reasonably well with the observed-NIIRS from 
the measured data, and the GIQE is applicable to a small range of system Q values near one. 
These results indicate that the GIQE can offer a useful tool for assessing image quality of 
imaging systems of various designs. 
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Nombre d’applications de l’imagerie visible et infrarouge, comme l’acquisition de cibles, la 
conduite de tir, la détection de cibles, la classification et l’identification de cibles ainsi que les 
tâches de renseignement, surveillance et reconnaissance (RSR), nécessitent que le personnel 
interprète l’information d’imagerie rapidement et avec exactitude. On a créé l’échelle 



  
   

  
 

d'évaluation nationale pour l'interprétation d'images (NIIRS) afin de fournir une mesure 
conviviale visant à définir la qualité des images acquises. Il s’agit d’une échelle à 10 niveaux
aidant les analystes à évaluer de façon quantitative la qualité des images aux fins d’exploitation. 
Par exemple, les objectifs de rendement des systèmes d’imagerie des véhicules aériens 
télépilotés (UAV) Predator et Global Hawk sont définis par rapport à la NIIRS. 

L’équation générale de la qualité d’image (EGQI), qui a été élaborée par ERIM International,
Inc. pendant les années 1980 et publiée au sein de la communauté du développement des UAV,
est utilisée par les concepteurs et les chercheurs travaillant sur les systèmes d’imagerie pour 
transformer un niveau désiré de rendement de la NIIRS en exigences techniques d’un système 
d’imagerie. L’EGQI a été élaborée spécifiquement comme outil de prévision de la NIIRS en 
fonction des paramètres du système d’imagerie; elle permet aux concepteurs de systèmes 
d’optimiser le rendement des capteurs pour satisfaire à un niveau requis et désiré de la NIIRS. 

Dans ce rapport, on évalue l’EGQI en utilisant les images visibles et infrarouges évaluées au 
moyen de la NIIRS recueillies par les capteurs du Global Hawk. L’EGQI a été élaborée et 
validée pour les données d’image acquises du système d’imagerie dont le facteur Q est unitaire;
le facteur Q du système décrit les caractéristiques d’imagerie des capteurs. Il y a dans le milieu 
de l’imagerie des préoccupations, notamment une note d’avertissement aux développeurs de 
l’EGQI stipulant que l’EGQI peut ne pas être valide pour les images recueillies à partir des 
systèmes d’imagerie dont le facteur Q n’est pas unitaire. Les systèmes optiques/d’imagerie IR 
du Global Hawk possèdent un facteur Q qui n’est pas unitaire pour l’imagerie visible et 
l’imagerie infrarouge. L’un des objectifs de cette étude consiste à examiner l’applicabilité de 
l’EGQI afin de prédire la NIIRS pour les images recueillies par les systèmes d’imagerie ne 
possédant pas un facteur Q unitaire. 

Cette étude porte également sur les divers processus pouvant altérer la qualité des images saisies 
par les systèmes d’imagerie, notamment les effets du système comme la diffraction optique, les 
aberrations optiques, l’effet d’échantillonnage du détecteur ainsi que les effets 
environnementaux, comme la turbulence atmosphérique et la vibration de la plateforme 
aéroportée. L’insertion de ces processus dans l’EGQI permet une modélisation et une évaluation 
réalistes des images évaluées au moyen de la NIIRS. 

L’analyse effectuée dans le cadre de cette étude au moyen des données du Global Hawk a 
permis d’établir que la NIIRS prévue calculée par l’EGQI correspond raisonnablement bien à la 
NIIRS observée à partir des données mesurées, et que l’EGQI est applicable à une petite gamme 
de facteurs Q du système avoisinant la valeur unitaire. Ces résultats indiquent que l’EGQI peut
constituer un outil utile d’évaluation de la qualité des images de systèmes d’imagerie de 
diverses conceptions. 
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