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In This Issue 

Four of the nine papers in this issue deal with Census Coverage Error. These papers and others 
that will appear in the December 1988 issue of the Journal are valuable additions to the rapidly 
growing literature on this topic. Kirk Woker's initiative was very helpful in arranging for these 
special sections. 

Census counts are known to be inaccurate due to coverage error and this problem has recently 
attracted a great deal of attention among both policy makers and statisticians - academics and 
practitioners alike. Consequentiy, methods of measuring the quality of census counts including 
the limkations of such methods, adjustment techniques (both design and model based) to improve 
the quality of population figures, the impact of an undercount on various government programs 
and other related studies have assumed increasing importance. In many countries, evaluation 
studies to measure coverage are carried out during or following each census. In Canada, for 
example, the Reverse Record Check is the most important study undertaken to measure census 
undercount. Similarly, in the United States since the 1950 Census, a Post-Enumeration Survey 
(PES) has been one of the important vehicles used to evaluate census coverage. 

In 1986, the U.S. Bureau of the Census carried out a study called Test of Adjustment Related 
Operations (TARO) in Los Angeles to test a new PES design. Three papers in the special sec
tion - those of Diffendal, Schenker, and Hogan and Woker - thoroughly evaluate the methods 
and procedures used in this new PES, and provide an in-depth analysis of research findings, 
as well as the issues and achievements of the TARO. Diffendal presents an overview of the test, 
describing its methodological and operational aspects. His paper also contains a brief historical 
description of coverage measurement studies in the United States and recent events leading to 
the elaborate studies by the U.S. Bureau of the Census. 

Schenker discusses three methods for dealing with missing data: hot deck imputation, logistic 
regression modeling and weight adjustment. The choice of method depends on the type of missing 
data. For example, logistic regression is used to impute values for binary characteristics. Using 
TARO data, the author compares coverage error estimates obtained under different imputa
tion models. 

Hogan and Wolter present a detailed discussion of the potential sources of error in the new 
PES estimates and assess the impact of individual error components as well as the overall impact 
of errors on TARO data. Based on their findings the authors conclude that, in practice, the PES 
estimates may be "more accurate than original census estimates for some areas, wkh equal or 
nearly equal accuracy for most other areas". 

The fourth paper in the special section, Biemer's "Modeling Matching Error and Its Effect 
on Estimates of Census Coverage Error" deals with the specific problem of PES-Census mat
ching. The author considers three increasingly complex models and examines the impact of mat
ching on the PES estimates. Implications of the findings for the 1990 Census are discussed. 

The other five papers in this issue deal with errors in foreign trade statistics, design issues in 
multipurpose surveys, stratification of skewed populations, the Survey of Income and Program 
Participation conducted by the U.S. Bureau of the Census and personal computer software for 
variance estimation in complex surveys. 

In "Errors in Foreign Trade Statistics" Ryten discusses the sources of errors in foreign trade 
statistics as well as procedures for reducing these errors. He proposes the reporting of the levels 
of uncertainty in detailed figures. The author explains the causes of discrepancies in counterpart 
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trade statistics and analyses their relative importance. Based on the results of a study of the import 
and export data from a World Trade database created at Statistics Canada, the author raises 
serious questions about the comparabUity of counterpart data at detailed levels of commodity 
classification. A program to improve the quality of foreign trade statistics is proposed and 
arguments are made for providing users with more factual information about data quality. 

In practice multipurpose uses are often made of data obtained from most surveys. However, 
research literature and text books usually avoid the discussion of "multipurpose sample designs". 
This important topic is addressed by Kish in his paper. He first presents a hierarchy of purposes 
and then discusses various conflicting requirements in designing a multipurpose survey. Ten areas 
of conflict, including determination of sample size and its allocation to domains and strata, bias 
to sampling error relationship, choice of stratification variables and continuity of data over time 
are examined. Solutions are proposed for each area and the use of compromise designs rather 
than designs that are optimal for a single purpose is stressed. Some proposals are less rigorous 
and are presented to stimulate further research on this topic. 

An iterative algorithm for the stratification of skewed populations under power allocation 
(an allocation proportional to the stratum total raised to a low-valued positive power) is given 
by Lavallee and Hidiroglou in their paper "On the Stratification of Skewed Populations". An 
empirical study is presented, comparing the suggested allocation with other allocation methods 
using data from the Annual Retail Trade and Wholesale Trade Surveys conducted by Statistics 
Canada. 

The Survey of Income and Program Participation (SIPP) is an ongoing household survey 
conducted by the U.S. Bureau of the Census. In "Research Issues in the Survey of Income and 
Program Participation", Kasprzyk reviews methodological and statistical issues related to the 
SIPP. The paper examines four topics of special interest related to panel surveys of families and 
individuals. These are questionnaire design, data collection, response error and sampling and 
estimation issues fOr longitudinal concepts. The paper describes the important issues, provides 
references to studies conducted to address those issues and summarizes the main results of the 
studies. 

In the paper "Personal Computer Variance Software for Complex Surveys", SchneU, Ken
nedy, Sullivan, Park and Fuller describe a program called PC CARP, developed to analyse data 
froih complex surveys. This program has found applications, in particular, in many developing 
countries. The features and capabilities of the system are briefly described. 

The Editor 
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Errors in Foreign Trade Statistics 

JACOB RYTENi 

ABSTRACT 

In spite of the comparative ease with which studies of error in foreign trade statistics could be conducted, 
there are few attempts to quantify their size, origin, distribution, and change over time. Policy makers 
and trade negotiators have little notion of how uncertain these statistics are in spite of their great detail. 
This paper takes advantage of a World Trade Database developed by Statistics Canada to examine and 
quantify discrepancies in existing foreign trade statistics. 

KEY WORDS: Foreign trade; Bilateral trade balances; Errors. 

1. INTRODUCTION 

This paper discusses some of the underlying causes of errors in foreign trade statistics; 
difficulties in detecting errors; ways of conveying the uncertainty in the detailed figures; and 
a proposal to improve the quality of the data. 

There has not been much written about error in foreign trade statistics since Allen and Ely 
(1953) co-edited a book on these statistics thirty five years ago. Some attention has been paid 
to accounting matters — inclusions and exclusions, demarcation of boundaries, valuation, 
etc. (United Nations, 1982) — and most of all to classification. In fact, one of the biggest 
changes in trade classification ever has just been introduced (United Nations 1986) in order 
to make foreign trade data more comparable among countries. But perhaps because these 
statistics rely on a complete accounting of all merchandise transactions that take place across 
borders in any period of time and this accounting is enforced by a policing agency — customs 
administration — there is a widespread belief that there is not much measurable error left. 
The lack of analysis of error in these statistics supports this contention. 

Periodically, it has come to the attention, particularly of statistical offices in international 
agencies, that there is a serious error in the reporting of trade between pairs of countries. At 
its eighteenth session, the Unked Nations Statistical Commission (1974) was formally informed 
of the reconciliation of trade statistics between the United States and'Canada. This followed 
the detection of some embarrassing differences in the bilateral trade balance between the two 
countries. Thereafter, and at various times, issues involving Singapore and Malaysia, Singapore 
and Indonesia, and any of a number of non-EEC countries and the Netherlands were brought 
up for discussion at international agencies that were more specifically interested in trade matters. 
Moreover, countries which felt that they were losing control over the quality of their foreign 
trade statistics — typically third world countries — have attempted to piece back their own 
numbers by reference to those of their principal trading partners. But there is no evidence that 
any of these expressions of concern has ever resulted in a systematic programme to detect, 
measure and reduce error in the underlying statistics. 

There are few obvious alternative explanations for this lack of action other than the belief 
that there is no error. Foreign trade statistics are among the very few where there can be a 
comparison of two measurements of the same transaction derived in virtually the same detail 

' Jacob Ryten, Assistant Chief Statistician, Statistics Canada, 13-B8 Jean Talon Building, Tunney's Pasture, Ottawa, 
Ontario KIA 0T6. 
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using the same procedures, by two independent record takers. The differences that result when 
these comparisons are made have been referred to in the Uterature going back to almost the 
first world war (Coats 1926). And yet, they have not resuked in proposals to incorporate the 
results of these comparisons in any report on the quality of the underlying statistics. One of 
the deterrents to pursue these comparisons systematically may have been the volume of com
puting they entail and the expense involved. Another may be the depth of knowledge that is 
required of counterpart statistical systems which, in addition to being described in some 
instances in a foreign language, usually involve very specific administrative and legal provisions 
which are not comparable from country to country. 

The deterrents to systematic comparisons have changed somewhat in Statistics Canada where 
a world trade data base has been established. Its contents are detailed trade statistics of the 
countries that report data in machine-readable form to the United Nations Statistical Office 
(UNSO). UN member countries undertake, under the terms of membership, to report a number 
of key statistics to the UNSO in the manner specified by the UN Secretary General. These 
statistics include foreign trade statistics broken down by country and commodity, with the latter 
in either the full detail of the Standard International Trade Classification (SITC) or its 
equivalent Customs Cooperation Council Nomenclature (CCCN). Annual reports in machine-
readable form go back to the early sixties. 

The world trade data base was created to support Canadian negotiators involved in the 
current round of multilateral tariff reductions and also to help Canadian exporters and 
importers get a better understanding of the markets and suppliers with which they deal. Its 
shortcomings are that it is not complete. The centrally planned economies either fail to report 
or else only provide very aggregate data; many of the third world countries experience serious 
delays in processing their Customs records as a result of which there is still much missing in 
recent years; not all countries report on the same vintage of the SITC; and there is a fair amount 
of variation in the concepts and definitions adopted by different countries. 

But these shortcomings are more than offset by the fact that the computing involved in 
comparing trade statistics is now manageable; that a very large proportion of world trade only 
involves the western countries and is reported currently; and that the latter have moved to pro
gressively more comparable conceptual frameworks. Taking these elements into account, a 
world trade data base can be used to display the results of comparing counterpart trade statistics 
and this in turn should help statistical agencies to become more conscious of the strengths and 
weaknesses of their merchandise imports and exports data. This is a necessary condition to 
improve the reliability of trade statistics. Given the attention that is currently paid to these data, 
statistical agencies throughout the world are well advised to make the improvements suggested 
by bilateral comparisons of counterpart data even if they can only do so gradually. 

In the next sections, there is a review of the principal causes of discrepancies in counterpart sta
tistics and of what steps can be taken to estimate their relative importance in particular situations. 

2. TRADE TRANSACTION RECORDS: ERRORS AND DIFFERENCES 
IN COUNTERPART RECORDS 

Underlying two counterpart trade records, there is, in most cases, one single documented 
transaction. An exporter has made a sale and invoiced the purchaser accordingly. That invoice 
is likely to contain the essential facts about the transaction which includes a description of the 
product(s) sold, the corresponding value and quantity, the terms and conditions of the sale, 
an identification of the purchaser and of the purchaser's residence and a date on which the 
transaction took (or will take) place. This record generates a number of related records, some 
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derived by transforming the basic information in some prescribed manner and others through 
record linkage with related records. Examples of the latter include a description of how the 
products transacted were moved from the place of sale to the place of purchase and how much 
that cost, the cost of insuring the shipment, what amounts were charged to the two parties to 
the transaction because of duties, sales taxes, consular charges etc.; and of course, the form 
and date in which the purchase was settled. 

The transformations of the basic information have to do with conventions regarding the 
way in which this basic information is recorded and the documentation of the different stages 
of the transaction over time. These transformations are not standard across countries. The 
conventions that rule them are either embodied in Customs law or else in the administrative 
regulations that govern Customs record keeping. They give rise to the documents that form 
the basis of foreign trade statistics. One set of documents is kept by the country of sale; and 
the other by the country of purchase. In practice these documents differ in spite of relating 
to what is in principle and in fact the same commercial transaction. 

Firstly, they differ in time. Even between adjacent countries or in cases where air transport 
is involved, differences in time are not trivial. They arise because the chain of links that make 
up the transaction is long — bringing the shipment to the point from which the international 
carrier will depart; warehousing while waiting for international transport; arriving at the point 
of destination; warehousing while waking to clear Customs formalities; and while this is going 
on, filing documents at different stages and having them recorded on the basis of different 
conventions. Also, in one country the time of transaction may be recorded as the time the invoice 
is received in the importing country and in another as the time amounts owing to the Customs 
administration are paid. 

Secondly, in one country the recording of the value of the purchase may include all costs 
of international transportation and insurance; whereas in another these may be kept separately. 
Thirdly, in one country the transaction may be imputed not to the country from which the 
invoice was issued but rather to the country where the product was grown, extracted or manufac
tured; whereas in another, it is the residence of the seller that decides the country assignment. 
Political stances can also affect the way a country is identified on the records. Fourthly, customs 
regulations can bias the way imports or exports are recorded. Fifthly, there are data coding 
and processing errors. And finally, the units in which the quantities are reported can cause 
inconsistencies. The following sections provide additional detail on these factors. 

i) Differences between exports and imports records: timing 
Customs administrations will normally file records in a variety of ways: by country of origin; 

by the identification of the importing business or its agent; and by time of receipt. But there are 
at least four key events involved in an import transaction all of which may be recorded but only 
one of which will be chosen as the date for retrieval and statistics. The choice of the date is not 
subject to statistical standardization but rather to how customs views its prime function and to 
the technical capacity to store alternatives. Clearly, if one country chooses as its date to record 
exports the time when the forwarding agency prepares an export document; and the counter
part country chooses as time for imports the date when all duties and other dues are settled, the 
possible lag between the recording of exports and the corresponding imports is a maximum. 

ii) Differences between exports and imports records: values 

Value differences have long stood in the way of systematic comparisons so it is best to review 
them and assess their relative importance. The valuation of the transaction that is to say, the 
price at which it is recorded for purposes of customs administration — is critical. Many coun
tries (most?) record the value of an import including the cost of international transport and 
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insurance relating to the shipment. Most countries record the value of the counterpart exports 
excluding these components. There are additional variations: some countries include portions 
of inland transport and insurance and some countries exclude harbour costs from costs of inter
national transport. But these differences only present a marginal increase in the difficulty of 
comparing counterpart records. Transactions involving related commercial partners as in the 
case of multinational enterprises trading internationally pose a problem of valuation which 
is solved in different ways in different countries. It is possible that this source of difference 
will outstrip all others in the years to come. 

iii) Differences between exports and imports records: country 

There is the matter of country crediting which can introduce some of the more puzzling dif
ferences in any systematic programme of comparisons. As an exporter, a country can count 
as an export any sale of goods that has to cross its customs boundaries to reach its point of 
destination, independently of whether it was substantially changed or is being sold in the exact 
same form in which it was purchased from some other country. However, as an importer a 
country may decide to impute a purchase to the country where the last substantial transfor
mation (normally "substantial" has a precise definition in law) took.place. Accordingly in the 
case of three hypothetical countries. A, B, and C where A has exported some goods to B and 
B has exported the same goods (perhaps transformed) to C, the statistics may be recorded in 
any of many possible ways with different consequences, as shown in the table below. 

The symbols "x" and "m" denote respectively value of exports to and imports from the 
partner country (second upper case letter) as recorded by the reporting country (first upper 
case letter). 

Accordingly, 

AxB = Value of exports from A to B as recorded by A 
Aff,B = Value of imports from B to A as recorded by A 

i) 

ii) 

iii) 

iv) 

V) 

vi) 

Recorded as 
exports 

AxB + BxC 

AxB -\- BxC 

AxC -\- BxC 

AxC 

AxC 

AxB 

Recorded as 
imports 

- Bff/1 + 

- Bf„A + 

- Bff/1 + 

— CfffA 

- Cff,B 

- CfffA 

C„,B 

Cff/\ 

Cff,B 

Consequence 

Consistent and 
complete 

Overcrediting of A 
by importers 

Overcrediting of C 
by exporters 

Consistent but 
incomplete 

No crediting of A 
by importers 

No crediting of C 
by exporters 

The different cases indicate that some reporting countries credit their exports to the first 
and others to the last known destination; that some importing countries credit imports to the 
country of origin and others to country of consignment; and some exporting countries count 
as exports whatever leaves their national territory irrespective of the degree of transformation 
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to which the goods may be subject. The differences involved in these approaches are not trivial 
matters in days of free trade agreements. Customs unions, free trade zones and other arrange
ments to stimulate transborder trade. For each of these arrangements, a separate statistical 
convention is needed to accommodate the effect of the agreement on customs record keeping. 
Crediting partner countries in inconsistent ways is only one source of discrepancy in bilateral 
or multilateral comparisons. The other is due to inconsistent geographic classification. 

In fact, many countries embody their stance in international politics in their standard geo
graphical classifications. Accordingly, there are differences that arise from inconsistent geo
graphic definitions of partner countries. Most Latin American countries treat Puerto Rico as 
a separate origin or destination from the United States. Virtuall y each OECD member country 
has a different treatment of partner countries in Africa. Some lump them together by their colo
nial origins and others by geographic neighbourhood. Similar inconsistencies arise in the treat
ment of the Caribbean and South Pacific islands. The Economic Union of South Africa is treated 
in the statistics in ways which often reflect the reporting country's view of an embargo on com
mercial ties with South Africa itself. Moreover, not all countries track the changes in the political 
status of their trading partners with the same zeal so that not all catch up with newly created 
independent nations as quickly as desirable in order to conduct statistical comparisons. 

iv) Differences between exports and imports records: Customs administration 

There is another important difference that arises because the attention paid to exports by Customs 
administrations is less than what their mandate requires they pay to imports. The reporting of indi
vidual exports shipments may be consolidated in the interests of paper burden and brought into 
line with the marUfests or other transport documents handled by the carrier. In the case of imports, 
the objective is to get reporting in sufficient detaU to allow Customs to apply the right duties and 
other taxes. One consequence is that in the case of exports, low value components of a mixed ship
ment are more likely to be classified under the same heading as the major component whereas in 
the case of imports the chances are that they will be classified independently. 

This difference in interest that can be ascribed to the mandate of a Customs administration 
has other substantial effects on the quality of exports and imports documents. On the one hand 
there is evidence that the extent of underreporting of exports which affected United States 
overland exports to Canada is not confined to North America. Almost twenty years ago the 
United Kingdom launched a massive programme that consisted in matching shipping manifests 
to export documents because of a perceived rate of underreporting of some one to two per 
cent of the total. On the other hand, there is a presumption that the description of exported 
products is unbiased (unless it covers up illegal shipments) whereas the descriptions of imported 
goods may be biased because they aim at minimizing the rates of duty for which the imports 
are liable. 

In addition to these sources of difference, which are due to the different legal and 
administrative transformations to which the original record is subject, there are others which 
are more variable and more selective in terms of the records to which they apply. Examples 
are the treatment of low value shipments (they are defined as below different thresholds and 
are excluded, included, or sampled with varying rates) and the treatment of commodities that 
have important service elements such as recorded audio and video tapes, architects' blueprints; 
computing software recorded on magnetic tape; repairs and maintenance etc. 

v) Differences between exports and imports records: coding and data processing 

VirtuaUy aU classes of information that are included in the basic records kept by Customs 
reflect the application of a classification or a code to an actual situation. The way to ensure 



8 Ryten: Errors in Foreign Trade StaUsUcs 

consistency of coding is by ruling on borderline cases and ensuring that the accumulated rulings 
form something akin to case law — a body of decisions to be made accessible to coders and 
by which they should be governed. But the only central dispenser of ruUngs is the Secretariat 
of the Customs Cooperation CouncU in Brussels and it can neither be consulted by member 
countries on a day to day basis nor can its decisions go beyond a certain level of generaUty. 
For this reason, there are systematic differences in interpreting and applying standard codes 
sometimes within the same country, let alone among different countries. 

In addition, there are inconsistencies due to errors at the data processing stage and as a con
sequence of the systems put in place to reduce their impact. For example, there are errors in 
interpreting Customs legislation and in coding source information that creep in at the stage 
when importers or exporters inform their authorities of an impending shipment; errors at the 
stage of data capture; and errors of coding within the statistical agency. The standard protec
tion against these errors is the institution of review and editing systems that rely to differing 
extents on clerical inspection and review and on computerized detection and imputation. 
Although it is very likely that there are other sources for inconsistency, the issues reviewed above 
are the most frequently cited ever since these matters were first described in the literature (Coats 
1926), and probably are the most important explanations of the differences in counterpart 
figures. 

vi) Differences between exports and imports records: quantities, a special variable 

Unlike values, reported quantities are not affected by the inclusion of transport costs nor 
are they biased in order to minimize tax liabilities (although if values are miscoded to lower 
duty categories they will drag the matching quantities along). Unfortunately, there are other 
problems associated with the recording and use of quantities that greatly reduce the value of 
these statistics for error detection. For example, quantities can apply to either an entire ship
ment in which case they are usually expressed as a gross weight or else to a specific commodity 
in which case they are expressed as either net weights or in any other appropriate unit (length, 
surface, volume) including, in the case of complex commodities, numbers of units. 

While quantity measurements in gross or net weights are comparable across countries, their 
use is Umited by the heterogeneity of the shipments to which they refer. Quantities expressed 
in other units are limited by the the variety of units used and, more importantiy, by the fact 
that they cannot be aggregated in the commodity classification and the levels to which they 
apply are much too detaUed for inter-country comparison, given our current state of knowl
edge. Nonetheless, there is a use for these units in matching trade in raw materials particularly 
if in conjunction with values, they are used to track changes in unit values. In fact, a proposal 
for an international study of errors in trade relying chiefly on the matching of unit values was 
made to the eighteenth session of the United Nations Statistical Commission (1974). However, 
member countries did not feel the possible benefit justified the expected cost. At this stage. 
Statistics Canada's world trade data base does not include quantky information so that the 
appUcations of quantity statistics have not yet been studied. 

3. A PROGRAMME TO MEASURE ERRORS 

The causes of errors have been known for many years (Coats 1926). A proper attempt at 
quantification was made in the first reconcUiation project between the United States and Canada 
in the early 70's. But to this day that is a very large proportion of what is known about errors 
in the foreign trade statistics and obviously suffers from the fact that it concerns trade between 
two adjacent countries and only those two countries. Given the fact that international data 
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bases such as the one that Canada has will likely become more popular and that they will be 
provided with a variety of analytical software, it is timely to speculate on what might be done 
to improve trade statistics, or failing improvement, at least to inform users about the limita
tions of foreign trade data. It is not likely that at this stage, with the descriptive information 
that is currently available, users in any country realize by just how much the long term trends 
in trade statistics might be off, or how the monthly movements in their national trade balances 
are affected, and most important, how prone to error is information at detailed commodity level. 

Clearly, the flow AxB should be the same as B„/l so long as all shipments and their re
cording is instantaneous, the basis of valuation is the same for the two partners for the same 
transaction, the rules of inclusion and exclusion are the same, there are no conceptual dif
ferences (geographic, accounting, or due to Customs regime) and there are no errors (of coding 
or coverage). Included in "errors" are consistent interpretations of the classificatory schemes 
by one country which would be disputed by other countries or by the Customs Cooperation 
Council. 

In principle, all sources of differences other than errors should be tractable although 
measuring the relative importance of different sources can be difficult in practice. A review 
of the different sources or factors is useful in order to consider how their effect can be accounted 
for in any comparison. Of these factors, transportation is probably the least difficult to deal 
with and almost certainly the least difficult to do something about. There are a number of coun
tries such as the United States where imports are measured both ways: including and excluding 
transport. In principle, the information to estimate the cost of insurance and freight (c.i.f.) 
component across the board is avaUable. Importers are legally bound to inform their Customs 
authorities of all their expenses in connection with a purchase abroad and the two broad cate
gories of expenses are those that are dutiable (usually those connected with the product itself, 
including its packaging or wiring or mounting) and all others (usually those connected with 
the transportation, insurance and financing of the import). Accordingly, if it were necessary 
to conduct a study of transportation costs, there are administrative records which could be 
linked to the corresponding trade records. There are many technical problems related to how 
shipping and insurance information should be assigned to individual commodities in the case 
of complex shipments but there are proposals for ways to deal wkh these matters (Ryten 1983). 

Equally, in principle, a study could be made of timing differences in the context of a par
ticular flow of trade between any pair of countries. In the ease of the reconciliation of trade 
statistics between the United States and Canada estimates were based on actual matches of 
documents which made it possible to compare dates and estimate average time lags between 
exports and corresponding imports. But there are less expensive methods to arrive at rough 
estimates that are also less constraining from the point of view of access to confidential records 
and are reasonably effective to calculate broad ranges of timing differences by points of exit 
and entry, by mode of transport, and by commodity. 

Together, the estimates of timing differences and the difference between the cost of insurance 
and freight and free on board valuations (f.o.b.) can be expressed in the following equation: 

A„B{k) = BxA{k) -I- A (c.i.f.) B{k) -t- 0 -I- e 

where Af„B{k) is the flow of imports for commodity k from country B to country A as re
corded by Country >1; fi;^( A:) the counterpart flow as reported by country S;y4 (c.i.f.) B{k) 
the estimate of transport and insurance costs for that flow of trade as derived from country 
A 's records; 6 a timing adjustment and e an error term that includes all the biases and random 
errors that affect both imports and exports statistics. It is assumed that all other sources of 
difference (geography, inclusions and exclusions, low value shipments etc.) have been disposed 
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of either by adjusting for them or preferably by excluding all transactions that may be affected 
by these factors from the comparison files. Over time, the average error should tend to zero 
and therefore the longer the period over which the comparison is made, the closer to each other 
the level or the average rate of change of the figures being compared. Should a comparison 
suddenly yield perverse results, this would constitute prima facie evidence of a deterioration 
in quality of at least one of the two terms of the comparison. 

3.1 Analysis Using the World Trade Mini-Database 

For purposes of analysis, a mini-database derived from the world trade database was created 
so as to start studying some of these effects. It covers the three principal trading blocs of the 
Western world: the EEC defined for these purposes as excluding Portugal and Spain; North 
America (Canada and U.S.A.); and Japan. Besides being simpler to use because of the reduced 
number of records, it avoids the problem of late reporting (mainly by third world countries) 
and of non-reporting (mainly by centraUyplanned economies). The mini-database includes 
exports and imports data for each of the constituent countries broken down by SITC (down 
to the four digit level of detail) and by partner country, from 1978 to 1985. In addition to the 
constituent countries, it includes two aggregates — the EEC and North America. Unlike the 
world trade database which includes a number of imputations to make analysis simpler, the 
mini-database only includes data as member countries reported them to UNSO after UNSO 
merged categories of trade deemed secret by the reporting country and converted non-standard 
codes reported by countries to standard SITC codes. None of these transformations is likely 
to affect the findings derived from the database in a significant way. 

There are a few statistical problems with the grouping of countries in the mini-database. 
The United States has been reporting its imports to UNSO on the basis of c.i.f. but Canada 
reports imports f.o.b. Whereas the United States credits its partner countries on the basis of 
the origin of the imported goods, Canada reports on the basis of consignment (except for 
imports originating in Latin America). This in itself would not be too serious but for the fact 
that the United States is at times credited for exports routed to Canada. Accordingly, while 
the addition of the two countries should improve the matching of counterpart flows, the dif
ferent systems of recording make it so much more difficult. Hopefully, this drawback will be 
overcome when United States f.o.b. imports are added to the base and when Canadian imports 
by origin replace imports by consignment for as many back years as possible. 

In the case of the EEC countries, the key role that the Netherlands plays as port of entry 
to its European hinterland makes comparisons difficult. The Customs area of the port of 
Rotterdam acts not only as a giant distribution centre but also as a warehousing facility for 
the countries it serves. Accordingly, the exporter outside the EEC may not know to which 
specific country the sale is made but only that it will be warehoused in Rotterdam and for this 
reason credits the Netherlands with the sale. But the ultimate importer is bound by the rule 
of origin to assign the purchase to the correct country. As for the Netherlands, according to 
its records, no transaction involving goods has taken place across its Customs boundaries. It 
has simply sold harbour and warehousing services to either one of the transactors. 

If the Netherlands served only the other members of the EEC as a port, the creation of an 
EEC total should suffice to improve the comparisons. But other countries (Switzerland and 
Austria in particular) also benefit from Dutch harbours and container terminals. This com
plicates matters somewhat because for example, the Swiss importer might apply the rule of 
origin to the Netherlands in cases where there has been a consolidation of imports from many 
origins. Or some value added operation performed outside the Customs zone in Rotterdam 
may not be reported as Dutch foreign trade in merchandise. 
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Another obstacle to interpretation is provided by the two Germanics — given that one fails 
to report its imports to UNSO and the other does not regard as exports the transactions it con
ducts with its Eastern counterpart. This means that there are extra-exports by the EEC that 
have no counterpart import records and, more specifically, that there are unreported trade tran
sactions between the two Germanics. The size of this unrecorded leak varies with the relative 
affluence of East Germany and can only be surmised by looking at other indicators. There are 
also leaks that affect trade with Japan that will affect the results of comparisons involving Japan 
and its partner countries. These may be created by operations involving branches of Japanese 
firms located in S.E. Asia. However, the effect of these cases on aggregate data is not likely 
to be substantial and should not detract from the value of the analysis using this database. 

i) Comparison of growth rates of counterpart statistics 

Among the analyses conducted on the basis of the mini-database, one involved comparing 
growth rates in counterpart statistics, taking the period 1978-85. The assumption was that over 
that time period, the effect of errors and timing differences would be sufficiently attenuated 
so that the more permanent effects could be recognized. Moreover, by looking at growth rates, 
the effect of different valuations would be avoided to a considerable extent. The likelihood 
is small that the change in the cost of insurance and transportation is sufficiently different from 
the change in the average prices of the commodities transported to affect growth rates substan
tially over a period of three or four years. At least in the case of manufactured goods the pro
portion of transportation and insurance in the total cost is well below 10 per cent as borne out 
by United States ratios of f.o.b. to c.i.f. Moreover, transport costs would be only related to 
the weight and volume of the goods transported. Insurance costs, which are related to value, 
do not represent a significant proportion of total cost. And inter-transport mode substitution 
is unlikely to add to total cost in any other than exceptional circumstances. Accordingly, if 
the change in the corresponding cost were sufficient to affect import growth rates relative to 
counterpart export rates, the effects should be all in one direction and their size should vary 
with the average bulk of the commodities transported. 

These speculations are only partly borne out by fact. Table I shows the differences in annual 
growth rates for counterpart total trade for the pairs of origins and destinations derived from 
trade among the EEC, North America, and Japan. While relatively small, these differences 
do not suggest any pattern though there may be some underlying regularities that escape super
ficial inspection. 

Table 1 
Differences in Growth Rates for Counterpart Annual Total Trade 

for Japan, North America and the EEC, 1978-1985 

Country A - Country B 

N.A. - E E C 
N.A. - Japan 
EEC - N . A . 
EEC - Japan 
Japan - N.A. 
Japan - EEC 

Mean Absolute Difference 

Difference 

1982/78 

.6 
- . 4 
- . 8 
1.1 

- . 7 
- 1 . 2 

.8 

in growth rate for the period' 

1985/82 

- . 5 
.5 

- . 7 
1.9 

- . 2 
- . 6 

.7 

1985/78 

- . 5 
-

- . 8 
1.5 

- . 5 
- . 9 

.7 

Difference in value of 
exports in 1982 in 
millions of dollars^ 

265 
-

365 
90 

200 
155 

' Defined as percent growth in A^B less percent growth in fl„/l. 
^ Difference between A^B and B,„A rounded to the nearest five million dollars. 
A dash (-) denotes an insignificant value. 
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Table 2 
Differences in Growth Rates for Counterpart Annual Total Trade by SITC Section 

Japan in 1978-82 arid 1982-85 

SITC Section 

5. Chemicals 
6. Semi

manufactures 
7. Transportation 

equipment 
8. Micellaneous 

manufactures 

Japan 

Difference in 

- North America 

growth 
rate for the period' 

1982/78 

.7 

- 2 . 5 

- 1 . 0 

1.4 

1985/82 

- 1 . 6 

.9 

- 1 . 0 

- . 9 

Difference 
in value 

of exports 
in 1982^ 

15 

60 

275 

35 

Difference 

Japan - EEC 

in growth 
rate for the period 

1982/78 

- 1 . 5 

1.9 

- 2 . 0 

- . 8 

1985/82 

.5 

- . 5 

- . 7 

.8 

Difference 
in value 

of exports 
in 1982 

5 

5 

85 

20 

' Defined as percent growth in A^B less percent growth in B,„A {A is Japan). 
^ Difference between A^B and B„A in millions of dollars rounded to the nearest five million dollars. 

Table 2 shows growth rates for selected SITC Sections between Japan and its two trading 
partners. The principle involved in simplifying Table 2 was to ignore flows with less than one 
million dollars in 1982 since such flows do not appear to be sufficiently stable to warrant inter
pretation. 

Discussions about internationally comparable commodity classifications have invariably 
demanded more rather than less detail. The collection of statistics for purposes of international 
comparison has induced countries to publish data weU beyond the 3-digit of the SITC or its 
equivalent. A number of third world countries publish data broken down by ten digits corre
sponding to nationally-annotated international classification, and country. Inspection suggests 
that flows coded at one digit — where there has seldom been any controversy — are subject 
to very considerable differences when compared with their counterparts as soon as their absolute 
value drops to, say, below 50 million doUars. Beyond the first digit of the classification, 
differences rise very rapidly. 

The case of Japanese exports to North America and counterpart imports shown in both tables 
1 and 2 warrants further consideration. At mid-point (1982) this trade was valued at about 
forty billion dollars (US). Total imports grew on average by half of one per cent per annum 
more than exports. This is an amount of about two hundred miUion dollars per annum at mid 
point. DetaUed examination suggests that a substantial part of the explanation lies with section 
7 of the SITC which includes inter alia aU types of transport equipment. There the difference 
in growth rates is of one per cent per annum on average. It would be interesting to pursue this 
investigation to determine whether the discrepancy is evenly distributed or whether its incidence 
is chiefly felt by one particular commodity. 

But whatever the causes, these comparisons suggest that over a sufficiently long number 
of years and for comparatively large portions of total trade flows, differences in growth rates 
are not large in absolute terms. Notwithstanding this observation, even small differences could 
play havoc with period-to-period changes in the overall trade balance, particularly when it is 
close to zero. Moreover, when dealing with a trading partner such as Japan, with exports heavily 
concentrated in one or two one-digit breakdowns of the commodity classification, the 
possibilities of compensation for systematic misclassification are comparatively few. This makes 
it all the more important to understand why bilateral trade as measured by the two counter
part reports has not been moving in step. 
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Table 3 
Changes in X/M Ratios Between 1978 and 1985 and Comparisons with Standardized 

X/M Ratios Assuming Constancy of SITC Section Shares' 

North America 
EEC 
Japan 

North America 

Simple 
Ratio 

1978 1985 

.96 .92 

.95 .98 

Std 
Ratio 

1985 

.69 

.91 

EEC 

Simple 
Ratio 

1978 

.90 

1.00 

1985 

.91 

.94 

Std 
Ratio 

1985 

.92 

.86 

Japan 

Simple 
Ratio 

1978 

.85 

.78 

1985 

.86 

.86 

Std 
Ratio 

1985 

.69 

.89 

The simple ratio is X/M = (AxB/B„,A'). The standardized ratio using common shares is 
n 

Std ratio = — > —• '",78' 

where m„ = current imports for section /' of the SITC (/ = 0, I, . . . , «), 
m,7g = imports in 1978 for section i of the SITC, 
x„ = current exports for section / of the SITC, and 
Mjg = total imports in 1978. 

ii) Comparison of the ratios of annual exports to imports 

A different kind of analysis was also very revealing. Any import flow should be equal to 
the counterpart export plus the cost of freight and insurance plus some term which reflects 
the sum of conceptual differences, timing, and errors. Whereas timing and errors should make 
their impact felt mostly in the short term, conceptual differences should emerge as the domi
nant influence in the longer term. For this reason, if the ratio of annual exports to annual 
imports changes over time this can be due to a combination of the following factors: because 
of a change in the shares of relatively high c.i.f. to low c.i.f. components; because of a change 
in the mix of commodities with small relatively to commodities with large-timing differences; 
because of a change in the proportion of c.i.f. to total value; and because of other factors. 

Table 3 shows some aggregate results of this analysis. Against each of the flows involving 
Japan, the EEC and North America, there are three figures: the simple (current year weighted) 
ratio of aggregate exports to aggregate imports in 1978, the corresponding ratio in 1985 and 
the standardized base year weighted ratio assuming that the proportions of imports by sec
tion to total imports for each flow of trade remained constant since 1978. These standardized 
ratios are an approximation to an estimate that removes the impact of variations in the mix 
of c.i.f. from the variation in the ratio over time. Any difference between the 1978 and the 
standardized 1985 ratios should therefore be ascribed to other factors. 

There are expectations about the way ratios should change over time as a result of the 
increased share of highly manufactured goods in certain export flows. For example, exports 
by the EEC to North America and Japan; exports by Japan to the EEC and to North America 
can be expected to include proportionately more manufactures. Accordingly, the ratio that 
reflects changes in mix is higher than the standardized ratio. This follows because the relative 
importance of c.i.f. decreases as the value of a unit of weight or volume increases. 

But there are a priori exceptions to this prediction shown up by the table. For example, the 
exports of North America to Japan show a very large gap between the simple and the standard
ized ratios even though the share of manufactures went up relatively less. 
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Table 4 
Variations in Simple jr/w Ratios Between 1978 and 1985 Compared with Standardized 

x/m Ratios with Constant SITC Division Shares 

Exports from . . . 
to . . . 

SITC Sections 

0 Food 

1 Beverages & tobacco 

2 Crude materials 

3 Mineral fuels 

4 Animal & veg. oils 

5 Chemicals 

6 Manufactured goods 

7 Machinery & transport 

8 Misc. manufactures 

9 Misc. transactions 

N.A. 
EEC 

107 

99 

100 

102 

99 

102 

99 

96 

100 

150 

EEC 
N.A. 

102 

100 

100 

117 

98 

101 

101 

91 

100 

176 

EEC 
Japan 

100 

99 

96 

304 

107 

101 

99 

95 

100 

163 

Japan 
EEC 

98 

100 

93 

93 

100 

97 

96 

97 

98 

157 

N.A. 
Japan 

98 

99 

100 

103 

101 

100 

98 

92 

97 

86 

Japan 
N.A. 

90 

100 

102 

109 

92 

96 

100 

100 

99 

92 

Table 4 provides a breakdown by SITC sections for the ratios corresponding to trade flows 
between each of six pairs of trading blocks recorded in the mini-data base. The figures shown 
are ratios of the simple index at the Section (1-digit) level to the index derived using share of 
imports at the Division (2-digit) level. They indicate the contribution to the variation in ratios 
accounted for by changes in the commodity mix. They are no more than indicators partly 
because they only go down by one level in the commodity classification. 

(Figures in the table are derived by taking the index that measures the change in each section 
of the simple A'/M ratio from 1978 to 1985, i.e., {x/m) 1985 divided by {x/m) 1978 and dividing 
it by a corresponding index in which the standardized {x/m) ratio for 1985 was used and where 
the division ratios were aggregated using their 1978 shares in their corresponding division. 
Simple algebra suggests that the ratio obtained R, is: 

XiS$ __, Xijg^ 

Ri = 100 • M,78 • rr ^ T, • '^'Jn-
M-85 jTo niijss 

Notation is similar to that used in table 3. Subscript / denotes the section and subscripty denotes 
the division within the section {/ = 0, 1, ..., «,). A figure of 104 for example implies that a 
four percent increase in the current value of exports relative to counterpart imports took place 
for reasons other than the effect of changes in commodity mix on the c.i.f. component.) 

No pattern is readUy detectable: there are roughly as many cases which overshoot as eases 
which undershoot the mark. For the bigger flows, such as North America to EEC or EEC to 
Japan, the commodity mix is relatively stable as a result of which there is little difference between 
base and current weighted ratios (except for those sections of the SITC where trade is com
paratively small as in the case of Mineral fuels exported by the EEC to Japan). Moreover, these 
do not move that much over the period. Other flows are very sensitive to the commodity mix 
which suggests that at lower levels of the classification f .o.b./c.i.f. differences explain a smaU 
portion of the variation in x/m ratios over time. 
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3.2 Analyses Using the Complete World Trade Data Base 

Potential country and commodity mis-classifications: 
Tables 5 and 6 derived from the complete world trade data base present counts of potential 

country and commodity misclassification. Table 5 presents a count of the number of cases in 
1983 in which there is bilateral trade in a commodity according to one of the reporting coun
tries of a trading pair but not according to the other. This is shown for each level of SITC detail 
as a proportion of all cases. Table 5A shows the impact on value, again for each level of the 
SITC. In addition to providing a summary measure of the size of errors, the tables also give 
an idea of how fast the number of anomalous situations increases as a function of the detail 
of the classification. 

Table 5 
Comparison of Foreign Trade Statistics in 1983 - Number of Records' 

Total 
Percentage Percentage 

SITC Level of Detail Reporting Reporting 
No Exports No Imports ^ 

0 (overall) 11 
1 digit 14 
2 digit 16 
3 digit 19 

' Percent of number of records of trading pairs with one member reporting no exports/imports 
while other member reports non-zero trade. 

Table 5A 
Comparison of Foreign Trade Statistics in 1983 - Value of Records' 

4 
7 
0 
3 

15 
21 
26 
32 

Total 

.1 

.3 

.6 

.1 

-
.1 
.4 
.9 

.1 

.4 
1.0 
2.0 

Percentage Percentage 
SITC Level of Detail Reporting Reporting 

No Exports No Imports Percentage 

0 (overall) 
1 digit 
2 digit 
3 digit 

' Percent of value of records of trading pairs with one member reporting no exports/imports 
while other member reports non-zero trade. 

A dash (-) denotes an insignificant value. 

Table 6 
Comparison of Counterpart Foreign Trade Statistics in Two Selected Years 

Number of records with x > m z.s percent 
of all records 

Value of exports where x > m a.s percent 
of total exports 

x/m ratio for x > m 

x/m ratio for AT < m 

1979 

35 

41 

1.18 

.87 

1983 

32 

42 

1.15 

.85 
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Table 7 
A'/M Ratios in 1985 

From Three Selected Reporting Countries to Nine Trading Partners 

To From Canada U.S.A. Japan 

E.E.C. .84 .92 .94 

Netherlands 
Belgium - Luxembourg 
Denmark 
France 
Germany, F.R. 
Ireland 
Italy 
U.K. 
Greece 

1.93 
1.47 
1.20* 
.70 
.69 
.55 
.75 
.74 

1.00 

1.34 
1.51* 
.74 
.74* 
.81 
.78 
.84 
.86 

1.23* 

1.33 
1.26 
1.05* 

.69* 

.98 

.72* 

.75* 

.89 

.89* 

Table 6 shows changes between two selected years in a number of indicators — related to 
cases where exports are in excess of counterpart imports. While over a period of four years 
there has been some change in the percentage of records for which exports exceed imports as 
well as in the percentage value of total exports for those records, the changes in question are 
minor. Surprisingly, the cases of x/m account for more than 40 per cent of the total value of 
trade and as this figure went up fractionally, the proportion of records that accounted for it 
fell by 10 per cent. 

In the case of Table 7 a number of a priori predictions are tested against fact. Three reporting 
exporters — Canada, United States and Japan — and nine reporting trading partners — the 
members of the EEC other than Spain and Portugal are studied. The tables list the 1985 simple 
x/m ratios for country to country trade. Other things being equal, the following predictions 
seem plausible: 
- the higher the manufacturing content of a trade flow, the higher the x/m ratio, which is 

equivalent to saying that the c.i.f./total value ratio is smaller, the more value added is 
embodied in a commodity. For this reason, the ranking in ascending order of ratios should 
be Canada, United States, Japan; 

- in the case of trade with the entrepot countries — Netherlands, and to a lesser extent, Belgium 
Luxembourg — country miscoding by the exporter should apply mostly to bulk shipments. 
For this reason tbex/m ratio in descending order should be Canada, United States, Japan; and 

- x/m ratios greater than one should only occur for entrepot countries. 

For thirty x/m ratios (counting in the three ratios for the EEC as a whole) there are nine 
cases (entries with * in table) for which the predictions do not hold. Removing Greece's two 
because the corresponding trade flows are much too small, seven ratios do not behave according 
to expectations which is still in excess of twenty percent of all cases. 

The critical finding in these analyses is that any increase in the level of detail in the classifi
cation hierarchy beyond the combined one makes comparisons with counterpart trade very 
difficult. This is not compatible with the progressive attempts, conducted both nationally and 
internationally, to expand the detail of the commodity classification and to increase the number 
of breakdowns by additional classification variables. Even when pooled over time, the trans
actions in these detailed cells match poorly with their counterparts. Since it cannot be argued 
that both reports involved in a bilateral comparison are simultaneously correct, the chances 
are that both contain a significant error component. 
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4. MAKING USERS AWARE OF ERROR 

There are two separate issues. One is to make users aware, that contrary to widespread belief, 
the foreign trade figures, particularly the detailed figures, may be flawed. The other is to put 
together a programme to improve the quality of foreign trade data taking advantage of the 
fact that counterpart measurements of the same transaction exist. A number of proposals to 
get such a programme underway follow. 

The analysis presented in this paper provides that beyond the two-digit level of the com
modity classification by country, even annually, neither levels nor year-to-year changes can 
be taken with complete confidence. Users will probably not take kindly to such a finding, as 
they already have reason to question the coverage of aggregates in the case of exports. The 
results of the reconciliation programme between the United States and Canada should not be 
viewed as limited to the two countries. Others experience the same class of problems to a varying 
extent. The revelation that, in addition to these weaknesses, data by commodity beyond a cer
tain level can only be used wkh great caution, could lead to a fundamental change in the percep
tion that users have of foreign trade statistics. 

But, if this measure is not taken, no matter how unpopular the news, a belief that has less 
than full underlying factual support is perpetuated. The detailed commodity figures are used 
in a variety of ways and the one that is most topical is for purposes of tariff policy. Discus
sions on these matters rely heavily on detailed figures, seldom on the differences between 
national and counterpart data, and equally seldom on domestic consumption statistics as a 
check on the orders of magnitude suggested by Customs data. Moreover, in another use of 
detailed commodity data, views about industrial and regional policy are formed and actions 
may be taken on the basis of evidence which this analysis suggests is not solid. Surely it is incum
bent on statistical agencies to make users aware of the perceived inadequacies of the data in 
order to prevent the generalization of their misuse. 

5. A PROGRAMME TO IMPROVE FOREIGN TRADE STATISTICS 

In addition to providing users with more factual information about error in foreign trade 
statistics, a programme or programmes to improve the quality of these statistics over time 
should be formulated. The following are steps which should probably have been taken some 
time ago: 

i) the c.i.f. component of imports should be measured systematically . Without it, it will not 
be possible to compare exports with imports across the board. The information is available 
at the time the import is reported to Customs. Matters such as how often and to which detail 
will depend on resources and on the urgency to improve the knowledge of users; 

ii) an inquiry should be launched into time lags between exports and imports by commodity 
category and by country of origin. To make such a study effective, it is probably necessary 
to count on the co-operation of partner countries; although, if this is not forthcoming, 
reference to commercial invoices may be an acceptable surrogate; 

iii) on the basis of knowledge of these two elements, a formal method to estimate counterpart 
imports on the basis of exports should be used and the error of estimate tabulated for future 
study. If the error of estimate has no significant autocorrelation properties, coding and 
related errors might explain the difference between the recorded import and its statistical 
estimate. If, however, the error term does not satisfy these criteria, it should be marked 
down for future inquiry in co-operation with the partner country; 
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iv) obvious surpluses or deficits should be tested against countries likely to play the role of 
commercial intermediary or entrepot. For example, an export surplus with the Netherlands 
for the United States should be tested against corresponding deficits with such countries 
as the Federal Republic of Germany or France. Econometric methods can be used to disen
tangle an across-the-board effect of entrepot services (although they are more likely to be 
used for bulky and warehousable merchandise) from short-lived effects such as coding error; 

v) for those commodities which are systematic outliers, after all adjustments have been made, 
either because they persist over time or because they occur across countries, advantage 
should be taken of the Harmonized System by enlisting the help of the Customs Cooperation 
Council for the interpretation of its explanatory notes. 

Obviously the launching of such a programme requires preparation, approval, and resources. 
It cannot take place at once nor will it be sponsored by most countries straight away. But the 
proposals ought not to be shelved as similar proposals were some thirteen or fourteen years 
ago. There is too much attention paid to the trade statistics to risk delaying their improvement. 
Their comparison with counterpart data shows that they can only stand increased attention 
if they are substantially improved or if their analysts become more aware of the limitations 
of the material on which they test their hypotheses. 
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ABSTRACT 

Most surveys have many purposes and a hierarchy of six levels is proposed here. Yet most theory and 
textbooks are based on unipurpose theory, in order to avoid the complexity and conflicts of multipur
pose designs. Ten areas of conflict between purposes are shown, then problems and solutions are advanced 
for each. Compromises and joint solutions fortunately are feasible, because most optima are very fiat; 
also because most "requirements" for precision are actually very flexible. To state and to face the many 
purposes are preferable to the common practice of hiding behind some artificially picked single purpose; 
and they have also become more feasible with modern computers. 

KEY WORDS: Allocations to domains; Mean-Square-Errors; Multipurpose allocation; Multipurpose 
design; Optimal allocation; Periodic samples; Sample size. 

1. INTRODUCTION 

Most studies involve several purposes during the planning stages and then typically many 
more purposes emerge later during the analyses of data and more during their interpretation 
and utilization. However, the real multipurpose nature of most studies tend to remain hidden 
under the surface of oversimplified, univariate discussions of study designs. This seems most 
clearly evident for sample surveys, which I shall discuss here; but I believe that this discrepancy 
also holds for other statistical designs, such as experimental and evaluation studies. 

In practice, surveys are usually multipurpose. Why then are multipurpose designs neglected 
in sampling theory? Because multipurpose theory would be too complex and difficult, and 
sampling theory is rather complex already; specific exceptions will be noted later. Even the 
descriptions we read of actual sample designs tend to follow and to borrow the prestige of 
univariate and unipurpose sampling theory, rather than to portray faithfully the many com
promises of complex reality. Many common designs (especially equal probability of selection 
method) probably serve robustly a variety of purposes, explicit planning of multipurpose designs 
seems to be rare, though much needed, I propose. 

There are several aspects to the multipurpose nature of survey samples, and these are displayed 
in a hierarchy of six levels in Section 2. Then ten areas of conflict between purposes are specified 
in Section 3. Sections 4 to 9 deal wkh specific areas of conflict, presenting approaches to and solu
tions for them. Some of these solutions are attributed to widely dispersed articles of survey sampUng; 
but others are more novel, hence less fully developed, derived, and referenced. 

In this overall review I aim first and foremost to serve practitioners with handy references 
on approaches, methods and procedures for multipurpose designs; to alert them both to the 
importance and to the feasibility of such designs. Second, I also wish to provide a framework 
for integrated, theoretical future work on the many problems and conflicts of multipurpose 
designs. Imperfections of my methods can serve as stimuli to others for better derivations for 
them, as well as for developing new methods. 

' Keynote address at the International Symposium on Statistics, Taipei, Taiwan, August 1986; and also at a seminar 
of Statistics Canada, October 7, 1987. 

^ Leslie Kish, Institute for Social Research. The University of Michigan, Ann Arbor, MI 48104 USA. 
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2. A HIERARCHY FOR LEVELS OF PURPOSES 

To begin with, we need some clarification of the meaning of "mukipurpose", because too 
many concepts are confused under this term in our literature. To reduce the confusion, I classified 
a score of purposes into six levels in Table 1. Most of the time either multiple variables or multi-
subject surveys (levels 3 or 4 in Table 1) are discussed and "multi-subject" (4) has sometimes 
been distinguished from multipurpose (3) for the same or closely related variables (Murthy 1967). 
Each of these six levels is shown in several specific manifestations, which can be usefully 
augmented and discussed in more detaU elsewhere (e.g., Unked Nations 1980; Lahiri 1963). 

Integrated survey operations on level 5 are related to, but should be distinguished from multi-
subject surveys, because they refer to organizations and institutions that conduct many surveys 
in diverse fields over longer periods of time (United Nations 1980; Foreman 1983). An earlier 
name was "continuing survey operations", when it was recognized that most large-scale, wide
spread sample surveys were conducted by continuing survey organizations like the U.S. Census 
Bureau, Statistics Canada, or our Survey Research Center. Such continuity has large advantages 
in costs and quality, with restraining effects on sample designs (Kish 1965). 

Master frames or master samples on level 6 refer to further extensions and specializations 
of multipurpose approaches. They may refer simply to using the same maps, or block listings, 
or area segments for several different surveys; or to the large-scale example of the "Master Sample 
of Agriculture" (King and Jessen 1945), where rural areas on the maps of all the counties of 
the USA were divided into segments of about four farms each; or to the firm that sells current 
listings of dwellings for most samples used in Western Germany. These very diverse examples 
have common bases in the savings from sharing the "startup" costs (of design, stratification, 
listing, etc.) for constructing sampling frames. 

Diverse statistics based on single variable and diverse domains (levels 1 and 2) have been typically 
neglected in the literature of multipurpose sampling, akhough they are the most common, but 
they can have the most drastic effects and cause the most dramatic conflicts, as we shall see later. 
The effect of designs can be very different for statistics like medians and quantUes or regression 
coefficients than the effects for means and for aggregates (Kish 1961; Kish 1965; Kish and Frankel 
1974). Furthermore, designing for period samples brings on new considerations (Section 8). But 
most dramatic effects can be seen simply for the means of smaU "subclasses" (e.g., as small as 
0.10 or 0.01) of the entire sample, representing similar "domains" in the population (Section 5). 

Each of the six levels of purposes presents different aspects for designs and each level can be 
fruitfully explored for more specific meanings and examples, some of which are listed in Table 1. 

The difficulties of multipurpose designs, which have caused them to be neglected and avoided, 
are of several kinds. First, the different purposes must be formulated explicitly in statistical terms, 
so that these may serve in formulas for their comparisons and for formulated compromises; but 
obtaining a (complete) list of such explicit, formal terms may be the principal obstacle. Second, 
estimates of variance and cost factors are needed for each purpose. Third, for some methods values 
must be obtained for the assigned to the "required'" precisions for all the purposes (Section 5). 
Fourth, the above values and estimates must be combined in a mathematical formulation in order 
to arrive at the solution of a single "optimal" design to be actually used. The computational tasks 
for such solutions have been eased by electronic computers, but the conceptual and theoretical 
tasks remain (Section 5). 

The difficulties of these tasks help to explain why discussions of multipurpose designs have 
been largely neglected designs in textbooks. However, note later references and bibliography here 
and in Rodriquez-Vera (1982); also Cochran (1977), and Chatterjee (1967). Furthermore, also in 
descriptions of actual surveys, often a single statistic (e.g. the mean) of a single principal variable 
is presented as the only (principal) purpose for the study. In the framework of multipurpose design 
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Table 1 

Hierarchy of Purposes 

1. Diverse statistics from the same variables 
- Totals or means or medians and quantiles, distributions 
- Analytical statistics: regressions, categorical analysis 
- Time aspects: static, macro-change, micro-change, cumulative 

2. Diverse populations and domains (subclasses) 
- Proper classes and crossclasses 
- Comparisons of subclasses 

3. Multiple variables on the same subject a 
- Alternative measures of one variable; 

e.g. of income, or unemployment 
- Diverse periods — per day, week, month, year 
- Several aspects of one subject: income, savings, wealth 

4. Multisubject surveys 
- Several subjects on same schedule, interview, operation 
- Health surveys of many diseases 
- Market research for several clients, many goods 
- Agricultural surveys of many crops 
- "Omnibus" social surveys 

5. Continuing, integrated survey operations 
- NSS in India, CPS in USA, NHSCP of UN 
- Separate surveys from one office and field staff 
- Common source of surveys 
- Diverse methods, costs, operations, allocations, respondents 

6. Master frames 
- Several samples from one frame or set of listings 
- Separate institutions, organizations 
- Separate field staffs? Same PSU's? 

design this is equivalent to assigning zero importance to all other purposes. The unreality of this 
pretense may be softened by assuming that other principal purposes would result in similar 
allocations; but this pretense should be buttressed with calculations of the four steps above. 

3. AN OVERALL VIEW OF TEN AREAS OF CONFLICT 

A brief overall view of ten areas of confiict, listed in Table 2, should be useful before we look 
at specific problems and possible solutions for each. The list will probably not prove exhaustive, 
and readers may weU find other areas. Even more likely, they may find within these ten areas other 
problems and other solutions not explored here. It would be convenient if the ten areas of con
flict should be linked rationally to the twenty purposes presented in sbc levels; we then could reduce 
this presentation to say, twenty purpose/conflict nodes or to ten level/conflict nodes. Unfortunately 
the areas of conflict denote a perpendicular dimension to the purpose and all (or most) of the 
10 X 6 cells have meaningful contents. 

Of this long list of ten areas of conflict fortunately not all need to be formulated for every actual 
sample design. I believe that possible conflicts about a) the sample sizes mg and about b) the rela
tion of biases to sampling errors should always be considered, at least informally, because they 
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are ubiquitous. Also c) allocation among domains and d) allocation among strata should receive 
at least a brief discussion, and often more. Computing sampling errors (j) should also be done 
on most surveys. However, in the common ease of one-time surveys, conflicts i) about design over 
time need not be considered. On the other hand, in a continuing operation with a continuing 
sarnpling frame, the decisions about e), 0. g). and h) (stratification, cluster sizes and measures) 
may have been made a long time ago for a fixed design. However, the cluster sizes (0 used in 
intermediate stages (blocks and segments) may be open to fiexible operational changes. 

It is also reassuring to know that compromises based on statistical methods can yield quite 
acceptable results, for several reasons (Sections 5-8). First, because moderate departures from 
optimal allocation result in only small or negligible increases of variance. Curves of efficiency tend 
to be flat within broad areas around the optimal points; thus great accuracy for separate designs, 
which would not be feasible, are not needed. Second, because wide departures from optimal 
allocations can, on the other hand, cause moderate to large increases in variances. Thus, ignoring 
important purposes can result in substantial losses of efficiency for them, and therefore those 
purposes should be included in compromise designs. Third, compromise designs, in accord with 
statistical methods, can reduce drastically the potentially large losses from allocations optimized 
for other purposes, and wkh only smaU increases over the separate optimal designs for each purpose 
(Section 5). 

4. SAMPLE SIZES AND BL\S RATIOS (B/a) 

These two areas of conflict, a and b in Table 2, should perhaps be considered most important 
overall, because they can be most dramatic. We treat them together here only because they may 
be closely related through the effects of subclasses. Let us begin with the familiar (simple random 
sampling with replacement) sample size AT? = SV K̂  needed to yield a "required" precision = K̂  
for a sample mean y, with element variance = 5^. However, the S\ depend greatly on the 
variables and on the domains, indexed jointly with g for the year p^; and the "required" 
V\ may vary even more. We also include design effects D\ that also vary, and thus 
m^ = S\D\/ Vg expresses the sample size needed for the mean of the variable g. For the mean 
pg of a domain g, comprising only the proportion Pg in the population the overall sample size 
needed for the domain becomes ng = mg/Pg, and it is more practical to formulate the needed 
sampling fraction/g = ng/N = SgZ> /̂ VJPgN. The factor (1-f) may be neglected or induded in 
£)g. The Pg become small and critical if high precisions are "required" for small subclasses. 

For comparisons of subclasses the variances increase even more: mg = {m~' + m^') ~' = 
n{Pa^ -I- Pft"')"". with the Pa and Pft denoting proportions in the sample « (assuming Sa = Sl). 
E.g., for the comparison of two subclass means of 0.01« and 0.10«, we have the "effective size" 
mg = /j(0.01~' -I- 0 .10" ' )" ' = n/110. For other statistics, such as medians and regression 
coefficients, formulating "required" sample sizes would become complex. It is more than we may 
discuss here, but some numbers may probably be specified. 

Considerations for subclass statistics become greatly modified if, in addition to variances 
ff^, we also include biases B^ in the Root-Mean-Square-Error = RMSE = V(a2 -(- B^) 
for measures of accuracy. Figure I is meant to portray a common tendency in the accuracy of 
survey data, although great differences in the relations of biases to sampling errors are possible; 
reading the legend is urged here. It occurs commonly that potential biases Bi are greater than the 
measurable sampling and variable errors a,, for the entire sample. However, on the horizontal 
axis the standard error aj is shown to increase by a factor of about 3 for 02 of a subclass of about 
I/IO of the total sample. For comparisons (differences) of two such subclasses a^ increases by 
about 1.4 more. 
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Table 2 

Ten Areas of Conflicts (a-j) 

a.(4)' Sizes m^ or rates/^ are needed for purposes g 

V] = S\Dl/m^^ndm, = S\Dl/V\oxf^ = S\D]/VIP^N 

where m^ denote subclass sizes and/^ = n^/N = m^/PgN denote sampling rates 

b.(4) Relation of biases to sampling errors in RMSE = V(a2 -I- B )̂ 
- The bias ratio B/a decreases as a increases for subclasses 
- For comparisons B/a tends to be small as B decreases, a increases 

c.(5) Allocation of the m^ among domains 

m, = L^m^ 

d.(6) Allocation of m^,, among strata h 

mg = L,,mg„ 

e.(6) Choice of variables for stratification 
Multivariate stratification 

f.(7) Optimal cluster sizes 

DI = [1 + Pg{Bg-l)]Bg = P^n/cf for crossclasses 

g.(7) Measures for cluster sizes 

h.(7) Retaining sampling units (PSU's) for changed subjects, measures and strata and 
for diverse subjects. 

i.(8) Design over time 
How much overlap? Panels? Change versus cumulation. 

j.(9) Computing and presenting sampling errors. 

The numbers (4) to (9) refer to sections with treatments. 

However, the hypotenuses denoting the RMSE are shown to increase much less. In RMSEi 
the bias Bi is shown to dominate, and this may happen for some variables in large total samples. 
However, the subclass RMSE2, because the bias was kept constant at B2 = Bi, increased only 
moderately and is dominated by 02. This is even more true for RMSE^, where the a^ has increased, 
but the biases — assumed to have the same sign, because that is a common tendency — decrease 
Bj in the difference of means. 

Examples of these phenomena abound everywhere and for all purposes are listed in Table 1. 
We choose the best known, critical statistics of unemployment, where admitted measurement biases 
may completely swamp the low values (e.g., 0.1 percent) of measurable fluctuations. However, 
for small subclasses (e.g. Black teenage boys) the sampling errors for small sample bases over
take the biases. For periodic comparisons the sampling variations become even more critical. 

These relations among biases and variable errors assumed here are not logically necessary, 
but empirical and common. Neglect of these simple relations leads to a great deal of confusion 
concerning the need for sample surveys of adequate precision, i.e. with small sampling errors, 
a. I propose Figure 1 as practical answers to some common questions, such as: Why do we spend 
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Figure 1. Variable errors (a) and biases {B) in root mean square errors (RMSE) 

The bases represent sampling errors and other variable errors (a). For example a, may be the sle{y,) for the mean 
y of the entire sample and a2 may be a larger sle(yj for a subclass mean, and a^ may be the steiy,. 'A y,,) for the dif
ference between two subclass means. 

The heights represent biases (B) and the hypotenuse denotes the RMSE = V(a2 + B2). (1) For the entire sample 
the bias B^ may be large compared with the variable error a^, thus taking larger samples would not decrease the RMSE| 
by much. (2) However with the same bias B,, but with a smaller sample in the subclass, the ratio changes and the oi 
dominates the RMSE2; and this is not much larger than for (1) despite a much smaller sample. (3) Furthermore, for the 
difference of means, the net bias By may be much smaller; so that even with a larger 03, the RMSE3 for the difference 
is but little greater than RMSE2. This drastic change in the bias ratio B/a tends to appear not only for differences between 
subclasses within the same sample, but also for differences between repeat surveys. 

money for large samples and on rigorous sampling methods in the face of large measurement biases? 
Why bother computing sampling errors when response biases dominate the total error? The impUeit 
answers come from the domination of sampling errors in the subclasses, and even more in their com
parisons. Let us make these implicit answers more explicit in future sample designs. 

5. ALLOCATION AMONG DOMAINS 

This most important and frequent area of conflict has several aspects. First, consider the 
allocation of total sample size (or effort or cost) among the domains that constitute a partition 
of the total population. A common example is allocation among the several (5, 10, 20 or 50) pro
vinces or regions or states of a country; those domains typically have very unequal populations 
A'̂ , with ranges of 1 to 100 perhaps in relative sizes, though they may cover roughly equal sur
face areas. Often the question takes this form: Should the sample sizes n^ be roughly equal; or 
should the n^ be proportional to the N,j, with constant sampling rates/^ = / ? Equal n,j tends to 
yield roughly equal errors, ste{p^ for the means. On the other hand, constant/^^ = / tends to 
yield the lowest ste{p„) for the overall mean y„ = H W^pd, because it yields lower errors for the 
larger domains. This error may be lower than "required" for p„, espeeiaUy in view of potential 
biases (Figure 1), and may not justify large total sample sizes and costs. This is the contention of 
proponents of equal sizes n^ for provinces. However, increased sampling errors for y„ are also 
suffered by most other subclasses, especially "crossclasses" like age, sex, socioeconomic classes, 
etc. whose sizes tend to proportionality to the total. Those are common disadvantages of the highly 
unequal/rf = n^/N^ for provinces that result from the equal n^ values. 

For example, in the Current Population Surveys of the USA, larger /^ are assigned to the 
smaller states. The resulting weighting increases the variances (for a fixed total cost) of the overall 
means and also of "crossclasses", such as young men and women, and especially of Black teenage 
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boys and girls (with critically high unemployment rates). Similar conflicts between national and 
provincial needs occur in all countries, because provinces have widely different populations. The 
need for better provincial data, for fixed total cost, conflicts with greater precision for national 
and for "crossclass" statistics. 

To reduce the usual confusion, 1 distinguish "domains" to denote partitions of the popula
tion, from "subclasses," the corresponding partitions of the sample. Then I distinguish "design 
domains" (and subclasses) to refer to partitions (like provinces and regions) that are contained 
in strata defined by the sample design, from "crossclasses" (like age, sex, occupation, income, 
etc.) that cut across the sample design, both clusters and strata, often almost randomly. The design 
effects differ for these two types of subclasses (Kish 1961, 1980, 1987). 

In addition, other sources of conflict may arise from domain differences other than their sizes: 
in the distribution of variables, also in the variances D^S^ precisions; but we need not enter into 
those complexities here. Beyond calling attention to the problems, we refer to two distinct tech
nical methods for the joint solution of the conflicts in aUocation, (the fourth step noted at the end 
of Section 2). One approach uses iterative nonlinear programming in order to satisfy for minimal 
cost the "required" precisions jointly for all stated purposes. These elegant solutions to diverse 
problems exploit modern computers and have been published in many articles since 1963 (see 
reviews and references in Bean and Burmeister 1978, Rodriquez-Vera 1982, Cochran 1977). The 
"required minimal" cost often turns out much too high, because the "required" precisions were 
unrealistic. Then the solutions are drastically rescaled downwards. But such rescaling exposes the 
false pretensions (in my view) of this elegant approach that depends on unrealistic "required" preci
sions. Principally, I question the reality of "step functions" for "required" precisions that assign 
a constant value to any variance below the required V^ and zero value to variances above it. 

A very different approach calls for some form of averaging between all the "optimal" (pre
ferred) allocations for various purposes, by minimizing the combined (weighted) variance either 
for fixed cost or fixed sample size. Of course, if the resulting combined variances turns out to be 
too high (or low), the solutions can be scaled up (or down) in total fixed cost or sample size. I prefer 
this solution, which compromises between different allocations, each of which would optimize for 
only one purpose (Yates 1981; Dalenius 1957). It involves assigning relative values of importance 
/g to all the list statistics and this may seem difficult (but an "ignorant" decision-maker can assign 
equal /g to all of them). But the other two alternatives are more extreme and they are bound to 
prove even more difficult: either to specify the "required" precisions of all statistics for the first 
approach, which then assigns arbitrarily equal weights of importance to all of them; or to specify 
one statistic for the total weight of one, and thus zero weights for all other statistics. 

Furthermore, compromises for the average can be shown to be generally feasible and wor
thwhile, because the allocations are insensitive to moderate changes of weights of important (as 
is often true in statistics). After aU, changing the relative importance by ratios of e.g., 2 or 5 should 
be less drastic than assigning the total weight 1 to one variable and 0 to all others, a process that 
implies infinite ratios of importance. 

First, denote with E, Kg,/«, the variance attainable for a statistic g with the allocations of sample 
sizes n, for the kh component of variation. Then let 1 -I- Lg{n) = (E,Kg,/«,)/K|(min) = E,Cg,/«, 
denote the ratio of increase (with the allocation n,) in the variance of the ̂ h statistic over its own 
minimal variance, both for the same fixed E/J,. Thus Lg{n) is the relative loss over the minimal 
value of 1, and accepting the relative variances Cg,7«, as the functions to be minimized is a critical 
decision; those functions seem to me more reasonable than any others that I can imagine for the 
functions to be combined in (1) below. For example, 1 prefer them to the Vji which depend on 
arbkrary unks of measurement, which are removed by the Kg,(min). But in rare cases we may be 
faced with Kg(min) = 0 or very small and this may make Cj, widly large and unstable; in these 
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Table 3 

Loss functions (1 -I- L) for two populations (Kish 1976) 

(A) (B) 
(1 -l-L) for 133 countries: 

(1 -l-L) for W2/IV2 = 4 0.2 to 100 mm 
Allocations m. 

Joint with 
weights 

LW,y, Ly,/1 Joint LfV,y, Zy,/133 1:1 f/I^:! 

MW, 1 1.56 1.28 1 6.86 3.93 
M/H 1.36 1 1.18 3.34 1 2.17 
ocV(W, 1.08 1.125 1.102 1.35 1.54 1.44 
ocV(IF? + H-2) 1.116 1.080 1.098 • 1.31 1.28 1.295 
ocV(0.5IK2 + / / - 2 1.47 1.17 (1.32) 1.27 
o:s/{lW} + H-^) 1.20 1.44 (1.32) 1.28 
<x-J{4Wj + / / - 2 ) 1.12 1.66 (1.39) 1.23 

In (A) there are two strata and domains (W, = 0.8 and W2 = 0.2); note that the allocation m, = s/W, does almost 
as well for the joint loss as the optimal. 

In (B) we have the populations of 133 countries, ranging in size from 0.2 to over 100 millions, a range of 500 in relative 
sizes. From this problem of allocation (for the World Fertility Survey) we omitted, for practical reasons, the four largest 
countries and a few under 0.2 millions. Their inclusion would raise the variance of relative sizes, Wj, from 2.5 to 12, and 
would make the results more dramatic. Note that the \/W, allocation reduces losses quite well. Some compromise is 
better than none. But the optimal allocation, V(TfT+~W^), is considerably better. Different values of/c//^(= 1/2,2/1 
and 4/1) increase slightly the variance of the joint loss function with (1:1) weights; but they remain steady for joint loss 
functions with their own weights /^/Z^: 1. 

Two examples in Table 3 illustrate the surprisingly good compromises between conflicting allocations yielded by the 
method of weighted averaging: its results on the fourth row of Table 3 compare very favorably with the others. The 
reasons for the excellent results come from the very broad flat surfaces for the optimal allocations, as discussed in Sec
tion 2 and shown elsewhere (Kish 1976; Kish 1987). For example, in Canada the 10 provinces vary seventy-fold from 
smallest to largest population sizes, and thus resemble B in Table 3; they serve as a graphical illustration in Figure 2. 
(See also Fellegi and Sunter 1974.) 

cases assign arbitrary values to the C|/ or to the /g below. These and the following including 
Table 3 are developed and discussed by Kish (1976). 

Then with the weights Ig assigned for relative importance of the gth statistic for any set of 
allocations /i, of the sample sizes, 

1 -̂  L{n) = Lglg{l + Lg{n)) = Eg/gE,C^,//J, 

= E,Eg/gC|,/«,- = E,Z?/«,-. (1) 

After changing the order of summation, we created the new variables Z ,̂ = ^glgCJ,. This 
function may be mirUmized to give compromise solutions for fixed total cost Ec,«,. For the con
flict between n^ = n/H of equal sample sizes for domains versus n^ = nW^ proportional 
to domain sizes Wfj, the optimal compromise allocations are found to be proportional to 
V(H^ + -W "̂̂ ), with equal values for Ig. 

An important example was provided by the (otherwise excellent) World Fertility Surveys, 
which used roughly equal sample sizes for small and large countries: actual sample sizes 
varied only within the range of 3 to 10 thousand and with no discernible correlation with 
population size. Consequently, there were two- or three-fold increases of variances in the 
continental averages of national surveys, their "main contributions to knowledge": 
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Figure 2. Five Alternative Allocations of Sample Sizes n,, of Fixed Total Ln,, 

The ten provinces of Canada illustrate graphically the usual conflicts from major domains with unequal 
sizes, also the feasible successful compromises. 

1 Allocation proportional to domain sizes n,, <x W,, is diagonal. 
2 Equal allocation n,, a \/H is a horizontal. 

Divergences of the two allocations are large near the ends. 
3 The square-root allocation, n,, <x \fW,, yields compromises at both ends. 
4 The "optimal" allocation n,,<x ^(W^ + 1/W) improves both ends, and especially with an 

appealing "floor" near the lower end. 
5 A "weighted" optimal n,, oc V(.8M^ -i- .1/H^) improves the upper end considerably. 

"So far, the main contribution to knowledge has been to confirm the downward trend in 
fertility that characterized much of Asia and Latin America in the I970's and to highlight 
the contrast with Africa where both fertility and the desire for large numbers of children remain 
high" (Macura and Cleland 1985). 

6. ALLOCATIONS TO STRATA AND CHOICE OF STRATIFIERS 

Domains and strata often get confused in discussions, but the two aspects should be kept distinct 
in practical work on designs. Domains refer to subpopulations for which separate estimates are 
sought, whereas strata are usually smaller partitions created for decreasing variances. For example, 
within provinces as domains more strata may be created to reduce province variances; but cross-
domains like age, sex and economic status tend to straddle across the strata. Allocations of sample 
sizes to strata, though often not as crucial as allocations to domains, may be important in case 
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of efficient disproportionate optimal allocations. The two methods of Section 5 for allocating 
sample sizes to domains can also be applied to allocations to strata, although the aims differ. Some 
of the references on nonlinear programming refer to domains and others to strata, and some 
confuse the two. 

The presence of several survey variables and statistics among the purposes have clear implica
tions for using more stratifying variables. Different survey variables will tend to have diverse 
optimal relations with the stratifiers; then it is best to use many stratifiers, even if each stratifier 
is used with only few stratum divisions (categories). Mukipurpose design is the best reason for 
multivariate stratifiction (Kish and Anderson 1978). It may also best justify the need for "con
trolled selection" methods. The choice of stratum boundaries, called "optimal stratification", 
is a related topic, but of less importance in this condensed presentation. 

7. CLUSTER SIZES; MEASURES OF SIZE; RETAINING UNITS 

In descriptions of sample designs we find sometimes that the design effect has been approx
imated with Z)g = [1 -I- Pg{B, - 1)], where p stands for a synthetic intraclass correlation of the 
"most important" variable g and b, = n/a, the average cluster size. This would yield the effec
tive element variance S^DJ and the variance S^D^/n for the mean of the variable g. However, 
we must question the contents of n and of 5,. If our population consists of married women of 
childbearing age, they may be only 10 percent of total persons and found in only 30 percent of 
dwellings; and much fewer than that for some rare populations. This situation has been treated 
in sampling for rare traits (Kish 1965). "Ordinarily we avoid large clusters, because of their adverse 
effects on the variance. But even large clusters of the entire population will yield only small clusters 
of a rare trak, if this is widely spread. For example, entire blocks may be sampled for persons 
over 65 years of age; entire villages may be searched for persons with an identifiable disease. If, 
on the contrary, the trait is concentrated in small areas, those areas often can be recognized and 
stratified accordingly." 

In multipurpose designs, the crossclasses of the sample will be of variable sizes that are portions 
of the total sample size n,, with Mg as their different proportions in the populations. Thus we 
want to estimate in the design not only [1 -I- Pg{b,-1)] for diverse variables g for the total 
sample «,, but also [ 1 -I- Pg{b, - 1)] for many crossclasses. Here, as in Section 6, the index g 
is made to serve both variables and subclasses, in order to simpUfy notation. Then we make use 
of some conjectures that have been shown to be good approximations in thousands of empirical 
computations for scores of samples: 

[1 + Pg{Bg - I)] = [I + pg{MgB,-l)] = [1 + p,{MgB,-l)] (2) 

That is, we use Bg = MgB, and Pg = p, as rough approximations. True that this somewhat 
underestimates the average values of D\ for crossclasses, because of variations in duster sizes 
of crossclasses. But that is a small factor compared to the large variations of Pg between variables 
(Kish 1987; Verma et al. 1980; Kish et al. 1976), and that underestimate has small effects on the 
efficiency of designs. It is important to consider efficiencies of estimates for subclasses as well 
as for the entire sample; these considerations point to considerably higher efficiencies for larger 
clusters than would be shown for B, and n, for the total sample only. 

Measures of size are related to cluster sizes, but differ because of errors in the available measures, 
due especially to different population contents and to obsolescence. We must also note problems 
concerning measures of size for multisubject surveys and for "integrated survey operations" for 
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different populations, which may especially need drastic compromises. Those two levels of 
purposes (Table 1) should be distinguished because multisubject surveys use single samples in 
one operation; but integrated survey operations may use different sizes of sampling units for 
different surveys (Unked Nations 1980). For example, consider integrated designs for total 
populations and for agriculture; also perhaps for ethnic subpopulations; also perhaps for indus
trial or business activities: the measures of size for each of these may differ greatly. Yet some 
compromise solution may be found to yield reasonable efficiencies for each. 

Measures of size are also closely related to problems for "Retaining units after changing strata 
and probabilities" (Kish and Scott 1971). Those methods were designed to deal with changes 
over time of sampling unks, both in measures of size and in stratifying variables; but the methods 
are also relevant for differences between survey variables: 

"Unequal selection probabilities are often assigned to sampling units. Our methods, though 
more generally applicable, are especially needed for the selection of primary sampling units for 
surveys. Often these are selected separately from many strata, wkh one selection from each stratum. 

"After the initial selection the units may be used for many surveys over several years. But 
as time passes, the needs of new surveys may be better served by new strata and new selection 
probabiUties, based on new data, than by those used for the initial selection. The difference 
between initial and new data may be due to differential changes among the sampling units as 
revealed by the latest Census. Or the differences may be due to changes in survey objectives and 
populations; for example, a sample initiaUy designed for households and persons may later be 
required to serve a survey of farmers, or college students. Obviously our methods are also 
applicable to designing simultaneously a related group of samples with differing objectives." 

This method allows for using the best measures (for size and for strata) separately for each 
sample purpose, but maximizing the retention of the overlap of sampling units between the samples 
for separate purposes (especially PSU's). However, it would be possible to design a compromise 
that would average the measures in order to achieve a complete overlap of units, but sacrificing 
some efficiency for each of the purposes. A compromise between the two techiUques may be even 
better than either: increase the overlap with small sacrifices of separate efficiencies by recognizing 
only differences of measures that surpass some arbitrary minimal criteria (Kish and Scott 1971). 

8. PURPOSES AND DESIGNS FOR PERIODIC STUDIES 

Periodic studies provide areas of conflict with great and growing importance as their numbers 
and sizes increase. It is wrong to assume that those expensive and influential surveys have only 
one of the five purposes listed in Table 4, because usually they are needed for several or all, if 
the design permits their use. 

In Table 4 we note five purposes and six designs. The first four are paired with similar letters 
on the same four lines. These pairings call attention to designs that best serve, with reduced 
variances, each of the four purposes. Most periodic studies have several purposes and thus we 
should face, and perhaps solve, the difficult problems of multipurpose designs. Actually cur
rent levels (A) and net changes (C) can be served with any of the six listed designs, but with some 
increase in variances or in costs. However, individual (gross, micro) changes (D) need panels; 
and cumulations (B) need some changes of samples, and are fastest without any overlaps. For 
current levels (A) variances can be somewhat reduced with estimators using correlations from 
partial overlaps. Net changes (C) benefit from correlations from any overlap, and most from 
complete overiaps (Cochran 1977; Kish 1987; Kish 1965). Reasonable compromises often become 
possible, when purposes can be defined. However, extraneous considerations may rule out some 
designs (e.g., overlaps may be either prohibited or enforced) and thus force the use of less effi
cient — but still valid — designs. 
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Table 4 
Purposes and Designs for Periodic Samples 

Purposes Designs 
Rotation 
Scheme 

A. Current levels 
B. Cumulations 
C. Net changes (means) 
D. Gross changes (individual) 
E. Multipurpose time series 

A. Partial overlaps 0 < 
B. Nonoverlaps P = 0 
C. Complete overlaps P 
D. Panels 
E. Combinations, SPD 
F. Master Frames 

P < 1 abc-cde-efg 
aaa-bbb-ccc 
aaa-aaa-aaa 

same elements 

The chief variation in these six designs concerns the amount (and kind) of overlaps between 
periods. The rotation scheme of complete overlaps shows, with aaa-aaa, that the periods have 
aU common parts; the nonoverlap with aaa-bbb shows none; and the partial overlap abc-cde-
efg shows c and e as 1/3 overlaps between succeeding periods only. This section concentrates 
on the effects of varying proportions of overlaps P in diverse designs on different purposes; in 
complete overlaps P = 1, in nonoverlaps P = 0, and in partial overlaps 0 < P < I. The pur
poses are discussed in terms of variances for estimated means, because means (and percentages, 
rates, proportions) are both the most used and the simplest estimates. Effects on other estimates 
will not be entirely different but they are too many, diverse, and difficult to be explored here. 

More discussions of panels is also available elsewhere, with its advantages, disadvantages, 
problems and solutions (Duncan and Kakon 1986; Kish 1987). I call attention to SPD, or Split 
Panel Designs, that I am trying to promote for multipurpose designs. These would combine a 
panel sample P with new rotating or "rolling" samples, so that Pa-Pb-Pc-Pd would symbolize 
the periodic samples. The rolling samples a,b,c,d etc., could be cumulated into larger samples. 
The panel P serves primarily to provide micro (individual gross changes). But it also serves as 
the partial overlap for better estimates of both current levels and macro (mean, net) changes 
for any pair of periods. 

9. COMPUTING AND PRESENTING SAMPLING ERRORS 

It seems questionable to include this topic under design, but I have no doubt that thjs is a 
multipurpose problem. The strategies for computing and presenting sampling errors deserve sep
arate listing as an area of conflict among the many statistics given generally for the results of 
surveys. It is not enough to present standard errors for only one or a few of the most important 
statistics: they are too many and too diverse. Because of that diversity, the practice has grown 
up to compute from the variances other expressions of sampUng variability, especially estimates 
of the "design effects" dl; also sometimes from the d] = 1 + Pg{Bg - 1), estimates of the syn
thetic intraclass correlation pg. 

Briefly, I advise: a) Compute sampUng errors for many variables, because the variances, the 
design effects {d^), and the intraclass coefficients {pg) can and do differ greatly between 
variables, b) You may have to do some averaging of sampling errors, because it may be inconve
nient or confusing to present them all. c) It may be nekher feasible nor necessary to compute 
sampling errors for all subclasses, because they can often be approximated with reasonable 
models, d) It is necessary to present sampling errors for subclasses and for other statistics to 
guide the readers of the reports (Kish 1965; Kish 1987; Verma et al 1980). I hope that this topic 
will receive in the future from theorists and methodologists some of the attention it needs. 
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10. CONCLUSIONS 

For the ten areas of conflict of Section 3 approaches and solutions are proposed in Sections 
4 to 9 that are very diverse. Averaging allocations among domains in Section 5 seems to give 
surprisingly good compromise solutions. The advice in Section 6 to use more stratifiers can also 
yield worthwhile gains. In Sections 4 and 7 considerations for subclass estimates lead to drastically 
different decisions for sample designs. In Section 8 we note how periodic designs can be best 
suited to purposes, and best compromise for multipurpose aims. We looked at the different levels 
of purposes and at the various areas of conflicts jointly. Asking the right question is the core 
of most problems. I propose multipurpose design as a new paradigm, to replace "optimal" solu
tions to artificially partial questions such as: What is the optimal allocation for the mean^ or 
the total y of "the most important" variable? 
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On the Stratification of Skewed Populations 

PIERRE LAVALLEE and MICHEL A. HIDIROGLOU' 

ABSTRACT 

For a given level of precision, Hidiroglou (1986) provided an algorithm for dividing the population into 
a take-all stratum and a take-some stratum so as to minimize the overall sample size assuming simple random 
sampling without replacement in the take-some stratum. Sethi (1963) provided an algorithm for optimum 
stratification of the population into a number of take-some strata. For the stratification of a highly skewed 
population, this article presents an iterative algorithm which has as objective the determination of stratifica
tion boundaries which split the population into a take-all stratum and a number of take-some strata. These 
boundaries are computed so as to minimize the resulting sample size given a level of relative precision, simple 
random sampling without replacement from the take-some strata and use of a power allocation among 
the take-some strata. The resulting algorithm is a combination of the procedures of Hidiroglou (1986) and 
Sethi (1963). 

KEY WORDS: Iterative algorithm; Optimum boundaries; Take-aU; Take-some. 

1. INTRODUCTION 

Efficient sampling of highly skewed populations such as those displayed by business surveys 
require that they be stratified into a take-all stratum and a number of take-some strata. The whole 
of units the take-all stratum is selected with certainty whereas units in the take-some strata are 
selected by a probability mechanism. Approximate cut-off rules for stratifying a population into 
a take-all and a single take-some stratum have been given by Glasser (1962) and Hidiroglou (1986). 
Glasser (1962) provided the cut-off value under the assumption that a fixed total sample size was 
to be drawn from the take-all and take-some stratum, and that the take-some sampled units were 
to be selected without replacement using simple random sampling. Hidiroglou (1986) provided 
the cut-off value under the assumption that a required level of precision had to be satisfied. These 
two approaches are dual in the sense that Glasser's objective was to minimize sampling variance 
for fixed sample size, whereas Hidiroglou's objective was to minimize sample size for fixed sampling 
variance. 

In this article, an algorithm for stratifying a highly skewed population into a take-all stratum 
and a number of take-some strata will be presented. The objective will be to minimize the overall 
sample size given the coefficient of variation of the estimator and the allocation scheme of the 
sample to the take-some strata. The strata boundaries wUl be derived in term of an auxiliary variable 
which is closely related to the information being collected by the survey. For example, for a census 
of retailers, if yearly sales is one of the variables measured, this auxiliary variable can be used to 
determine the strata boundaries for a single-purpose survey which collect sales on a monthly 
basis. For a multi-purpose survey, given that the strata boundaries have been determined using 

' Pierre Lavallee is Methodologist and Michel A. Hidiroglou is Chief, Business Survey Methods Division, Statistics Canada, 
Ottawa, Ontario KIA 0T6, Canada. The authors would like to acknowledge France Bilocq, Business Survey Methods 
Division, Statistics Canada, for programming the examples. 
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an auxUiary variable closely related to the main variable, the optlmaUty of these boundaries will 
diminish for other variables which are not weU correlated wkh it. The algorithm is a modification 
of Sethi's (1963) method for stratifying a population. The resulting boundaries, which are optimal, 
will provide the required minimum sample size. 

The allocation scheme which has been chosen to illustrate the method is the power allocation. 
The use of this type of allocation enables the pubUcation of strata estimates which do not have 
markedly different coefficients of variation. Power allocation has been proposed by Cartel (1970), 
FeUegi (1981) and Bankier (1988). It is found to offer in practice a compromise between Neyman 
allocation and the requirement to have equal coefficients of variation for each stratum. A disad
vantage of Neyman allocation is that if estimates are required for each stratum, the associated 
coefficients of variation may be quite different between the strata. Alternatively, an allocation 
which achieves equal coefficients of variation amongst the strata may require sample size which 
is much larger than the one required under Neyman allocation. In our context, power allocation 
would enable the publication of estimates for strata of varying sizes (small, medium and large) 
compaiUes with simUar coefficients of variation. 

The method developed in the paper wiU be numerically compared, in terms of boundary values 
and sample size, to the Dalenius — Hodges (1959) cumulative square root f rule, as weU as to 
a mixture of the Hidiroglou (1986) and the Dalenius — Hodges (1959) stratification methods. The 
algorithm, which is recursive in nature, is simple to program and converges rapidly to the optimum 
boundary points. It also offers substantial savings in terms of sample size for given reliability 
criteria. 

2. THE PROBLEM 

Consider a finite ordered population of N units: 

.^(1). y(2)> • • •.>'(Ao> 

wkh >>(,) < 7(i+,) for / = I, 2, . . ., A^- I. This population is to be stratified into L strata. The 
number of units in each stratum is denoted by Nf,, h = 1,2 L. The sampUng scheme calls 
for nf, units to be drawn from each corresponding take-some stratum of size Nf, {h = 1, 
2, . . ., L - 1) without replacement, using simple random sampling, with n^ = N^. The mean 
to be estimated is 

L Mf, 

5 ^ = 1 ; D yoVN (2.1) 

A = 1 j = Mh-i + l 

h 

where Mf, = '^ N, for h = 1,2 L and M^ = 0. 
;• = 1 

Given this set up, the estimator of population mean Y is 

Y = 
^- ' N 

A = l " J = mf,_i + \ J = M[^_i + l 

/N (2.2) 
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h 

v/bereyM^_^ + i < Zj < Jw^fory = m^.,-!-1, . . ., mf,{h = 1, 2 L-l),mf,= J^ ni 
i = 1 

for h = 1,2, . . ., L and m^ = 0. 
Assume that the desired level of precision for the estimated mean is specified by c (coefficient 

of variation) and that the proportion of sampled units to be allocated to each of the first L - 1 strata 
L - l 

is af, {h = 1, 2, ..., L -1) where T^ Uf, = 1. The term "o/," is conveniently used to 
h = 1 

represent any type of allocation to the strata. For instance, in the case of A -̂proportional power 
allocation, 

K 
ah = -r:r- (̂  = 1,2, . . . , z , - i ) L-l 

D 
h = 1 

< 

and in the case of F-proportional power allocation, 

YP 
^h 

Oh = 
L - l 

h = 1 

where 0 < p < 00. The power aUocations have the property that under relatively simple 
assumptions and for a suitable choice ofp, the coefficients of variation for the take-some strata 
tend to be equalized without a significant increase in the overall coefficient of variation. This 
equality of coefficients of variation is often desired by the users of the survey data. 

In practice, the value ofp is often chosen to be 1/2 or 1/3. A small value of p (i.e. p close 
to 0) usually yields similar stratum coefficients of variation while a larger value increases the 
discrepancy between the coefficients of variation but also increases the precision of the overall 
estimates. 

It would be noted that these power allocations are equivalent to the allocation proposed by 
Bankier (1988) when the population coefficients of variation of the take-some strata are equal. 

The variance of Y is 

1 ^"' N, 
^(^) = 2̂ E -iNh-nf,)S^, (2.3) 

where S^ denotes the population variance of each stratum h. In terms of the desired level of 
coefficient of variation c, V{ Y) may be reexpressed as V{7) = c^Y^. Substituting nf, = {n 
- Ni) Uh and V{ Y) = c^Y^ into (2.3) and solving for n obtains 

L-l 

E Ni Sl/Uf, 

n = NL + '-^ —^ . (2.4) 

(7VcF)2 + D ÂA Si 
h = I 
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The problem is to find boundaries 6(i), b^2), • • •, ^ ( L - D (where j(i) < 6(i) < . . . 
< B(L-i) < y(N)) such that the overall sample size n is minimized, given the level of reliability 
c and the specific allocation scheme (represented by Uf,). 

3. THE ALGORITHM 

The approach used in this paper, for obtaining stratification boundaries for a desired level of 
precision, has first been used by Dalenius (1950) in the ease of stratification boundaries for a given 
sample size. It is first assumed that the sampling is done from a population whose frequency 
distribution may with sufficient accuracy be represented by a continuous density/(>'). Then, for 
a given set of boundaries 6(i), . . ., ^CL-I) the following quantities are defined: 

, ''(A) 
^h = f{y)dy, (3.1) -A b(h-l) 

l^h = \''^^\f{y)dy/Wf„ (3.2) 

( A - l ) 

forh = 1 L, with 6(o) = -oo , b(i) = -i-oo. 
Equation (2.4) can then be rewritten as 

(h-i) 

ol = y^f{y)dy/Wf, - f,f,\ (3.3) 

\ h - \ / 
n = NWL + ' ' = ' ^_, , (3.4) 

TVcV' + D Wf,ai rvf, C 

h = I 

where 

yf{y) dy. 
( 0 ) 

It should be noted that even if the population is considered to be large, the finite population 
correction (f.p.c.) factor is still present in equation (3.4) - see Dalenius-Gurney (1951). By defini
tion, the take-all stratum needs to have a finite population in order to get a finite sample size. 
Also, ignoring the f.p.c. would not lead to a zero variance for the take-all stratum. 

The Uf, in equation (2.3) can also be represented using the quantities (3.1), (3.2) and (3.3). In 
the case of the A'-proportional power aUocation, we get: 

Oh = I T l . (3-5) 

h = 1 

for h = 1, .., L- 1. 
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For the K-proportional power allocation, the following is obtained: 

i^hl^h)" 

37 

Ch L-l 
(3.6) 

D i^hlJ^h)' 
h = 1 

where 0 < p < oo. 
In this paper, the ^-proportional power allocation will mainly be considered but the calcula

tions can also be performed for the N-proportional power allocation and, in fact, for any kind 
L-l 

of allocation represented by some Uf, where Y] af,= l. Putting equation (3.6) into (3.4), we 
A = 1 get 

r i - i 
N 

n = NWL -\-

X; ifVf, af,)HWf, ,,f,)-P ^ {Wf,,,f,) 
h = 1 

L-l 

I - A = 1 (3.7) 
L-l 

N c^IJi' + 2 ] ^h ol 
A = 1 

In order to find the optimal boundaries 6(i), . . ., 6(z._ i) such that the sample size n will 
be minimum, the derivatives of equation (3.7) are taken wkh respect to 6(i) ^(z.-1) ' 
respectively, and equated to zero. The resulting equations are: 

For h = 1, . . .,L-2, 

[FTf,- FTf,^i] blh) + 

[FKf, - 2yif,FTf, - FKf,^i + 2,i^ + , P r ^ + , + 2/^^.45 - 2^f,^iAB] b(h) + 

[FTf,,xi + F Tf, ol-FTf,^i MA\, - P T,^, a,̂ ,̂ - AB^ + ABfi^^, ] = 0, (3.8) 

and for h = L-l, 

[FTL-I - AB] 6 ( \ _ „ + 

[FKL-I - 2tiL-iFTL-i + 2,XL-iAB] b^^-i) + 

[ P r ^ _ , M L - i +FTi^_ia^_i -^ f iML-i - P ' ] = 0, (3.9) 

where 

L - l 

^ = D iWhiJih)", 
h = I 
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L-l 

B= ^ iWhOf,)^ {Wf,^f,yp, 
A = 1 

L - l 

F^Nc^lx" +Y, ^i'"^' 
A = 1 

Kf, = Bp{Wf,iXf,)P-' - Ap{Wf,af,f{Wf,y^f,)-P-\ 

Tf, = A Wf,{Wf,f,f,)-P. 

Labeling the coefficient of b}f,) as af,, the coefficient of b^f,) as fff, and the remaining terms as 
jf,, equations (3.8) and (3.9) can be represented as quadratic equations of the form «/, b^f,) + fff, 
B{h) + 7A = 0- However, as pointed out by Sethi (1963), the terms af,, fff, and yf, are themselves 
functions of 6(,), . . ., 6(i,_i) through the integrals (3.1), (3.2) and (3.3). Using Sethi's (1963) 
approach, equations (3.8) and (3.9) can easily be solved using the following iterative method: 

STEP 1 : Start wkh some arbitrary boundaries 6(,) < . . . < 6(z,_i). 

STEP 2 : Calculate the proportions W^, the means fii, and the variances â '̂ (from equations 
(3.1), (3.2) and (3.3), respectively) based on these boundaries, /j = 1 L - l . 

STEP 3 : Replace the inkial set of boundaries by 6(7), . . ., ^ ( L - D where 

b^h)= ;—: ,h = 1, . . . ,L-1. (3.10) 
2 ah 

STEP 4 : Repeat steps 2 and 3 tUl two consecutive sets are either identical or differ by negligible 
quantities, i.e. 

L - l 
max I b(h) - b^f,)\ < e for some e > 0. (3.11) 
h = 1 

It should be noted that it can be proved that the sign before the square root {-/~) is 
positive because b^f,) lies between n^ and /i^'+i. 

The difficulty of using the above algorithm is that some knowledge of f^y), the approximate 
density, is required. Since the population considered is finite, k is possible to overcome this dif
ficulty by replacing the quantities (3.1), (3.2) and (3.3) by corresponding expressions based on the 
firute population. Hence, proceeding as in Cochran (1977), the infinite population parameters given 
by expressions (3.1), (3.2) and (3.3) can be replaced by their finite population counterparts. That is: 

Ŵ A = ^ > (3 .12) 
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I ^ ^ J 
^" = ^ 7 - L yu)' (3.13) 

^^' = 1 7 - h yu) - ^A ^A. (3.14) 
^ " - ' y - ^ A - D + i 

for /i = I L. 
Using these last quantities, the problem described in section 2 of finding boundaries b^i) 

6(£_i) such that the overall sample size n is minimized for a given level of reliability c and a 
specific allocation scheme can easily be solved by the foUowing iterative method: 

STEP 0 : Sort the population >'i, . . ., ̂ •̂ v in ascending order and set 6(0) = y^i^andb^i) - y^/^y 

STEP 1 : Start with some arbitrary boundaries such that 6(0) < b^i) < . . . < 6(/,.i) < b^l). 

STEP 2 : Calculate the proportions W^, the mean Y^ and the variance S^' (from equations 
(3.12), (3.13) and (3.14) respectively) based on these boundaries, h = 1, . . ., L-l. 

STEP 3 : Replace the initial set of boundaries by b^i^ . . ., 6(i_i) where 

. '• -oth + ^//3/,'^ - 4 Ufi y^ 
b(h) = ;—•• , h = 1 L - l . 

2af, 

STEP 4: Repeat step 2 and 3 till two consecutive sets are either identical or differ by negligible 
quantities, i.e. 

L - l 
max I blh) - b^h) I < e for some e < 0. 
h = 1 

The use of this algorithm with real data will be compared to others in the next section. 

4. SOME ILLUSTRATIONS 

In order to display results given in Section 3, we will use data obtained from the Annual Retail 
Trade and Wholesale Trade Surveys conducted at Statistics Canada. These surveys measure the 
sales of comparUes whose principal business is retailing or wholesaling respectively. Three popula
tions have been used to Ulustrate the algorithm. They are, respectively, other products in Wholesale 
in Quebec (Population I), other foods in Wholesale in Manitoba (Population 2), and appliances, 
television, radio and stereo stores in RetaU in Quebec (Population 3). Those populations have been 
chosen to reflect different combinations of population sizes: high, medium and low. The skewness 
for these populations is 24.2 (for Population I), 6.5 (for Population 2) and 13.6 (for Population 3). 

The numerical results provided by the algorithm will be compared to those obtained using two 
other methods. The first method is to simply stratify the population using the cumulative square 
root / rule given by DaleiUus-Hodges (1959). The second method is to determine the cut-off 
boundary between take-aU and take-some strata usmg the approximation given by Hidkoglou (1986) 
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and then to apply the cumulative square root/rule to stratify the non take-all population into 
a number of take-some strata. The different methods will respectively be labelled as i) Cumf'^' 
rule, ii) mixture, and iii) optimum, for the currently proposed algorithm. The sole use of the 
Dalenius-Hodges (1959) method is not realistic because it would, in practice, only be used after 
the take-all stratum had been identified using some given arbitrary rule. However, we display the 
sole use of this method to caution against its blind use in the context of highly skewed populations. 

The Hidiroglou (1986) cut-off point is obtained via the following iterative process: 

h - „ - 1 ^ ^ \l2 ^2 v 2 _L c2 I Vi 

iN-t) 
-jN'c'Y' + S\r,-r • ) ' 

(4.1) 

where 

I^IN-I'] -
N-

N-f 

- . D >'<i 
( = 1 

(4.2) 

Table 1 
Effect of Varying Coefficient of Variation and Power Allocation 

on Sample Sizes for Three Stratification Methods 
(Population 1 — Size = 1221) 

c 

0.05 

0.05 

0.01 

0.05 

0.10 

P 

0.25 

0.50 

1.00 

1.00 

1.00 

Strata 

1 
2 
3 

Total 

1 
2 
3 

Total 

1 
2 
3 

Total 

1 
2 
3 

Total 

1 
2 
3 

Total 

) 

NH 

1196 
20 

5 

1196 
20 

5 

1196 
20 
5 

1196 
20 

5 

1196 
20 

5 

Cum/'-"' Rule 

«A 

177* 
20 
5 

202 

178* 
20 

5 
203 

616* 
20 

5 
641 

180* 
20 

5 
205 

56* 
20 

5 
81 

*(M 

3,715,320 
14,786,280 

3,715,320 
17,786,280 

3,715,320 
14,786,280 

3,715,320 
14,786,280 

3,715,320 
14,786,280 

Stratification Method 

N, 

1017 
152 
52 

1017 
152 
52 

751 
215 
255 

1017 
152 
52 

1073 
109 
39 

Mixture 

"A 

16 
14 
52 
82 

16 
13 
52 
81 

37 
34 

255 
326 

16 
11 
52 
79 

7 
4 

39 
50 

* ( A ) 

465,180 
1,131,961 

465,180 
1,131,961 

196,840 
383,033 

465,180 
1,131,961 

592,900 
1,953,113 

N>, 

891 
290 
40 

863 
318 
40 

687 
374 
160 

858 
323 
40 

1007 
191 
23 

Optimum 

"h 

11 
13 
40 
64 

10 
14 
40 
64 

36 
78 

160 
274 

8 
16 

_40 
64 

7 
9 

23 
39 

t>(h) 

302,912 
1,835,930 

289,422 
1,832,038 

162,068 
564,076 

271,920 
1,867,254 

442,357 
4,032,950 

*Requires over allocation to satisfy coefficient of variation. 
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Table 2 
Effect of Varying Coefficient of Variation and Power Allocation 

on Sample Sizes for Three Stratification Methods 
(Population 2 — Size = 44) 

c 

0.05 

0.05 

0.01 

0.05 

0.10 

P 

0.25 

0.50 

1.00 

1.00 

1.00 

Strata 

1 
2 
3 

Total 

1 
2 
3 

Total 

1 
2 
3 

Total 

1 
2 
3 

Total 

1 
2 
3 

Total 

N, 

42 

42 

42 

42 

42 

Cumf'^ Rule 

«/. 

38 
1* 

_1 
40 

38 
1* 

_[_ 

40 

42 
1 

_\_ 
44 

38 
1* 
1 

40 

30 
1* 

_\_ 
32 

*(/.) 

137,939,900 
459,739,000 

137,939,900 
459,739,000 

137,939,900 
459,739,000 

137,939,900 
459,739,000 

137,939,900 
459,739,000 

Stratification Method 

NH 

32 
6 
6 

32 
6 
6 

25 
5 

14 

32 
6 
6 

34 
6 
4 

Mixture 

"* 

1 
1 

_6 
8 

1 
1 

_6 
8 

1 
1 

J4 
16 

1 
1 
6 
8 

1 
1 

_4 
6 

* ( A ) 

4,708,409 
10,622,301 

4,708,409 
10,622,301 

1,059,550 
3,742,377 

4,708,409 
10,622,301 

4,848,218 
16,749,625 

Nh 

29 
11 
4 

28 
12 
4 

25 
10 
9 

26 
14 
4 

28 
13 
3 

Opt 

n* 

1 
1 

_4 
6 

1 
1 

_4 
6 

1 
4 

_9 
14 

1 
2 
4 
7 

1 
1 

_3 
5 

mum 

* ( A ) 

3,029,455 
17,461,464 

2,582,819 
17,640,325 

1,153,322 
5,969,271 

1,779,500 
17,349,902 

2,413,800 
30,091,449 

'Requires over allocation to satisfy coefficient of variation. 

and 

1 N - t ' 

\N-f] 
N-t' -1 

Yt iyO)-l^ [N-r'])^ 
/ = 1 

The number of take-all units obtained for each step of this iterative process is / ' . The starting 
point for this approximation is 

BTA = Mi/v) + [Nc^7^ + S^yv]] (4.3) 

The stopping point for (4.1) is reached when the following inequality is satisfied: 

0 < I - «( / )/n{t ) < O.IO (4.4) 
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Table 3 
Effect of Increasing the Number of Strata on 
Sample Sizes for Two Stratification Methods 

p = I, c = 0.05 

Population 1 
(N = 1221) 
Stratification 
Method 

Mixture 

Optimum 

Strata 

1 
2 
3 
4 
5 

Total 

1 
2 
3 
4 
5 

Total 

N, 

1017 
152 
52 

858 
323 
40 

3 

"A 

16 
11 
52 

19 

8 
16 
40 

"64 

* ( A ) 

465,180 
1,131,961 

271,920 
1,867,254 

Number of Strata 
4 

Nh 

897 
194 
78 
52 

704 
373 
112 
32 

"h 

6 
5 
4 

52 

"67 

3 
7 
6 

32 

"48 

*(*) 

311,117 
641,252 

1,131,961 

173,981 
604,869 

2,676,449 

Nf, 

823 
194 
101 
51 
52 

655 
358 
163 
29 

. 16 

5 

"h 

3 
1 
1 
1 

51 
61 

2 
4 
5 
4 

J6 
31 

*(/.) 

245,090 
465,180 
751,297 

1,131,961 

149,327 
453,114 

1,522,329 
5,810,487 

Population 3 
{N = 161) 

Mixture 

• 

Optimum 

1 
2 
3 
4 
5 

Total 

1 
2 
3 
4 
5 

Total 

106 
39 
16 

86 
65 
10 

6 
6 

16 

"28 

4 
9 

10 

"23 

265,480 
553,255 

199,415 
680,942 

84 
38 
23 
16 

55 
61 
39 
6 

2 
2 
2 

16 

"22 

1 
3 
5 
6 

185,320 
335,620 
553,255 

125,572 
312,769 
826,942 

71 
35 
22 
17 
16 

34 
51 
42 
29 

5 

1 
1 
1 
1 

20 

I 
1 
2 
3 

_5 
12 

155,260 
265,480 
385,720 
553,255 

83,594 
192,215 
382,236 
906,894 

where 

«(0 = ^ + 
(TV-rysf^v- ( ' ] 

{NcY)^ -I- {N-t ) Sryv- ' ' ] 

(4.5) 

Tables 1 and 2 display the resuks for a large population (Population 1) and a small population 
(Population 2) for a number of different coefficients of variation and power allocations. Table 
3 displays the results for the large population (Population I) and a medium population (Popula
tion 3) by varying the number of strata. For all three tables, the allocation of the sample to the 
take-some strata is the power y-proportional scheme. 

The following conclusions can be drawn from Tables 1 and 2. The use of the cumulative square 
root/rule to determine boundary points is very inefficient in the present context. Substantial gains. 
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in terms of sample size reduction, are made by using the mixture rule. For the three strata used 
in those two tables, further reductions in sample size of the order of 20% can be achieved by using 
the optimum rule. For a given fixed coefficient of variation, the variation of the power " p " has 
a minor impact on the resulting sample size. As expected, sample sizes increase when the required 
coefficient of variation, c, is decreased (for a fixed power aUocation). The optimum method declares 
less take-all units (stratum 3) than the mixture method, or stated another way, the take-all stratum 
boundary is higher for the optimum than for the mixture. The cumulative square root rule loses 
its efficiency in the take-all stratum boundary determination. It is readily observed that the boun
dary for this method is significantly higher than those obtained with the other methods. 

In Table 3, we only compare the mixture and optimum methods for two populations, varying 
the number of strata, for a fixed coefficient of variation and y-proportional power allocation. 
Similar conclusions to those drawn from Tables I and 2 hold. The effect of increasing the number 
of strata is to reduce the number of sampled units for both methods. However, the reduction 
becomes more pronounced for the optimum method as the number of strata increases. 

5. CONCLUSION 

The optimal stratification, of a skewed population into a take-all stratum and a number of 
take-some strata, has provided a substantial reduction in overall sample size for given relative preci
sion. The method can be adapted to any type of aUocation and to any number of strata. The take-all 
condition can also be excluded. 

The algorithm, which is recursive in nature, converges quickly. It is simple to implement on 
the computer using SAS, FORTRAN, or any other high level language. 
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Research Issues in the 
Survey of Income and Program 

Participation! 

DANIEL KASPRZYK^ 

ABSTRACT 

The Survey of Income and Program Participation (SIPP) is an ongoing nationally representative household 
survey program of the Bureau of the Census. The primary purpose of the SIPP is to improve the measure
ment of information related to the economic situation of households and persons in the United States. 
It accomplishes this goal through repeated interviews of sample individuals using a short reference period 
and a probing questionnaire. The multi-interview design of the SIPP raises methodological and statistical 
issues of concern to all panel surveys of families and persons. This paper reviews these issues as they relate 
to the SIPP. The topics reviewed are: 1) questionnaire design; 2) data collection, including respondent 
rules, data collection mode, length of reference period, and rules for following movers; 3) concepts, design, 
and estimation; and 4) response error. 

KEY WORDS: Panel surveys; Questionnaire design; Survey design; Longitudinal estimation; Response 
error. 

1. INTRODUCTION 

The Survey of Income and Program Participation (SIPP) is an ongoing nationally represen
tative household survey program of the U.S. Bureau of the Census. It provides comprehen
sive information on the economic resources of the American people and on how public transfer 
and tax programs affect their financial circumstances. The data from the SIPP provide govern
ment policy makers with an information base for studying the efficiency of government tax 
and transfer programs, for estimating future program costs and coverage, and for assessing 
the effects of proposed policy changes. The SIPP is designed to improve the measurement of 
information related to the economic situation of households and persons in the United States, 
and is the culmination of a large-scale development program, the Income Survey Development 
Program (ISDP), which examined concepts, procedures, questionnaires, recall periods, and 
the Uke (Yeas and Lininger, 1981). 

The need for a survey like SIPP arose because of the limitations of the March Income Sup
plement of the Current Population Survey (CPS), the principal source of information on the 
distribution of household and personal income in the United States. These limitations are 
inherent in the survey design, survey instrument, and survey procedures and can not be easily 
modified. As a consequence the Income Survey Development Program was established in 1975 
by the U.S. Department of Health and Human Services to develop methods to overcome the 
principal shortcomings of the CPS — (I) the underreporting of property income and other 
irregular sources of income; (2) the underreporting and misclassification of participation in 
major income security programs and other types of information that people generally find 
difficult to report accurately (for example, monthly detail on income earned during the year); 

This paper reports the general results of the research undertaken by Census Bureau staff. The views expressed are 
attributable to the author and do not necessarily reflect those of the Census Bureau. 

^ Daniel Kasprzyk, SIPP Research and Coordination Staff, United States Bureau of the Census, Washington D.C. 20233 
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and (3) the lack of information necessary to analyze program participation and eligibility. 
Several features distinguish field tests of the ISDP from other data collections, particularly 
the CPS. They include: (1) interviews for the same persons were obtained at regular intervals 
within a year; (2) most types of income were reported on a monthly basis; (3) income was 
reported on an individual basis; (4) individuals were followed over the survey period to obtain 
data on changes in income and family composition; and (5) information was collected on special 
topics such as disability, child care, fertility, net worth, and taxes paid to provide insight into 
the context of program benefits, program dependency, and overall economic well-being. 
Because the ISDP was the predecessor to SIPP, many characteristics of the ISDP can be seen 
in the SIPP, including the survey design, content, and questionnaire format. 

The SIPP began in October 1983 as an ongoing survey program with one sample panel of 
21,000 households selected to represent the noninstitutional population of the United States. 
Each household is interviewed once every four months for approximately 2'/2 years; the 
reference period for the principal survey items is the 4 months preceding the interview. This 
interviewing plan results in eight interviews per household. Each year a new panel is introduced. 
This design allows cross-sectional estimates to be produced from the combined sample of 2 
panels. Information concerning the SIPP design, content, and operations can be found in 
Nelson, McMUlen and Kasprzyk (1985). 

This paper reviews specific methodological, survey design, and statistical issues of concern 
to the program. The general categories of interest are: (1) questionnaire design; (2) data col
lection, including respondent rules, data collection mode, length of reference period, and rules 
for following movers; (3) concepts, design, and estimation; and (4) response error. 

2. QUESTIONNAIRE DESIGN 

The principal effort of the ISDP was directed to overcoming problems which resulted in 
underreporting and misclassification of income in the CPS March Supplement. In an ISDP 
field test, two questionnaire approaches were developed. For simplicity, one version may be 
referred to as the "short" form and the other as the "long" form. The short form approach 
attempted to gather income data directly while keeping respondent burden at a moderately 
low level. For each household member, questions were asked directly about the receipt of cer
tain income types. If income were received, the amount received during the reference period 
was determined before proceeding to the next source of income. 

The general strategy of the long form approach was to isolate events, experiences, and other 
attributes associated with the receipt of specific types of income. This form contained an exten
sive set of probes about the receipt of income and lengthy questions to ascertain income 
amounts. Amounts associated with specific income types were not obtained until all sources 
of income were determined. 

The hypothesis tested was that the long form approach produces more complete and 
accurate reporting of income; Olson (1980) provides a summary of the analysis conducted on 
the two questionnaire formats. Several approaches to the analysis were implemented and are 
discussed in Olson's summary: (1) staff observation of training and interviewing; (2) debriefing 
sessions of interviewers and observers; (3) ease-by-case reviews of completed questionnaires; 
(4) analysis of survey and item response rates; and (5) data analyses focussing on the quality 
of the data collected, and questionnaire edit failures, especially those associated with the 
inability of the interviewer to follow questionnaire skip patterns. The form adopted for further 
research and ultimately the SIPP was a variation of the long form. The long form was perceived 
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by both interviewers and respondents as less burdensome and also was shown to have higher 
income reporting rates. 

An experiment with questionnaire formats was also included in the ISDP; this experiment 
contrasted a household screening format with a person-based format which had evolved from 
prior ISDP field tests. The household screening approach was based on a revised version of 
the questionnaire used in the April 1978 CPS Income Supplement Test and was intended to 
reduce burden by asking a single household respondent whether anyone in the household 
received a particular kind of income during the reference period. Each affirmative response 
was followed by a question to identify exactly which household member(s) received that type 
of income. Complete recipiency for all household members was recorded before asking about 
amounts of income received by specific individuals. This approach was expected to reduce inter
view time without reducing data quality. 

The approach above was contrasted with a person-based approach. Under this approach, 
questions on all sources of income were asked of the first household member, then repeated 
for the second, and so on. A separate form was filled out for each adult in a sample household, 
but extensive use was made of skip instructions and cheek items to reduce the number of ques
tions asked of any one respondent. 

Differences in the quality of the data obtained with the two questionnaire formats and dif
ferences in the interview times appeared sUght. Large differences were not observed between 
the two approaches in estimates of income recipiency rates, and in the incidence of "don't 
know" and "refusals." Interview time, expected to be significantly less under the household 
questionnaire approach, was about five minutes less per household and about three minutes 
less per person than the person approach. Since the household screening format did not offer 
a significant improvement over the person-based approach, this person-based format, with 
modest improvements and refinements, was adopted for SIPP. 

Questionnaire design issues and discussions concerning data collection procedures continue 
to be part of the SIPP program. The general issue is whether interviews conducted without 
the use of responses from previous interviews (the so-called independent approach) produce 
better estimates than interviews conducted using the previous interview responses to remind 
respondents of earlier statuses (the so-called dependent interview approach). In the SIPP, a 
dependent approach is used to update income receipt patterns at each interview, but the 
approach has not been systematically evaluated. 

A similar dependent approach to data collection is also possible with the data collected in 
the SIPP on personal net worth. These data are obtained at two points-in-time, one year apart. 
Specifically, data on asset and liability values, collected in Wave 4 of the 1984 Panel, were pro
vided to one-half of the respondents interviewed in the Wave 7 interview. To examine dif
ferences between the dependent and independent approach, one half the sample in Wave 7 was 
provided information on asset and liability values collected in Wave 4, while the other half 
was not provided the previously reported information. 

The rationale for this dependent or "feedback" approach was that respondents would pro
vide more accurate estimates of change if they were first reminded of the amount they reported 
the previous year. If respondents know the amount of the change in asset values and were 
reminded of their beginning balance, then presumably their reporting of the current balance 
would be consistent wkh the true amount of change over the period. Lamas and McNeil (1987) 
analyze these data, but give no definite answer about the impact of the feedback approach since 
benchmark data are not available. They do, however, say that the dependent interview did not 
affect cross-sectional estimates and that the approach produced results consistent with expected 
differentials in net worth across subgroups. They also looked at micro-level changes in net worth 
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using only households with fully reported wealth data and found some evidence that the depen
dent interview reduced the estimates of the change in net worth. 

The same questionnaire design issue, the dependent versus independent interview, has also 
occurred in the repeated measurement of industry and occupation. During the 1984 and 1985 
SIPP panels these data were collected independently during each interview even though the 
individual had not changed employers. This procedure acknowledges the fact that an employee's 
duties may change from time to time and allows these changes to be recorded. Sufficient change 
in duties can result in a change in the person's occupation classification from interview to inter
view even though the employer has not changed. 

The independent collection of industry and occupation data has, however, several prob
lems. Undue variation in occupation classification can result when respondent descriptions 
of duties vary slightly or when the interpretation of the written description varies between the 
clerical staff members assigning the classification codes. 

Research into this problem has provided some estimates of the number of times occupa
tion and industry classifications change from interview to interview for persons with the same 
employer. Among individuals who reported the same employer during the first 12 months of 
the 1984 SIPP Panel, approximately 40 percent of these persons changed 3-digit occupation 
codes between two consecutive interviews and 20 percent changed 3-digit industry codes (Kalton, 
McMillen and Kasprzyk, 1986). 

As a result, a modification was made in the 1986 SIPP Panel to reduce changes in occupa
tion and industry codes resulting from random response error and clerical interpretation, and 
to reduce interview time. The modification introduces a "screener" question that asks if 
activities or duties have changed during the past 8 months. A negative response eliminates the 
detailed occupation and industry questions. The occupation and industry classifications are 
then derived from responses given in the previous interview. 

It is important to note that while this change was made for the 1986 SIPP Panel, industry 
and occupation data from the 1985 SIPP Panel, collected during the same time period, were 
still collected independently each wave, giving rise to a natural experiment embedded in the 
two panels. These data have not yet been analyzed. 

3. DATA COLLECTION 

Four topics affecting data collection in the SIPP are discussed below: (1) respondent rules; 
(2) data collection mode; (3) length of reference period; and (4) rules for following movers. 

Respondent Rules 

When interviewing households with more than one member, a problem which must be 
addressed is the extent to which proxy responses are acceptable. Since not everyone may be 
present at the time of the interview, both time and money can be saved by asking another 
household member about persons who are not present. The difficulty with this is that along 
some dimensions of the survey instrument, the proxy report may result in less accurate data 
than the self-report. Kalton, Kasprzyk and McMillen (1988) provide a discussion of this issue 
in the context of panel surveys. 

A formal test of responent rules, conducted in the ISDP, compared the quality of reporting 
in a treatment group where proxy interviews are accepted from any household member who 
felt qualified to answer for a missing person with a treatment group where proxy interviews 
are not permitted except for extreme situations (respondent physically or mentally incapable. 
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unable to speak English, away from the household during the entire interviewing period, etc). 
About 85 percent of adults interviewed in the self-response rule households were self-
respondents and about 65 percent were self-respondents in the usual or proxy response rule 
households. Thus, the implementation of the self-response rule resulted in approximately 20 
percent more self-interviews than the other treatment (Coder 1980). 

Refusal rates were slightly higher for the self-response treatment and the percent of 
households interviewed was slightly higher for the proxy response treatment. The differences, 
however, were too small to give insight into which rule should be preferred. Person noninter-
view rates in households where at least one other adult was interviewed were higher under self-
response rules than under usual response rules. Differences between treatment groups in 
reported income recipiency rates also appeared to be small and unaffected by the response rule, 
and combined "don't know" and "refusal" rates for income amounts of various income types 
were not consistently lower under the self-response mode. 

Under the self-response rules, records were used more often by persons when answering wages 
and salary questions, and response rates for hourly wage rates were higher, but in general the 
evidence for either set of response rules was not conclusive. Thus, as a result of these findings, 
estimated costs for using a self-response rule (4-6 percent higher than the proxy rule), and the 
implementation of a "call back" procedure to obtain certain critical information unavailable 
at the time of the interview, the SIPP respondent rules now allow proxy interviews to be taken. 

A related problem is the response rule for college students. Students are usually considered 
members of their parents' households until they establish a permanent residence elsewhere. 
Thus, the usual procedure for students living away from home while attending school is to treat 
them as household members who are temporarily absent and obtain proxy interviews from 
other members of their parents' household. In order to measure the accuracy of information 
taken from proxy Interviews for students living away from home, one interview during an ISDP 
field test was first obtained by proxy at the parents' household and then by self-interview at 
the student's school residence. The results of this study are described by Roman and O'Brien 
(1984). The analysis presented is limited due to fiaws in the administration and implementa
tion of the test. The authors observed, however, that quite often a proxy cannot identify a par
ticular source of student income and even if they can identify it, they are more likely to respond 
"don't know" to the particulars about that source. They also noted that the larger the income 
or expense, the better the proxy response becomes. 

Data Collection Mode 

The SIPP has conducted most interviews (approximately 95 percent) face to face (Kalton, 
McMillen, and Kasprzyk, 1986). Because of the rising costs of a face to face interviews, the 
Census Bureau is considering the possibility of conducting a substantially larger number of 
SIPP interviews by telephone. 

As a result, a SIPP telephone interview pretest was conducted in June 1985 to assess the 
feasibility of "warm" telephone interviewing for SIPP — that is, telephone interviews for 
households which received a face to face interview at an earlier wave. The pretest was con
ducted in 2 of the Census Bureau's Regional Offices wkh a sample of 280 households. Refusal 
rates (about 2.5%) and noneontact rates (about 11%) were within staff's expectations. Item 
nonresponse rates showed no unexpectedly high nonresponse rates (U.S. Bureau of the Census 
1986). 

Following this, a SIPP National Telephone Test took place from August to November 1986 
and February to April 1987; the purpose of the test was to study the large-scale use of warm 
telephoning in SIPP and to learn whether people are willing to furnish data by telephone for 
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2 interviews in a row. Households within 50 percent of the segments were designated as max
imum telephone interview cases; the remaining 50 percent were maximum personal visit cases. 
Interviewers conducted almost all of the telephone interviews from their homes. Gbur and 
Durant (1987) report preliminary results from the first phase of the experiment. They indicate 
that household response rates did not seem to be seriously affected by the use of the telephone 
and person nonresponse rates were comparable by mode. Item nonresponse rates were only 
slightly affected by telephone interviewing. Additional results are forthcoming. 

Length of Reference Period 

The ISDP focussed on data collection techniques designed to improve the reporting of cash 
and noncash income, and as such the length of the reference period for most survey items was 
an important design decision. 

This issue was addressed twice during the ISDP. First a single interview using a six month 
recall period was compared with two consecutive interviews, both using 3-month reference 
periods. Second, an experiment was conducted comparing reported property income amounts 
using a 3-month recall versus those with a 6-month recall period. 

Olson (1980) describes some analyses conducted on the first experiment. Not surprisingly, 
using a 6 month recall period understates the proportion of income reported in earlier periods. 
This pattern held for a number of specific sources of income such as wages. Aid to Families 
with Dependent Children, and unemployment compensation. These findings though not 
definitive, support the presumption that longer recaU periods increase chances of omission due 
to memory loss. Other analysis showed that the number of sources of income reported per 
household in the first three months of the six month reference period was lower than for the 
corresponding time using a three month reference period. Analyses of the second experiment 
were not conducted due to the withdrawal of funding for the development program. 

The results of the first experiment along with the additional ISDP experience led to a four 
month recall period for the SIPP; this decision maintains cost at the appropriate budget level 
while trying to maintain satisfactory data quality. 

Rules for Following Movers 

An important design feature in the ISDP and now the SIPP is that all persons in a sample 
household at the time of the first interview remain in sample during the 2-'/2 year period of 
the panel; this rule holds even if one or more persons should move to a new address. For cost 
and operational reasons, face to face interviews are conducted at new addresses that satisfy 
some geographic constraint — in the ISDP, the address had to lie within 50 miles of an ISDP 
primary sampling unit, while in SIPP, the address must lie within 100 miles of a SIPP primary 
sampling unit. 

For each panel a sample of addresses is selected and individuals are identified at these 
addresses at the time of the first interview. After the first interview, the sample is no longer 
address-based but rather person-based, consisting of all individuals enumerated during the first 
interview. These people and anyone with whom they share living quarters are interviewed in 
subsequent interviews. 

During the ISDP two issues concerning movers were important: (1) the production of cross-
sectional point in time estimates at each interview; and (2) the costs associated with following 
movers. Huang (1984) presents several unbiased base weights for cross-sectional estimates of 
the noninstitutionalized population when the sample contains movers. He associates obser
vations at any given point in time with the known inclusion probabilities of the original sample 
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households. Two approaches are described: (1) a multiplicity approach, which depends on the 
number of ways that a new household can be included in the sample; and (2) a "fair share" 
approach which assumes all household members contribute equally to their household. The 
SIPP as well as the ISDP adopted the "fair share" approach. 

The issue of costs was addressed by a "Mover's Cost Study". This study was to shed some 
light on the data collection costs resulting from following movers to their new addresses. White 
and Huang (1982) describe the study and provide some results based on the movers procedures 
adopted for the field test. They found that the number of eligible households for interview 
increased by 8.8 percent as a result of following movers during a one year time period; they 
also found that movers represented about 22 percent of the total sample after 15 months, and 
that during this period of time the number of interviewing hours increased by 7 percent and 
the number of miles charged by interviewers increased by 11.4 percent. 

Jean and McArthur (1984) discuss data collection issues in the SIPP as they pertain to movers 
and offer recommendations to improve coverage in future SIPP panels. Kalton and Lepkowski 
(1985) also discuss the procedures for following movers in SIPP, and propose a research 
program aimed at measuring the extent of noncoverage from various sources and its concen
tration in particular subgroups. More reeentiy, Jean and McArthur (1987), considering five 
waves of SIPP data, report that among persons who moved sometime after the first interview 
(that is, between Waves 2 and 5), 69 percent completed all 5 interviews, 23 percent did not com
plete the fifth interview, and 9 percent were interviewed in the fifth wave but were missing at 
least one intervening interview. 

4. CONCEPTS, DESIGN AND ESTIMATION 

During the ISDP and continuing with the SIPP program, significant research activity has 
taken place in the area of conceptualizing annual units of analysis using subannual data, and 
the statistical estimation of these concepts. The treatment of nonresponse in panel surveys has 
also been a topic of considerable research interest. Finally, estimation techniques to reduce 
sampUng error and methods to sample subgroups have also been under study in the ISDP and 
SIPP programs. 

Longitudinal Concepts 

Annual family and household statistics are important indicators of the Nation's economic 
well-being. The SIPP collects subannual data, indeed monthly data, refiecting changes in the 
composition of households; these data allow the development of annual household statistics 
which reflect actual household composition experiences during the year, unlike current 
household statistics which simply ignore intrayear changes in household composition. The con
struction of annual units of analysis, whether they are households, famUies, or program units, 
raises methodological issues concerning longitudinal weights and imputation techniques. The 
main issue is, however, conceptual. Giveii intrayear composition change, when is it appropriate 
for annual measures to recognize change in household composition and when is it not? Put 
another way, how should households and families be defined which account for survey 
measurements at two or more points in time and which do not create serious confiicts with 
the traditional cross-sectional household and family constructs. 

Analysts at the Census Bureau have given considerable thought to the question of defining 
households and families over time (McMillen and Herriot 1985; Citro 1985). Empirical research 
to examine several definitions of longitudinal households and measures of annual income status 
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and family type has been reported by Citro, Hernandez and Herriot (1986) and Citro, Her
nandez and Moorman (1986). The empirical research emphasized four alternative concepts: 
(1) a household is the same over time if it has the same reference person; (2) a houshold is the 
same over time if it has the same principal person (this definition differs from the first in its 
treatment of married couple households for which the reference person may be either the hus
band or wife, but the principal person is always the wife); (3) a household is the same over 
time if it has the same reference person and is the same family type over time; and (4) a 
household continues over time if it has the same reference person, is the same family type, and 
has the same membership size. 

This research has provided preliminary indications that the choice of definition does not 
appreciably affect annual measures of low income status or of households by type. If this finding 
does not change after additional research, considerations, such as ease of implementation and 
operational simplicity, will be the determining factors in the use of a longitudinal household 
definition. 

Statistical Estimation for Longitudinal Concepts 

Research on estimation for longitudinal concepts has proceeded along two paths — 
longitudinal person estimation and longitudinal household (family or program unit) estima
tion. The work on person estimation includes the calculation of selection probabilities to yield 
unbiased longitudinal estimates of individual characteristics and the use of controls in addi
tional stages of estimation (Judkins et al., 1984). A refinement of this work and a description 
of the method proposed to produce longitudinal weights for person analysis covering the first 
three SIPP interviews has been reported by Kobilardk and Singh (1986). 

Kobilarcik and Singh define the longitudinal universe as the noninstitutional population 
(excluding military barracks) on December 1, 1983, the midpoint of the Wave 1 interview 
months. The sample from the longitudinal universe consists of eligible persons living in the 
selected living quarters at the time of the first interview. "Interviewed" persons for purposes 
of this estimation procedure are those who responded to each of the first three SIPP inter
views, and who during the first interview lived in a household in which all eligible members 
responded to the interview, and those who resided in a Wave I interviewed household, but 
during the second or third interview died or moved outside the geographic boundaries of the 
survey. 

Thus, noninterviewed persons in the estimation procedure are those who at the time of the 
first interview lived in a household in which at least one household member failed to respond 
to the first interview, and those who resided in a Wave 1 interviewed household but failed to 
respond at the second and/or third interview. All persons classifed as interviewed are assigned 
positive weights. Weights for this universe are derived in the usual way, using the reciprocal 
of the probability of selection, calculating an adjustment for noninterviews, and adjusting to 
demographic population controls. The nonresponse adjustment has two phases, an adjustment 
first for household nonresponse and then for person nonresponse, the latter using informa
tion collected during the first interview. 

The topic of longitudinal household (family or program unit) estimation is also under study. 
Several approaches to this issue were reported by Ernst, Hubble and Judkins (1984) and more 
recently by Ernst (1988). The latter work describes why weighting by the reciprocal of the pro
bability of selection does not, in general, work for longitudinal household and family estimates, 
and presents a class of weighting procedures which can accomplish this task. He, furthermore, 
describes the difficulties that can arise in applying these weighting procedures because the infor
mation necessary to create the weight may not be available. Ernst also presents conditions which. 
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if satisfied, by the longitudinal concept, are sufficient for there to exist a weighting procedure 
that avoids these problems. Finally, he discusses procedures for adjusting longitudinal con
cepts for nonresponse and for controlling demographic variables to independent estimates. 

Nonresponse and Imputation 

For longitudinal surveys such as those of the ISDP and the SIPP, the problems of refusal 
and selective nonresponse are compounded by cumulative losses in responses over the course 
of the panel. Therefore, an important aspect of both the ISDP and SIPP work has been the 
study of methods for compensating for nonresponse. To that end, Kalton (1983) reviewed pro
cedures used in survey research. Imputation procedures were also discussed by Kalton and 
Kasprzyk (1982, 1986), where bias and variance properties for several classes of procedures 
are summarized. 

SIPP data can be treated as both cross-sectional and longitudinal. Procedures to compen
sate for unit nonresponse in the SIPP as well as other Census Bureau surveys are described 
in Chapman, Bailey and Kasprzyk (1986). Complications arising in the treatment of unit 
nonresponse in a multi-interview survey are described. In a panel survey, however, nonresponse 
may also occur, as item nonresponse, where a unit takes part in the survey but does not pro
vide answers to all items, and as wave nonresponse where a unit provides data for some, but 
not all of the interviews. 

Heeringa and Lepkowski (1986) describe general classes of longitudinal imputation methods 
which might be considered as an alternative to a cross-sectional hot deck imputation approach. 
They also empirically compare a simple longitudinal imputation method, longitudinal direct 
substitution, where the value of a nonmissing item is substkuted from one time period to another 
when the same item is missing, with a cross-sectional hot deck scheme. Not surprisingly, they 
demonstrate that the direct substitution method for longitudinal imputation understates change. 
They concluded, however, that this may be preferable to the gross overstatement of change 
resulting from the use of the cross-sectional hot deck method. 

Panel surveys have an addkional type of missing data problem caUed wave nonresponse. 
The amount of missing data for an individual with wave nonresponse is typically greater than 
that encountered for records with item nonresponse. Data available from completed waves 
of interviewing provide more detailed information about the nonresponding unit than is 
available for total nonrespondents. Thus, nonresponse compensation strategies may include 
weighting, imputation, or a combination of both. Kalton, Lepkowski and Lin (1985) discuss 
this issue and empirical findings in the context of the ISDP. This work made it clear that the 
choice between weighting and imputation for missing data of this type is far from obvious. 
Kalton (1986) and Kalton and MUler (1986) further refine the understanding of this problem 
and conclude that imputation can distort some forms of estimates and that weighting may be 
the preferred solution for large subclasses when the reduction in effective sample size is tolerable. 
They caution, however, that imputation may be better for estimates based on small subclasses 
when the loss of sample is important. In the case of a three interview longitudinal SIPP file 
the difference in sample size between weighting and imputation is not substantial, and conse
quently the weighting approach is the safer general purpose solution. Finally, Lepkowski (1988) 
after further empirical research concludes that a specific strategy for wave nonresponse can 
only be developed after consideration of such factors as the major survey design objectives, 
the panel design, and the distribution of wave nonresponse patterns. He provides criteria to 
be considered in developing missing data strategies and concludes that weighting strategies 
appear to be preferable for compensating for wave nonresponse. 



54 Kasprzyk: Research Issues in SIPP 

Sampling Error Reduction through Estimation Techniques 

Two methods for reducing sampling error through estimation techniques are under study: 
composite estimation and the use of administrative records in SIPP estimation. 

Composite estimation is a technique that combines estimates from the current and previous 
time periods with the goal of improving the precision of survey estimates by taking advantage 
of the correlations between responses for the same analytic units at different time periods. Com
posite estimation is particularly effective when the correlations are high, which is likely to be 
the case for many important data items in the SIPP. Chakrabarty (1986) has conducted a 
preliminary review of the types of composite estimates appropriate for the SIPP data struc
ture. The content of the survey has not been sufficiently stable during the first few years of 
the SIPP to seriously consider adoption of a composite estimator. 

Another approach to variance reduction is through the use of administrative records for 
post-stratification. Currentiy, cross-section estimation procedures for SIPP make use of a 
second-stage adjustment to increase the precision of estimates by ratio adjusting collection 
month and reference month estimates to population estimates. However, the Census Bureau 
has access to some Internal Revenue Service and Social Security Administration files which 
can be used to produce detailed age, race, and sex distributions by adjusted gross income. The 
issue, which we have just begun to explore, is how these administrative data can be used for 
post-stratification to improve estimates of mean and median personal and household income 
as well as the estimates of the deciles of the personal and household income distribution. The 
basic question under study is the magnitude of the reduction in variances of these estimates 
achieved through such a procedure. Fay and Huggins (1988) wiU provide some indications. 

Sampling for Special Subpopulations 

Subgroups of the population are often cited as being more affected by governmental policy 
than others — the population of persons in poverty, the aged, the Blacks, Hispanies, and par
ticipants of Federal income security programs. Early design goals of the ISDP emphasized a 
concern for improving the reliability of subpopulation estimates. This was exhibited in the 
emphasis placed in the ISDP on sampling from administrative program lists. Thus, samples 
were oftentimes drawn from lists of current participants of Federal or state administered pro
grams (Kasprzyk 1983; Bowie and Kasprzyk 1987). 

A Census Bureau Working Group analyzed subsampling (screening) proposals for over-
sampling special populations. The issue studied concerned the reliability of estimates when dif
ferent subsampling schemes are introduced. Subsampling characteristics based on income and 
demographic variables were identified and estimates of reliability for different subsampling 
rates and characteristics were calculated (U.S. Bureau of the Census 1985). 

This group concluded that subsampling proposals, for a general purpose income survey like 
the SIPP, provided only modest gains in precision for low-income items and did not outweigh 
the disadvantages, which included an increase in the complexity of the operation, the loss of 
a self-weighting design, and large decreases in precision for the middle income items. 

5. RESPONSE ERROR 

Response error is one aspect of a more general problem, nonsampling error, discussed by 
Kalton, Kasprzyk and McMillen (1988). Response error occurs when incorrect data are recorded 
on the questionnaire. This can occur for a variety of reasons, such as a faulty questionnaire, 
memory errors, inappropriate respondents, etc. In this section we briefly describe a response 
error issue with the SIPP gross flow data and a record cheek study aimed at providing insight 
into a better understanding of response errors in general. 
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SIPP Gross Flow Data 

Analysis of program data on a month-to-month basis in ISDP revealed a tendency for 
reported program turnover to occur between waves of interviewing more often than within 
the wave (Moore and Kasprzyk 1984). Analysis using the SIPP data (Burkhead and Coder 1985) 
covering month-to-month changes in receipt of income benefit amounts for a 12 month period 
focussed on changes occurring between the last month of one reference period and the first 
months of the succeeding reference period. The results using SIPP and ISDP data are similar, 
where an uneven pattern of change is observed and this pattern is clearly associated with the 
interviewing scheme. Gross changes are significantly higher between the last month of one 
reference period and the first month of the next. Hill (1987) used monthly data from the 1984 
and 1985 waves of the Panel Study of Income Dynamics (PSID) to investigate the extent and 
determinants of excessive change between waves relative to measured change within waves of 
a panel survey. He found that in spite of different question sequences, and recall periods, 
between wave transitions dominate the within wave transitions in the PSID just as they do in 
the SIPP. The main causes for the problem are not known, but questionnaire wording/design, 
respondent recall error, and the interaction between these two factors seem likely. 

Weidman (1986) did an empirical analysis to look for obvious relationships between respon
dent characteristics and changes in receipt status of a number of income types. He did not detect 
any relationship between gross change distributions, self/proxy status and nine demographic 
variables (age, race, sex, education, marital status, household size, tenure, relationship to 
reference person, and size of metropoUtan area) for consecutive months, but did note that more 
transitions occur when some of the data are imputed. The absence of any notable relation
ships indicates a need for exploring other ways to understand this problem. 

Interest in gross flow estimates remains high. Hubble and Judkins (1986) developed a model 
to estimate biases in gross flows estimates resulting from response errors, the parameters of 
which are estimated using SIPP response error rates and the ratios of within-wave and between-
wave gross flow estimates. Several strong assumptions, as well as a reinterview program which 
produces accurate reinterview data on gross flows within the period, are necessary. Weidman 
(1987) presents Unear models that try to represent the relationships between observed and actual 
transitions. The models are admitedly oversimplified using only survey reported data, but never
theless, illustrate the need to obtain more information about the SIPP error structure in 
reporting receipt of benefits from government transfer programs. 

SIPP Record Check Study 

One way to study the SIPP error structure in reporting receipt of program benefits and 
amounts is to develop validation studies of items common to both survey records and 
administrative records. The SIPP program has initiated such a study to investigate response 
quality issues. 

The goal is the improved understanding of the quality of the SIPP data and, ultimately, 
the development of quantitative estimates of response and nonresponse errors in order to adjust 
the survey data or modify survey procedures to obtain better quality data. The research ques
tions addressed in this study include: (1) the quality of the respondent reports of receipt of 
program benefits for a variety of state and Federally administered transfer programs; (2) the 
qualky of benefit dollar amount reporting for these programs; (3) demographic correlates of 
report quality; (4) extent of misclassification errors; (5) the effects of self-proxy respondent 
status on report quality; and (6) between wave recipiency turnover effects. Four state 
administered programs and six Federally administered programs are included in the study. 
Moore and Marquis (1987) provide very preUminary results, suggesting that reporting problems 
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are different for the Aid to Families with Dependent Children (AFDC) and the Food Stamp 
Programs, the former having a net under-reporting as well as a time placement problem for 
reporting a transition in program status while the latter having only a time placement problem. 

6. CONCLUSION 

As in all large-scale continuing survey programs, research is needed to improve understanding 
of the effects of survey methods on the data collected. A survey, like the SIPP, which is complex 
in its implementation requires a commitment to understanding the measurement process. The 
wide range of topics discussed above — collection, longitudinal concepts and estimation, and 
response error — illustrate where the interest and emphasis was placed during the development 
program and the first few years of the SIPP program. 
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Personal Computer Variance Software for Complex Surveys 
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ABSTRACT 

A personal computer program for variance estimation with large scale surveys is described. The program, 
called PC CARP, will compute estimates and estimated variances for totals, ratios, means, quantiles, 
and regression coefficients. 

KEY WORDS: Survey sampling; Variance estimation; Survey software. 

1. INTRODUCTION 

The analysis of survey data typically involves a large number of observations and relatively 
complex variance calculations. Recent developments in personal computers have made possible 
the use of such computers to process data from complex surveys. We describe a personal com
puter program for survey data analysis prepared at Iowa State University. 

The project to develop statistical software for variance estimation on the personal computer 
was a joint undertaking between Iowa State University and the International Statistical Programs 
Center of the U.S. Census Bureau. The objective of the Census Bureau was to provide developing 
countries with software that can be used locally to process survey data collected locally. The Iowa 
State University project on variance estimation was part of a larger Census Bureau undertaking 
that included the development of software for survey management, data editing and tabulation. 

Beginning in the early 1970's, based on the work of Hidiroglou (1974) and Fuller (1975), a 
program was developed at Iowa State University for the computation of regression coefficients 
and the estimated covariance matrix of the coefficients for survey data. The program, called 
SUPER CARP, was later expanded to include total estimation, ratio estimation, subpopula
tion statistics, two-way tables and two stage samples. The last revision of SUPER CARP took 
place in 1980. SUPER CARP furnished the starting point for software development on the per
sonal computer. Because of its ancestry, the personal computer program was called PC CARP. 

2. PROGRAM CAPABILITY 

PC CARP was designed for the IBM PC, IBM PC/XT, IBM PC/AT and compatible 
machines. At least 410K bytes of memory and a math coprocessor are required. 

PC CARP is capable of handling both large and small data sets with equal ease and efficiency. 
The program sets no limit on the number of strata or clusters that can appear in a data set and 
can accept up to 50 input variables at a time. The program accepts disk data files in either fixed 
or free format. 

The program can be used to compute variances for one or two stage samples with finite 
population correction terms included. For samples wkh more than two stages, finite population 

' Dan Schnell, Centers for Disease Control, 1600 Clifton Road, NE, Atlanta, Georgia 30333. William J. Kennedy, Gary 
Sullivan, Heon Jin Park and Wayne A. Fuller, Department of Statistics, Iowa State University, Ames, Iowa 50011, 
United States. 
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corrections are only available at two levels. For two-stage samples, the program computes within 
cluster sampling rates from the stratum sampling rates and the individual observation weights. 

Typically, each observation in the data file will contain stratum identification, cluster (pri
mary sampUng unit) identification, and a weight where the weight is the inverse of the selection 
probability. The user may or may not elect to enter first stage sampling rates. For simple designs, 
such as simple random sampling, not aU of this information is required. In such cases reduced 
data input is possible. 

If stratification is present, the program requires that all observations belonging to the same 
stratum be grouped together. If clustering is present, all observations belonging to the same cluster 
must be grouped together. 

Table 1 contains a description of the types of statistics available to the user of PC CARP. In 
addition to the items of Table 1, supplements are available for estimation of the logistic function 
and for post stratified samples. These supplements are discussed in Section 4.4 and Section 4.5. 
An " X " in the column headed "Cov. matrix" means that the covariance matrbc of a vector of 
estimates of the type listed on the left can be obtained. The standard error is computed for all 
statistics, but the covariance matrix of a vector is available for only a restricted set. Also, the coef
ficient of variation is computed for many statistics. The design effect, denoted by DEFF, is available 
as an option for many of the statistics. See Kish (1965) for a description of the design effect. 

Ratios 

Other Analyses 
Two-way Table 

Regression 

Univariate 

Table 1 
Analysis Capabilities of PC CARP 

Analysis 

Population Analyses 
Total Estimation 
Ratio Estimation 

Difference of Ratios 

Stratum Analyses 
Totals 
Means 
Proportions 

Subpopulation Analyses 
Totals 
Means 
Proportions 

Coeff. 
var. 

X 
X 

X 
X 
X 

X 
X 
X 

Cov. 
marix 

X 
X 

Design 
effect 

X 
X 

X 

X 
X 
X 

X 
X 
X 

Comments 

50 variables maximum 
50 variables maximum 
without covariances 
15 with covariances 
15 variables maximum 

50 variables maximum 
50 variables maximum 
50 variables maximum 

Crossed classif. 
Multiple variables 
Crossed classif. 

X X 

X 

X 

X 

Multiple variables 
Crossed classif. 
Multiple variables 

50 cells maximum 
proportionality test 
50 variables maximum 
Multiple d.f. tests 
Y-hat, residuals 
Multiple variables, 
empirical CDF, 
quantiles 
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The population (Total, Ratio and Difference of Ratios) analyses and stratum analyses are 
performed in a straightforward manner. Some details pertaining to Subpopulation Analyses, 
the Two-Way Table, Regression Analysis, and Univariate Analysis are presented in Section 4. 

The subpopulation analyses give the user the option of crossing classification variables. This 
allows the user to create new classification structures from two or more input classification 
variables. For example, suppose the input data includes the classification variables age, sex and 
education with six, two and five levels, respectively. Then, by crossing age with sex with educa
tion, a new classification structure with 60 levels is produced. The user may obtain estimates 
for any number of dependent variables under this classification structure. 

The Two-way Table analysis is defined by two classification variables and a dependent variable. 
More than one dependent variable can be specified for a pair of classification variables. Tables 
of cell totals, of proportions based on row totals, of proportions based on column totals, and 
of proportions based on the grand total are computed for each dependent variable. Standard 
errors are computed for all estimators and a test statistic for the hypothesis of proportionality 
is output. The test statistic is based on a Satterthwaite approximation to the distribution of the 
Pearson chi-square statistic. Also see Rao and Scott (1984). 

The weighted least squares regression analysis computes coefficient estimates, and an estimated 
variance-covariance matrix which takes into account the sample design. These calculations are 
given in Fuller (1975) and outlined in Hidiroglou et al. (1980). Multiple degrees of freedom 
F-tests for sets of coefficients and the usual t-statistics are available. The user also has the option 
of obtaining residuals and predicted values. 

The Univariate analysis provides statistics that describe the distribution of a variable. The 
user specifies the variable of interest and identifies a subpopulation by specifying a category of 
a classification variable. Thus, the user might elect to obtain statistics for the personal income 
of individuals in the professional category of the occupation classification. Estimates of the sub-
population mean, variance, distribution function, quantiles and interquartile range are produced. 

3. PROGRAM DETAILS 

PC CARP is written almost entirely in FORTRAN, the most widely known scientific pro
gramming language, and the IBM Professional FORTRAN compiler was selected for the pro
ject. A small portion of the code — some sections of the user interface — is written in IBM 
Assembly language. 

Two concerns at the program development stage were to provide a friendly user interface and 
to minimize the number of passes through the data. The interface was made user friendly by 
implementing an interactive, screen oriented response system. A single pass algorithm for variance 
estimation of simple statistics minimized the amount of reading from data files. Most estimators 
and their variances are obtained in a single pass through the data. 

Estimators can be computed for the total population, for each stratum, or for specified sub-
populations. For the most part, the estimators are functions of weighted sample totals. For 
example, to compute the estimators of the ratios,./?! = F,/A'l and/?2 = y2/'^2. one accumulates 
totals for 7], Xi Y2, and X2. If the estimate is for the entire population, these totals are 
accumulated in one pass through the data. Totals for stratum estimates can be accumulated, com
bined if necessary, and output stratum by stratum. Since the data are grouped by strata, stratum 
totals can also be obtained in one pass for any number of strata. Subpopulation estimators may 
require more than one pass through the data if the number of categories defined by the classifica
tion structure is large. The Regression and Univariate analyses require two passes through the data. 
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The estimators, with the exception of totals, are nonlinear functions of weighted sample 
moments. It follows that a method appropriate for a nonlinear function must be used to estimate 
the variance of the approximate distribution of such estimators. See Wolter (1985) for a discus
sion of variance estimation for complex surveys. The Taylor method (method of statistical dif
ferentials) is the method of variance estimation used in PC CARP. Generally, the Taylor method 
has been shown to be equal to or superior to other variance estimation methods for the statistics, 
such as ratios, under consideration. See, for example, Frankel (1971). The Taylor variance of 
the ratio estimator is given in such standard texts as that of Cochran (1977) and the Taylor 
variance of a regression coefficient is given by Fuller (1975). 

The value of the estimator and its estimated variance can, in most cases, be computed in the same 
pass. This is because the first order Taylor approximation to the variance can be expressed in terms 
of the variances of totals. For example, the first order Taylor approximation toR = Y/X is 

R ^ R + A ' - ' {Y - RX), 

where R = Y/X is the ratio of the true totals. It follows that the estimated variance of a ratio 
R = Y/X can be computed from the estimated variance of the totals of Y, X, and {Y - X). 
Similarly, the estimated covariance matrix for /?, = Yi/Xi and /?2 = Y2/X2, can be computed 
from the estimated variances of the totals of the ten quantities Yi,Xi,{Yi - X^, Y2, X2, {Y2 
- X2), {Yi - Y2), {Yi - X2), {Y2 - Xi), and {Xi - X2). 

The algorithm used for the calculation of the weighted mean and weighted sums of squares 
and cross products matrices is described in Herraman (1968). For sample values [A',] and cor
responding weights [W,], the sequence of weighted means, X^, and weighted corrected sum of 
squares, S^, is computed as 

XK = XK-I + a^dK and S^ = 5^-1 + D^ - DKUK, 

where 4 = j ^ ^ - A>_„ oj, = IFHEi.If ' , . ) - ' , and £»j, = d^W^. 
Up to three different variance quantities can be accumulated concurrently for any given 

estimator. These are the first stage variance component, the optional second stage variance com
ponent and the optional simple random sampling variance used in the computation of the design 
effect. Computing all variance quantities in a single pass through the data requires a large amount 
of array space. However, when working with large samples, the eUmination of entire passes 
through the data out-weighs the use of additional memory. 

The program routinely performs checks to avoid computational errors such as division by 
zero. For example, if the user enters a data set with only one cluster in a stratum, the program 
will assign zero variance to the stratum, complete the calculations, and print an error message 
identifying the stratum with a single cluster. 

The error handling system was constructed to avoid program termination caused by user 
misspecifications that could be easily corrected. Checks for omitted responses, improper file 
names and invalid analysis variable specifications are included in the program. If such an error 
is detected, PC CARP permits the user to re-enter information or to exit the program. 

Program accuracy was assessed by constructing examples and comparing results with those 
obtained using the mainframe program SUPER CARP. The data set of Longley (1967) was used 
to evaluate the accuracy of the regression program. Additional checks were made using PROC 
MATRIX of the SAS package. See Barr, etal. (1979). PC CARP numerical accuracy was found 
to be at the same level as the mainframe packages. Internal consistency of PC CARP was also 
verified by computing equivalent estimators using different options, e.g., by computing a sub-
population mean using the subpopulation option and using the ratio option. 
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When information is needed by PC CARP, the user receives a full screen of short response 
questions along wkh detailed instructions. The first set of screens displayed to the user ask for 
information pertaining to data organization and location. "Help" and "Go Back" options are 
available at many places. 

The second phase of program execution is Analysis Specification. In this phase the user chooses 
the type of analysis, options for that type of analysis, and the analysis variables. Any number 
of analyses can be performed using the data specified in phase one. 

4. SPECIAL FEATURES 

4.1 Two Way Table 

As described in Section 2, this option automatically provides the user with four tables, where 
the entries are determined by the type of marginal control exercised in constructing the table. 

We outiine the procedure used to construct the table of cell proportions and the estimated 
covariance matrix of the proportions. Suppose the table has R rows and C columns and let Yf^ 
be the estimated total for the rc-th cell. Let Y be the /?C-dimensional column vector of cell totals, 
created by listing the columns of totals one beneath the other beginning with the first column. Let 

R c 

= L L^r. 
•-1 c=l 

P = Y~^Y 
're ' .. ' re 

be the estimated population total and the estimated cell proportion for cell re, respectively. 
Let P be the /?C-dimensional column vector, analogous to Y, composed of the RC values 

Pfc, arranged by column. The estimated covariance matrix for P is 

Vpp = Y:^[IRC - {P® J'RC)] VYYURC - iP® JRC)] ' . 

where Vyr is the estimated covariance matrix of the vector of cell totals Y, Ij^c 'S the identity 
matrix of dimension RC, and J^c is an /?C-dimensional column vector of ones. 

The matrbc Vpp is used to compute the test statistic for the hypothesis of proportionality. The 
null hypothesis for the test is the hypothesis that the interior entries in the population table are 
the products of the marginal proportions. See Rao and Scott (1984) for a discussion of tests for 
such hypotheses. The test in PC CARP is based on a Satterthwaite approximation to the distri
bution of the Pearson chi-square statistic constructed as if the proportions were multinomial 
proportions. The approximation is valid for any analysis variable. 

4.2 Quantile Estimation 

Among the statistics produced by the univariate option are estimates of quantiles and an 
estimator of the standard error of the quantiles. The first step in the computation of quantiles 
is the construction of an estimator of the cumulative distribution function. In a first pass through 
the data the range of observations, the sample mean, and the sample standard deviation are con
structed. Also, the three largest observations and the three smallest observations are identified. 
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The estimated cumulative distribution function is defined by 

/ '.7 \ " 

^Y(X) = ( E '^'^S/j'' D W,Zs,Iy(x), 
^ 1=1 ' i=\ 

where the summation is over the m elements in the sample, w, is the sample weight, Z5, is an 
indicator function that is one if the observation is in the subpopulation of interest and zero other
wise, and Iy(x) is one ifY<x and is zero otherwise. The range of the variable is divided into 
100 intervals and the cumulative distribution function is estimated at the 101 values defined by 
this subdivision. 

The covariance matrix for the estimated distribution function evaluated at 25 points,7 = 1, 
5 96, is estimated. The estimated standard errors are smoothed with a three point moving 
average and interpolation is used to obtain an estimated standard error for each of 101 points 
of the estimated distribution function. Linear interpolation is used to create an estimated distri
bution function that is monotone increasing. Using the smoothed standard errors, a monotone 
increasing upper bound and monotone increasing lower bound that form a pointwise 95% con
fidence interval for the distribution function are established. These bounds are then inverted 
to form 95% confidence interval for the quantiles. The interquartile range and its standard error 
are also estimated. 

The quantile estimation is based on a theory that assumes the existence of an underlying super-
population distribution function with a poskive density. See Francisco (1987) for theoretical 
details and Park (1987) for computational aspects. 

4.3 Regression Estimation 

Estimates of the coefficients of a linear regression model are computed by the method of 
weighted least squares. Using the procedure given in Fuller (1975), an estimator of the covariance 
matrix of the coefficient vector is computed, taking into account the sample design. 

The coefficient vector is estimated by 

S = (X'WX)-^X'WY, 

where A' is the « x p matrix of independent variable values, Y is the ^-dimensional vector of 
dependent variable values. If is a matrix with the observation weights on the diagonal and zeros 
elsewhere, and n is the total number of observations. The variance of b is estimated by 

V(b) = (X' WX) - ^Gw(X' WX) - 1 

The matrix Gwi^ 

G^ = C ^ A, £ (dij - JiJ(dij - d iJ', 
/ = i j=\ 
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where 

dij = v. Xijf,Viji,Wijfi, 
* = 1 

^ijic - Yijf; - b'Xijfc, 

^i. = « 7 ' i ; 4 
7 = 1 

hi = («,- - 1)"'«,, C = (« - /p)"'(« - I), m,y is the number of elements in clustery of stratum /, 
«, is the number of clusters in stratum /', n is the total number of observations, L is the number of 
strata, andp is the number of coefficients estimated. The variance estimator differs from the usual 
weighted least squares variance estimator in that the matrix Gw is used in place of {X' WX)s^. 

A multiple /^-squared statistic is computed for models with an intercept. An F-test for the 
overall regression is always computed and an option for testing subsets of coefficients is provided. 

4.4 Logistic Regression 

Estimates of the multivariate logistic model are obtained with this option. The algorithms for 
logistic regression were developed after the initial version of PC CARP was completed. Because 
the mean function for the logistic model is norUinear in the parameters, the estimates are computed 
using an iterative weighted least squares algorithm. The variances of the estimates are computed 
by the extension to nonlinear estimation of the procedures given in Fuller (1975). See also Binder 
(1983). The basic operation of the Logistic Regression option is the same as that of the Regression 
option. For example, independent and dependent variables are specified in the same way. 

4.5 Post Stratification 

After completion of the original PC CARP program a supplement for post stratification was 
developed for many of the estimators. The post stratification is assumed to be that in which the 
weights have been adjusted to produce estimates for certain categories that match known popula
tion totals. This type of post stratification is called gamma post stratification by Fuller and Sullivan 
(1987). 

The program computes the variance of the post stratification estimator based on a represen
tation in which the estimator is expressed as a sum of ratio estimators. 

4.6 Stratum Collapse 

For purposes of variance computation, the user may use the collapse option to eliminate one 
cluster strata. If this option is chosen, every one-cluster stratum is grouped with the immediately 
following stratum in the data set. The stratum and cluster identification of the involved records 
are changed to reflect the new stratification. If stratum sampling rates are present, new rates are 
defined by 

/ , ' = («//;•"' + « / + ! / ; ; ! ) " ' ( « / + «/-n). 

where stratum /, with «, = 1, has been combined with stratum / -i- 1. These new rates are also 
saved in an auxiliary rate file for possible future use. Different orderings of the strata will produce 
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different collapsed data sets and different collapsed stratum rates. The program requires an addi
tional pass through the data when either the collapse or the two-stage option is selected. 

4.7 Hot Deck Imputation 

PC CARP requires a complete data set for analysis. Many practitioners will write a special 
program, or use one of the readily available PC programs to edit their data and to impute for 
missing values. 

For those desiring k, a hot deck imputation program, called PRE CARP, is provided with 
PC CARP. The hot deck operation replaces a missing value with the value for the same kem 
from the record immediately preceeding the missing record in the data file. PRE CARP permits 
the user to specify a classification variable, containing up to ten categories, such that the missing 
value is replaced by the preceeding record in the same category. PRE CARP will also create an 
indicator variable for each variable with missing values. This indicator variable can then be used 
with the subpopulation option to compute means based on the original observations. 

5. EXAMPLES 

In this section, several analyses are performed with a constructed data set and run times are 
presented. The purpose of the test runs is not to examine all possible combinations of factors 
influencing processing time, but rather to give an idea of the time required to run some of the 
available program analyses. 

The test data were constructed from a subset of the second National Health and Nutrition 
Examination Survey (NHANES II). The test data set has 2400 observations which are divided 
into 32 strata. Each stratum has two primary sampUng units and the primary sampling units 
are of varying sizes. Each observation also has a non-zero sampling weight. 

Figure 1. Output for Example C, Mean Age by Sex and Race Combinations 

Subpopulation Means 
Dependent variable is Age 

Category 
Sex = 1.0000 

Sex = 1.0000 

Sex = 1.0000 

Sex = 2.0000 

Sex = g.OOOO 

Sex = 2.0000 

Estimate S.E. C.V. DEFF 
Race = 1.0000 
3.06811D-^01 6.19678D-01 2.0197D-02 1.3967D•^00 
Race = 2.0000 
3.130160-1-01 7.88580D-01 2.5193D-02 9.5384D-01 
Race = 3.0000 
3.41579D-H01 2.24111D-K00 6.5610D-02 2.0965D-h00 
Race = 1.0000 
1.337420-1-01 3.18904D-01 2.3845D-02 1.2588D-(-00 

Race = 2.0000 
********* 

Race = 3.0000 

1.71957D-I-01 9.53816D-01 5.5468D-02 1.1389D + 00 
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Figure 2. Univariate Output for Nonfarm Households for Example D 
UNIVARIATE 1 

Classification variable is Farm and its level is 1 

Number of Sample Elements in Subpopulation = 111 

Dependent variable is Age 

Subpopulation Variance = 4.25645D^-02 

Subpopulation C.V. = 7.14101D-01 
Subpopulation Mean 

Estimate 
2.8891089D-h01 

Extreme Values of Sample Elements in Subpopulation 

S.E. 
2.2543875D-I-00 

C.V. 
7.80305D-02 

DEFF 
9.86336D-01 

Smallest 
Values 

l.OOOD-i-00 
2.000D + 00 
3.000D-(-00 

Largest 
Values 

7.4000-1-01 
7.100D + 01 
7.000D-I-01 

Number of 
Observed Values 

1 
1 
3 

Number of 
Observed Values 

2 
2 
4 

Stratum 
32 
15 
10 

Stratum 
29 
7 
7 

Quantiles 

0.01 
0.05 
0.10 
0.25 
0.50 
0.75 
0.90 
0.95 
0.99 

Estimate 
2.2690811D-I-00 
4.23648140-1-00 
7.7750203O-I-00 
1.3652930D-I-01 
1.9449315O + 01 
4.56980710-hOl 
6.27874260-1-01 
6.5923423D -i- 01 
7.1714993D-I-01 

Interquart i le Range 

Estimate 
3.2045141O-I-01 

S.E. 
7.3167585D-01 
1.1977759O-I-00 
1.3563759D + 00 
1.42255760-h 00 
2.2740912O-I-00 
4.75777090-1-00 
2.34727750-1-00 
1.2228344O-I-00 
1.14250330-1-00 

S.E. 
4.24348900-1-00 

First Observation ID 
Cluster Weight 

1 3.000D-I-00 
1 2.000D + 00 
2 3.0000-1-00 

First Observation 10 
Cluster Weight 

1 3.0000 + 00 
1 2.0000 + 00 
1 2.000O -I- 00 

9 5 % Confidence Interval 
( 8.05729D-01, 3.732430 -i- 00) 
( 3.34942O-f00, 8.140530-i-00) 
(5.36691D + 00, 1.07924O-i-Ol) 
( 9.992380-h 00, 1.568260-1-01) 
( 1.57192O-h01, 2.481560-1-01) 
( 3.589360-1-01, 5.492470 + 01) 
( 5.514170 + 0 1 , 6.453080 + 01) 
( 6.43837O + 0 1 , 6.927500 + 01) 
( 7.054010 + 0 1 , 7.400000 + 01) 

The variables in the data set are: 
1. Sex 1,= male, 2 = female 
2. Race 1 = white, 2 = black, 3 = other 
3. Farm 1 = non-farm household, 2 = farm household 

4. Income Household income in thousands of dollars 
5. Age Age in years. 

A variable whose value is one for every observation (intercept variable) was created by the pro
gram. The analyses performed were: 

A. Mean income for the sampled population 
B. Mean income by stratum 
C. Mean age for the two way classification of sex and race 

D. Sample distribution functions of age for farm and non-farm groups. 
Analysis A, estimating mean income, was performed using the Ratio option with Income as 

the numerator variable and the intercept variable in the denominator. The estimates of mean 
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income by stratum. Analysis B, were computed directly with the Stratum Means option. Analysis 
C was performed with the Subpopulation Means option by crossing the classification variables 
Sex and Race and specifying Age as the dependent variable. The output from this analysis is 
given in Figure 1. The symbols "*****" under the classification "Sex = 2 Race = 2" indicates 
that there were no observations falling into that classification category. The values of the design 
effects underscore the importance of taking into account the sampling design in the computa
tion of estimated variances. For example, the design effect for the estimate wkh Sex = 1 and 
Race = 3 is approximately two. This means that the estimated variance of the sample mean for 
a simple random sample is one half of the variance estimate for the stratified cluster sampling 
plan. Characteristics of the distribution of Age for each of the two levels of the variable "Farm" 
were estimated using the Univariate option. The portion of the output for this example that per
tains to nonfarm households is given in Figure 2. All the variances and standard error estimates 
given in this output take into account the sampling design. 

The run times (in seconds) for analyses A, B, C and D for the 2,400 observations were 70, 
135, 120 and 360, respectively. The runs were made on an IBM PC AT with the data stored on 
the hard disk and read in free format. Stratum sampling rates were not entered into the pro
gram. Output was routed to the monitor and to a disk file. Design effects for the estimates were 
requested in all of the analyses. The first three analysis require only one pass through the data 
for each analysis. More statistics are computed for analyses B and C than for analysis A. Analysis 
D requires 4 passes through the data, two passes for each univariate analysis. 
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The 1986 Test of Adjustment Related Operations 
in Central Los Angeles County 

GREGG DIFFENDAL^ 

ABSTRACT 

As part of the planning for the 1990 Decennial Census, the Census Bureau investigated the feasibility 
of adjusting the census for the estimated undercount. A test census was conducted in Central Los Angeles 
County, in a mostly Hispanic area, in order to test the timing and operational aspects of adjusting the 
Census using a post-enumeration survey (PES). This paper presents the methodology and the results in 
producing a census that is adjusted for the population missed by the enumeration. The methodology used 
to adjust the test census included the sample design, dual-system estimation and small area estimation. 
The sample design used a block sample with blocks stratified by race/ethnicity. Matching was done by 
the computer with clerical review and resolution. The dual-system estimator, also called the Petersen 
estimator or capture-recapture, was used to estimate the population. Because of the nature of the census 
enumeration, corrections were made to the census counts before using them in the dual-system estimator. 
Before adjusting the small areas, a regression model was fit to the adjustment factor (the dual-system 
estimate divided by the census count) to reduce the effects of sampling variability. A synthetic estimator 
was used to carry the adjustment down to the block level. The results of the dual-system estimates are 
presented for the test site by the three major race/ethnic groups (Hispanic, Asian, Other) by tenure, by 
age and by sex. Summaries of the small area adjustments of the census enumeration, by block, are 
presented and discussed. 

KEY WORDS: Census undercount; Dual-system estimation; Synthetic estimation; Post-enumeration 
survey. 

1. INTRODUCTION 

Since the first U.S. Census in 1790, problems have existed in finding and counting every 
person who should be counted. Advances in demographics and statistics have permitted census 
coverage estimates to be produced, beginning with the 1950 census. Coverage estimates have 
been used to evaluate census shortfaUs and determine areas of needed improvements for 
succeeding censuses. The census coverage estimates have shown a steady improvement in census 
taking since the 1950 estimates were produced. One series of estimates shows the U.S. level 
undercount was 4.4% for 1950, 3.3% for I960, 2.8% for 1970 and 1 % for 1980. Despite this 
continuing reduction in the percent undercount, estimates remain higher for certain groups 
in the U.S. For example, the black undercount has remained about 5 percent above the national 
average. 

Results also indicate high undercounts are measured for other ethnic groups-especially the 
Hispanic population. Central cities have higher undercounts as do rural areas. Males have higher 
undercounts than females. The age group 20 to 45 also has a high undercount. 

The methods used since 1950 to measure the undercount in the U.S. are a post-enumeration 
survey (PES) and demographic analysis. The Census Bureau has announced that these will be 
the major tools to estimate the undercount for the 1990 census. A PES uses an independent 
sample of persons that are matched to the census to estimate the total population. Marks (1978) 

' Gregg Diffendal, Undercount Research Staff, Statistical Research Division, Bureau of the Census, Washington, 
D.C. 20233, USA. This paper reports research undertaken by a member of the Census Bureau's staff. The views 
expressed are attributable to the author and do not necessarily reflect those of the Census Bureau. 
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and U.S. Census Bureau (1979) describe previous work on using a PES to measure census cov
erage. Demographic analysis uses birth, death and other administrative records to estimate 
the total population in the U. S. Fay et a/. (1988) describe the 1980 undercount estimates from 
demographic analysis and the Post-Enumeration Program (PEP). 

In 1980, increased scrutiny of census numbers resulted in a number of court suits arguing 
for an adjustment of the 1980 census counts. Some of the issues that led to the court suits 
include: the existence of the differential undercount between blacks and nonblacks; the 
introduction of revenue sharing in the I970's which tied monies directiy to population counts; 
and declining populations in some cities and states which have traditionally had higher under
counts. The U.S. Census Bureau argued against adjustment of the 1980 census for the measured 
undercount on the basis that the measurement was error prone and an adjustment would not 
improve the unadjusted census counts. 

The Census Bureau did embark on a research program after 1980 to evaluate alternate 
methods and ways to improve the undercount measurement process (Mulry et al. 1981 and 
Hogan 1984). Hogan (1984) proposed a series of tests to improve the undercount measurements 
in conjunction with the test censuses. These started with a PES in Tampa, Florida in 1985 to 
test and evaluate computer matching. This test verified the feasibility of computer matching 
(Jaro and Childers 1986). Test censuses and PES's were also conducted in 1986 in Los Angeles 
and Mississippi. A PES was conducted in Los Angeles to test the timing and operational aspects 
of adjusting the census. In Mississippi, a PES was conducted to evaluate the PES operations 
in a rural test site (Anolik 1988). 

A Pre-Enumeration Survey was also conducted in 1986 in Los Angeles to determine if further 
gains in timing could be obtained if some of the field work was conducted before the census 
rather than after the census enumeration as in a PES (Wolfgang 1987). A PES was conducted 
in 1987 in rural North Dakota for evaluation of the PES operations in rural areas, where a 
door-to-door enumeration is conducted rather than a mail-out census as in the other test sites. 
Finally, work is under way for the 1988 Census Dress Rehearsal. The Dress Rehearsal will be 
used to test all census operations before conducting the 1990 Decennial Census. 

The focus of this paper is on the 1986 PES in Central Los Angeles County, called the Test 
of Adjustment Related Operations (TARO), conducted in conjunction with the test census. 
The test site comprised three major race/ethnic groups: Hispanic, about 75% of the total 
population; Asian, about 15%, and Other, mostly white, with about 10% of the total popula
tion. The results of the PES show an estimated undercount of 9%. For the major race/ethnic 
groups in the test site, the Hispanic, Asian, and Other undercounts are estimated at 9.8%, 7.3%, 
and 6.2%, respectively. This paper describes the methodology and operational aspects of 
estimating these undercounts. 

Section 2 presents the methodology used in 1986 to measure the undercount and how to 
incorporate the undercount estimates into the census count to produce an adjusted census. 
Section 3 discusses the schedule of operations in carrying out TARO including field operations 
and matching. Section 4 presents a summary of the undercount estimates for the poststrata 
and undercount estimates at the block level. Section 5 summarizes the major findings and 
presents some conclusions. 

2. METHODOLOGY 

2.1 Overview of Samples Used in Estimation 

To estimate the popluation, the PES used two samples, called the P (for Population) sample 
and the E (for Enumeration) sample. The P sample is used to measure census omissions. The 
E sample is used to measure census erroneous enumerations. 
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The P sample consists of a block sample with an an independent listing of housing units 
and personal interviews whereas E-sample data are the census enumerations (counts) from the 
same sample block. The P sample obtained data needed for matching and estimation including 
census day residence. A design decision was made that defined who is included in the P sample. 
The P sample was all persons living at the sampled address at the time of the PES interview. 
The alternate procedure would interview the residents on census day. We decided against the 
latter approach because aU movers involve proxy respondents (interview is from nonhousehold 
members). For the approach chosen, movers were living at the sample address and can have 
completed interviews without resorting to a proxy respondent. However all residents on census 
day who moved outside the test site before the PES interview have zero probability of being 
captured in the P Sample. All P-sample persons who lived outside the test site on census day 
were considered out-of-scope. 

After interviewing, all P-sample persons were matched to the census. A computer matching 
program was used with clerical review. A second design decision defined the extent of search 
for matching. The PES classified a P-sample person as matched if the person was counted in 
the census anywhere in the test site. An alternate procedure would define a more limited search 
area, such as the PES block and neighboring blocks. Then a P-sample person is called a match 
only if the corresponding census person is within this search area. As an aside, the 1990 PES 
procedure will use a limited search area for matching. 

All unresolved cases from matching were sent to foUowup to obtain additional informa
tion for matching. The foUowup workload from the P sample was greatly reduced by asking 
all questions needed for matching at the time of the original interview. Therefore only 
incomplete personal characteristics, incomplete mover address, and uncertain match cases were 
sent to foUowup from the P sample. Nonmatehed P-sample eases were considered resolved 
and not sent to foUowup. Many E-sample persons are matched to P-sample persons and are 
resolved without the need of another interview. All E-sample persons not resolved from the 
P-sample interview were sent out for a foUowup interview that is used to determine their 
enumeration status. Operational aspects are discussed in more detail in the following section. 
The types of census erroneous enumerations measured by the E sample included geocoding 
error, duplication, fabrication, persons born after census day, persons who died before census 
day and unmatchable cases. Geocoding error is defined as a census enumeration that exist out
side the search area, the entire test site. Unmatchable cases are census enumeration without 
a name. Unmatchable eases cause an overestimate of the number of erroneous enumeration, 
but are treated in a similar manner as erroneous enumerations in the estimator. 

2.2 Dual-System Estimation 

In order to estimate the total population, a dual-system estimator is used which combines 
the information from the P and E samples. Wolter (1986) describes different dual-system esti
mators and their underlying assumptions. The dual-system estimator used in TARO is written 

A^„(CEN-SUB-EE) 
DSE = -^ , (I) 

M 
where Np = estimator of the total PES population, CEN = unadjusted census count, 
SUB = number of census whole-person substitutions, EE = estimator of the number of 
erroneous enumeration and unmatchable persons included in the census, derived from the E 
sample, M = estimator of the number of persons in both the census and the PES populations. 
Census whole-person substitutions are defined as any person included in the census with fewer 



74 Diffendal: Test of Adjustment Related OperaUons 

Census 

Enumeration 

Dual 

In 

Out 

Total 

Table 1 
-System Classification 

In 

^ u 

Â 2. 

N^l 

P-Sample Target Population 

Out 

^ . 2 

A 2̂2 

^^+2 

Total 

Ni^ 

^ 2 + 

^ + + 

than two demographic characteristic. In order to better understand and explain some of the 
unique features of the dual-system estimator. Table 1 shows the classification of each person 
in the population. 

The population quantities in Table 1 are estimated by components of the dual-system 
estimators: N,i = M, 7V+, = Np,Ni+ = CEN-SUB-EE. The value of Â22 is unobservable 
by definition but is estimated by assuming independence between the census enumeration and 
the P sample of the PES. The estimate of N22 is given by 

N22=Ni2N2i/Nii. (2) 

By using the estimators defined above, the estimate of the total population is given by 
N++ = DSE. 

Because of problems in matching census data, special handling is needed to prevent an 
overestimate of the population. The dual-system estimator assumes every person is uniquely 
assigned to one cell in Table I. So instead of just using the census count, the estimate of 
erroneous enumerations is subtracted from the census count to give an estimate of the number 
of unique persons counted in the census. Addkionally, the dual-system estimator assumes each 
person can be called a match or a nonmatch. Census enumerations with insufficient informa
tion for matching (e.g., no name or fewer than two demographic characteristics) cannot be 
caUed matches or nonmatches with certainty. Therefore, unmatchable persons are also sub
tracted from the census count. All corresponding P-sample persons are called nonmatches and 
assigned to the A'21 cell. 

2.3 Sample Design 

The sample design was a stratified sample with the sampUng unit being a block. Two types 
of data were used to stratify the test site — a count of housing units by block obtained from 
the 1986 census address file and a mapping of 1980 census race data into the 1986 census 
geographic units. This mapping could only be made at the census tract level which equals one 
to six blocks. Therefore, the assignment of the racial grouping was done at the census tract 
level. All blocks within the census tract were assigned to the same racial category, and thus 
were in the same stratum. 

The test site was stratified into six sampUng strata, described in Table 2. 
All blocks wkh special places (mostly group quarter population) were put into a separate 

sampUng stratum. These blocks were considered out-of-scope and were not sampled. Small 
blocks were placed in a separate stratum to reduce the sampling variance. All blocks in census 
tracts with at least 18% Asian defined the Asian strata. AU non-Asian blocks in census tracts 
wkh at least 40% Hispanic defined the three Hispanic strata. All remaining blocks that were 
not in the above strata defined the Other strata. 
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Table 2 
Sampling Strata and Allocation of Sampled Blocks 

Number of 
Sampling Strata Blocks 

Sampled 

1. Hispanic Blocks with large multiunits 8 

2. Hispanic Blocks with small multiunits 49 

3. Hispanic Blocks with single units 39 

4. Asian Blocks 35 

5. Other Blocks 38 

6. Blocks with two or fewer housing units 21 

The 1986 housing count data also contained information on single unit and multiunit struc
tures. These data were used to split the Hispanic strata into single unit, small multiunit, and 
large multiunits. The Hispanic large multiunits stratum was defined as the Hispanic blocks 
with 50% or more of the housing units in structures with 10 or more addresses. The Hispanic 
single unit stratum was defined as the Hispanic block with more than 50% of the housing units 
in single units. The Hispanic small multiunits stratum was defined as the remainder of the 
Hispanic blocks. 

Within each of the sampling strata, an equal probability systematic sample of blocks was 
chosen. The sample consisted of 190 blocks containing about 6000 housing units. Table 2 con
tains the breakdown of the sampled blocks by the sampling strata. Large blocks with 70 or 
more housing units were subsampled to reduce the interviewing workload. The subsampling 
consisted of splitting the block into clusters of 35 to 50 housing units, using address ranges 
or block faces. One cluster was randomly selected for P-sample interviewing. The E sample 
was defined as all persons the census counted in the same cluster. 

2.4 Poststratification 

The dual-system estimator is biased and the bias can be large if the undercount rates are 
significantly different for subgroups of the population (Wolter 1986). To control this bias, 
the test site was partitioned into groups (poststrata) felt to have the similar undercount rates. 
Dual-system estimates were then calculated within each poststratum. 

The poststrata were chosen by examining the test site composition and from analysis of the 
1980 PES data. The most important discriminating variable of the undercount was race. Three 
race-ethnic groups were used: Hispanic, Asian and Other. A separate poststratum for blacks 
was not possible since few blacks lived in the test site. Minority renter was an important 
explanatory variable in our previous research (Isaki et al. 1987). Therefore, tenure was also 
used in constructing the poststrata. Hispanies living in a block with fewer than 50% of the 
population being Hispanic (called Non-Hispanic blocks) were thought to have a different under
count rate from other Hispanies and was assigned to a separate poststratum. Table 3 shows 
the seven race-tenure groups which are crossed by age (0-14, 15-29, 30-44, 45-64, 65 + ) and 
sex to give the 70 poststrata used in estimation. 

Table 3 also shows the sample sizes for the P sample and for the E sample. The lower sample 
size for the P sample than the E sample is partly explained by inmovers in the P sample which 
are treated as being out-of-scope. 
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Table 3 
Race-Tenure Categories Used in Poststratification, 

Including Sample Sizes 

Race-Tenure Categories 

Hispanic Renters in 

Hispanic Owners in 

Hispanic Blocks 

Hispanic Blocks 

Hispanies in Non-Hispanic Blocks 

Asian Renters 

Asian Owners 

Other Renters 

Other Owners 

Total 

P Sample 

8,182 

5,688 

896 

666 

1,144 

1,135 

1,841 

19,552 

E Sample 

8,739 

5,867 

1,005 

911 

1,230 

1,316 

1,908 

20,976 

2.5 Handling Missing Data 

To compute the dual-system estimates, a complete data file is needed. The 1986 test con
tained missing data, as is true for any sample survey. Schenker (1988) presents a description 
of the methods used to handle missing data, including some effects of different assumptions 
about missing data on the dual-system estimates. For completeness, we give a brief deseiption 
of the methods. 

Missing data occurred for person and household characteristics, the match status (matched/ 
nonmatehed) for the P-sample persons, and enumeration status (correct/erroneous) for the 
E-sample persons. For P-sample noninterviews, a weighting adjustment was used. Missing 
characteristics were imputed using a "hot-deck" procedure. For match status, a logistic regres
sion model was used to estimate the probabiUty of being matched. Rather than assign a defi
nite match or nonmatch status to each unresolved case, the estimated probabilities were used 
in the dual-system estimates. An analogous procedure was used for missing E-sample enumera
tion statuses. 

2.6 Small Area Estimation 

To make an adjustment additive at all levels of aggregation for users, the estimates of the 
undercount are carried down to the block level (the smallest geographical unit). But before 
carrying the undercount estimates to the block level, a regression model is used to "smooth" 
the effects of sampling error. Adjustment factors are used as the dependent variable in the 
regression model. An adjustment factor is defined as the dual-system estimator divided by the 
census count: 

Y = DSE/CEN, (3) 

where CEN and DSE were defined previously. 

The regression model is written as 

Yi = Bo + BiXii + ... + BpXip -I- Si + Ef, (4) 
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where Y, = adjustment factor for the i-tb poststratum (/ = 1, . . . , 70), Xij = independent 
variable (/ = 1, ...,p),Bj = regression coefficient to be estimated, S, = sampUng error of 
the adjustment factor, £•, = model error, and the S, and £, are independent and normally 
distributed with mean 0 and variances equal to errand ê  respectively. The ê  and B/s are 
estimated using maximum likelihood methods (Ericksen and Kadane 1985). The tr? are 
estimated directly from the sample. The sample-based adjustment factor and the model-based 
adjustment factor are averaged together to form the predicted adjustment factor 

AFi = (Yi/aj-i- "^XijBj/e^^ (af' + e-'\ - ' , (5) 

which is used to adjust the census block data. The variance of AFi can be obtained from the 
results in Freedman and Navidi (1986). 

Synthetic estimation was used to carry down the adjustment from each poststratum to the 
census block. The synthetic estimator is written as 

ADJij = AFi X CENij, (6) 

where / andy denote the poststratum and block respectively and ADJ is the adjusted popula
tion at the block level. 

The adjusted block population, ADJij, is usually a noninteger number. The census counts 
whole persons. In order to incorporate the adjustment into the census, the noninteger values 
must be transformed into integers. Integerization (or controlled rounding) rounds all values 
to the integer part of the number or to the integer part of the number plus one (Causey et al. 
1985). 

After integerization of the adjusted block estimates, counts were produced for the number 
of persons by age-race-sex to be added to or substracted from each block. In the case of under
counts, a census enumeration having the same range of characteristics as the estimated missed 
person was randomly selected from within the block and copied into a new census record. A 
nonhousehold category was used to add persons to the census so that household relationships 
and creation of new households were not needed. Zaslavasky (1988) describes an alternate 
procedure, using weighting, for adding persons and households to census blocks. In the case 
of overcounts, census persons with the required characteristics would be flagged and would 
not be counted in the adjusted census tabulations. 

3. OPERATIONS AND TIMING 

The major focus of this test census was to study the timing and operational aspects of 
adjusting the census. Previous PES's at the Census Bureau have taken about two years or longer 
to complete. For example, the 1980 PES produced undercount estimates in the fall of 1981 
and a final set of estimates in early 1982. 

Table 4 presents the major census and PES operations and their start and end dates. Gaps 
exist in Table 4 because all census and PES operations are not listed. Some PES operations 
have overlapping time schedules since these operations were occurring at the same time. PES 
activities started after all major census field activities were completed. This helps ensure inde
pendence between the census and the PES by having the field staffs working at different times. 
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Table 4 
1986 TARO Operational Schedule 

Operation 

Census Day 
Nonresponse FoUowup 
Key Census Names 
Census File for Matching 
PES Address Listing 
PES Subsampling 
PES Interviewing 
Key PES form 
Computer Match 
Extended Computer Match 
Clerical Match 
Field FoUowup 
FoUowup Matching 
Key Match Results 
Prepare P- and E- sample files 
Imputations 
Final Census file 
Estimate Poststrata 
Small Area Estimates 

Start 

March 16 
April 09 
May 23 
Aug. 08 
June 17 
June 25 
June 25 
July 21 
Aug. 28 
Sept. 09 
Sept. 15 
Sept. 23 
Sept. 29 
Oct. 21 
Nov. 11 
Jan. 05 
-
Jan. 12 
Feb. 12 

End 

March 16 
May 08 
June 10 
Aug. 15 
June 21 
July 01 
Aug. 08 
Aug. 19 
Sept. 09 
Oct. 03 
Oct. 31 
Nov. 06 
Nov. 06 
Nov. 10 
Jan. 02 
Jan. 11 
Jan. 05 
Feb. 11 
Feb. 22 

The census was conducted by mailing a questionnaire to every known housing unit and asking 
a household member to complete the form on Census Day (March 16). Each household that 
failed to mail back its questionnaire was completed in person by an enumerator. This is called 
nonresponse foUowup. Completed forms were sent to the processing office for entering the 
data, which included for this test all census names, into the computer. 

The first step of the PES produced an independent listing of all addresses in the sample 
blocks. The listings were compared to an administrative Ust to ensure accuracy and complete
ness. This quality control check showed that 127 (67%) blocks had no change to the address 
listing. The remaining 63 (33%) blocks had changes made from the quality control check and 
were relisted. The reUsting added addresses to 37 blocks, corrected addresses in 39 blocks, and 
deleted addresses in 9 blocks. (Since multiple changes were made for some blocks, the above 
numbers do not add up to the total number of relisted blocks.) The changes in the address listings 
from the quality control check showed only minor corrections. After passing the quality control 
check, all blocks of 70 or more housing units were subsampled using block faces or address 
ranges. 

The PES interview was conducted by personal visits. Questions were asked of all current 
residents to obtain their demographic characteristics. Special questions asked about residence 
on Census Day, mailing address, alternate addresses such as college residence, and other persons 
who may have Uved at this residence on Census Day. A quality control check of the PES ques
tionnaire verified the roster of names. For the sample of forms checked, 96% passed the quality 
control operation. The 4% that failed the quality control check were reinterviewed and corrected. 

The final outcome of the interviewing showed that 5,714 (93.2%) of the housing units had 
a completed interview with a household member. Another 193 (3.1 %) housing units were vacant 
and 189 (3.1%) housing units had a completed interview with a non-household member (e.g. 
neighbor). Only 32 (0.5%) housing units were coded as noninterviews. The extremely low 
noninterview rate is attributable to the 5 week interviewing period. 
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As the PES questionnaires were completed they were prepared for computer matching to 
the census file. The computer matching was split into two parts: first, matching the PES data 
with the E-sample data and second, called extended computer matching, matching all P-sample 
cases that did not match in the first part of the computer matching to the remaining census 
data. The extended computer match was used to match movers between Census Day and the 
time of the PES interview and geographical coding errors, i.e., where the housing unk is assigned 
to the wrong block. The first part of the computer matching assigned a match to 14,700 (73.5%) 
of the P-sample cases and assigned a possible match to another 2,550 (12.0%). The extended 
computer matching assigned a match to another 130 persons (0.7%) and assigned a possible 
match to another 570 persons (2.9%). Because the extended computer matching assigned a 
match status to only a small percentage of P-sample cases, we concluded that the geographical 
coding in Los Angeles had few errors. 

Clerical matching reviewed the results of the computer matching. Clerical matching also 
identified the cases with insufficient data for matching (for which imputation is necessary). 
Clerical matching prepared foUowup forms for unresolved P-sample and E-sample cases. 

Field foUowup consisted of 1,551 housing units wkh 1,511 (97.4%) being recorded as com
pleted interviews. The field foUowup was followed by final matching. The final P-sample results 
show that 17,018 (85.2%) persons were matched to a census persons and 2,373 (11.9%) persons 
were not matched. Another 426 (2.1 %) persons were considered out-of-scope (mostly persons 
who lived outside the test site on Census Day) and 161 (0.8%) persons were unresolved (and 
later had match status imputed). The final E-sample results show that 19,637 (93.6%) persons 
were correctly enumerated and 360 (1.7%) were erroneously enumerated in the census. Another 
976 (4.7%) persons were unresolved and had an enumeration status imputed. 

All missing data after final matching including match status for the P sample and enumera
tion status for the E sample were imputed. The results were used to create the dual-system 
estimates. The estimates were smoothed and carried down to the block level to create an adjusted 
census file. The improvements in timing to produce the undercount estimates were mainly due 
to the matching activities. The computer and clerical matching for TARO took about 3 months, 
while the 1980 PEP matching activities took over one year to complete. Addkional time savings 
were due to improved planning of operations and better access of census materials. 

4. ESTIMATES 

4.1 Poststrata Estimates 

This section presents the undercount estimates for various aggregations of the poststrata. 
Table 5 presents the percent undercount I00(1-CEN/DSE), percent nonmatehed 100(l-M/Np), 
percent erroneously enumerated I00(EE/CEN), and percent substituted 100(SUB/CEN). 

A feature of the dual-system estimator is that the estimates summed over several categories 
does not equal the direct estimate of the summed categories. To keep the estimates reported 
in Table 5 consistent, all estimates are summed over the other relevant categories. 

Examining Table 5 for percent undercount by the race-tenure groups, one concludes: tenure 
is a good stratification variable with higher undercount estimates for renters than for owners; 
race/ethnicity also differentiates the undercount with higher undercount estimates for Hispanies 
than for Asians, which in turn are higher than for Others. Percent erroneously enumerated 
is higher for renters than for owners, but almost no differences between the race/ethnicity 
groups. Percent substituted is higher for Hispanic and Other renters than for Hispanic and 
Other owners. Asian owners had a higher percent substituted than Asian renters, the reverse 
from the two other race-ethnicity groups. 
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Table 5 

Percent Undercount and the Components of the Dual-System Estimates for the Poststrata 

Post-Strata 

Hispanic Renters in 
Hispanic Blocks 

Hispanic Owners in 
Hispanic Blocks 

Hispanies in Non-
Hispanic Blocks 

Asian Renters 

Asian Owners 

Other Renters 

Other Owners 

0-14 

15-29 

30-44 

45-64 

65 4-

Male 

Female 

Total 

Percent 
Undercount'' 

13.7 

5.5 

7.5 

11.1 

4.6 

9.9 

3.8 

8.8 

13.6 

8.6 

4.5 

3.3 

9.7 

8.3 

9.0 

Percent 
Nonmatehed 

of the 
P-Sample 

17.1 

8.1 

9.7 

13.4 

6.8 

12.9 

5.8 

11.9 

16.2 

10.8 

6.6 

5.9 

12.1 

10.8 

11.4 

Percent 
Erroneously 
Enumerated 

of the 
E-sample 

2.6 

1.2 

1.4 

2.1 

1.2 

2.4 

1.3 

2.2 

2.1 

1.4 

1.3 

1.7 

1.7 

1.9 

1.8 

Percent 
Substituted 

of the 
Census 

1.7 

1.5 

1.3 

1.2 

1.5 

1.7 

0.9 

1.6 

1.6 

1.4 

1.4 

1.3 

1.5 

1.5 

1.5 

^ All estimates are summed over all other catetgories. 
Erroneously enumerated includes unmatchable nonsubstituted. 

Examining Table 5 for percent undercount by age and sex one observes that the age group 
15-29 had the highest undercount and males have a higher undercount than females. The age 
groups 0-14 and 30-44 have similar undercount estimates, slighdy below average for the test 
site. The age groups 45-64 and 65 + also have similar undercount estimates, well below the 
other age groups. These resuks are fairly consistent in distribution with previous undercount 
results. 

Percent erroneously enumerated is highest for the two youngest age group 0-14 and 15-29. 
The age groups 30-44 and 45-64 have similar low estimates of percent erroneous enumerated. 
Surprisingly the percent erroneously enumerated is in the middle for the age group 65 -I-. Small 
differences are observed in percent erroneous enumeration for the sex groups. Only small 
differences are observed for percent substituted for the age groups or the sex groups. 

4.2 Small Area Estimates 

Before applying the adjustment at the block level, as mentioned eariier, a regression model 
was fitted to "smooth" the data and reduce the effects of sampling variability. The regression 
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model was fit to the 70 adjustment factors as defined by the poststrata. The regression modelling 
is used to find a common pattern of undercounting in the data. Then the sample-estimated 
adjustment factors are shrunk toward this common pattern. This is similar in spirit to the James-
Stein estimator and empirical Bayes estimators. The independent variables that were available 
to use in the model were indicator variables for the race-tenure groups, for the age groups, 
and for the sex groups. No interaction terms were allowed to enter the model. The model that 
fit the data and had significant coefficients (under an unweighted regression model) was the 
following: 

Y = 1.038 -I- .090(HR) + .044(AR) -I- .013(OR) -I- .058(A15-29) - .009(A45-64) 

where Y = model-based adjustment factor 

HR = I if Hispanic Renter in Hispanic Blocks 
= 0 otherwise 

AR = 1 if Asian Renter in all Blocks 
= 0 otherwise 

OR = 1 if Other Renter in all Blocks 
= 0 otherwise 

A15-29 = I if age group 15-29 
= 0 otherwise 

A45-64 = 1 if age group 45-64 
= 0 otherwise. 

The regression model shows the larger undercount estimates for all renters over owners. 
Also the age group 15-29 has much higher undercount estimates than other age groups. The 
age group 45-64 has lower undercount estimates than the other age groups. The variable sex 
was statistically insignificant and was not included in the model. Two adjustment factors, 
Hispanies in Non-Hispanic blocks male 65 + and Asian renters male 65 -I-, had a zero estimated 
variance and were not included in the model. The predicted adjustment factor was defined as 
the sample-estimated adjustment factor for these two adjustment factors. 

Table 6 contains the sample-estimated and predicted adjustment factors for the 70 poststrata. 
In general, the predicted adjustment factors lowers the highest estimated adjustment factors 
and raises the lowest estimated adjustment factors. The predicted adjustment factors have less 
variability than the sample-estimated adjustment factors. The most notable example of the 
effects of the regression model is for Asian renters female age 65 + . The predicted adjustment 
factor is 1.087 rather than the sample estimated adjustment factor of 1.212. This predicted 
adjustment factor is closer to the expectations of a lower undercount for the age group 65 -l-
than for the other age groups. 

The predicted adjustment factors were multiplied by the census counts for the 2,405 blocks 
in the test site. The adjusted census counts were rounded to form integer values. Although three 
predicted adjustment factors were less than one (an estimated overcount), the integerization 
process did not produce any adjusted overcounts. 

The adjustment process added 32,843 people to the census, a 8.2% undercount rate. If the 
sample-estimated adjustment factors were used, then 36,454 people would have been added 
to the census, a 9.0% undercount rate. The process of smoothing lowered the undercount 
estimate by almost 10%. This occurred because the largest undercount estimates were lowered 
by the smoothing and these same groups had the largest population counts. 
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Table 6 
Results of Smoothing TARO Adjustment Factors 

Poststrata 

HR in HB 
HR in HB 
HR in HB 
H R i n H B 
HR in HB 

HR in HB 
HRin HB 
HR in HB 
HR in HB 
HR in HB 

HO in HB 
HO in HB 
HO in HB 
HO in HB 
HO in HB 

HO in HB 
HO in HB 
HO in HB 
HO in HB 
HO in HB 

HinH'B 
H in H'B 
H in H'B 
H i n H ' B 
H i n H ' B 

H i n H ' B 
H in H'B 
H i n H ' B 
H i n H ' B 
H in H'B 

AR in all B 
AR in all B 
AR in all B 
AR in all B 
AR in all B 

AR in aU B 
AR in all B 
AR in all B 
AR in aU B 
AR in all B 

Sex/Age 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

0-14 
15-29 
30-44 
45-64 
65-t-

0-14 
15-29 
30-44 
45-64 
65-f 

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65-f 

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65-f 

0-14 
15-29 
30-44 
45-64 
65-)-

Estimated 

Adj. 
Factor Y 

1.131 
1.247 
1.165 
1.099 
1.055 

1.124 
1.234 
1.084 
1.125 
1.099 

1.056 
1.078 
1.087 
1.031 
1.073 

1.059 
1.088 
1.033 
1.020 
1.033 

1.105 
1.154 
1.131 
1.063 
0.991 

1.137 
1.033 
1.079 
1.033 
0.947 

1.059 
1.127 
1.195 
1.004 
0.982 

1.067 
1.215 
1.173 
1.012 
1.212 

Std. 
Error 

0.020 
0.030 
0.029 
0.043 
0.044 

0.023 
0.032 
0.017 
0.040 
0.045 

0.018 
0.018 
0.016 
0.012 
0.028 

0.020 
0.016 
0.012 
0.012 
0.019 

0.052 
0.054 
0.065 
0.050 
0.000 

0.047 
0.022 
0.037 
0.028 
0.040 

0.041 
0.044 
0.077 
0.057 
0.000 

0.047 
0.055 
0.105 
0.061 
0.127 

Predicted 

Adj.-
Factor AF 

1.130 
I.2I1 
1.144 
1.114 
1.110 

1.126 
1.203 
1.098 
1.121 
1.122 

1.050 
1.084 
1.072 
1.031 
1.054 

1.051 
1.090 
1.034 
1.022 
1.035 

1.051 
1.106 
1.050 
1.036 
0.991 

1.059 
1.060 
1.051 
1.031 
1.013 

1.076 
1.137 
1.093 
1.063 
0.982 

1.079 
1.153 
1.087 
1.065 
1.087 

Std. 
Error 

0.016 
0.021 
0.020 
0.024 
0.023 

0.018 
0.022 
0.015 
0.024 
0.024 

0.015 
0.015 
0.014 
O.OIl 
0.019 

0.016 
0.014 
0.011 
0.011 
0.015 

0.023 
0.025 
0.024 
0.023 
0.000 

0.023 
0.017 
0.021 
0.019 
0.022 

0.026 
0.028 
0.031 
0.030 
0.000 

0.028 
0.029 
0.032 
0.030 
0.032 
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Table 6 

Results of Smoothing TARO Adjustment Factors - Concluded 

Poststrata 

AO in all B 
AO in all B 
AO in all B 
AO in aU B 
AO in all B 

AO in all B 
AO in all B 
AO in all B 
AO in all B 
AO in aU B 

O'R in aU B 
O'R in all B 
O'R in all B 
O'R in all B 
O'R in all B 

O'R in all B 
O'R in all B 
O'R in all B 
O'R in all B 
O'R in aU B 

O'O in all B 
O'O in all B 
O'O in all B 
O'O in all B 
O'O in all B 

O'O in all B 
O'O in all B 
O'O in all B 
O'O in all B 
O'O in all B 

Sex/Age 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

M 
M 
M 
M 
M 

F 
F 
F 
F 
F 

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65-t-

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65-1-

0-14 
15-29 
30-44 
45-64 
65 H-

Estimated 

Adj. 
Factor Y 

1.045 
1.059 
1.091 
1.035 
1.031 

1.040 
1.052 
1.035 
1.038 
1.051 

1.037 
1.252 
1.144 
1.055 
1.068 

1.148 
1.126 
1.134 
1.068 
0.948 

1.044 
1.148 
1.006 
1.036 
1.017 

1.159 
1.081 
0.997 
1.025 
0.997 

Std. 
Error 

0.030 
0.038 
0.040 
0.020 
0.051 

0.041 
0.046 
0.036 
0.019 
0.045 

0.059 
0.114 
0.066 
0.031 
0.056 

0.062 
0.054 
0.057 
0.041 
0.021 

0.037 
0.064 
0.048 
0.017 
0.019 

0.068 
0.042 
0.017 
0.012 
0.012 

Predicted 

Adj. 
Factor AF 

1.041 
1.085 
1.053 
1.033 
1.037 

1.039 
1.086 
1.037 
1.035 
1.041 

1.049 
1.115 
1.062 
1.047 
1.054 

1.064 
1.112 
1.064 
1.049 
0.992 

1.040 
1.103 
1.032 
1.034 
1.025 

1.052 
1.092 
1.011 
1.026 
1.004 

Std. 
Error 

0.019 
0.022 
0.022 
0.016 
0.023 

0.022 
0.024 
0.021 
0.015 
0.022 

0.027 
0.031 
0.028 
0.022 
0.027 

0.027 
0.028 
0.027 
0.025 
0.018 

0.021 
0.025 
0.023 
0.014 
0.016 

0.024 
0.023 
0.014 
0.011 
0.011 

Note: H: Hispanic, R: Renter, B: Block, M: Male, F: Female, O: Owner, O': Other, H': Non-Hispanic, A: Asian. 
(Example: HR in HB: Hispanic Renter in Hispanic Block) 

To summarize the block level adjustments, figure 1 shows the number of persons added 
by the number of blocks and figure 2 shows the percent of persons added by the number of 
blocks. Almost 80% of the blocks added less than 20 persons. Only 2 blocks added more than 
150 persons. Those 2 blocks were fairly large, containing about 2,000 people each. Over 80% 
of the blocks had undercount estimates ranging from 4% to 12%. Many of the small blocks 
added a small percent of persons because the estimates were rounded down making a large 
change in the percent. The blocks with largest percent added were largely Hispanic and renters 
which had the largest predicted adjustment factors. 
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Figure 1. Number of Persons Added Per Block 
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5. CONCLUSION 

This paper discusses the methodology, operations, and the results of the Test of Adjust
ment Related Operations. TARO tested the operational and timing aspects of adjusting the 
census for estimated persons missed in the enumeration of the population. 

The resuks from TARO demonstrate that undercount estimates can be produced in a timely 
manner. TARO was completed earlier than any previous PES. 

TARO measured an undercount of 9% for the Central Los Angeles Count's test census. 
Separate dual-system estimates are presented for 70 race-tenure by age by sex categories. The 
dual-system estimates were smoothed by fitting a regression model to the estimates and then 
the resulting estimates were carried down to the block level. The use of block level undercount 
estimates allows aggregation to any level above the block. 

Evaluation of the operations and assumption of the estimators are given in Schenker (1988) 
and Hogan and Woker (1988). Together with this paper, they demonstrate a thorough evalua
tion of the census counts and the undercount estimates of the test census. 
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Handling Missing Data in Coverage Estimation, with Application 
to the 1986 Test of Adjustment Related Operations 

NATHANIEL SCHENKER' 

ABSTRACT 

This paper discusses methods used to handle missing data in post-enumeration surveys for estimating 
census coverage error, as illustrated for the 1986 Test of Adjustment Related Operations (Diffendal 1988). 
The methods include imputation schemes based on hot-deck and logistic regression models as well as 
weighting adjustments. The sensitivity of undercount estimates from the 1986 test to variations in the 
imputation models is also explored. 

KEY WORDS: Imputation; Nonresponse; Post-enumeration survey; Weighting adjustments; Undercount. 

1. INTRODUCTION 

Missing data can be a major source of uncertainty in the estimation of coverage error for 
the decennial censuses in the United States (Freedman and Navidi 1986; Fay, Passel, and 
Robinson 1988, Chapter 6). For both the 1960 and 1980 Decennial Censuses, several estimates 
of coverage error were computed under different treatments of the missing data. 

The Bureau of the Census has conducted many tests of methods for coverage error estima
tion to prepare to handle missing data and other problems for the 1990 Decennial Census. One 
such test was the 1986 Test of Adjustment Related Operations (TARO) (Diffendal 1988), which 
used the 1986 Census of Central Los Angeles County. Changes in field methodology and design 
for TARO reduced the levels of certain types of missing data from the levels for 1980 (Hogan 
and Wolter 1988). Nevertheless, some missing-data problems remained. 

This paper describes the missing-data problems in TARO and how they were handled in 
the estimation process. Section 2 gives a brief description of how coverage error was estimated 
in TARO. Sections 3-6 discuss the types of missing data that occurred, the extent to which they 
occurred, and the methods used to handle them. These methods include a weighting adjust
ment for unit nonresponse (noninterviews), hot-deck imputation for missing demographic and 
housing characteristics, and imputation using logistic regression models for certain binary items 
related to enumeration in the census. Section 7 presents coverage error estimates under alter
native imputation models and alternative treatments of certain problem cases. The lowest and 
highest estimated undercount rates obtained using these alternatives are 8.50% and 10.16% 
for Hispanies, 5.86% and 7.81% for Asian non-Hispanics, and 5.81% and 6.59% for Others. 
The estimates from TARO for the three race categories were 9.85%, 7.32%, and 6.21 %, respec
tively. A concluding discussion is given in Section 8. 

2. ESTIMATING CENSUS COVERAGE ERROR 

Diffendal (1988) discusses in detaU how census coverage error was estimated in TARO. This 
section describes briefly those aspects necessary for understanding the rest of this paper. 

' Nathaniel Schenker, Undercount Research Staff, Statistical Research Division, Bureau of the Census, Washington, 
DC 20233, USA. This paper reports research undertaken by a member of the Census Bureau's staff. The views 
expressed are attributable to the author and do not necessarily reflect those of the Census Bureau. 
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Coverage error was estimated using data from a post-enumeration survey (PES) of people in 
the census site. First a sample of blocks in the site was drawn. Then each housing unit in the 
sample blocks was surveyed to determine its occupants on Census Day, its occupants at the 
time of the PES and where they lived on Census Day, and the characteristics of the occupants. 

Two samples were used to estimate census coverage error. The P (population) sample was 
composed of the people who lived in the PES sample blocks at the time of the PES. An attempt 
was made to match each P-sample person to a person enumerated in the census to determine 
whether the P-sample person had been enumerated; the match rate within each domain of study 
was used essentially to estimate the capture rate of the census for that domain. The E (enumera
tion) sample was composed of the people who were enumerated in the census as living in the 
PES sample blocks; this sample was used to estimate the number of erroneous enumerations 
(e.g., fictitious enumerations and dupUcates) and unmatchable persons (e.g., persons for whom 
no names were reported) in the census within each domain. An attempt was made to match 
each E-sample person to a person in the PES. Each E-sample match was considered a correct 
enumeration since the PES indicated that the person should have been enumerated. Each E-
sample nonmatch was followed up to determine whether it was an erroneous enumeration or 
a correct enumeration that was missed in the PES (which is not itself assumed to have perfect 
coverage). 

If a PES of the entire United States were conducted, individuals in the P-sample who moved 
out of Central Los Angeles County between Census Day and the PES would be interviewed 
in the PES. An attempt to match these individuals to census enumerations in Central Los 
Angeles County would be made, and the resulting data would be used in the estimation of cov
erage error for Central Los Angeles County. Similarly, individuals in the P-sample who moved 
into Central Los Angeles County between Census Day and the PES would contribute to cov
erage error estimates outside of Central Los Angeles County. However, because the census 
and PES for TARO were conducted only in Central Los Angeles County and not in the entire 
United States, outmovers from the test site were not interviewed in the PES and inmovers did 
not apply to the test. Thus data for inmovers and outmovers were not used in the estimation. 
(Note that data for movers within test site were used, however). This issue is discussed further 
in Section 7.2. 

The "dual-system" estimator of the population size (see Marks, Seltzer, and Krotki 1974, 
Krotki 1978, and Wolter 1986 for discussion and references) is written 

DSE = %(CEN-SUB-EE)/M, (1) 

where Np is the weighted number of people in the P-sample, CEN is the unadjusted census 
count, SUB is the number of whole-person substitutions (for unit nonresponse) in the census, 
EE is a weighted estimate of the number of erroneous enumerations and unmatchable persons 
in the census, and M is the weighted number of matches between the P-sample and census; 
census data provide CEN and SUB, whereas P- and E-sample data provide A'̂ , EE, and M. 
The dual-system estimator can be thought of as inflating the estimated number of correct and 
matchable census enumerations (CEN-SUB-EE) by the inverse of the estimated census cap
ture rate (M/A^p). 

The theory of dual-system estimation assumes that for both the census and the PES, the 
probability of capture is constant across all people in the domain to which the estimator is 
applied (Wolter 1986). Thus no one group of people in the domain should be more or less likely 
to be enumerated in the census or PES than any other group. To make this assumption more 
realistic in TARO, separate dual-system estimates were computed within poststrata based on 
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person and housing characteristics. The poststrata are described in Diffendal (1988). One 
example is the Hispanic male renters of ages 30 to 44 living in primarily Hispanic blocks. 

To summarize, the P- and E-sample data needed for coverage error estimation were the 
match status (match vs. nonmatch) for each P-sample person, the enumeration status (correct 
vs. erroneous) for each E-sample person, and person and housing characteristics for each person 
in both samples. 

3. P-SAMPLE HOUSEHOLD NONINTERVIEWS 

Occasionally, a PES interviewer was unable to obtain an interview for an occupied housing 
unit; this occurred, for example, when the occupants refused to respond. Of the 5,935 housing 
units that were judged to be nonvacant, 32 (0.5%) were classified as having household noninter
views. The occurrence of household noninterviews resulted in missing data on the number of 
people in each household, person and housing characteristics, and match statuses. 

The block-sample design of the PES afforded a simple way to handle P-sample household 
noninterviews. Wkhin each sample block, the sampUng weights of the noninterview households 
were redistributed across the interviewed households. The noninterview weighting adjustment 
basically assumes that the distributions of people, characteristics, and match statuses for 
households not interviewed within a block are the same as for households interviewed. This 
assumption was used because households tend to be more similar within blocks than across 
blocks, although noninterview households still probably differ somewhat from interviewed 
households, especially with respect to household size (see, e.g.. Palmer 1967). 

It is possible that the data obtained for a household by proxy interview (which in TARO 
referred to a completed interview with someone outside the household) are of sufficiently low 
quality that such a household should be classified as a noninterview household. The quality 
of data from the 189 proxy interviews in TARO is discussed in Section 4, and some coverage 
error estimates with proxy interviews treated as noninterviews are presented in Section 7. 

4. MISSING CHARACTERISTICS IN THE P- AND E-SAMPLES 

Even when an interview was obtained for a P-sample household, the data on person and 
housing characteristics were sometimes incomplete. Incomplete data on characteristics also 
occurred in the census and therefore in the E-sample. 

The variables used in poststratification for TARO (Diffendal 1988) included the housing 
variable Tenure (1 = owned, 2 = rented or occupied without payment) and the person variables 
Sex(l = male, 2 = female). Age (1 = 0-14,2 = 15-29,3 = 30-44, 4 = 45-64,5 = 65-I-), and 
Race (1 = Hispanic, 2 = Asian non-Hispanic, 3 = Other). In addition, the housing variable 
Structure (1 = single-unit, 2 = multiunit) was used in handling missing P-sample match statuses 
and missing E-sample enumeration statuses (see Sections 5 and 6). 

Table 1 displays the missing-characteristic counts for the entire P- and E-samples and for 
cases coming from P-sample proxy interviews. For the P- and E-samples, the highest missing-
data rate was 7.0% for E-sample Race, with aU other rates being 3.5% or lower. The missing-
data rates for P-sample proxy cases were all several times higher than those for the entire 
P-sample, although only Tenure (20.2%) had a rate higher than 10%. 

Missing characteristics for each of the samples (P and E) were imputed by a hot-deck method 
involving two passes through the data after the data had been sorted geographically. On the 
first pass, missing values of Tenure, Structure, and Race were imputed using the most 
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Table 1 

Missing-Characteristic Counts {"/a in Parentheses) 
for the Entire P- and E-Samples and for P-Sample Proxy Interviews 

Variable P-Sample E-Sample P-Sample Proxy 
(19,552 persons) (20,976 persons) (430 persons) 

Tenure 
Structure 
Sex 
Age 
Race 

NOTE: The 19,552 persons in the P-sample include the 430 proxy cases. 

recent observed data, because of the presumed strong relation between these variables and 
geography. In addition, distributions of Sex and Age were tabulated for categories of type of 
household (single-person vs. multiperson), marital status, relationship to head of household, 
and sex and age of head of household, using all observed data. On the second pass, missing 
values of Sex and Age were imputed at random from the distributions tabulated during the 
first pass. Further details on the imputation of characteristics in TARO can be found in 
Schenker (1987). 

In summary, the block sample design of the PES was helpful not only in developing a 
noninterview weighting scheme (Section 3), but also in the imputation of characteristics that 
tend to be clustered by block, that is. Tenure, Structure, and Race. 

5. MISSING MATCH STATUSES IN THE P-SAMPLE 

Of the 19,552 P-sample cases resulting from completed interviews, 161 (0.8%) were missing 
match statuses for dual-system estimation. All but three of these unresolved cases fell into two 
broad categories: 105 cases for which matching was not attempted due to incomplete names 
and/or insufficient characteristics; and 53 movers between Census Day and the PES for whom 
there were problems specifying a Census Day address or finding the census questionnaire for 
the Census Day address. 

A traditional approach to handling a missing binary item such as match status is to impute 
one of the two possible outcomes for the missing item. For example, in the estimation of under
count for the 1980 Decennial Census, the match status for each unresolved P-sample case was 
imputed from a resolved case with similar characteristics (Fay, Passel, and Robinson 1988, 
Chapter 6). A different approach was taken in TARO, however. After all missing characteristics 
were imputed using the methods described in Section 4, a match probability was imputed for 
each unknown match status; the probability was estimated using an explicit model (to be 
described later in this section). The contribution of the unresolved cases to the M term of the 
dual-system estimate (1) was the weighted sum of the imputed probabUities. 

Probabilities rather than binary outcomes were imputed for two reasons. First, imputing 
random binary outcomes is less efficient than imputing estimated probabilities, yielding 
estimates with higher variances (see Rubin 1987, p. 15). Second, because imputed probabilities 
represent uncertainty about the missing match statuses, it should be possible to use the pro
babUities to obtain a variance due to imputation. Note, however, that since the dual-system 
estimator (1) is nonlinear in M, imputing a probabiUty (or mean) for each missing binary 
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outcome introduces some bias into the estimation (see Rubin 1987, p. 14). Current research 
is investigating the use of imputed probabilities for missing binary data. 

The following logistic regression approach was used to impute match probabilities. Let X 
denote a vector of predictors, Y = match or nonmatch, and p = Vr{ y=match | X). The 
parameter vector ff of the logistic regression model 

logitOo) = log [/?/(1-/7)] =X'ff 

was estimated from the data for the resolved cases using the Bayesian techniques for categorical 
logistic regressions described in Rubin and Schenker (1987); these techniques involve adding 
fractional observations to each cell in the logistic regression and then fitting the model by stan
dard maximum-likelihood methods. Then for unresolved case j , with X = Xj, the imputed 
match probability was 

Pj = logk-' {xjff) = exp{xjff)/l\ + txp{xjff)] , 

where ff denotes the estimate of |8. The background variables used to define A'were Tenure, 
Structure, Sex, Age, and Race, as well as variables indicating regular interview versus proxy 
interview and mover versus nonmover between Census Day and the PES. 

Table Al (in the Appendix) gives the logistic regression coefficient estimates. The large coef
ficients associated with interview and mover status indicate that proxy and mover cases have 
much lower imputed match probabUities than others. It may be that these lower match pro
babUities are due in part to difficulties in matching proxy and mover cases rather than just 
lower census capture rates for these cases. If this is true, alternative treatments of the data may 
be in order; such alternatives are considered in Section 7. 

Of the 19,391 resolved P-sample cases, 17,018 (87.8%) were matches. The (unweighted) sum 
of the 161 imputed match probabilities was 124.66; thus the imputed match rate was 77.4%. 
Although a stratified sample of blocks was used in TARO, the estimation of the logistic regres
sion parameters assumed a simple random sample of people. To examine the possible biases 
due to not accounting for the stratification, the logistic regression was fitted again (after TARO 
was completed) with indicator variables for the six sampling strata (Diffendal 1988) included 
in X. The result of this refinement is a sum of imputed match probabilities equal to 124.50 
(77.3%). The minor effect of this change on estimates of census coverage error is demonstrated 
in Section 7. Implications of possible design effects due to clustering are discussed in Section 8. 

6. MISSING ENUMERATION STATUSES IN THE E-SAMPLE 

Of the 20,976 cases in the E-sample, 3,714 were followed up or should have been followed 
up. After foUowup, 979 cases (4.7% of total, 26.4% of foUowup) had missing enumeration 
statuses. All but nine of these unresolved cases feU into four broad categories: 498 cases that 
should have been followed up but were not; 257 cases in which the respondent to the foUowup 
interview did not know the person in question; 137 cases for which the interview yielded insuf
ficient information to determine an enumeration status; and 78 cases for which there were 
foUowup noninterviews. 

Missing enumeration statuses in the E-sample were handled by imputing a probability of 
erroneous enumeration for each unresolved case. The contribution of the unresolved cases to 
the EE term of the dual-system estimate (1) was the weighted sum of the imputed probabiUties. 
The imputation procedure was analogous to that used for P-sample match statuses with one 
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major change: Since missing enumeration statuses resulted solely from foUowup, only the 
resolved cases from foUowup were used in estimating the logistic regression. The background 
variables used to define X for the logistic regression were Tenure, Structure, Sex, Age, and 
Race, along with variables indicating whether the census questionnaire for the person's 
household was returned by mail and whether the entire household or only part of the household 
was not matched before foUowup. Table A2 (in the Appendix) gives the logistic regression coef
ficient estimates. 

Of the 17,262 non-foUowup cases, 278 (1.6%) were classified as erroneous enumerations 
or unmatchable. There were 2,735 resolved foUowup cases, of which 82 (3.0%) were classified 
as erroneous enumerations. The (unweighted) sum of the 979 imputed probabilities was 21.93 
(2.2%). When indicator variables for the sampling strata are included in X, the sum changes 
to 23.58 (2.4%). As with the P-sample, this change has a very minor effect on estimates of 
coverage error; see Section 7. 

7. ESTIMATES OF COVERAGE ERROR UNDER ALTERNATIVE TREATMENTS 
OF MISSING DATA AND OTHER PROBLEM CASES 

This section examines the effects of alternative treatments of missing data and other problem 
cases on estimates of coverage error for the three categories of race defined by the variable 
Race (Hispanic, Asian non-Hispanic, and Other). For a given treatment and race category, 
let TV be the sum of the dual-system estimates over all poststrata corresponding to the race 
category and let N^. be the sum of the unadjusted census counts over the poststrata. The 
estimated undercount rate is then 100(1 — Nc/N)^o. 

Consider first the alternative of including indicators of the sampling strata as predictors 
in the P- and E-sample logistic regressions for imputing match and erroneous enumeration 
probabilities, as discussed in Sections 5 and 6. The estimated undercount rates from TARO, 
which were obtained without using these predictors, are 9.85% for Hispanies, 7.32% for Asian 
non-Hispanics, and 6.24% for Others. When indicators of the sampling strata are used, the 
estimates change to 9.82% for Hispanies, 7.31% for Asian non-Hispanics, and 6.21% for 
Others. The largest difference due to including the sampUng stratum indicators is only 0.03%. 
For all the alternative treatments to be considered, however, this refinement is used because 
it is in principle more correct; for instance, it should yield more accurate standard errors. 

7.1 Treatments that Lower the Estimated Undercount 

The match rate for the 375 resolved P-sample proxy eases was 78.9% as opposed to the 
overall P-sample rate of 87.8%. While it may be true that proxy cases were actually captured 
in the census less frequently than others, it is possible that part of the difference in the match 
rates is due to missing and/or incorrect proxy data (see Section 4). A conservative treatment 
would be to classify the 189 proxy interviews as household noninterviews and apply the 
weighting adjustment described in Section 3; this would essentially assign proxy cases the same 
match rate as nonproxy cases. (Note that when all proxy interviews are classified as noninter
views, an indicator of proxy/nonproxy status is no longer included in the logistic regression 
model for imputing match probabilities). 

The match rate for the 277 resolved P-sample movers (between Census Day and the PES) 
was 66.1 %. It is generally believed that movers are captured in the census at a lower rate than 
nonmovers, but it may be that the low match rate for movers is partly due to difficulties inherent 
in matching movers, such as problems in obtaining a correct Census Day address. A conservative 
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Table 2 

Estimated Undercount Rates (in "lo) by Race Under Alternative Treatments 
of P-sample Proxy Interviews, P-sample Movers, and E-sample Wl's 

(1 = 

Proxy 

0 

0 

0 

0 

1 

1 

1 

1 

Treatment 
= alternative, 0 = 

Mover 

0 

0 

I 

1 

0 

0 

1 

1 

TARO) 

Wl 

0 

1 

0 

1 

0 

I 

0 

1 

Hispanic 

9.82 

9.30 

9.33 

8.80 

9.55 

9.03 

9.04 

8.51 

Asian 
non-Hispanic 

7.31 

6.76 

7.24 

6.69 

6.52 

5.96 

6.45 

5.90 

Other 

6.21 

5.83 

6.19 

5.81 

6.24 

5.86 

6.22 

5.84 

NOTE: Indicators of the sampling strata were used as predictors in the logistic regressions for imputing match and 
erroneous enumeration probabilities. 

treatment would be to classify all cases for movers as unresolved and then impute match pro
babilities for unresolved cases using a logistic regression model that does not include 
mover/nonmover status as a predictor. This would essentially assign movers the same match 
rate as nonmovers. 

Of the 979 unresolved E-sample cases, 257 had the foUowup interview code Wl, meaning 
that the respondent did not know the person in question. A code of Wl could have indicated 
that the person in question was fictitious. Therefore, after TARO, all Wl 's were reviewed by 
experienced matching personnel. Any case that showed evidence (such as a note from the inter
viewer) of possibly being fictitious was marked; there were 118 such cases. An alternative treat
ment to that used in TARO would be to classify the 118 cases as resolved erroneous enumer
ations before imputation. This would raise both the observed and imputed rates of erroneous 
enumeration. 

Table 2 displays the undercount estimates by race category for the 2x2x2 factorial design 
with the factors being whether or not alternative treatments are used for proxy interviews, 
movers, and Wl 's . The ranges between the lowest and highest estimated undercount rates are 
1.31% for Hispanies, 1.41% for Asian non-Hispanics, and 0.43% for Others. 

Note that for each race category, there is not much interaction between the treatments of 
proxy interviews, movers, and Wl's . In fact, the following simple additive model can be used 
to predict the entries in Table 2 for each race category: 

Y = ao-i- Ip&p + Ifn&ff, + I„d„, (2) 

where Y is the predicted estimate of the undercount rate, Ip, If,,, and I„ are the treatmeant 
indicators (I = alternative, 0 = TARO) for proxy interviews, movers, and Wl's, respectively, 
and do, dp, « „ , and d„, are parameter estimates given in Table 3. The parameter ag is the 
estimated undercount rate when no alternative treatments are used; Up, a,,,, and a„ are the 
effects of using alternative treatments for proxy interviews, movers, and Wl 's , respectively. 
The largest residual when equation (2) is used to predict the entries in Table 2 is 0.02%. 
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Table 3 
Parameter Estimates for the Additive Model (2) for Predicting 

the Estimated Undercount Rates in Table 2 

Hispanic Asian 
non-Hispanic Other 

9.82 

-0.28 

-0.505 

-0.525 

7.31 

-0.7925 

-0.0675 

-0.5525 

6.21 

0.03 

-0.02 

-0.38 

7.2 A Procedure that Raises the Estimated Undercount 

Because TARO was confined to one small area in the United States, no PES data could be 
obtained for people who moved out of the test site between Census Day and the PES. The omis
sion of these outmovers from estimation was equivalent to assuming that they had the same 
capture rate in the census as the included cases. This was a conversative assumption, since 
movers are generally believed to have a lower capture rate than nonmovers. 

There were 409 people who moved into the test site between Census Day and the PES. 
These inmovers were not included in the estimation because their Census Day addresses 
were outside the test site and thus their data applies to other areas. Moreover, there were no 
census cases to which to match the inmovers since they were outside the test site on Census 
Day. 

A procedure that might indicate the effect of including outmovers in the estimation would 
be to include the 409 inmovers as substitutes and impute match probabilities for them (since 
their match statuses are unknown). The treatments yielding the highest and lowest estimates 
in Table 2 have been applied to the TARO data with inmovers included; the results are displayed 
in Table 4. Note that the lower estimated undercount rates in Table 4 (obtained using the alter
natives to the TARO treatments for proxy interviews, movers, and Wl's) are all within 0.04% 
of the corresponding estimates in Table 2. This result is expected, since the addition of cases 
having an imputed match rate that is approximately the same as the overall match rate should 
not affect the estimates much. The higher estimates in Table 4 are larger than the correspon
ding estimates in Table 2 by 0.34% for Hispanies, 0.50% for Asian non-Hispanics, and 0.38% 
for Others. 

Table 4 
Estimated Undercount Rates (in %) by Race When Inmovers are 

Included in the Data with Imputed Match Probabilities 

Treatment 
(1 = alternative, 0 = TARO) Hispanic 

Proxy Mover Wl 

Asian 
non-Hispanic Other 

0 

1 

0 

1 

0 

1 

10.16 

8.50 

7.81 

5.86 

6.59 

5.81 

NOTE: Indicators of the sampling strata were used as predictors in the logistic regressions for imputing match and 
erroneous enumeration probabilities. 
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8. SUMMARY AND DISCUSSION 

A combination of weighting and (random and nonrandom) imputation methods was used 
to handle missing data in TARO. P-sample household noninterviews were handled by a block-
level weighting adjustment. A hot-deck imputation method was used for missing characteristics 
in both samples. Missing P-sample match statuses and E-sample enumeration statuses were 
handled using imputed probabilities estimated by logistic regression methods. 

As mentioned in Sections 5 and 6, the use of imputed probabilities for missing P-sample 
match statuses and E-sample enumeration statuses should facilitate the assessment of 
variability due to imputing these statuses. To assess this variabiUty completely, it is necessary 
to measure variability due to estimating the logistic regression parameters as well as the 
variability due to imputation given ff (Rubin and Schenker 1986). Thus an estimated variance-
covariance matrix for ff is needed. Since a cluster sample was used in TARO, the logistic 
regression estimation procedures (Section 5), which assume a simple random sample, do not 
provide an accurate estimate of the variance-covariance matrix. This was not a major con
cern in TARO, because the measurement of imputation variance was not a primary goal. 
Moreover, for the nonresponse rates achieved in TARO, the variability due to uncertainty 
in estimating ff is likely to be minor relative to the uncertainty due to imputation given ff 
(Rubin and Schenker 1986). 

Although it is possible in principle to assess the variability due to imputing match and 
enumeration statuses using the TARO procedures, variability due to imputing missing 
characteristics (Section 4) cannot be quantified. One way to make the quantification of such 
variability possible would be to multiply impute characteristics in the P- and E-samples (Rubin 
1987). Several dual-system estimates would then need to be calculated, however — one for 
each set of imputations. 

The models underlying the weighting and imputation methods used in TARO assume that 
given the observed data, the chance of a variable being missing does not depend on its value. 
Another issue regarding imputation is how best to impute characteristics and match statuses 
(or enumeration statuses) simultaneously. The TARO procedure of first imputing 
characteristics and then imputing statuses conditional on the imputed characteristics assumes 
that statuses are not useful predictors for imputing characteristics. Models that relax the TARO 
assumptions may be more appropriate. Rubin, Schafer, and Schenker (1988) discuss this 
further. 

Missing data are only one source of error in estimating coverage. Other sources, such as 
matching error and violations of the assumption of constant capture probabilities (Section 
2), are discussed in Hogan and Wolter (1988). After assessing all of these sources of error 
for TARO, Hogan and Wolter conclude that the TARO coverage measurement is more 
accurate than the original enumeration. 
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APPENDIX 

LOGISTIC REGRESSION RESULTS 

Table Al 

Results for P-Sample Logistic Regression 

Predictor Codes 
Estimated 

Coefficient 

Intercept 

Interview Status 

Mover Status 

Tenure 

Structure 

Sex 

Age 1 

Age 2 

Age 3 

Age 4 

Race 1 

Race 2 

1 if regular, - I if proxy 

1 if nonmover, - 1 if mover 

I if owner, - I otherwise 

1 if single-unit, - I if multiunit 

1 if male, - 1 if female 

I if 0-14, - 1 if 65 -I-, 0 otherwise 

1 if 15-29, - 1 if 65 -I-, 0 otherwise 

1 if 30-44, - 1 if 65 -I-, 0 otherwise 

1 if 45-59, - 1 if 65 -(-, 0 otherwise 

1 if Hispanic, - I if Other, 0 if Asian non-Hispanic 

1 if Asian non-Hispanic, - 1 if Other, 0 if Hispanic 

1.47 

.36 

.60 

.46 

-.16 

- . 0 9 

- . 0 6 

- . 4 6 

- . 0 2 

.13 

- . 1 4 

.11 

Table A2 

Results for E-Sample Logistic Regression 

Predictor Codes 
Estimated 
Coefficient 

Intercept 

Questionnaire Status 

Pre-foUowup Status 

Tenure 

Structure 

Sex 

Age 1 

Age 2 

Age 3 

Age 4 

Race 1 

Race 2 

-3 .45 

if mail-return, - 1 otherwise .01 

if partial-household match, 

• I if whole-household nonmatch - .20 

f owner, - 1 otherwise .36 

f single-unit, — 1 if multiunit .17 

f male, - 1 if female .08 

f 0-14, - 1 if 65 -f , 0 otherwise - .30 

f 15-29, - 1 if 65 -I-, 0 otherwise - .04 

f 30-44, - 1 if 65 -f , 0 otherwise - .34 

f 45-59, - 1 if 65 -I-, 0 otherwise . 10 

f Hispanic, - 1 if Other, 0 if Asian non-Hispanic - .02 

f Asian non-Hispanic, - 1 if Other, 0 if Hispanic - .38 
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Measuring Accuracy in a Post-
Enumeration Survey 

HOWARD HOGAN and KIRK WOLTER^ 

ABSTRACT 

The U.S. Bureau of the Census will use a post-enumeration survey to measure the coverage of the 1990 
Decennial Census. The Census Bureau has developed and tested new procedures aimed at increasing 
the accuracy of the survey. This paper describes the new methods. It discusses the categories of error 
that occur in a post-enumeration survey and means of evaluation to determine that the results are 
accurate. The new methods and the evaluation of the methods are discussed in the context of a recent 
test post-enumeration survey. 

KEY WORDS: Census; Undercount; Overcount; Coverage Evaluation. 

1. INTRODUCTION 

In this article we discuss recent research at the U.S. Bureau of the Census to improve the 
accuracy of a post-enumeration survey and to measure that accuracy. Much of this research 
was originally directed toward the goal of developing a sound body of statistical theory, 
methods, and operations for correcting U.S. census figures for coverage errors. The results 
presented in this paper show that we are now able to produce PES estimates of total popula
tion that are closer to the true population than are original census estimates. 

In light of a poUcy decision made by the U.S. Department of Commerce not to correct 
the 1990 enumeration for coverage error, the PES methods we discuss will be used to provide 
acarefulevaluationof the coverage of the 1990 Census. SeeU.S. Department of Commerce 
(1987). This evaluation will be used to inform users of the limitations of the census, to inform 
planning for future censuses, or to improve the Census Bureau's estimates of the U.S. popula
tion for years subsequent to the census year. 

The PES method uses two samples to measure net coverage error. A sample of people who 
should have been counted in the original census enumeration is interviewed after the census 
and is used to measure census omissions. We call this the population or " P " sample. One 
also needs a sample of census enumerations to measure duplicates and other errors included 
in the census count. We caU this the enumeration or " E " sample. The samples form an estimate 
of total population using the dual system-estimator (DSE). See Diffendal (1988) for a full 
discussion of the samples and the dual-system model. Unless otherwise stated, we will use 
Diffendal's notation throughout this article. 

The Census Bureau conducted a PES in conjunction with the 1980 Census. The P sample 
consisted of persons in households enumerated in the April and August Current Population 
Survey (CPS) samples. For a description of the CPS, see U.S. Bureau of the Census (1978). 
The E sample was a separate and independent sample of persons in housing units enumerated 
in the census. In addition, the Census Bureau produced an alternative set of undercount 
estimates based upon an aggregate analysis of birth and death registration data, administrative 

U.S. Bureau of the Census, Washington D.C. 20233. Howard Hogan is Chief of the Undercount Research Staff. 
Kirk Wolter is Chief of the Statistical Research Division. This paper reports the general results of research under
taken by Census Bureau staff. The views expressed are attributed to the authors and do not necessarily reflect those 
of the Census Bureau. 
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records, and previous censuses. This program, called demographic analysis, will be referred 
to occasionally in this article. The Census Bureau did not correct the 1980 enumeration for 
undercount errors because we considered the PES estimates to be flawed by missing and inac
curate data. In addition, the demographic analysis results were flawed by, among other things, 
a lack of data on the number of undocumented immigrants and the lack of an acceptable method 
to carry the estimates down to the state and local level. See Fay et al. (1988). 

In very recent years, we have developed a new PES design and new methodology that 
minimizes the problems experienced in 1980, whUe not creating major new ones. The new PES 
design is based on a common area sample of census blocks for both the P and E samples. The 
P sample consists of all people living in the sample blocks at the time of PES interviewing. 
Interviewers visit each housing unit and determine where the residents were living at the time 
of the census. 

Using newly developed computer matching methods and software (Jaro 1988), we attempt 
to match all P-sample people to corresponding census enumerations. Clerks review the com
puter's work and make a final determination as to the enumeration status (either enumerated 
or missed in the original enumeration) of each P-sample person. For people who moved between 
the census and the PES, we assign the census-day address to the proper block and search for 
a match there. For a few cases, matching is indeterminate at this point, and a further inter
view or foUowup is necessary either to gather additional information or to resolve conflicts 
in existing information. After the foUowup, clerks assign an enumeration status to the P-sample 
people for whom the foUowup interview is complete. For a very few residual eases, matching 
may be still unresolved, and we impute to each an enumeration status, using appropriate 
statistical techniques for missing data (Schenker 1988). 

For each E-sample person, a determination is made as to the person's enumeration status 
(either correctly enumerated or erroneously enumerated) in the original census. Section 6 gives 
a description of what constitutes an erroneous enumeration (EE), and all non-erroneous enumera
tions are considered correct enumerations (CE). In many eases, the census enumerates the same 
people that are interviewed as part of the P sample. Thus, the two samples overlap to a great 
extent. Most E-sample people who are also in the P sample (as determined by the computer and 
clerical matching system) are automatically declared CE. However, the overlap is not complete. 
The P sample will miss some people that are included in the E sample and vice versa. The census 
will enumerate others in the block by mistake. Interviewers will invent some enumerations. For 
all E-sample people who are not matched to a P-sample person, it is necessary to conduct a 
foUowup interview. This foUowup gathers enough information to allow a determination of 
whether the E-sample people were counted correctly in the original enumeration. 

We tested the new PES design in 1986 in connection with a test census in Los Angeles. The 
test was called the Test of Adjustment Related Operations (TARO) and consisted of 190 blocks, 
containing almost six thousand housing units and 20,000 people. The estimated net undercount 
for the Los Angeles test was about 9 percent. For details on TARO methods and results, see 
Diffendal (1988) and Schenker (1988). 

We also tested the new PES design in a rural area of Mississippi during 1986. There we used 
a sample of 271 blocks with about 3250 housing units and eight thousand people. The estimated 
undercount in this test was 5.5 percent. For details of results and methodology, see Anolik 
(1988). Although, the Mississippi test data have not been as completely analyzed as the TARO 
data, we wUl refer occasionally to the results in this article. 

An important question is whether the new PES can produce more accurate estimates of 
population than can the original census enumeration. In theory, the PES estimates should be 
considered the more accurate, but in practice, nonsampling errors can and do arise in the 
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Table 1 

TARO Errors and Estimates of the Mean Effect on the 
Estimated Undercount of Correcting the Error 

Sources of Error 

Matching error 
Reporting census-day address 
Fabrication in the PES interview 
Missing data 
Error in measuring the erroneous enumerations 
Balancing gross overcounts and undercounts 
Correlation bias 
Random error 

Mean Effect on 
Estimated 

Undercount 

- 1 . 0 % 

- 1 . 0 % 
- 1 . 0 % 

0.0% 
- 0 . 5 % 

0.0% 
-^2.3% 

0.0% 

conduct and analysis of both the PES and the census enumeration. Careful study is needed 
to assess their relative accuracies. In this article, we present our assessment of the error struc
ture of the 1986 TARO. 

Eight potential sources of error affect coverage measurements produced by the PES: 
sampling error plus seven sources of nonsampling error. The sources and our summary assess
ment of their impact on TARO data are presented in Table I. The second column gives the 
effects of the errors on the estimated undercount. For example, if we correct all "matching 
errors," the estimated undercount would be reduced by about one percentage point, from 9 
percent to 8 percent. Some errors, such as "missing data" and "random error", might either 
raise or lower the undercount, and our best assessment is that these errors introduce no impor
tant bias into TARO data. The figures in this column represent assessments of individual error, 
without regard for the other sources of error. 

By construction, the eight individual errors tend to be mutually exclusive and additive. Some 
overlaps or interactions are possible between the different sources, but we believe they are small 
and we ignore them here. Overall, we calculate the joint effect of the errors as 

( - 1 . 0 - 1.0 - 1.0 -(- 0.0 - 0.5 -I- 0.0 + 2.3 + 0.0) percent = - 1 . 2 percent. 

Thus, correcting for the joint effect of the errors would lower the estimated undercount from 
9.0 percent to about 7.8 percent. The corrected figure, 7.8 percent, may be viewed approx
imately as the mean of a posterior error distribution for the TARO undercount. Development 
of a complete posterior error distribution is proceeding at the Census Bureau (see Mulry and 
Spencer 1988). 

Because the original TARO estimate of 9 percent is much closer to the corrected figure of 
7.8 percent than the corrected figure is to zero, we conclude that the original TARO data is 
closer to the truth than is the original census enumeration. 

In the next 8 sections of the article, we treat the error components one by one. Each section 
discusses both the procedures and problems confronted in the 1980 PES, and the error-resistant 
improvements that were tested in TARO. We describe the evaluation of each error compo
nent and the evidence for our conclusions. The paper closes in Section 10 with a summary of 
our findings and some directions for future research. 
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2. MATCHING ERROR 

Errors in classifying P-sample people as enumerated or not can occur for two general reasons: 

(a) the information reported by the respondent/interviewer is incorrect 
(b) correct information is reported, but not correctly used. 

Category (a) consists of errors in the reporting of census-day address and fabrication in 
the PES interview, discussed in Sections 3 and 4, respectively. The present section discusses 
matching errors (category (b)) that occur even when the people are real and their census-day 
address is correctly reported. In other words, these are errors in matching due to processing 
mistakes. 

In our new PES design, matching takes two forms: automated batch matching and computer-
assisted clerical matching. The status of "not enumerated" is assigned to a P-sample person 
when sufficient information for matching has been gathered and no matching case can be found 
in the census. Errors occur when there actually was insufficient information for matching but 
matching was attempted nonetheless, and also when the correct census questionnaires were 
searched but the match was not established, even though the person was in fact counted in 
the original enumeration. 

A P-sample person occasionally may be declared to match the wrong census person. This 
happens most often within famiUes, where children's names and ages may be similar, and in 
"ethnic" neighborhoods where certain names are unusually common. Normally, false matches 
are less common than false nonmatches because the matches can be reviewed easily by a clerical 
matching staff. False matches create a bias in the dual system estimator only when the P-sample 
person was actually not enumerated. 

A principal change in our PES design since 1980 that allows better control of matching error 
is the use of a common sample of blocks for both P and E samples. The block sample design 
permits a classification of all enumerated people (both P-and E-sample) into three categories: 

— counted in P sample, counted in E sample 
— counted in P sample, missing from E sample 
— missing from P sample, counted in E sample. 

This kind of organization or accounting, which was not possible with the 1980 design, imparts 
to the matching process a quality that resists matching error. For example, people with simUar 
names in ethnic neighborhoods can be sorted out using all the information provided by a block 
sample. Address mix-ups in the census process are easier to handle with a block sample. The 
choice of census block as a sampling unit also reduces geographic coding error as compared 
to the 1980 PES, where the P sample was based on CPS clusters of four housing units and 1970 
Census geography. 

Matching is especiaUy difficult for P-sample people who lived elsewhere on census day, i.e., 
movers. For movers, the census-day address reported in the P-sample interview must be assigned 
to the proper geographical area prior to matching. This assignment was problematic in the 1980 
PES and the new design does not necessarily solve the problem. The Census Bureau will, how
ever, be using a new, automated geographical system for the 1990 Census (see Marx and Saalfeld 
1988), and we are hopeful that this innovation will permit rapid and accurate geographic assign
ment for mover addresses. 

In the 1986 TARO, about 74 percent of the P-sample people were matched by the computer. 
Another 12 percent were declared "possible match" by the computer. A specially trained clerical 
staff reviewed all cases not designated as "match" by the computer, including all of the 
computer-designated "possible matches." 
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Table 2 
Results of Rematch Study: Sample (Weighted)* 

Results of 
Original 
Matching 

Enumerated 
Not Enumerated 
Unresolved 
Total 

Enu
merated 

16,623 
88 
17 

16,728 

Results of Rematching 

Not Enu
merated 

18 
2,164 

0 
2,182 

Un
resolved 

55 
56 

132 
243 

Total 

16,696 
2,308 

149 
19,153 

Weighting is to P-sample totals. 

The results of the 1986 PES in Mississippi show that the success of the computer matching 
system is not Umited to urban areas with house numbers, street names and well-defined 
geography. In the Mississippi test, addresses commonly consisted of a rural route and box 
number. Blocks were irregularly shaped with invisible boundaries such as an intermittent stream 
or county line. StUl, the computer was able to match 68 percent of the cases. 

We have conducted two studies to evaluate the extent of matching error in TARO. In the 
first study, a subsample of 35 blocks was selected and rematched by professionals from head
quarters. The rematch was done independently of the original match, and then discrepancies 
between the match and rematch results were adjudicated. Because of this intensive approach 
to the rematch, we believe the rematch results represent true match status, while differences 
between the match and rematch results represent the bias in the original match results. Only 
nonmovers were considered in this study. Also, the study was confined only to within-block 
rematching, and thus did not formally measure any false nonmatches that may have occurred 
because the census enumeration was located outside the PES block. 

The results for the P sample are given in Table 2 in the form of a cross-tabulation of match 
statuses as assigned from the original TARO match and the rematch. 

We estimate there are about 88 false nonmatches and 18 false matches in the original TARO 
results, and that 111 = 55 -I- 56 cases originally matched or not matched should have been 
declared to have an indeterminate or unresolved match status. In the normal course of estima
tion, the unresolved would be treated by missing data procedures (Schenker 1988). The net 
result is that the observed match rate, i.e., the number matched divided by the number mat
ched plus not matched, is .879 in the original match and .885 in the rematch, and thus that 
the original match rate is biased downward by about 0.6 percent. 

The second evaluation study looked at the extent of matching error for movers. Among 
the original "not matched," there were 90 persons who reported moving between census-day 
and the time of the PES. For movers, searching is done at the reported census-day address. 
As an evaluation of the accuracy of the matching process, we reworked all 90 nonmatehed 
mover cases using more intensive procedures. Eleven new matches were discovered, and as a 
result, the observed match rate for in-scope movers increased by .058, from .661 to .719. 
Although, the false nonmatch rate, 11/90 = .122, for movers is larger than we observed for 
nonmovers, the movers comprise a relatively small portion of the overall P sample. Correct
ing the 0.6 percent and 5.8 percent downward bias in match rate for nonmovers and movers 
has the overall effect of reducing the TARO undercount rate by 0.7 percent. 

These calculations ignore the possibility of further new matches that might have been 
observed had the rematch study extended beyond the bounds of the PES blocks (Thompson, 
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Whitford and Stoudt 1987). Based on evidence from computer matching across the Los Angeles 
test site, however, we conclude that geographical assignment was accurate, and that the 
incremental effect of such additional matches could do no more than to reduce the estimated 
TARO undercount by a further 0.3 percent. 

3. REPORTING CENSUS-DAY ADDRESS 

In our new PES design, as in the 1980 design, we attempt to match the P-sample people 
to the census enumeration at the census-day address. To facilitate the matching, the P-sample 
interviewer must ask where each household member lived on census day. The interviewer then 
probes for other addresses where the persons may have lived, including such places as at college 
or university, on a military base or ship, or at a second home. If the census-day address is 
reported incorrectly in the P-sample interview, then we may falsely designate the household 
members as not enumerated in the census, thus biasing upwards the estimated undercount 
rate. 

To study address misreporting, we reinterviewed a subsample of the matched and unmatched 
cases after the original TARO estimates of undercount had been produced. This foUowup was 
six months after the initial PES interview and ten months after census day. Before presenting 
the results, we mention two limitations on this study. The first is the potential of greater recall 
error than in the original P-sample interview. Second, any trust created by the census adver
tising program may have faded, a potentially serious problem in an area with a large number 
of undocumented immigrants who fear all contacts with the government. 

Table 3 describes the composition of the subsample. In most cases, the PES household 
matches the census household completely ("whole-household matches"). In the category 
"partial-household matches," some of the PES persons match the census, but others do not. 
The "whole-household nonmatch with conflicts" category constitutes what we call the 
"Emerson-Peterson" problem. The census enumerated the "Emersons" at a particular address 
and the E-sample foUowup confirmed the census enumeration as correct. However, the P-
sample interview showed the "Petersons" as living at the address on census day. These facts 
are in conflict, and one possible explanation is that the Petersons misreported their census-
day address. The "whole household nonmatches wkhout conflicts" category has no apparent 
contradictions; for example, the census missed the housing unit or listed it as vacant. 

Table 3 
Post-Production FoUowup Sample Sizes 

Status of Original Match 

Whole-Household Match 

Partial-Household Match 

Whole-Household Nonmatch 
with Conflicts 

Whole-Household Nonmatch 
without Conflicts 

Number of Households 

Total in 
P sample 

4,662 

609 

160 

357 

Rein
terviewed 

50 

50 

64 

109 
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Table 4 

Outcome of 
Post Production FoUowup, (Persons) Unweighted 

Outcome 

Address Confirmed 

New Address Given 

Possible Fabrication 

Noninterview 

Total 

Whole-Household 
NonMatch 

with 
Conflict 

# 

64 

32 

70 

27 

193 

% 

33 

17 

36 

14 

100 

without 
Conflict 

# 

252 

46 

23 

24 

345 

% 

73 

13 

7 

7 

100 

Partial-Household 
Match 

Non-
matched 

# 

61 

13 

2 

5 

81 

% 

75 

16 

2 

6 

100 

Matched 

# 

138 

15 

0 

0 

153 

% 

90 

10 

0 

0 

100 

Whole-
Household 

Match 

# % 

164 99 

1 1 

0 0 

0 0 

165 100 

Note: H signifies number of people in the followup subsample. 
% signifies percent of column category. 

Table 4 gives the results for persons in the sample, with a separate breakout of initially 
matched v. nonmatehed persons in partiaUy matched households. As expected, the rates at 
which the address was confirmed vary greatly across strata. Virtually aU addresses were eon-
firmed for the persons in the whole-household match category, while the lowest rate of con
firmation was for the whole-household nonmatch with conflicts category. New addresses were 
given by 13 to 17 percent of the nonmatehed people across each of the three categories. 
Interestingly, new addresses were reported for ten percent of the matched people within par
tially matched households, not much less than for the nonmatehed people wkhin these 
households. The newly reported address is unlikely to be correct, unless identical errors were 
made in the original P sample and census interviews. This variable reporting reinforces our 
view that followup interviewing months after the original P-sample interview sometimes gives 
a different response (because of recaU error and fear), but not necessarily a more accurate 
address. 

Evidence was gathered on 95 cases that suggest they were possibly fabricated in the original 
P-sample interview. Most of these cases (70) came from the category of whole household non-
matches with conflicts. This problem is discussed further in Section 4. In addition, there were 
cases where the reinterview was not complete or yielded insufficient information to classify 
individuals into one of the categories. Some of these, had they been correctly interviewed, may 
also have reported a new address. 

Weighting Table 4 to P-sample totals, we estimate that 3.1 percent of P-sample persons were 
erroneously reported as nonmovers in the original P-sample interview. For those who moved 
within the test site, we were able to search for a match at the new address, and we found that 
one third of those cases were enumerated in the Los Angeles test census. To assess the pro
bable effect of reporting errors, particularly as we view TARO as a test of a national PES, 
we assume that those people who reported addresses outside the site would have been 
enumerated at the same rate as those who reported addresses within. Thus, one-third of the 
3.1 percent would have been matched and classified as enumerated. Correcting for the reporting 
error results in a one percent reduction in the estimated undercount. 
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4. FABRICATION IN THE PES INTERVIEW 

In spite of all good efforts to train and control interviewers, a PES interviewer may occa-
sionaUy fabricate a household in lieu of conducting a proper interview. Fabricated cases wiU 
not match to the census. The estimated undercount rate will be inflated to the extent that 
fabricated cases substitute for people at the address who were actually enumerated. 

Our new PES design seeks to control the fabrication rate to low levels. The sample design 
allows for frequent quality control checks using re-interviews of the interviewers' work. Samples 
are checked for each interviewer's work from each block several times per week. This close review 
was not possible in the 1980 PES, where interview assignments were not as highly clustered. 
We have also improved the training and supervision of the interviewing since 1980. Feedback 
on performance and retraining is now available to interviewers so that errors will not be repeated. 

Two studies shed light on the extent of fabrication in the 1986 TARO. First, extensive quality 
control checks were performed during data collection for the P sample, both for address listing 
and for interviewing. The main conclusion from the quality control results is that there was 
evidence of only a smaU amount of fabrication. A total of 2070 P-sample interviews were 
checked by quality control clerks a few days after the original interview to verify the household 
composition (roster check). Of these, 59 interviews faked the roster check. These cases were 
examined in detail to determine how many of them were examples of fabrication. This was 
determined by whether each person in the household, as reported by the original interviewer 
(not the quality control clerk), matched to the census, which implies that the original inter
viewer coUected valid data for that person. A done fabrication in the census would be needed 
to invalidate this assumption. Only 13 of the 59 cases were identified as possible fabrications 
in that they had, for example, no persons from the original PES roster matching the census. 
Hence, the estimated fabrication rate for the quality control check is 0.6 percent. 

The second source of data on the extent of fabrication is the post-production followup 
described in Section 3. From the data in Table 4, we estimate that about 1.2 percent of the 
P-sample people may have been obtained in fabricated interviews. This fabrication rate is about 
twice as large as provided by the quality control roster check. We believe much of the difference 
is attributable to one bad interviewer whose work was discovered in the followup interview, 
but evidently escaped detection by the quality control system. Another part of the difference 
may be that the followup exaggerates the level of fabrication; that is, landlords and other 
respondents deny the existence of people who occupy illegally converted housing units or who 
are present in the country without documentation. 

To calculate an upper bound on the effect of fabrication in TARO, we assume the higher 
fabrication rate, .012, and we assume that if proper interviews had been conducted, the resulting 
P-sample people would match to the census at the same rate as achieved for the nonfabricated 
cases, or about .88. This leads to a corrected undercount of about 7.9 percent, about 1.1 per
cent lower than the original undercount of 9 percent. If we assume the lower fabrication rate, 
.006, then by similar calculations, the corrected undercount is 8.4 percent, or about .6 percent 
lower than the original TARO figure. In the summary of TARO errors presented in Table I, 
we specified a value of 1 percent, which is about equal to the effect implied by the upper bound. 

5. MISSING DATA 

In order to measure small coverage errors accurately, the PES data set should be as com
plete as possible, without a large percentage of missing data. Unfortunately, there was a very 
large amount of missing data in the 1980 study (Fay et al. 1988). A number of changes in the 
PES design should now lead to lower levels of missingness. 
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Table 5 

PES Missing-Data Rates (%) 

Source 

P Sample 

Noninterview (Household) 
Unresolved enumeration status (Person) 

Total 

Proxy interview (Household) 

E Sample 

Noninterview (Household) 
Geocoding indeterminate (Household) 
Unresolved enumeration status (Person) 

Total 

1980 PEP 

April 

4.4 
4.0 

8.4 

a 

1.1 
1.6 
2.0 

4.7 

August 

5.3 
4.4 

9.7 

a 

1.1 
1.6 
2.0 

4.7 

1986 
TARO 

0.5 
0.8 

1.3 

3.2 

NA 
NA 
4.7 

4.7 

^ Percent unknown. 
NOTE: NA signifies "not applicable. 

First, because of the tight time schedule for CPS interviewing, the initial P-sample inter
views in 1980 were conducted during a one-week period. For the new PES, a three-week inter
viewing period is used, with yet another week if special problems arise. The longer interviewing 
period decreases the household noninterview rate. Another change that reduces the household 
noninterview rate is the sample of blocks (rather than list-sample clusters of four housing units 
as in the CPS). This sample allows the interviewer to visit a housing unit several times (per
haps between visits to the other housing units in the block) without extreme travel costs. 

Incomplete followup interviews caused a large portion of the missing P-sample enumera
tion statuses in the 1980 PES (2.6 percent for April and 2.8 percent for August). We are attempt
ing to diminish this problem by collecting the information needed to declare cases as either 
enumerated or missed during the initial interview, thereby eliminating the need for followup 
in most cases. Additionally, improvements in the timing and quality of matching, because of 
the new automated matcher, will reduce the number of cases requiring followup. 

In the new PES design, the P and E samples overlap, and thus most of the information needed 
to determine E-sample enumeration statuses is gathered early, during initial P-sample inter
viewing. The use of a block sample, along with improved census geography, also helps reduce 
the proportion of E-sample eases for which correctness of census geocoding cannot be deter
mined. Finally, improvements have been made in the treatment of missing data (Schenker 1988). 

As can be seen in Table 5, the missing-data rates for the P sample in TARO are much lower 
than those for the 1980 PES. The E-sample total missing-data rate for TARO is equal to that 
for the 1980 PES, but this was due to an operational error in TARO, and we expect reduc
tions in missing data simUar to those for the P sample in the future. 

Even though TARO achieved low levels of missing data, it is important to examine what 
effect the missing data has on the estimated undercount rates. To answer this question, we pro
duced several sets of undercount estimates for TARO derived using alternative treatments of 
missing data, P-sample proxy interviews, P-sample movers, and certain E-sample unresolved 
cases. See Schenker (1988) for a detailed description of the alternative estimates, which ranged 
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from a low of 7.8 percent to a high of 9.4 percent. Two of the alternative treatments consid
ered in Schenker (1988) deal with problems discussed elsewhere in our paper; they are the treat
ment of movers within the test site (Sections 2 and 3) and E-sample resolved cases that may 
have been fictitious enumerations (Section 6). The effects of these treatments are attributed 
in Table 1 to sources of error other than missing data, and are the main reason for the dif
ference between the TARO undercount estimate of 9 percent and the lowest alternative estimate 
of 7.8 percent. When the other treatments discussed in Schenker (1988) are considered, the 
change in the estimated undercount ranges from - 0.3 percent to 0.3 percent. These changes 
are quite smaU and it is uncertain in which direction the true effect ties. Hence, we have listed 
a mean effect of 0.0 percent in Table 1. 

6. ERROR IN MEASURING THE ERRONEOUS ENUMERATIONS 

To estimate net coverage error, it is necessary to estimate the number of erroneous enumera
tions (EE) contained within the original census enumeration. EE includes the following distinct 
categories: 

(i) fabrication in the census, where the census enumerator or respondent creates fictitious 
people in lieu of conducting a proper interview; 

(ii) census duplicates; 
(iii) persons born after census-day and persons who died before census-day; and 
(iv) persons enumerated in the census with such sparse or incomplete information as to 

render them unmatchable to the PES. 
All of these categories are estimated by way of the E sample. In addition, certain census 

geographic coding errors are treated as erroneous enumerations; this problem is part of the 
balancing issue discussed in Section 7. 

In the 1980 PES, the E sample was a separate and independent sample of 110,000 census 
household enumerations. Interviewers revisited the housing units 8 months after census day 
to verify that the census enumerations were either correct or erroneous. Also, the housing unit 
was located on a map to see if it was assigned to the correct census geography, and clerks 
searched the census records to identify duplicates. 

We have instituted two important changes in the new E-sample design. First, as already 
discussed, both the E and P samples will now be based on the same sample of blocks. We have 
found that overlapping P and E samples reduces geographic assignment errors. Second, most 
E-sample data will be collected in July, just three months after census-day. The procedures are 
such that most E-sample people are automatically designated correctly enumerated if they are 
counted in the P sample in July and are subsequently matched correctly to the person's E-sample 
enumeration. Unmatched E-sample cases are tagged for a followup interview, occurring only 
6 months after census day. The earlier reporting in this new design lowers the missing data rates, 
reduces reliance upon proxy respondents, and improves the quality of the collected data. 

There are four main components of error in the measurement of EE: 
(i) response errors in the E-sample interview (this is the P-sample interview for most cases 

and the followup interview for aU other cases), or mis-coding of responses by the pro
cessing staff; 

(ii) error committed by an interviewer or by staff in assigning the correct geographic code 
to an E-sample person; 

(iii) error in conducting the search for duplicates; and 
(iv) mistakes made in classifying an E-sample ease as having insufficient information for 

matching. 
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In addition, there are errors due to non-response in the E-sample interview, as discussed in 
Section 5, and sampUng error, as discussed in Section 9. 

Response errors often relate to the assignment of the status of "fictitious" to an E-sample 
person. The E-sample interviewer sometimes finds that the current resident of a unit (or another 
eligible respondent) does not know the people listed in the census. Usually, this is because the 
current resident moved in after the census and simply does not know who was living there at 
the time of the census. These E-sample cases should be designated as nonresponse. However, 
if the census enumerations were fabricated, no respondent will know the "people" reported 
in the census. 

In experimenting with the new design in the TARO, the E-sample interviewers were instructed 
to determine whether the E-sample enumerations were fictitious and to record the basis for 
their decisions. Initially, the clerks required very strong evidence before designating an E-sample 
person as fictitious. It was this data that was used in preparing the first TARO estimates of 
total population and percent undercount. We realized that the rules for coding were being inter
preted too strictly, and later, we had professionals review aU E-sample cases coded as "noninter
view, respondent does not know" to determine if any should have been coded as "fictitious". 
Out of 257 such E-sample cases, 118 were coded by the professionals as "fictitious." The cor
rected information was used to create some alternative TARO estimates (Schenker 1988). 

Geographic assignment of census returns was generaUy thought to be very good in the Los 
Angeles test site, which was a long-established neighborhood with large well-defined blocks. 
We have not produced formal measures of the effects of geographic misassignment on the 
estimated EE, but we beUeve such error is negligible. In other areas of the U.S., however, the 
errors could be nonnegligible either because of poor maps, poor or incomplete addresses, or 
confusion about geographic locations created by new construction. 

For example, in contrast with Los Angeles, geographic assignment was a problem in the 
1986 Mississippi census returns. There we discovered 2.22 percent of the E sample was 
duplicated. Of the dupUcate cases, 35 percent were located outside the sample block. Although 
we were able to find many duplicates outside the sample block, we are not convinced we found 
all of them. This is because searching for duplicates was not designed as a separate activity. 
We only identified duplicates in the course of other PES operations, and thus probably missed 
many of them. In the next PES, we will implement a separate activity to search for duplicates. 

The census sometimes enumerates people with such sparse information that even if they were 
correctly interviewed in the P sample, a match to the E sample would not be possible. To com
pensate for this problem, such E-sample cases should be included in EE so as to estimate the 
total population properly. This problem is similar to that of geographic balancing discussed 
in Section 7. The separate E and P samples in the 1980 PES made it very difficult to do this 
consistently; similar cases were classified as "unmatchable" in the E sample and "matchable" 
in the P sample, thus creating a bias in the dual system estimator. Because the new PES design 
uses overlapping P and E samples, we ensure that identical rules are applied, thus eliminating 
the bias. 

In another evaluation of the TARO, and as part of the rematch study discussed earlier (see 
Section 2), the E-sample cases in a subsample of 35 blocks were reprocessed by professionals 
from headquarters. As in Section 2, the rematch was independent of the original work, with 
subsequent adjudication of any discrepancies. Thus, we believe the rematch represents the best 
possible determination of the true enumeration statuses of the E-sample people, while dif
ferences between the original work and the rematch may be regarded as a measure of bias due 
to error in the original work. 



110 Hogan and Wolter: Measuring Accuracy in a PES 

Table 6 

Results of Rematch Study: E Sample (Weighted)^ 

Original Results 

Correct Enumeration 

Erroneous Enumeration 

Unresolved 

Total 

Correct 
Enumeration 

19,153 

41 

140 

19,334 

Results of Rematching 

Erroneous 
Enumeration 

28 

283 

100 

411 

Unresolved 

88 

1 

223 

312 

Total 

19,269 

325 

463 

20,057 

Weighting is to E-sample totals. 

Results are presented in Table 6. Notice that most of the changes involve cases originally 
classified as "unresolved." Many of these cases were those discussed earlier, requiring a sub
jective decision between "fictitious" and "nonresponse." Based on these data, we believe that 
better clerical procedures are needed for coding E-sample cases as fictitious. We are presently 
working to implement improved procedures in the Census Bureau's next PES, to be done in 
conjunction with a 1988 dress rehearsal of the 1990 Census. 

From the rematch study, we believe the original rate of EE, 

325 
= .016 325 -I- 19,269 

should be increased to about 

411 
= .021, 411 4- 19,334 

This implies the original TARO undercount should be reduced by about 0.5 percent. The cor
rected undercount is thus about 8.5 percent. 

7. BALANCING GROSS OVERCOUNTS AND UNDERCOUNTS 

In order to estimate net undercoverage, the methods and concepts used to measure gross 
overcount must be consistent with those used to measure gross undercount. We refer to this 
requirement as "balancing." We proceed to give an elementary description of how the PES 
achieves balance. 

One way to view this issue is to consider the dual system estimator in the form 

7V++ = {Ni^N+i)/Nu, 

where 

Nil = M, 

the weighted number of matched P-sample people, and 
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N^i = Np, 

the weighted number of people in the P sample. All notation is defined in Diffendal (1988). 
Since we cannot search all census questionnaires, the observed number matched, M, will 

be lower than the true number in both systems. To make costs manageable, matching for a 
given case is restricted to a "search area", typically the sample block and one or two rings of 
surrounding blocks. 

As a consequence, the term Nn estimates kN*ii, where 0 < /: < 1 is the conditional 
probability that a census enumerated individual is counted in the correct search area and N*ii 
is the PES estimator of N^ that would obtain if it were feasible to conduct the search for 
matches over the entire population. 

To construct a consistent estimator of population size, we must reduce the number counted 
in the census by the factor A:. Because the E-sample search for erroneous enumerations, e.g., 
duplicates, extends over the search area and we treat as erroneous all enumerations that should 
not be included in the search area, the term N]+ estimates k N*i+, where N*i+ is the 
estimator of N| + that would obtain if it were feasible to conduct the search for erroneous 
enumerations over the entire population. 

Assuming consistent search areas, the DSE becomes a consistent estimator of A'^ + . Note 
that in this model of the balancing process, we do not estimate the probability k, but instead 
rely on consistent search areas to eliminate it from the DSE. 

Balancing the P sample and the E sample in the 1980 PES was impossible because the samples 
did not overlap. The CPS (or P-sample) addresses were coded to census geography. The search 
area was to have been limited to a close neighborhood of the CPS address, but because the 
CPS addresses were based on 1970 Census geography, they could not be easily assigned 1980 
Census geographic codes, and searching extended over a wide area. As the search area expanded 
for the P sample, the E-sample search area should also have expanded. We believe incon
sistencies arose between E-and P-sample search areas, thus creating a bias in the DSE. 

In TARO, we performed the two-way match between the P-and E-sample persons within 
the selected blocks. The geography and search areas were consistent, well-defined, and well-
controlled during computer and clerical matching. As a consequence, the problem of balancing 
did not introduce any important bias into the Los Angeles results. 

8. CORRELATION BIAS 

For the dual system estimator to be a consistent estimator of the true population size N+ + , 
two independence assumptions are needed: 

(i) causal independence, 
(ii) heterogeneous independence. 

In addition, autonomous independence is often assumed, but failure of this assumption is 
known to impart little or no bias to the estimate of total population. (Wolter 1986b and Cowan 
and Malee 1986). 

Causal independence fails when an individual's capture history in the census alters the pro
babilities of capture in the PES. The estimator 7V+ + is downward biased when the odds of 
capture in the PES are increased as a result of capture in the census, and is upward-biased when 
the odds of capture in the PES are reduced as a resuk of capture in the census. 

An important bias may exist in the April 1980 PES data because of a failure of causal inde
pendence. The failure occurred because respondents may have mistaken the April or March 
CPS enumerations for the census enumeration. 
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Table 7 

Undercounts (%) for Black and Total Population the 1980, 1960 and 1950 
U.S. Censuses, and Differential Undercount Rates 

Source 

1950 
PES 
DA 

1960 
PES 
DA 

1980 
PES" 

Low 
Middle 
High 

DA 

Black 

3.2 
9.6 

3.8 
8.3 

l.I 
6.9 
5.7 
5.9 

Total 

1.4 
4.4 

1.9 
3.3 

- 1 . 0 
1.4 
2.1 
1.4 

Difference 

1.8 
5.2 

1.9 
5.0 

2.1 
5.5 
3.6 
4.5 

" The 1980 PES produced 12 sets of estimates. The three presented here are selected from 
the highest, middle and lowest set as measured by estimated total undercount. 

Heterogeneous independence fails when census capture probabilities are different from one 
individual to another. The resulting bias (called heterogeneity bias or correlation bias) is gen
erally thought to be a downward bias because individuals with a high probability of capture 
in the census also tend to have a high probability of capture in the PES and, conversely, 
individuals with a low probabiUty of capture in the census also tend to have a low probability 
of capture in the PES. 

Sekar and Deming (1949) suggested post-stratification to control heterogeneity bias. In prac
tical applications, it is unlikely that this technique is fully effective; there is inevitably some 
residual heterogeneity of capture probabilities within post-strata. 

In the dual-system model, the number of people missed by both systems, 7V22, is estimated by 

7V22 = N12N21/N11, 

as in Diffendal (1988), equation(2). Because the dual system estimator may be expressed in 
the form 

7V++ =Nii .+ N12 + N21 + N22, 

and because Nn, N12, and N21 are direct design-based estimators, any bias due to failure of 
the independence assumptions arises solely in 7V22 as an estimator of 7V22. 

We can study the correlation bias in 1980 and previous censuses by comparing N++ to 
independent demographic analysis (DA) estimates of total population. Table 7 presents relevant 
data from recent censuses. If one treats demographic analysis estimates as a standard, these 
comparisons display total bias in the dual system estimator, including both correlation bias 
and other sources of error. We believe that the downward bias shown in these estimates is largely 
attributable to correlation bias. The 1950 PES gave severe underestimates of the population 
size, of the percent undercount, and of the differential undercount, presumably because of 
both causal and heterogeneity bias. Note, however, that if 1950 PES data had been used to 
correct the 1950 census, the differential undercount would have been reduced from 5.2 per
centage points to approximately 3.4 percentage points. 



Survey Methodology, June 1988 113 

The 1960 PES gave similar underestimates of population size, of the percent undercount 
and of the differential undercount, again presumably because of correlation bias. If the 1960 
PES data had been used to correct the 1960 census, the differential undercount would have 
been reduced from 5.0 to approximately 3.1 percent. 

No PES was conducted in 1970. The 1980 PES produced 12 sets of estimated undercounts 
based on the AprU and August resuks and on different sets of assumptions. The DA under
count rates are approximately in the middle of the 12 PES undercount rates. Correlation bias 
is not as evident here as in 1950 or 1960, largely because of improvements that were made in 
1980 to reduce positive causal dependence. We believe the heterogeneity bias is still present 
but is obscured by other PES errors and by bias due to negative causal dependence. 

•In the new PES design, we attempt to control the bias due to causal effects by scheduling 
the PES enumeration after most major census field activities. This approach, contrary to that 
of the April 1980 PES, will promote causal independence between the census and PES enumera
tions as much as possible. Further, we are now using field office procedures that will promote 
causal independence, such as assigning PES interviewers to different areas than they worked 
(if they worked) in the original census enumeration. 

It will be difficult to eliminate the correlation bias due to heterogeneity in future PES's. 
The only possible avenues include more effective post-stratification and combining the PES 
and DA data in some way, possibly by controUing for DA sex ratios. See Wolter (1986c) and 
Choi, Steel and Skinner (1988). We have done some experimentation this decade with alter
native post-stratification schemes including using variables such as owner/renter status, census 
mail-back rate, and marital status. These approaches show some promise. See Diffendal (1988). 

TARO yielded observed differential undercounts consistent with expected differentials. In 
the U.S., census coverage is normally lower for males than females. This result has been con
sistently observed from the results of demographic analysis. The TARO sex ratios (males per 
100 females) are higher than the census ratios for Hispanies and for people who were neither 
Hispanic nor Asian. The TARO sex-ratios are much higher than census sex-ratios (1.1 to 3.4 
more males per females) for the 30-44 year age group. This outcome is consistent with the 1980 
national results from demographic analysis. Thus, we believe that the TARO sex ratios are 
closer to the true sex-ratios, and although correlation bias limks the gain, the PES is still able 
to measure the differential undercount. 

Table 8 presents the two-way table of data for the 1986 TARO, with no post-stratification. 
The estimate of the number missed by both systems, 

7V22 = 5,870, 

is approximately the same order of magnitude as census substitutions 5,259 and erroneous 
enumerations 6,426. Approximately one-eighth of the estimated census misses, N12 + N22 -
44,373, are attributable to the (2,2) ceU. Thus, most of the measured undercount arises from 
direct survey estimation, not from the dual-system model. 

To illustrate the effect of correlation bias, consider doubting the size of the (2,2) cell. This 
increases the estimated undercount rate by about 1.4 percent. Based upon analysis of the 1980 
PES, Ericksen and Kadane (1985) suggest multiplying the (2,2) cell by 2.7, thus increasing the 
estimated undercount by 2.3 percent. 

We have other information that sheds light upon the problem of correlation bias. Three 
anthropologists worked for the Census Bureau as participant or systematic observers in the 
Los Angeles test. Their observations do not provide direct measurements of correlation bias, 
but rather they provide insights into the degree to which the census and PES are missing the 
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Table 8 

Dual-System Estimates for 1986 Los Angeles Test Census 

Correct Census 
Enumerations" 

Counted 

Missed 

Total 

PES 
Counted Missed 

298,204 

38,503 

336,707 

45,463 

5,870 

51,333 

Total 

343,667 

44,373 

388,040 

" Correct Census Enumerations = Total Census Enumerations - Substitutions - Erro
neous Enumerations. 

same kinds of people. The reports suggest that there are people with very low capture pro
babilities who tend to be missed by both the census and the PES, and thus that an important 
downward bias may be present in TARO data. See Hainer et al. (1988) and Hines (1988). 

Given the data available, we have no exact means of assessing the level of correlation bias 
in the TARO data. Nevertheless, based upon the work just cited, we speculate that the TARO 
undercount rate may be too small by 2.3 percent or more. 

9. RANDOM ERROR 

Sampling error affects the estimates of the number of matches, the number of erroneous 
enumerations, and the P-sample totals. The census count and the number of substituted census 
people are based upon the 100 percent census enumeration, and as such are not contaminated 
by sampling error. The estimated standard deviation for the undercount rate is 0.007. So a 
95 percent normal-theory confidence interval for the undercount rate is .09 ± 2 (.007) = 
(.076, .104). 

Diffendal (1988) presents estimated standard errors for the TARO adjustment factors 
defined by y = yv+ + /CEN and used a components-of-variance model to smooth the Y, thus 
reducing the effects of sampUng error. In most cases, the smoothing substantially reduced the 
estimated standard errors, particularly for domains. We believe such smoothing can be used 
profitably in future PES's. 

10. CONCLUSION 

After the 1980 Census, the Census Bureau reviewed its coverage measurement program and 
identified the program's weaknesses. We instituted a research program and a new coverage 
measurement design aimed at reducing the weaknesses. We have completed major tests of the 
new PES design this decade and have demonstrated substantial improvements over the 1980 
PES. 

In this article, we reviewed the results of our research program as reflected in the 1986 TARO. 
There may never be a perfect PES. However, none of the weaknesses or errors in the new design 
are so large as to invalidate the PES results. For reasons stated in Section 1, we believe the 
joint effect of the errors in the coverage measurement in TARO is smaller than the error in 
the original enumeration in Los Angeles. 
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One of the main benefits of the TARO is that it enables us to identify new questions and 
minor unresolved problems that warrant further research. For example, the initial PES inter
view attempted to gather the information needed to declare a P-sample person as missed in 
the census. We are now refining the questionnaire design, including additional screening 
questions to identify movers more accurately. In future PES's, we wiU also conduct followup 
interviews for most movers and for nonmover households in the P sample suspected of having 
misreported mover status. In this way, we believe mover misreporting can be kept to a 
minimum. 

The qualky control procedures that are intended to detect and correct fabrication in the 
PES must continue to be improved and tested. In addition to verifying names on the PES roster, 
other items shall be verified as part of the quality control check. This should detect any partial 
fabrication that occurs by obtaining names from mailboxes or landlords, and fabricating the 
characteristics. We are revising the PES followup forms in order to facilitate the identification 
of fictkious people. 

Our goal for future PES's is to minimize missing data, especially through minimizing the 
need for followup. However, as more eases are sent to followup, the proportion of failed 
followup cases will increase. Research is needed on the proper treatment of these eases. 

Not withstanding the good results from TARO, one should exercise appropriate caution 
before drawing the conclusion that the 1990 PES results will be closer to the truth than will 
the 1990 original enumeration. The actual level of net undercount in the Los Angeles test was 
high compared to what would be expected in a national census. WiU the size of the errors in 
a national PES be small enough to produce more accurate population estimates? 

We believe that the 1990 Census will contain areas with large undercounts and perhaps large 
overcounts, even if there is a small net national undercount. Thus, the PES should produce 
the more accurate population estimates for the areas most difficuk to count. Through further 
polishing of the new PES during the last two years of this decade, it may be possible to produce 
more accurate population estimates for other, less-difficult-to-count areas too. 

We also beUeve that the errors in the PES will decrease as the undercount decreases. Stable 
areas with good maps, well-defined addresses, few movers and cooperative respondents will 
be relatively easy for both the census and the PES. Residual processing errors may produce 
a threshold of accuracy beyond which the PES may not go, regardless of the true net under
count. We wUl not know for sure until the 1990 PES is executed. This situation may lead the 
PES estimates to be more accurate than original census estimates for some areas, with equal 
or nearly equal accuracy for most other areas. Statistical theory should provide a means to 
produce a best estimate by combining the resuks of the original enumeration and the PES. 
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Modeling Matching Error and its Effect on Estimates 
of Census Coverage Error 

PAUL P. BIEMERl 

ABSTRACT 

Dual system estimators of census undercount rely heavily on the assumption that persons in the evalua
tion survey can be accurately linked to the same persons in the census. Mismatches and erroneous non-
matches, which are unavoidable, reduce the accuracy of the estimators. Studies have shown that the extent 
of the error can be so large relative to the size of census coverage error as to render the estimate unusable. 
In this paper, we propose a model for investigating the effect of matching error on the estimators of census 
undercount and illustrate its use for the 1990 census undercount evaluation program. The mean square 
error of the dual system estimator is derived under the proposed model and the components of MSE arising 
from matching error are defined and explained. Under the assumed model, the effect of matching error 
on the MSE of the estimator of census undercount is investigated. Finally, a methodology for employing 
the model for the optimal design of matching error evaluation studies will be illustrated and the form 
of the estimators will be given. 

KEY WORDS: Undercount; Dual system estimation; Capture-recapture; Nonsampling error; Processing 
error. 

1. INTRODUCTION 

The use of capture-recapture methods for census evaluation and the evaluation of birth-
death registration was first suggested by Sekar and Deming (1949). For estimating census cov
erage error, the method involves matching persons from a sample survey of the population 
to the census in order to determine the number of individuals which were enumerated in both 
the sample survey and the census. There are a number of difficulties which may occur in the 
capture-recapture method to cause substantial biases in an estimate of the total population 
size, A'̂ (see for example Burnham et al. 1987 and Wolter 1986). A problem which occurs quite 
often in applications of the procedure is the failure to accurately match persons from the sample 
survey to the census. Seltzer and Adlakta (1974) demonstrated that matching error can result 
in relative biases as large as 33% and may be positive or negative depending upon whether false 
nonmatches or false matches predominate (see also Scheuren and Oh 1985). Wolter (1983) notes 
that suspected matching errors in the 1980 Post Enumeration Program were a part of the reason 
not to adjust the 1980 U.S. Census. 

This paper provides a basic framework for evaluating the matching error in capture-recapture 
studies (particularly for applications to human populations) and for assessing the impact of 
the errors on the accuracy of the estimate ofN. To provide a simple and familiar basis for the 
discussion of matching error, we shall adopt the original Sekar-Deming capture-recapture 
model. Extensions of the Sekar-Deming technique are given in Marks, Seltzer and Krotki (1974), 
and Wolter (1986). 

' Paul P. Biemer,Head, Department of Experimental Statistics, Director, University Statistics Center, New Mexico 
State University, Las Cruces, New Mexico, United States. 



118 Biemer: Modeling Matching Error 

Consider a population U and let N denote the size of U. A census is conducted and Â ^ 
persons are counted. We wish to estimate N-N^ (referred to as the coverage error of the census) 
which is equivalent to estimating N. A post enumeration survey (PES) is conducted which 
employs the same reference period as the census. We assume that: (a) both the census and the 
PES contain no spurious events (i.e., duplications, fabrications, out-of-scope persons or uniden
tifiable persons) or that the number of such events can be accurately estimated and subtracted 
from Nc, and (b) the event of being counted in the census is independent of the event of being 
counted in the PES. 

The PES persons are matched to the census in order to determine the number of PES persons 
who were also counted in the census. Letxn denote the design unbiased estimator of the total 
number of persons in both the PES and the census populations and let Np denote the design 
unbiased estimator of the PES population size. The Sekar-Deming estimator (more recently 
referred to as the dual system estimator or DSE) of N is 

- Nf,Nr 
N =-£—^ (1) 

^11 

As we shall see, TV is subject to two sources of error: sampling error and nonsampUng error. 
Although there may be several sources of nonsampling error, the source of the error of con
cern here is matching error; i.e., the misclassification of PES persons as enumerated in the 
census (false positive errors) or not enumerated in the census (false negative errors). 

Using Taylor series expansions, general forms for the moments of Ncan be derived. It can 
be shown that, to terms of order 1 / « , where n is the PES sample size. 

Bias {N) = -N[Relb ias {pu) - Relvar (p, ,)] (2) 

x [I -I- Relbias {pu)] ~' 

and 

Var {N) = N^ Relvar iPu) [ 1 -^- Relbias {pn) ] '^ (3) 

where Pii = JTH/N^ is an estimator of/JH, the true proportion of the PES population faUing 
in the census population; Relbias {pu) = Bias {Pii)/Pii; and Relvar {pu) = Var(;5|i) x 
E~^ {Pii). Here we have assumed that Â .̂ the census counts, has a variance of zero. This is 
a simplification since, as we mentioned, an estimate of the census spurious events may have 
been subtracted from the census count to obtain N^ and this correction may be subject to 
sampling and other errors. Nevertheless, the assumption is consistent with our emphasis in 
this paper on matching error and its effect on N. The last section discusses an extension of 
the methodology which allows error in the estimator N^.. 

From (2) and (3) we note that the total mean square error (MSE) of TV depends upon the 
total MSE of Pu. In the following section, we consider some models for evaluating the effects 
of matching error o n ^ n . Lettingy {j= 1,.. .,n) be the index for they'"' individual in the PES 
sample, we define aj as the probability that individualy is misclassified in the matching process 
and consider alternative assumptions regarding the probabilities aj. 
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2. MATCHING ERROR MODELS 

2.1 Uncorrelated Matching Error 

Assume: 

1. The event [unity is misclassified) is independent of the event (unity' is misclassified) 
foraUyVy'. 

2. aj = Bif unity is truly in the census, referred to as the probability of a false negative 
error, and Q;̂  = </> if unity is truly not in the census, referred to as the probability of a 
false positive error. 

To fix the ideas, we assume simple random sampling for the PES and that n is small relative 
to N, then 

E{Pii) =pii(l-e) + {1-Pii)<l>, (4) 

Bias(Ai) = -PiiB + {l-Pii)(t> (5) 

Var(Ai) = n-'E{pii) {1-E{pii)) (6) 

= « - ' {SV -\-SMV), 

where SV, denoting sampling variance, is given by 

SV = pii{l-pii) {l-d-cj>)^ (7) 

and where SMV, denoting simple matching variance, is given by 

SMV = Piid{l-d) + {l-pii)(l>{l-(t>) (8) 

(proof in the appendix). 
Readers familiar with the Hansen, Hurwitz, and Pritzker (1964) response error model will 

recognize the correspondence of their simple response variance and SMV in this model. Hansen, 
et al. define a measure I, referred to as the "index of [response] inconsistency," to be the 
ratio of the simple response variance to the total variance of a single response, i.e., the pro
portion of variance which is response variance. For survey responses, lis an indicator of the 
response reUability of the survey information. An analogous measure can be obtained for mat
ching error to indicate the effect on the variance of Pn of matching unreliability. This 
measure, denoted by I^, is given by 

SMV 
IM = • (9) 

SV -\- SMV 

For some applications, assumptions (I) and (2) may be too restrictive. The independence 
assumption (1) is violated, for example, when unit B in the PES is erroneously matched to unit 
A in the census causing the correct match, unit A in the PES, to be erroneously classified as 
a nonmatch. Since this implies that the errors for units A and B are negatively correlated, the 
consequence is that Var(pii) wiU be smaller than given by (6). However, E{pii) is not 
affected by correlated errors. Another form of correlated matching error arises when matching 
is performed by clerks who may vary in their tendencies to commit false positive and false 
negative errors. The next section provides a model that describes these errors. 

file://-/-SMV
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Assumption 2 specifies that the misclassification probabilities ay are homogeneous across 
the PES population. This too may be a simplification since some individuals, perhaps the 
majority, may be classified with relatively little risk of error while other individuals are more 
difficult to match. Basically, matching problems arise from inaccurate or incomplete infor
mation about the characteristics of each individual in either or both systems. Therefore, if the 
PES sample can be post-stratified on the basis of the completeness of the information to be 
used for matching, the assumption may hold (at least approximately) within each stratum. The 
overall matching error rate is thus an aggregation of the individual stratum error rates. The 
last subsection explores this model. 

Finally, the assumption of simple random sampling greatly reduces the complexity of the 
formula for VariPu). Since PES samples are complex samples, the assumption is a simplifica
tion, yet it stiU provides useful formulas for: (a) identifying which components of matching 
error are likely to have the greatest impact on the total MSE of TV; and (b) allocating resources 
for and designing matching error evaluation studies. In many situations, an adjustment of SV 
by a "design effect" constant will account for most of the effect of complex sampUng on 
Var(^ii). Further, E{pii) is essentiaUy unaffected by more complex forms of sampling than 
simple random sampling as long aspu is appropriately weighted. Thus, the form of B{pii) 
does not depend upon this assumption. 

2.2 Modeling Clerical Error 

Suppose the PES is matched clerically to the census using k clerks. Let m, denote the 
number of PES individuals classified by clerk /, 1=1,.. .,k. Let the double index {i,j) denote 
they"" individual in the /"' clerk's assignment. 

Assume: 

1. The event [unit {i,j) is misclassified) and the event [unit {i',j') is misclassified) are 
independent when i p^ i' and conditionally independent given clerk / for i=i'; JT^j'; 
i=l, .... k;j,j' = 1, ...,m,. 

2. aij = 0, if individual {i,j) is truly in the census, and = (̂ , if individual {i,j) is truly not 
in the census. 

3. E{di) = 6; E{<t>i) = <̂ ; Var(</),) = 0%; F(0,) = 0%; and Cov(0,. <A,) = a^e-

For the subset of individuals in the /"" clerk's assignment, 1 and 2 are analogous to assump
tions 1 and 2 for the model of the last section. Assumption 3 specifies that clerk matching error 
probabilities are independent and identicaUy distributed random variables. This assumption 
is analogous to the assumptions made for interviewer errors in interviewer effect models (see 
for example Kish 1962, Hartley and Rao 1978 and Biemer and Stokes 1985). The assumption 
is appropriate if our interest lies in estimating the parameters of a much larger pool of clerks 
of which the k PES clerks are a representative sample. 

It is shown in the appendix that, assuming simple random sampling, E{pii) is still given 
by (4). The general formula for Var(j5n) is given by (A.3) in the appendix; however, a useful 
simpUfication results if we can assume that the assignment sizes w, are approximately equal 
to m, the average size, and that each clerk's assignment has the same expected number of 
matches (i.e., clerk assignments are interpenetrated). Then 

Var(pi,) = - {SV -1- SMV) -H ' ^ ^ - CC (II) 
n m k 

where CC, denoting the correlated component of matching variance, is 
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CC=p^iial-h {l-Pii)V^-2pii{l-pii)a^ (12) 

and SV, SMV are given by (7) and (8), respectively. 
Note that CC is a consequence of the between clerk variabiUty of the misclassification pro

babiUties 0, and <̂ ,. Further, by noting that CC is the variance of —Pii 6, + {l—pii)(t>iand 
the similarity of these terms with (5), we see that CC is the variance of the net biases among 
clerks. This latter fact proves that CCmust be positive. Therefore, the effect of clerk variance 
is to increase the variance of Pn. 

Borrowing again from the response variance literature, we can define a parameter p^ which 
is analogous to the intra-interviewer correlation coefficient, p, defined by Kish (1962). We shall 
refer to p^ as the intra-clerk correlation since it is the correlation between the match classifica
tions of any two units in the same clerk assignment. Under the model, 

CC 

SV + SMV 

is the ratio of the correlated component of variance to the total variance associated wkh a single 
classification. It may be interpreted as the degree to which clerks "influence" the match rates within 
their assignments. Now, an alternative formula for Var (j^n) which is equivalent to (II) is 

SV + SMV 
Var{pii) = [1 -\- {m-l)pM] (13) 

2.3 Post-stratification 

Both the model for uncorrelated error and the model for clerical error assume (essentially) 
that individuals in the PES sample do not differ in the degree of difficulty of determining their 
true match classification (assumption 2 for both models). For example, for the clerical error 
model, the misclassification probability vector {d,, <̂ ,) is the same for aU units in the /"' clerk's 
assignment. In reality, however, some individuals are much more difficult to classify than others 
depending upon such factors as the completeness of the matching information, whether a mover 
or non-mover, whether in single famUy home or apartment, etc. 

A simple approach for modeling this situation is to stratify PES sample according to some 
variable, say Z, which is correlated with the misclassification probabiUties aj. The variable Z 
may be an indicator of the completeness of the information, the type of unit, etc. 

Suppose there are L such strata indexed by h. Let {i,h,j) denote they'"" unit in the /i"' 
stratum in the /"" clerks assignment where /= 1, . . .,k; h = l,.. .,L, j = 0,.. ..mff,; and w,-/, is 
the number of units in stratum h for the /"' clerk. We shall again assume (1) as for the clerical 
error model; however, in addition assume: 

2. aihj = Bif, if individual ii,h,j) is truly in the census. 

= (̂ ,7, if individual {i.h.j) is truly not in the census. 

3.E{eif,) = Bf,; E{4>if,) = 4,f, 

Var{Bif,) = alf,; Var{<t>if,) = alf,; 

Cov{Bih', Bih) = a^ehiffi = h' 

= Oifh r^ h' 
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Under these assumptions, we have Bias(^ii) = ETT/, Bias {pu) and Var (^n) = ETT̂  Var 
{Piif,) + ETTA [E{pii,,) - ^(jSii)] ^ where Bias {Puh). E{piif,), and Var (pi,/.) are given 
by (5), (4), and (6), respectively, indexing the clerk error parameters andpn by h and where 
Wh = E{nf,/n), the proportion of the population in the h"' stratum. 

3. DEMONSTRATION OF THE EFFECT ON TOTAL ERROR 

The models of the previous section can be useful for demonstrating the effect.of matching 
error on the total mean square error of NandPu. In the iUustrations that follow, we shall 
assume values of the model parameters which are typical given our experience and which are 
consistent with current 1990 PES design parameters. 

In the PES, estimates of N wUl be made for a number of census strata. We assume that the 
desired coefficient of variation of the estimates is 1 %. Matching will be conducted in a number 
of processing sites by teams of clerks. (More details on the matching operation are given in 
the next section). To illustrate the effect of matching error on the DSE, we consider a' 'typical'' 
PES stratum. For this stratum, letpn = .85 and k, the number of matching clerks in one pro
cessing site, be 10. In our analysis, we considered values of 6 which varied from 0 to . 10 and 
a number of typical values for the ratio 7 = B/<l). i.e., the ratio of the probability of false 
negatives to the probabiUty of false positives. Little information exists which would indicate 
the typical range of p^ since no study has ever measured PM for matching error. However, if 
we assume that the clerk error probabilities B, and </>, follow a unimodal beta-distribution and 
are uncorrelated, we can obtain a maximum value for p^ corresponding to given values of the 
expected error probabilities B and <t>. Algebraically, the maximum value of p^ is given by 

p^f = CC* / {SMV -\- SV) (14) 

where CC* = p]i B^ {1-B)/{1+B) -I-(I-/j,i)2 </)^(I-0) / ( I+ <̂ ) (see Johnson and 
Kotz 1970, for the underlying theory). If 6, and </>, are positively correlated, then the assump
tion of zero correlation further exaggerates the effect of CC. Thus, the illustrations which follow 
indicate the maximum impact of matching variance on the estimates. 

To illustrate the maximum effect of correlated variance on the precision of j^n, the coeffi
cient of variation of Pn, denoted by CV{pii), was graphed as a function of B for various 
values of y. For these calculations, PM was substituted for p^ in (13). The range of B was 
0 < ^ < .10 and y was .5 < 7 < 5; i.e., <l> = .26 to (l> = 2B. This range of values of 7 seems 
reasonable since, typically, <̂  is smaller than B. Figure 1 shows the function for 7 = 1. There 
was no discernible difference for other values of 7 in the range of interest. Thus, it appears 
that the size of </> has negligible effect on CV{pii). In fact, we see from the expression for 
CC* that when/711 = .85, no more than 3% of the correlated variance is contributed by the 
variance of 0, even when </> is the same size as B. Figure 1 also suggest that CV{pii) may be 
increased two-fold to 2% for values of B as smaU as 5%. 

In Figure 2, the relative bias ofpu, denoted by RB{pii) is illustrated for the same range of 
6; i.e., 0 < 0 < . I, and 7; i.e., .5 < 7 < 5. The graph clearly indicates that bias is smaller for 
smallervaluesof 7. Infact, thebiasiszerowhen7 = (I—/7ii)//Jii or .18 assuming/Jn = .85 
as in this example. For 6 as small as 5%, the relative bias is between - 2% and - 4%, depending 
upon the size of 7. Comparing this with the maximum increase in CV{pi 1) of one percentage 
point, we see that bias has the potential to be much more serious than correlated variance. 
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7 = 1.0 

Figure 1. Coefficient of Variation ofp , , as a Function of 0 for 7 = 1 

- 1 0 . 0 -

-15.0 

Figure 2. Relative Bias of p, , as a Function of 6 for Selected Values of 7 
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To indicate the potential effects of matching error on N, the increase in total error as a func
tion of Sand for selected values of 7 was computed. LetM{B;y), V{d;y), andB{6;y) denote 
the mean square error, variance, and bias, respectively of TV for given values of S and 7. TVf (0/7) 
is the mean square error of TV without matching error (i.e. B = <l) = 0) and thus M{0;y) '''̂  is 
approximately the standard error of TV. Define RM{B;y) = {M{B;y) / M{0;y) - I ) ' ' ' ' ; 
RV{B;y) = {V{d;y) /M{0;y) -1)'^'; and RB{B;y) = {B^B.-y)/M{0;y))''\ 

Thus, RM{B;y) is the square root of the increase in the total mean square error of TV for 
given 6 and 7 relative to the root MSE of TV with no matching error. R V{6;y) is the contri
bution of this increase due to matching variance while RB{B;y) is the contribution due to 
matching bias. Hence, we have RM{B;y)^ = RV{d;y)^ + RB{B;y)^. Figures 3 and 4 show 
these functions for two extreme values of 7, 7 = .5 and 5, respectively, and for 0 < S < . 1. 
Again, the maximum value of the correlated variance, CC*, was used for the variance compu
tations. Thus, the contribution of matching variance to total error is probably substantially 
exaggerated. 

These figures indicate that for these values of B and 7, most of the error is contributed by 
bias, although the contribution to variance can be non-trivial. Further, as suggested earlier 
for Figures I and 2, the matching bias dominates the total matching error whenever false 
negative error dominates over false positive error. 

4. ESTIMATION FROM REMATCH STUDIES 

Methods for estimating the components of response error in sample surveys have been well 
documented in the literature (see for example Hansen, Hurwitz and Pritzker 1964, Hansen, 
Hurwitz and Bershad 1961). The techniques for estimating the components of matching error 
are essentially the same. For example, to estimate the correlated component of matching 
variance, CC, the assignments of the clerks must be "interpenetrated." This procedure, which 
is described in detail in Kish (1962), randomizes the assignment of PES cases to clerks so that 
each clerk's assignment has the same expected number of matched persons. Then, an estimator 
of CC is formed by the difference between the between clerks and within clerks mean squares 
from the analysis of variance of clerks. For more detaUs of this procedure, refer to Bureau 
of the Census (1985). 

In this section, the focus is on the analysis of data from rematch studies, the most common
ly used method for evaluating matching error. There are two types of rematch studies. One 
attempts to replicate the original match operation for a sample of cases using the same pro
cedures, training, match rules, etc. This type of rematch has the objective of estimating SMV, 
the simple matching variance or, equivalently, I^, the index of match inconsistency. The 
second type of rematch aims at obtaining the most correct match possible and, therefore, uses 
more extensive procedures, highly qualified and expert clerks, and adjudication, i.e., resolving 
disagreements among the original and rematch classifications by a third, expert matcher. This 
type of rematch as the objective of estimating the matching bias. Further, as we will see, an 
estimate of SMV is also possible from these data. 

The (unweighted) data collected in a rematch study can be displayed as in Table 1. Assume 
that the rematch sample is a simple random sample of r persons from the PES. Further we 
may assume either the uncorrelated error model or the clerical error model of the last section 
for both the match and rematch. Let iJL,{t = a,b, c, d) denote the mean observed proportion 
of the cell corresponding to / in Table I. 



Survey Methodology, June 1988 125 

Percent 
15.0 - , 

10 .0-

e (x 100%) 

Figure 3. R M ( e ; 7), RV(e ; 7), and RB(e ; 7), as a Function of 9 for 7 = .5 

e (x 100%) 

Figure 4. R M ( e ; 7), RV(e ; 7), and RB(e ; 7), as a Function of 0 for 7 = 5 
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Then 

Table 1 
Rematch Study Data 

Rematch Classification 

Classification ^^^^^^^^ Not 
Matched 

Matched a b 

Not Matched c d 

l^a=Pn i^-OA) H-OB) + ii-Pll)<l>A<t>B 

l^b^Pu (1-^.4) ^B + i^-PlMA ( 1 - 0 B ) 

I^C=PUOA ( 1 - < ? B ) + (l-T^ii) ii-<t>A)<t>B 

l^d=Pu 6A SB + ( 1 - P i i ) {1-(I>A){1-(I>B) 

(15) 

(16) 

(17) 

(18) 

where the index A denotes original match and B denotes the rematch. 
Define 

M/J 
= < ^ ) -

H-BA) + {l-Pn)<t>A 

and 

f^B =Kv) = Pui^-^B) + ( 1 - P l l ) <t>B-

(19) 

(20) 

Note that /i^ and fig are expected values of the estimates of j9i 1 based upon the original and 
the rematch classifications, respectively. The difference of these two estimates of Pn, i.e., 
ib-c) /r is referred to as the net difference rate (NDR). Its expected value is 

E{NDR) =ix^-y,B= -PII{BA-BB) + ( l - ^ i ) (0^ - <>B)- (21) 

Finally, the proportion of the r sample individuals having rematch classifications which 
disagree with the original match classification is {b + c) /r, referred to as the gross difference 
rate (GDR). Its expected value is 

E{GDR) =yif, + lie 

= Pii [6A {1-6B) + {1-6A)6B] + {\-PII)[{1-<I>A)<I>B + <t>A ( 1 - 0 B ) ] . (22) 

We shall now consider the estimation of the components of Var {pn) and Bias {pn) under 
three sets of assumptions for the rematch study. In the first case, we assume that the rematch 
study is conducted under the same general conditions as the original match so that the error 
parameters associated with both classifications are very nearly the same. For example, the clerks 
for both operations received the same training, have the same skill level, and use the same 
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procedures. The second case assumes that the rematch is perfect, i.e, the rematch classification 
may be considered the true classification. The third case falls somewhere between case 1 and 
2. More extensive and improved matching procedures are used in the rematch; however, we 
are not wilUng to assume that the rematch classifications are without error. Instead we assume 
that fewer errors are made in the rematch than in the original match. 

Case 1. Same General Conditions for the Match and Rematch 

Assume that 6A = Bg = B and (i>A = <i>B'= 0> i-C-, the expected rates of misclassification are 
the same for both trials. Then, from(2I), ^(TVD/?) = 0 and no estimate of Bias {pn) can be 
computed from the data. However, from (22) and (8) 

V2E{GDR) =SMV (23) 

Further, an estimator of Ij^ in (9) is 

lM = GDR/[2pii{l-pii)] (24) 

wherein is the PES estimator ofpn as defined for (2). Alternatively, an estimator ofE{pii) 
can be obtained from Table I; for example, see the estimators in (19) and (20). 

Case 2. Perfect Rematch 

Assume that Bg = <t>B = 0« i-^-, the rematch is conducted without misclassification error. 
Then, from (21), 

E{NDR) = -PIIBA+ {\-Pn)<t>A 

= Bias (Ai ) . (25) 

Further, the probability of false negative error, BA, is estimated by 

e = c/{a-\-c). (26) 

and, the probability of false positive error, 0^, is estimated by 

4> = b/{b + d). (27) 

An estimator of SMV is 

SMF = i ( ' ^+^V (28) 
r \a + c b + dj 

and, thus, an estimator of I^ is 

IM= SMV/pii{l-pii) (29) 

where in is an estimator of ^ (^ i i ) obtained either from the PES or from Table 1. 
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Case 3. Rematch Has Smaller Error But is Not Perfect 

Assume that 0<6g<6A and 0 < 0^ < 0^; i.e., the misclassification probabilities for the 
rematch are smaller than for the original match but are not zero. Then no unbiased estimator 
of Bias {pii) exists. However, [^(TVDi?)! wiU be smaller than | Bias {Pii)\ if (IA - Pu and^g 
- Pu both have the same sign; i.e., the estimator ofpu based on the match and the rematch 
data are biased in the same direction. Thus, under these conditions, \NDR\ is a lower bound 
estimator of I Bias {pii)\. 

Further, there is no unbiased estimator of SMV. However, it can be seen from (22) that 

E{GDR)-2SMV = PII{6B-BA){1-2BA) + ( I - A I ) ( 0 B - 0 ^ ) ( I - 2 0 ^ ) . 

Thus, whenever BA and 0^ are both less than .5, which is true in most practical applications, 
we have 

E{GDR) < 2SMV 

and IM defined in (24) will underestimate I^. 

5. APPLICATION TO THE 1990 CENSUS 

In the 1990 Census, the PES sample wiU consist of about 5000 "blocks" or groups of about 
30 contiguous housing units and attempts will be made to match each person in every block 
to the census. The variables used for matching will include Name, Address, Relation to Head 
of Household, Sex, Birthdate, Marital Status, Race, and Hispanic Origin. The matching process 
will involve four separate stages as foUows: 

Stage 1. A computer match operation using the Fellegi and Sunter (1969) technique. Each PES 
person wUl be classified as either matched to the census, not matched, or possibly 
matched (i.e., requiring clerical review) by computer. 

Stage 2. A first clerical review to correct any mismatches or erroneous non-matches made by 
the computer. In addition, a standardized set of matching rules will be applied to each 
possible match. Thus, each PES person will be classified as either a match, a non-
match, a possible match or an unresolved case. 

Stage 3. A second clerical review to reconsider, by applying greater human judgment, the 
classification made at the two earlier stages. The clerks for this stage, referred to as 
the special matching group (SMG), may also decide that for some households further 
field follow-up is required. 

Stage 4. An "after field follow-up" review. Cases are reconsidered on the basis of any addi
tional information obtained in the follow-up. The final classification codes are 
matched (enumerated), not matched (not enumerated) or unresolved (match status 
to be imputed in the final processing stage). 
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The procedures for imputing "matched" or "not matched" for unresolved cases are described 
in Schenker (1987). These cases which account for about 1 % of the PES sample are not included 
in the tables which follow since the imputed match statuses of the unresolved cases were not 
available for this test. Nevertheless, imputation error can be an important source of matching 
error — one which poses special problems for the evaluation. For example, it is likely that some 
of the PES unresolved cases will also be unresolved in the rematch and no direct estimate of 
misclassification error can be computed for these cases. In the test described below, 83% of the 
unresolved PES cases remained unresolved in the rematch. Conversely, 41 % of the cases which 
were unresolved in the rematch, were resolved in the PES match. If one assumes that imputa
tions for those cases which were unresolved in the rematch are erroneous, an upper bound on 
the imputation error can be obtained. Likewise, a lower bound can be obtained by assuming 
all these imputations are correct. However, unless the proportion of imputations is very small, 
this "worst-case, best-case" analysis may yield bounds which are too wide to be useful. 

In 1986, a pretest of these PES matching procedures was conducted in Los Angeles. A sample 
of about 4000 persons were matched to the Los Angeles test census and then rematched by 
census professional staff to evaluate matching bias. Special procedures were used in the rematch 
to ensure a very accurate match classification. Table 2 displays the rates of disagreement among 
the four stages of matching and the rematch. Note the improvement of the classifications at 
each higher stage indicated by the decreasing disagreement rate in the rematch column. The 
data also indicate that few classifications are affected in the "after follow-up" stage (.68% 
disagreement with stage 3). Further, the GDR for the final stage (relative to the rematch) is 
very low, less than 1%. 

Under the assumption that the rematch process yields the true match status. Table 3 gives 
the estimates of 6, the probability of false negative error, and 0, the probabiUty of false positive 
error, for each stage of matching. It appears, that for the computer match and the first level 
clerical match, the false nonmatch rate predominates. However, the opposite is true for the 
final two stages of matching. 

Table 2 
Comparison of Disagreement Rates for Stages of Matching (Wo) 

Stage 1 
Stage 2 
Stage 3 
Stage 4 

Stage 2 

2.9 
0 

3.3 
4.0 

Stage 3 

4.4 
3.3 

0 
.68 

Stage 4 

4.7 
4.0 
.68 

0 

Rematch 

5.5 
4.8 
1.6 
.87 

Table 3 
Estimates of 6 and 0 for Stages of Matching 

Stage of matching Estimate of 6 (x 100%) Estimate of 0 (xlOO%) 
(false nonmatch rate) (false match rate) 

1 6.2 2.3 

2 5.1 3.3 

3 1.5 2.1 

4 .1 .3 
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Table 4 

Results of the Rematch Study (weighted) 

Original Match 
Classification 

Matched 

Not Matched 

Matched 

16690 

85 

Rematch Classification 

Not Matched 

9 

2178 

Table 5a 
Rematch Results For Cases With Agreement On All Four Stages. 

Original Match 
Classification 

Matched 

Not Matched 

Rematch Classification 

Matched Not Matched 

14458 0 

64 1775 

Table 5b 
Rematch Results For Cases With Disagreement On at Least One Stage. 

Original Match 
Classification 

Matched 

Not Matched 

Matched 

2223 

21 

Rematch Classification 

Not Matched 

9 

403 

Using the methodology of the previous section, we can estimate Relbias {Pu), Relbias 
(TV), and IM, the index of match inconsistency. Table 4 gives the results of the rematch study, 
weighted for the rematch sample probabilities of selection. For this table, the estimate of Relbias 
{Pii) is - . 4 % and therefore, the estimate of Relbias (TV) is .4%, computed from (2) 
assuming a 1% coefficient of variation for pn and replacing Relbias (j^n) by its estimate. IM 
is estimated to be .49% which is in the very low range. The false positive rate is 0 = .004 and 
the false negative rate is^ = .005. 

As mentioned in the second section, the probabUity of matching error may depend upon 
the completeness of the PES or census information, among other things. To indicate the extent 
to which match error rates vary, the rematch sample was partitioned into two subsamples. The 
first subsample was composed of cases which were classified as "matched" or "not matched" 
consistently across all stages of matching, i.e., for which aU four stages agreed. The remainder 
of the sample made up the second subsample, i.e., cases for which at least one of the stages 
disagreed. This division approximates a division based upon completeness of the matching 
information since most of the cases having no disagreement between stages are those where 
information is the most complete. The weighted resuks are shown in tables 5a (complete cases) 
and 5b (incomplete cases). 
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For "complete" cases, the false negative rate is .44% while the false positive rate is 0. Thus, 
none of the cases were erroneously matched although a modest number were erroneously called 
nonmatches. These data may provide evidence of the greater skill of the rematch staff at finding 
matches for PES cases. The estimate of 7̂ ., is .39%, very low. For "incomplete" cases, the 
false negative rate is .93% while the false positive rate is 2.18%. The estimate of / ^ is 1.1 %, 
still quite low. However, these data indicate a much higher risk of false matches for the 
"incomplete" cases. 

The data from this study indicates that matching error causes a small negative bias ( — .4%) 
in TV which amounts to an underestimate of approximately one million persons (assuming 
TV = 250 million persons). Even for the more difficult cases the bias is only - .7%. It would 
be interesting to look at certain demographic subgroups of the population — movers, proxy 
respondents, and apartment dwellers — to see the extent of matching error for these domains. 
Unfortunately, the information that would allow this analysis is not currently available. 

6. SUMMARY 

The models and MSE formulas developed in this paper can be useful for evaluating the 
impact of matching error on estimates of census coverage error. In the context of the 1990 U.S. 
census matching error bias appears to be the largest and most important component of the 
MSE{N). Preliminary studies of the magnitude of matching error bias for the 1990 Census 
indicate that this component is small, less than one half of one percent. This estimate does 
not refiect imputation error which affects about 1% of the PES cases. Moreover, estimates 
of bias depends heavily on the assumption that the rematch process yields the true match 
classification. More work is needed to check the validity of this assumption. 

In the development of the formulas for the total mean square error of TV, we assumed that 
Nc was not prone to error. However, in actual practice, an estimate of the numbers of census 
spurious events (or erroneous enumerations), denote by EE, may be subtracted from TV̂ . Since 
this estimator is obtained from a match of a sample of the census units to the PES, EE is also 
subject to sampling error and matching error. For example, a person may be classified as an 
erroneous enumeration when they were correctly enumerated (false positive error), or they may 
be classified as correctly enumerated when they are erroneously enumerated (false negative 
error). The model and methodology formulated for evaluating the effect of false positive and 
false negative errors for Xi i can be easily extended for the estimator of erroneous enumera
tions. Note that the Taylor approximation formulas for the bias and variance of TV, (2) and 
(3), will now contain terms for the bias and variance of EE. 

For future research, studies of matching error correlated variance are needed to inform us 
of the extent to which the clerk variance contributes to the total error of TV. We suspect that 
CC*, the maximum effect of correlated error, substantiaUy over estimates the impact of clerks. 
Research is also needed from rematch studies to identify the characteristics of persons or 
households prone to matching error. Perhaps then special efforts could be directed toward 
these eases. For this objective, the use of logistic models should be explored for predicting the 
probability a case is misclassified from the various characteristics of the case. 

ACKNOWLEDGMENTS 

This work was supported though a Joint Statistical Agreement with the U.S. Bureau of the 
Census. I wish to thank Aref Dejani of the Census Bureau for providing some computer support 
for the preparation of this paper. Thanks are also due to Bernice Garrett for typing and proof 
reading of the paper. 



and 

132 Biemer: Modeling Matching Error 

APPENDIX 

Derivation of the MSE Formulas 

Let U denote the population of size TV to be enumerated. Let Uc denote the subset of U 
which is enumerated in the census. Let S denote the PES sample and S^ denote Sr\Uc, the set 
of PES persons enumerated in the census. Denote the n units in S as Ui,.. .,Uf,. Define the 
variables 

TJ, = I i f M, £ Sc 

= 0 if Ui i Sc 

yi = 1 if w, classified (by the matching process) in Sc. 

= 0 if M, not classified in Sc. 

Model for Correlated Error 

Assume: (1);', is a random variable with P(j ' , = 11 ?j, = 0) = 0 and P(^, = 0| TJ, = 1) = B, 
and (2);^, and yj are independent given r;, and rjy for /Vy. LetE{ • | S) and K( • | S) denote con
ditional expectation and variance, respectively, given S. Then,^ii = £;',/« and£'(pii I S) = 
(I -6)pii -)- 0(1 - p i i ) wherePii = Erj,/^. Taking expectation with respect to S yields the 
result in (5). 

Further, K(>',| jj, = 0) = 0 ( 1 - 0 ) and V{yi\ TJ, = I) = 6i( I - I?) . Therefore, V{pii\ S) = 
<i>{l-<j>){l-Pii)/n + B(l-B)pii/n. 

Taking expectation with respect to S yields SMV in (8). 

Finally, combining VE{pii\ S) and EV{pii\ S) yields the resuk in (6). 

Model for Clerical Error 

Let {i,j) denote they"' person in the /"' clerk's assignment. Let yij and •t]ij be defined in 
analogy to>', and r;,. Assume (1) — (3) for the clerical error model. Let £'2, V2, and C2 denote 
conditional expectation, variance, and covariance with respect to the clerk error distributions 
holding the sample of clerks fixed. Let Ei, F,, and C], denote the corresponding expectation, 
variance and covariance with respect to the random selection of the k clerk parameter vectors, 
as per assumption (3), holding the sample S fixed. Then 

EiE2iPii) = ^ 1 [ E [ ( 1 - ^ , ) ^ + <A;^]] 

= (I -B)pii + 0(1 -Pn) 

where /ij, = T^ T;,̂  and «o/ = Y\ (1 - »/(/•)• Hence, (4) follows upon taking expectation 

of (A.I) with respect to S. 

Consider the variance of ^n - We have Var(^ii) = VE(pn | S) -f EV(j5ii| S) where 

E(pnI S) is given by (A.l). Further n''V{pii\ S) = X) E ^iyu\ S) + 2 ] D Cov{yij,yij. \ S) 
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whereK(>'y|S) = V2{yij) + F,£2(>'/,) and Cov(>'y,>'y.| S) = C, [£'2(J'y). £'2(3'y')]. theterm 
EiC2{yij,yij-) being zero. Since £2(>'<>) = 0/. for 17,7 = 0, and E{yij) = I -6, for rnj = 1, we 
have ViE2{yij) = CT|, if vu = 0' and = CT^ if r?,y = 1. Further K2(>>/;) = 0,( I - 0 , ) for 77,̂  = 0 
and V2{yij) = ^,(1 -0 , ) for rnj = 1. Thus 

£1 V2iyij) = 0 ( 1 - 0 ) - 4 if 77y = 0 

= 6{1-B) - aj if Vij= 1 

Similarly, it can be shown that, foryVy', 

Ci {E2{yij). E2{yij')] = ajif {vij.Vij') = (1.1) 

= -o^ifiVij.Vij') = (1.0) 

= al if {vij.Vij') = iO.O). 

Therefore, 

F(j5n I S) = (Em? - «) //i^ CC + SMV/n. (A.2) 

Finally, combining (A.l) and (A.2) in the identity 

V{pii) = VE{pii\S) +EV{pii\S),v^ebave 

V{pii) = l/n{SV-\-SMV) -̂  ( E m ? - n)/n^CC. (A.3) 

If we further assume that m, = m for all / we obtain the form in (11). 
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