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Estimation des cheptels a I'aide de plusieurs estimateurs a 
base de sondage areolaire et a base de sondage multiple 

GEORGE E. BATTESE, NANCY A. HASABELNABY et WAYNE A. FULLERi 

R E S U M E 

Les auteurs cherchent k estimer le cheptel porcin et le cheptel bovin d'un Etat k I'aide des donnees de 
I'enquete enumerative de juin, qui est realisee par le National Agricultural Statistics Service du Departe-
ment de I'agriculture des Etats-Unis. Sue estimateurs peuvent etre construits k I'aide de ces donnees. Trois 
d'entre eux reposent sur des donnees d'echantillons areolaires et les trois autres reunissent des donnees 
tirees d'enquetes avec echantillonnage sur liste et d'enquetes k base areolaire. Un plan d'echantillonnage 
avec renouvellement est utilise pour la partie de I'enquete enumerative de juin qui repose sur une base 
areolaire. A I'aide de donnees pour la periode 1982-1986, les auteurs estiment les covariances des esti
mateurs pour diverses annees. lis proposent un estimateur composite pour etablir le nombre de tetes de 
betail. lis determinent cet estimateur en faisant une regression par moindres carres generalises du vec-
teur forme de divers estimateurs annuels par rapport k un ensemble approprie de variables auxiliaires. 
L'estimateur composite est cense produire des estimations qui sont du meme ordre que les estimations 
officielles du Departement de I'agriculture des E.-U. 

MOTS CLES: Enquete enumerative de juin; echantillon avec renouvellement; estimateur composite; 
moindres carres generalises. 

1. INTRODUCTION 

Le National Agricultural Statistics Service (NASS) (anciennement le Statistical Reporting 
Service) du Departement de I'agriculture des fi.-U. realise en juin de chaque annee des enque-
tes probabilistes (enquetes enumeratives de juin) qui visent k recueillir des donnees sur les acti-
vites des exploitations agricoles. Ces donnees sont indispensables pour etablir les estimations 
officielles concernant le nombre de tetes de betail, les superficies cultivees, les stocks de cerea-
les, etc. pour chacun des Etats et le pays en general. Les unites d'echantillonnage des enquetes 
agricoles proviennent de bases areolaires et de repertoires. 

Dans le cas d'un fitat, la base areolaire est le territoire de cet fitat, stratifie suivant le mode 
d'exploitation du sol, c'est-^-dire selon le pourcentage de territoire consacre k la culture et selon 
qu'il s'agit d'une region principalement urbaine, d'une region boisee, d'une region compre-
nant surtout des lacs ou d'autres regions non agricoles. Les unites d'echantillonnage sont appe-
lees en I'occurrence des «segments» et leur taille varie selon les fitats et les strates mais est environ 
un mille carre dans les regions rurales. 

En ce qui a trait k I'estimation des cheptels, on preieve en plus des echantillons d'exploi-
tants agricoles k partir de listes contenant les noms des exploitants qui eievent la categoric de 
betail en question. Ces listes ou repertoires sont stratifies selon la taille de I'exploitation. On 
combine les donnees des enquetes k base areolaire et des enquetes avec echantillonnage sur liste 
pour obtenir des estimateurs k base multiple qui permettront d'estimer le cheptel d'un fitat. 

On pent construire divers estimateurs a partir de I'echantillon areolaire et de I'echantillon de 
listage. Les statisticiens des bureaux du NASS situes dans les fitats calculent plusieurs estima
teurs et proposent une estimation officidle pour le cheptel d'un fitat. Toutes les propositions 
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et les donnees pertinentes sont envoyees a I'Agricultural Statistics Board (ASB) du NASS a 
Washington (D.C.). Lorsqu'il etablit les estimations officielles, I'ASB considere les divers esti
mateurs, les recommandations du bureau de I'Etat, les donnees de I'industrie, de meme que 
les etats recapitulatifs et les bilans par region. De plus, I'ASB a recours a la construction de 
graphiques pour maintenir la continuite chronologique entre les sources de donnees. L'orga-
nisme doit faire en sorte que la somme des estimations officielles pour chaque Etat corresponde 
aux estimations officielles nationales. 

Un inconvenient majeur de la methode utilisee actudlement pour calculer I'estimation offi
cidle est qu'il n'existe pas de mesure de precision pour cette estimation. En 1983, un groupe 
de planification a long terme du NASS a recommande qu'on eiabore une methode objective 
pour creer un estimateur composite a partir des divers estimateurs fondes sur un echantillon 
probabiliste (voir Allen et coll. 1983). En 1984, on a recommande qu'un estimateur compos
ite soit soumis a I'attention de I'Agricultural Statistics Board (voir Bynum et coll. 1985, p. 2). 

Le regroupement de donnees provenant d'echantillons distincts mais lies entre eux et la com-
binaison de plusieurs estimateurs font I'objet de recherches statistiques depuis de nombreuses 
annees. Kuo (1986) fait etat de qudques-unes de ces recherches. Par la meme occasion, il con
sidere un estimateur composite des cheptels fonde sur les donnees des enquetes du Departe
ment de I'agriculture des E.-U. 

Dans cet article, nous analysons une methode permettant de construire un estimateur com
posite pour le nombre de tetes de betail. Pour construire un tel estimateur, nous nous servons 
des valeurs de plusieurs estimateurs de cheptels calcuiees pour un certain nombre d'annees ainsi 
que des variances et des covariances de ces estimateurs pour ces annees. En supposant qu'un 
modele lineaire simple expUque les rapports entre ces estimateurs, nous obtenons l'estimateur 
par les moindres carres generalises des cheptels pour la derniere annee pour laqudle il existe 
des donnees d'echantillon. A cause de I'importance de la serie chronologique des estimations, 
I'ensemble des estimateurs composites est assujetti a la condition suivante: la moyenne des esti
mations pour toutes les annees precedant 1'annee courante doit etre egale a la moyenne des 
estimations officielles correspondantes. Ainsi, on maintient une certaine correspondance entre 
la serie chronologique et les estimations officielles anterieures. D'autres conditions du meme 
genre peuvent etre definies. 

2. ESTIMATEURS A BASE AREOLAIRE ET A BASE MULTIPLE 

Dans la partie de I'enquete enumerative de juin qui repose sur une base areolaire, on forme 
un echantillon de segments circonscrits sur des cartes puis on rdeve le nom de tons les exploi
tants agricoles qui exercent une activite dans ces segments et on les interviewe. Les intervie
wers determinent si I'exploitant qui exerce une activite agricole dans un segment donne demeure 
dans ce meme segment. On designe par le terme «secteur» un terrain (ou groupe de terrains) 
compris dans un segment d'echantillon qui correspond a un mode d'exploitation en particu-
lier. Un secteur pent representer une exploitation agricole complete ou une partie de cdle-ci. 

L'interviewer recudlle des donnees sur I'activite agricole pour chaque secteur d'un segment 
d'echantillon et s'informe notamment de la taille du secteur. II recudlle en outre des donnees 
sur toute I'activite agricole de chaque exploitant de I'echantillon. Ces donnees permettent de 
construire trois estimateurs de totaux que Ton appelle respectivement estimateurs a base areo
laire k segment ferme, a segment ouvert et a segment pondere. Ces estimateurs se distinguent 
particulierement I'un de I'autre par la fa?on dont les donnees agricoles sur lesqueUes ils repo
sent se rattachent au segment. 

L'estimateur a base areolaire a segment ferme utilise des donnees concernant I'activite agri
cole dans chaque secteur d'un segment. L'estimateur a base areolaire a segment ouvert utilise 
des donnees qui ont trait a toute I'activite agricole des exploitations dont le proprietaire habite 
dans le segment. Enfin, l'estimateur a base areolaire a segment pondere utilise des donnees 
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In This Issue 

This issue of Survey Methodology contains a special section on the Statistical Uses of 
Administrative Data. The five papers in the section cover a diversity of topics ranging from policy 
issues to data processing. 

With the increasing emphasis on the use of administrative records by statistical agencies, pro
babilistic matching or record linkage methods are becoming more widespread. Most applied work 
is done using the framework described by Fellegi and Sunter (1969). Winkler examines the impor
tance of an independence assumption that is usually employed in applications involving the 
Fellegi-Sunter model because it leads to great computational simplication. In the context of a 
problem involving matching lists of businesses he investigates modifications that can be used 
when the independence assumption is not valid. 

The paper by Redfern deals with a statistical use of admiiustrative records that is of great 
importance for statistical agencies — the use of admiiustrative records as a source of census data. 
He notes that Denmark has completely abandoned the traditional questionnaire-based census 
in favour of the use of administrative records to obtain census data. In three other European 
countries, some data that were traditionally collected using a census questionnaire are now 
obtained directly from administrative sources. The author considers the situation in the United 
Kingdom in detail. He concludes that public concerns about invasion of privacy, as well as 
political ideology and scarce resources, are blocking the consolidation of administrative 
information from a number of diverse sources into a central population register. He suggests 
that, although political considerations will always carry the greatest weight in any discussion 
of the development of a population register, statisticians have an obligation to make their 
views known. 

Jonas and Hanczaryk note that the role of admiiustrative data at the U.S. Bureau of 
the Census has increased over time. The need for an overall quality management system 
that is responsive to problems related to the processing of very large amounts of data 
was recognized before the 1987 Economic Censuses. The system that was developed involves 
the extensive use of microcomputers to reduce costs. 

Moore and Marquis describe an application involving the use of administrative data in survey 
evaluation. Information from the Survey of Income and Program Participation conducted by 
the U.S. Bureau of the Census was matched to administrative records for five federal programs 
and four state programs using record linkage methods. Analysis of the data set is just begin
ning. The objectives of the study are to quantify the effects of measurement errors and to use 
this information to derive more efficient survey designs. 

Statistics Canada is in the process of reorganizing its programme of economic surveys. A key 
element is the rebuilding of its central register of economic entities, which will serve as the frame 
for economic surveys. Clark and Lussier's paper outlines the concepts and procedures underlying 
the establishment and maintenance of profiles of economic entities and describes the role of 
administrative data in this task. A number of issues with respect to profiling activities are raised 
following a simulation study. 

In this issue's first paper, Kott develops a small domain estimator which meets the criterion 
of design consistency introduced by Isaki and Fuller (1982). The mean squared error of this 
estimator is evaluated. Using an empirical example, Kott shows that the mse estimator 
can be used to choose between the proposed small domain estimator and the conventional 
design-based estimator. 



2 In This Issue 

Published estimates for periodic surveys are often based only on the current sample, thereby 
failing to exploit correlations with estimates from previous periods. On the other hand, economists 
and other social scientists frequently ignore the sampling error when using these estimates in 
their time series models. Binder and Dick show how sampling error can be taken into account 
in these models. For readers new to the area, the authors provide a brief review of previous work, 
with an extensive list of references. 

Battese, Hasabelnaby and Fuller investigate a procedure for construding a composite estimator 
for livestock numbers. The authors use a linear model to pool six types of estimators from the 
U.S. Department of Agriculture June Enumerative Survey over several years. Empirical resuhs 
show the improvements in variance for the optimal linear combination of the sbc estimators within 
a particular year, with further improvements if the other years' estimators are included. 

Bethel examines optimal allocation for multipurpose surveys. A study of the sensitivity of the 
optimal allocation to changes in variance constraints is presented. Bethel derives results which can 
be used to determine if survey costs can be reduced significantly by allowing some variances to 
increase marginally. He also presents an iterative algorithm for solving the optimization problem. 

Bruning and Hu provide insight into the issue of survey recall versus diary collection methods. 
They start with a literature review of studies and comparisons of the two methods. The main 
part of the paper deals with an experiment to assess the relationship between several demographic 
fadors and the colledion methods. The findings confirm those of earlier studies but also strongly 
raise the possibility of measurement problems with the survey recall collection method. 

Quality assurance sampling is applied by Lemeshow and Stroh to the problem of reducing the 
sample size needed to ascertain whether a population meets certain health standards. The example 
used by the authors is the immunization coverage of children in developing countries. The 
sampling method uses an initial sample to test the hypothesis of adequate vaccination by stratum. 
Strata where the test result is not sufficientiy conclusive are subjected to additional sampling. 

The Editor 
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Robust Small Domain Estimation Using 
Random Effects Modeling 

PHILLIP S. KOTTi 

ABSTRACT 

This paper develops a design consistent small domain estimator using a random effects model. The mean 
squared error of this estimator is then evaluated without assuming the random effect component of the 
model is correct. Data from a complex sample survey shows how this approach to mean squared error esti
mation, while perhaps too instable to be used directly, can be employed to determine whether the design 
consistent small domain estimator proposed here is better than the conventional design-based estimator. 

KEY WORDS: Finite population; Model; Mean squared error; Design consistent; Randomization. 

1. INTRODUCTION 

Suppose we were given a probabiUty sample of unit values and were asked to estimate the 
mean of a small domain within the larger population covered by the sample. Scott and Smith 
(1969) introduced a Bayesian estimator for this purpose and showed that their estimator could 
also be developed using only unbiasedness and minimum variance (UMV) criteria. Their UMV 
approach, sometimes called random effects or components-of-variance modeling, will be 
adopted here. 

Most attempts at small domain estimation paralleling Scott and Smith {e.g., Fay and Herriot 
1979, Battese and Fuller I97I, Ghosh and Meeden 1986, Prasad and Rao 1986, Fuller and 
Harter 1987, and Stroud 1987) assume that the sampling design is noninformative and so 
ignorable. The same assumption is made for synthetic estimators of small domain means, which 
will not be discussed at any depth here (for examples of these, see Gonzalez and Hora 1978). 

Assuming a noninformative sampling design misses perhaps the most important contribu
tion of randomization to inference. Since most statistical models in finite population inference 
are either wrong or (at best) incomplete, it is desirable for an estimation strategy to have the 
following property: if the sample were large enough, the estimator should approach what it 
is estimating almost certainly no matter what the " t rue" model. This desire receives formal 
expression in the criterion of design consistency introduced by Isaki and Fuller (1982). 

Design consistency is an asymptotic property. As a result, it is often necessary to hypothesize 
a model (or models) when choosing among alternative design consistent estimation strategies. 
This is especially true in the case of small domain estimation, where the sample may be par
ticularly small and the sampling design beyond one's control. Nevertheless, limiting attention 
to design consistent estimators does offer some, albeit small, protection against model failure. 
Using this reasoning, Sarndal (1984) focused his attention on design consistent small domain 
estimators. We will follow that practice here. 

Section 2 develops a design consistent random effects estimator for a small domain popula
tion mean. Section 3 introduces a robust (but unstable) estimator for the model and design 
mean squared errors of the small domain estimator. It is robust in the sense of not depending 

' Phillip S. Kott, Senior Mathematical Statistician, Survey Research Branch, National Agricultural Statistics Ser
vice, USDA, S-4801, Washington, D.C., 20250, USA. 
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on the necessary, but heroic, model that links the small domains together. Section 4 contains 
an empirical example and Section 5 a discussion. 

2. THE ESTIMATOR 

We begin with the basic (or fbced effects) model: 

y,i = B, + ^gi, (1) 

where the €g, are uncorrelated random variables with means of zero, and var (€g,) = 6g. The 
subscript gi denotes a unit in domain g. There are Ng units in the population from domain g 
and m domains. 

Let us focus on a particular domain y. The problem is to estimate the domain mean: 
Nj 

yjp = Yi yj''^j-
i=\ 

Let pji be the probability of selecting unit ji for the sample and nj be the number of units 
selected from domain y. It is well known that a design unbiased and model efficent linear es
timation strategy for yjp would set the pjf equal to nj/Nj and the estimator equal to £ "i i yji/nj, 
where the units are relabeled so thatyl, . . . , jnj are in the sample. 

Unfortunately, one is often required in practice to estimate a domain mean using a sample 
that has not been selected primarily for that purpose. Consequently, the selection probabilities 
within domain y may not all equal nj/Nj. A popular estimator in this circumstance is 

"j 

( = 1 

where 

W: = PjT'/ t,Pji'^ 
* = 1 

denotes the sampling weight of unity/. This estimator was suggested by Brewer (1963) and Hajek 
(I97I). 

The estimator dj is clearly model unbiased under (I), in the sense that E^ {dj - yjp) = 0. 
Under many sampling designs, dj is also design consistent; i.e., 

plim^{dj - yjp) = 0, 

where it denote the probability space generated by the random selection process rather than 
the model in (1). 

Isaki and Fuller (1982) give sufficient conditions for dj to be design consistent, and it is 
under most sampling designs in common practice. Notable exceptions involve systematic 
sampling from a predetermined list (see Kott 1986). A popular alternative to design consistency 
is Brewer's (1979) asymptotic design unbiasedness (ADU) property. The estimator dj is always 
ADU. 
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The trouble with dj is that it may not be very efficient for small nj. One solution is to "draw 
strength" from the other domains by treating the fixed parameter Bj as if it was a realization 
of a random variable satisfying this linking model: 

Bj = n + Tj, (3) 

where £'(T;) = 0, and£'(T, Tg) = (j^wheny = g and 0 otherwise. This is sometimes called 
"random effects modeling," because the heretofore fixed effect of being a unit in domainy, 
Bj, is now being treated as a random variable. 

Combining equations (1) and (3) results in the reduced form components-of-variance model: 

yji = p. + Tj + 6y,-. (4) 

Many analysts start with equation (4). We have separated the basic and linking models to 
underscore the greater level of confidence one often has in the validity of the basic model 
(especially when it is assumed as part of the linking model that all hi = 8^, as it soon will be). 

Any estimator of the form: 

fj{a, c) = {1 - a)dj + a p.. 

where 

and 

C — (C], . . . , Cj_i, 0 , Cj+i, . . . , Cff,) , 

m 

« = 1 

"g 

ygs = Y, yg'^"s' 
i=\ 

i:̂ .= 
is unbiased under the model in (4). (Note: although the variables c and A depend on domain 
y, additional denotation has been suppressed for simplicity.) 

If all the dj are assumed equal to 6 ,̂ then using a Lagrangian multiplier technique it is not 
difficult to show that the choices for a and the Cg that minimize the model variance of 
fj{a. c) - pjp are 

^wjf- 1/Nj 

„* ^ '.zl . (5) 

^wj,+ X ; c > g - h {1 + ^ c ; ^ ) ( a W ) 
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and 

c? = 
[{a^/8^) -h ng-']-' 

- 1 
, for gT^j. (6) 

In practice, a^ and 6̂  are rarely known. Ghosh and Meeden (1986) have proposed estima
ting the ratio a^/8^ from the sample in a model consistent manner (as /w->oo) by 

L = max < 0, 

where 

Y, "g^^ygs - J s )V(m - I) 
g 

D D (ygi-ygs)^/(n-m) 
-1 (/w - I) / (« - 2 ] npn) ( , (7) 

« ' 

J's = 2 ] V g s / " 

and 

« = E "« 

Let a'{L) and c'(L) be the right hand sides of equations (5) and (6) respectively with L 
replacing a^/8^. Now call 

ej=fj[a'{L),c'{L)] 

the random effects estimator, where pin ej = y} (...) is set equal to p'{L) ='£cg{L)ygs. As 
m grows large, ej become indistinguishable fromfj{a*, c*). 

If the model in (4) is correct and all the bj = b^ > 0. then for sufficiently large m, L must 
be positive. Even if the model fails, as long as L is bounded from below by a positive number, 
I p'{L) I is bounded, and nj Y, 1L\ w?, is bounded as nj (but not m) grows arbitrarily large, 
then ej is design consistent whenever dj is. This is because 

plim, [a'{L)] = 0, 

so that BJ converges to the design consistent dj. 

3. MODEL AND DESIGN MEAN SQUARED ERROR 

Under some sampling designs there exists an estimator of the design variance of dj that is 
also a model unbiased estimator of the variance of dj as an estimator for yjp under the basic 
model (henceforth I will omit the clarifying phrase "as an estimator for pjp" to simplify the 
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exposition). Often, however, one must settle for a design consistent estimator of the design 
mean squared error of dj (assuming, as we will, one exists). This is particularly true when 
E V=\Pjk'^ NJ. Kott (1987) shows how (when necessary) this estimator of the design mean 
squared error of dj can be adjusted to be simultaneously a design consistent estimator of the 
design mean squared error of dj and a model unbiased estimator of the variance of dj under 
the basic model. Call this adjusted "variance estimator" v{dj). 

We are now ready to address the model and design mean squared errors of the random effects 
estimator, Cj. Although we needed to assume that the bj were all equal to determine ej, we need 
not make that assumption in assessing the accuracy of Cj. In fact, we need not even assume 
that the linking model in equation (3) holds! Instead, we assume only that m is large enough 
so that L may be viewed as (virtually) independent of the units in domainy. Alternatively, L 
can be redefined by excluding units from domain y in the summations on the right hand side 
of (7). 

Either way, E^.[ {dj - yjp){yjp - p'{L))] = 0. As a result, 

E,[ldj - p'{L)]^] = yar,{dj - yjp) -H E,[[yjp - p'{L)]^]. 

It is now a simple matter to show that under the basic model in (1), 

v{ej) = [1 - 2a'{L)] v{dj) -^ [a'{L)]^ [dj - p'{L)]'-

is an unbiased estimator of the model mean squared error of ej given L and p'{L). Since 
OL'{L) is asymptotically zero as nj approaches infinity, v{ej) is also a design consistent 
estimator of the design mean squared error of Cj whenever v{dj) is a design consistent 
estimator of the design mean squared error of dj. 

It is not necessary for L to converge to a^/b^ or p'{L) to converge to p for v(e,) to have 
the properties described above. In fact, it is not necessary for the limits of L and ^ *(£) to have 
any interpretations at all, since these properties have been defined independently of the model 
in equation (3). 

Statisticians often have much more confidence in the basic model in equation (1) than the 
linking model in equation (3), especially when the latter is coupled with the assumption of con
stant unit variances {bg) across domains. It is therefore reassuring that the accuracy of the 
Cj can be estimated without invoking (3) or requiring that the bg be equal. 

Unfortunately, v{ej) is unstable and can even be negative when a'{L) exceeds 0.5. Never
theless, a simple comparison of the relative sizes of v{dj) and \{ej) over the m domains 
(y = I, .. .,m) provides a robust method for choosing between the two estimators, dj and Cj. 

4. AN EMPIRICAL EXAMPLE 

The Human Nutrition Information Service (HNIS) conducted a stratified, multistage survey 
of one day food intake by women aged 19-50 in 1985 as part of its Continuing Survey of Food 
Intakes by Individuals (CSFII). Responses were converted into measured intakes from among 
60 food groups and 27 nutrients. See Human Nutrition Information Service (1985) for more 
details on the survey and its sample design. 



8 Kott: Robust Small Domain Estimation Using Random Effects Modeling 

We will restrict our attention here to the estimation of mean intake of milk and milk pro
ducts (one of the 60 food groups) by women 19-34 and 35-50 within 12 mutually exclusive 
domains. These domains are defined by two cross classifications: region (northeast, midwest, 
south, and west) and level of urbanization (central city, suburban, non-metropolitan). HNIS 
published mean food group intakes separately for these two age groups on the national level 
only. Mean nutrition intakes were published for each age group by region and level of urbaniza
tion but were not cross-classified. 

The CSFII sample design employed an independent stratified multistage sample with each 
of these domains. First primary sampling units (cities or town) were chosen using probability 
proportional to size sampling with replacement, then a random subsample of area segments 
was selected from which a smaller random subsample of households were chosen. I added 
another level of subsampling. When more than one woman per household from an age group 
was in the CSFII sample, I randomly chose one. 

For each group, dj in equation (2) defines the conventional design-based estimated of the 
domain mean. The SESUDAAN program (Shah 1980) provided design consistent estimators of 
all the dj and their design root mean squared errors (\/MSE(<i,)). These estimators, when 
squared, are not necessarily model unbiased estimators of the model variance of dj under 
equation (I) however. 

To see this, we confine our attention not only to an age group but to a domain as well and 
suppress the subcripty. Let h = I, ..., Hdenote strata, k = 1, ..., Kf, denote primary 
sampling units (PSU's) in h, and / = I, . . . , /i;,̂  denote sampled women in hk. The estimate 
for the mean intake estimate is 

H Kf, nf,fc 

rf= E D E ^Hiayhki. 
h=l k=l 1=1 

We need more notation before we proceed. Let 

"hk 

Xhk = E ^''*' ' 
(=1 

"hk 

Zhk = E ^^*'' 
/=! 

"hk 

fhk = E ^''*' •̂̂ ''*r, - d), 
( = 1 

and 

J(h 

f h = \ j fhk/^h-
t = l 

If we assume the population size of the domain is large enough to be ignored (this also vir
tually assures that no individual had been sampled twice), the model variance of d is 
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yar,{d) = 6̂  E E E **'̂*'-
h k /• 

The SESUDAAN (linearization) estimator for the design mean squared error of d is 

y*{d) = f; {Kf,/[Kf, -1])Y Whk-fh)^ • 
A = l k=l 

After much manipulation the model expectation of this can be shown to be 

E,[v*{d)] =b'\Y E ^"t 

/ f^h Kf, Kf, . 

- 2 Y, iKf,/{Kf, - i ] ) ( E ^«^« - E Â* E ^"/^"J 
h ^ k k k ' 

+ ( E Y'-^>)"L (̂ /./t̂ /.- I ] ) ( E 4 . - | ^ E ^ J V / ^ . ) 1 . 

Following Kott (1987), 

v{d) = v*{d) varj(rf)/EJV*(c/)] 

is both a design consistent estimator for the mean squared error of rf (under certain conditions) 
and a model unbiased estimator of the model variance of d. 

Calculations for nj, dj, a'{L), e,, \{dj) and v(e,) for the 12 domains in each of the two 
groups are displayed in Table I (the domain subscript y has been returned to dj and ej). Using 
equation (5), L was calculated to be 0.055 for women 19-34 and 0.037 for women 35-50. This 
suggests that women in the same domain had little in common over and above their member
ship in the same age group. Nevertheless, Q;'(L) exceeded 0.5 only for five (out of 24) cells 
all with samples of under 25 women. 

The estimate v{ej) was negative twice and less than v{dj) 18 out of 24 times, nine times for 
each age group. These latter group of numbers suggest to me that the Cj are indeed better 
estimates than the dj. Formally, if we treat each of the 24 differences, v{ej) — \{dj), as if they 
were independent across domains (they aren't quite), the hypothesis that the true model (or 
design) mean squared errors of Cj and dj are equal and the random variable \{ej) - v{dj) as 
likely positive as negative is soundly rejected. 

The reduction in mean squared error from using Cj in place of dj is estimated (by 
I (v(e,) - v{dj)]/Y,v{dj)) to be 40.6%. This translates into a standard error reduction of 
22.9%. Note that because we are summing 24 near independent random variates, we have much 
more confidence in this estimate than any particular v{ej) (or y{dj) for that matter). 
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Table 1 
Estimated Values for the Domains by Age Group 

Domain 

N - C 
N - S 
N - R 
M - C 
M - S 
M - R 
S o - C 
S o - S 
S o - R 
W - C 
W - S 
W - R 

N - C 
N - S 
N - R 
M - C 
M - S 
M - R 
S o - C 
S o - S 
S o - R 
W - C 
W - S 
W - R 

Sample Size 

68 
95 
12 
55 

107 
73 
66 

112 
81 
39 
74 
13 

44 
67 
21 
28 
87 
38 
47 
93 
77 
23 
88 
11 

dj 

220.6 
195.7 
219.1 
270.7 
277.2 
301.1 
212.4 
156.8 
117.0 
403.0 
205.0 
120.0 

205.3 
135.0 
206.1 

89.0 
200.3 
304.9 
136.1 
161.0 
128.8 
205.5 
245.1 
132.1 

Women 19-34 

^j 

222.1 
203.1 
223.8 
258.6 
267.8 
285.9 
215.7 
167.9 
139.3 
333.2 
209.6 
190.7 

V{dj) 

683.0 
568.8 

5266.7 
2021.5 

625.8 
4027.1 
3011.6 
472.8 
592.0 

2064.2 
1704.0 
3533.5 

Women 35-50 

197.4 
153.1 
195.4 
139.5 
196.1 
250.7 
159.6 
167.7 
146.3 
193.9 
229.1 
173.3 

1716.1 
1068.8 
579.2 
470.3 

2128.5 
6065.3 

266.7 
1492.5 
1023.4 
7497.1 
2484.7 

743.3 

v{ej) 

367.5 
367.8 

-1349.5 
1152.5 
509.6 

2754.3 
1700.1 
457.3 
868.9 

5438.4 
1018.3 
3924.3 

318.4 
698.0 

56.6 
2559.9 
1049.2 
3973.9 

592.6 
809.1 
790.9 

-1067.6 
1432.2 
1344.1 

ci'{L) 

.233 

.225 

.630 

.251 

.164 

.187 

.220 

.146 

.184 

.364 

.207 

.652 

.425 

.326 

.550 

.482 

.258 

.415 

.421 

.244 

.263 

.580 

.263 

.734 

Domain Codes 
N - Northeast; M - Midwest; So - South; W - West; C - Central City; S 
R - Non-metropolitan. 

Suburban; 

5. DISCUSSION 

Let nf = 1/Y, "I I Wji define the effective sample size within domain y. Observe that 
nj* < nj where equality holds if and only if all the sampling weights within y are all equal to 
1/nj. For a known a^/b^, the only difference between the optimal estimator developed here, 
fj{a*, c*), and the best linear unbiased predictor in Scott and Smith (1969) is that I / / i / has 
replaced I /nj in the formula for a* (equation (5)). The effect of this when the Wj, withiny are 
not all equal is to increase a*; that is, to increase the dependence on sample information from 
outside domainy. This happens because forcing the estimator to be design consistent results 
in the domainy sample not being used as efficiently as possible. We could penalize the sample 
from outside the domain in a conformal manner by using sample weights in determining p'{L), 
but that would only decrease the model efficiency of the estimator without improving any 
design-based characteristic. 



Survey Methodology, June 1989 11 

Equation (7) assures that L can be no less than zero. This means that a'{L) can be no greater 
than Y^g^j ng/ { Yg^j "g + nf). If a'(L) were equal to its upper bound and nf = nj, then 
ej would collapse into the simple mean of the yg, across the entire sample. This makes sense 
because when the full model in equation (4) is correct and a^ = 0, the most efficient estimator 
of p -IT Tj = p is the full sample mean. 

If nf < nj and L = 0, however, then e, will be calculated with more weight given to units 
outside of domainy than to units inside the domain, which makes little sense. One ad hoc way 
to get around this phenomenon is to set an upper bound of 1 - {nj/ £ ng) (or smaller) on 
oi'{L). Another approach would be to abandon small domain estimation entirely when Q; '(£) 
as calculated in the text exceeds I - {nj/^ng). Note that L, the estimated value for ff^/^^ 
would have to be very small for this to happen. In the empirical study discussed in the previous 
section, L was in the 0.03 to 0.06 range, yet a'{L) was always well below I - {nj/ £ ng). 

There are two ways the full model in equation (4) may fail. The fixed effects model within 
each domain (equation (1)) can fail or the linking model in (3) can fail. In the real world, both 
models are likely to be wrong. Equation (I) for its part ignores stratification and clustering 
effects as well as any subtle effect of membership in a household with more than one woman 
in the same age group. None of these effects are likely to be great. Moreover, by incorporating 
sampling weights into the estimate dj and forcing the mean squared error estimators to be 
design consistent, we have done as much as we can do to protect ourselves against the poten
tial for model failure in equation (I). 

On the other hand, we should have little faith in the viability of the linking model. It is hardly 
more than a statistical convenience that, among other things, fails to allow for any correla
tion in the intakes of women from the same region but from different levels of urbanization 
or vice versa. 

As noted, simply counting the number of times v (e,) - y{dj) is negative provides a means 
for choosing between the estimators dj and e, that is independent of the linking model. The 
estimator v (e,) is unstable, however, and should not be used by itself as an estimate of mean 
squared error in practice. 

Not only are the estimates of the mean squared error of Cj unstable, the y{dj) are only 
slightly better. At best y{dj) has "degrees of freedom" equal to the number of PSU's minus 
the number strata iny. For the CSFII sample, these range from 2 to 7. 

Since it is becoming increasingly necessary for statisticians to provide estimated standard 
errors along with the estimated means they publish, it is imperative that more stable estimators 
than v(c(,) and v(e,) be found. One idea might be to fit the v(rf,) and the v(ey), either together 
or separately, with a variance estimating function. This approach is ad hoc, however, and may 
do little more than return values close to fully model-dependent estimates of the mean squared 
errors of the dj and Cj (see Prasad and Rao 1986, for a good discussion of these) by "averaging 
out" the effects of model failure. 

One intriguing idea is to combine the stable, but biased, model-dependent mean squared 
error estimates with the design consistent estimates developed here, much like Cj does for 
means. How this should be done is a topic that deserves future attention. 
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Estimation of Livestock Inventories Using 
Several Area- and Multiple-Frame Estimators 
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ABSTRACT 

Estimation of total numbers of hogs and pigs, sows and gilts, and cattle and calves in a state is studied 
using data obtained in the June Enumerative Survey conducted by the National Agricultural Statistics 
Service of the U.S. Department of Agriculture. It is possible to construct six different estimators using 
the June Enumerative Survey data. Three estimators involve data from area samples and three estimators 
combine data from list-frame and area-frame surveys. A rotation sampling scheme is used for the area 
frame portion of the June Enumerative Survey. Using data from the five years, 1982 through 1986, 
covariances among the estimators for different years are estimated. A composite estimator is proposed 
for the livestock numbers. The composite estimator is obtained by a generalized least-squares regres
sion of the vector of different yearly estimators on an appropriate set of dummy variables. The com
posite estimator is designed to yield estimates for livestock inventories that are "at the same level" as 
the official estimates made by the U.S. Department of Agriculture. 

KEY WORDS: June Enumerative Surveys; Rotation sample; Composite estimator; Generalized least 
squares. 

1. INTRODUCTION 

The National Agricultural Statistics Service (NASS), formerly the Statistical Reporting Ser
vice, of the U.S. Department of Agriculture (USDA) conducts probability surveys in June each 
year (the June Enumerative Surveys) to obtain data on farming operations. The survey data 
are a critical input in the construction of the official estimates of livestock numbers, crop 
acreages, grain stocks, etc. for the different states and for the United States as a whole. The 
sampling units in the farm surveys are selected from area frames and from list frames. 

The area frame for a given state is the geographic area of the state stratified according to 
land use. The strata are defined by the percentage of the area that is cultivated, and whether 
the area is mainly urban, woodland, lakes, or other nonagricultural land. The sampling units 
for the area samples are called "segments", which vary in size in different states and strata, 
but are approximately one square mile in rural areas. 

For the estimation of livestock inventories, samples of farm operators are also drawn from 
lists of farmers who raise the particular livestock. These list frames are stratified by measures 
of size. The area-frame and list-frame survey data are combined to obtain multiple-frame 
estimators for livestock numbers at the state level. 

Different estimators can be constructed from the area-frame and list-fr2ime samples. Statisti
cians within a state office of NASS calculate several estimators and make a recommendation 
for the official estimate of the number of livestock in the state. These materials are sent to the 
Agricultural Statistics Board within NASS in Washington D.C. The Board considers the dif
ferent sample estimators, the recommendations of the state office, industry data, regional-level 
summaries and balance sheets when constructing the official estimates. Charting techniques 

George E. Battese, Department of Econometrics, University of New England, Armidale, N.S.W. 2351 Australia. 
Nancy A. Hasabelnaby and Wayne A. Fuller, Department of Statistics, Iowa State University, Ames, Iowa 50011, 
United States. 
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to maintain historical relationships among the data sources are also used by the Board. The 
Agricultural Statistics Board sets official estimates so that the official state estimates sum to 
the official national estimate. 

A major drawback of the present procedure of establishing the official estimate is that there 
is no statistical measure of precision available for the official estimate. In 1983, a long-range 
planning group within NASS recommended that an objective procedure be developed for com
bining the different probability-based estimators into a composite estimator for the official 
estimate [see Allen, et al. 1983]. In 1984 it was recommended that a composite estimator should 
be made available for the consideration of the Agricultural Statistics Board [see Bynum, et 
al. 1985, p. 2]. 

The pooling of data from different, but related, samples and the combining of two or more 
estimators has been a subject of statistical research for many years. Some of this research is 
cited by Kuo (1986). Kuo also considers a composite estimator for livestock inventories based 
on USDA survey data. 

In this study we investigate a procedure for constructing a composite estimator for livestock 
numbers. The values of several estimators for livestock inventories for a number of years and 
the variances and covariances among estimators for the different years are used in the con
struction. Assuming that the relationships among these estimators are defined by a simple linear 
model, we obtain the generalized least-squares estimator for the livestock inventories in the 
last year of sample data. Because the time-series of estimates is important, the set of composite 
estimators is constrained such that the average of the estimates for all years prior to the cur
rent year is equal to the average of the corresponding official estimates. This preserves the level 
of the time-series relative to previous official estimates. Alternative level constraints could be 
imposed. 

2. AREA- AND MULTIPLE-FRAME ESTIMATORS 

In the area-frame June Enumerative Survey, sample segments are identified on maps and 
all farm operators who have farming activities within these segments are identified and inter
viewed. The interviewers determine whether or not the farm operators in a given sample seg
ment have their residences located within that segment. An area (or a collection of areas) of 
land within a sample segment that is under one type of management arrangement is called a 
"tract". A tract may be part of a farm or an entire farm. 

The interviewer obtains information on the farming operation for each tract within a sample 
segment, including the size of the tract. In addition, information is obtained on the total far
ming operation of each sample farm operator. This information can be used to construct three 
different estimators of totals. The three estimators are called the closed-, open- and weighted-
segment area-frame estimators. They differ mainly in the way in which farm values are 
associated with the segment. 

The closed-segment area-frame estimator uses values associated with the operation of each 
tract within a sample segment. The open-segment area-frame estimator uses the values for the 
entire farm operation for those farms whose operators have their residences within the sample 
segment. The weighted-segment area-frame estimator uses values for the entire farm opera
tion for farms with tracts in the sample segment. The values are prorated to the tract level by 
multiplying the farm total by the proportion of the total farm area that is within the sample 
segment. The weighted-segment value for a segment is the sum of the prorated values summed 
over all tracts within the sample segment. The dosed-, open- and weighted-segment area-frame 
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estimators of totals are defined by multiplying the corresponding segment values by their seg
ment weights (inverses of the probabilities of selection of the segments) and adding these values 
over all sample segments and strata within the state. The three estimators are compared and 
discussed by Houseman (1975) and Nealon (1984). 

The closed-segment area-frame estimator is considered to have a smaller variance than the 
open-segment area-frame estimator for most variables that can be easily reported on a tract 
basis. Items such as farm expenditures and livestock deaths are not easily reported at the tract 
level. The closed-segment area-frame estimator is preferred for estimation of national crop 
acreages and is also calculated, along with other estimators, for livestock inventories in most 
states. When values of variables can easily be associated with tracts, the closed-segment area-
frame estimator is generally preferred because it is believed that the data obtained are less subject 
to reporting error by farm operators than information for the whole farm. 

The weighted-segment area-frame estimator generally has the smallest variance of the three 
area-frame estimators. The weighted-segment estimator can be used for estimation of the 
population total for any agricultural item. Nealon (1984, p. 19) cites several research studies 
which show that the weighted-segment area-frame estimator is biased because the total farm 
size is frequently underreported. It is generally believed that some areas in woodland, 
pasturdand, idle land, and farmsteads are not reported as part of the farm. If so, the ratio 
of the tract area to the total farm area will be too large and the weighted-segment area-frame 
estimator will be positively biased. 

Multiple-frame estimators for livestock inventories use sample data from two or more 
frames. In the case of livestock, there are usually two frames, the area frame and a list frame. 
The list frame is a list of operators that were known, at one time, to have the livestock of interest. 
The list frame is incomplete but generally contains many of the large operators. For estima
tion of hog inventories in the study state, multiple-frame estimators are obtained by summing 
the estimator for the total of the list frame constructed with the list sample and an estimator 
for the nonoverlap domedn (those operators not found in the list frame) from the area sample. 
The list sample is considered to be independent of the area sample. Different multiple-frame 
estimators are obtained when the closed-, open- and weighted-segment area-frame estimators 
are used for the nonoverlap domain. 

3. COMPOSITE ESTIMATOR 

We propose a composite estimator for the livestock inventory constructed under the assump
tion that a linear model defines the relationship among the different estimators. Suppose that 
N estimators for a given livestock inventory are available in each of T years and that the 
Agricultural Statistics Board has made official estimates for the first 7-1 years. It is assumed 
that a composite estimator for the livestock inventory in the T-th year is desired. 

Let Y,i represent the i-th estimator for the t-th year, where t = 1, 2, ..., T and 
/ = I, 2, ..., N We assume the linear model, 

Y„ = «,-!- (3,- -I- Cfi, (3.1) 

where o;, is the livestock inventory for the t-th year; 

/3, is the effect associated with the i-th estimator; and 

en is a random error which has mean zero. 



16 Battese ef al.: Area and Multiple Frame Estimates of Livestock 

The estimator effects, jSi, 182, . . . , ji3yv, are included to account for the fact that nonsampling 
errors may cause different estimators to have different expectations. Model (3.1) specifies the 
estimator effects to be additive and constant over years. The assumption of constant effects 
is a simple specification that is consonant with the data. 

The model (3.1) is a classical two-way, analysis-of-variance model, whose parameters are 
not estimable without additional model assumptions. To identify the parameters of the model, 
we restrict the average of the true livestock inventories in the first {T-1) years to be equal to 
the average of the corresponding official estimates of the Agricultural Statistics Board. This 
restriction is 

r-i r-i 
a,= Y<'" (3-2) 

r = l 1=1 

where a, is the official estimate for the t-th year. This constraint forces the estimates of live
stock inventories to be at the same level as the previous official estimates. This is judged a 
reasonable constraint because actual values for a, cannot be obtained and the time series 
nature of the estimates is important. 

Given the restriction (3.2), the linear model (3.1) can be expressed in terms of the parameters, 
0:2. "3. • • •. " r and /3i, 182, . . . , 0N, as 

(3.3) 

r-i 
Yu = - E «-/• + ^' + "̂ 

j=i 

Yfi = a, -i- /3, -I- e,i 

where t = 2. 3, ...,T;and Y*, = Y,,- - E '̂̂ Oy, / = 1, 2, . . . , N 

The model in matrix notation is 

Y* = Xi -\- e, (3.4) 

where Y* = {Yn, .... Yif^, Y21, .... Yj^, . . . , Yji, .... Yfisi)'! 

X isthe {NT x /Q matrix of dummy variables associated with 
the model (3.3), where K = T - 1 + N; 

1 = (0:2. «3, . . . , ar, &\, fe •••> &N) 'l and 

e is the Nr-column vector of random errors, having covariance 
matrix, V. 

The covariance matrix, V, is the covariance matrix of the sampling errors, e„, associated 
with the different estimation procedures. The estimators, Y,,, t = 1, 2, ..., T; i = 1, 
2, ..., N, are correlated within any given year because they are based on the same area segments 
and the same list sample. The estimators are also correlated among years because sample 
segments in the area sample are included in the surveys for several years, according to a rota
tion sampling scheme. The list sample is selected independently each year. The variances and 
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covariances of the estimators for any given year can be estimated by standard survey-sampling 
methods. Because the same list-sample estimator is used in defining the three multiple-frame 
estimators in a given year, the covariance between any two of the multiple-frame estimators 
in the same year will have a component due to the variance of the estimator obtained from 
the list sample. The covariances between estimators in different years, Cov (Y,,-, Y,y), where 
t jt t', can be estimated by standard methods, using the sample segments that are 
common to the two years. If it is assumed that the variances and covariances in P'satisfy 
particular relationships, then these conditions can be imposed as part of the estimation 
procedure. 

Given an estimator of the covariance matrbc, denoted by P, the estimated generalized least-
squares estimator of the parameter vector, 7 , is 

7 = {X'P-'X)-'(X'P-'Y*). (3.5) 

The covariance matrix of 7 is estimated by 

Co'̂ v(7) = {X'p-'X)-\ (3.6) 

The estimated generalized least-squares estimator, otj, which is the (T-1 )-th element of 7 , 
is a possible composite estimator for the livestock inventory for the T-th year. Its variance^is 
estimated by the corresponding dement of the estimated covariance matrix (3.6). Furthermore, 
the estimated generalized least-squares estimators, ar + $i. i = I, 2, . . . , N, are adjusted 
area-frame and multiple-frame estimators for livestock inventories in the T-th year which are 
based on the model (3.4). The variances of these adjusted estimators are estimated by obtaining 
the appropriate linear functions of the estimated covariance matrix (3.6). 

If the model (3.4) is true and the random errors have a normal distribution, then the weighted 
sum of squares. 

x^ = {Y* - Xy)'p-'{Y* - Xi) , (3.7) 

has a chi-square distribution with parameter, NT - K. Thus the weighted residual sum of 
squares obtained by using the estimated covariance matrix yields an approximate test of the 
adequacy of the model (3.1). 

4. EMPIRICAL RESULTS 

4.1 Introduction 

In the USDA June Enumerative Surveys between 1982 and 1986, a total of 298 area segments 
were sampled in the study state. These segments were included in the June Enumerative Surveys 
according to a rotation sampling scheme in which approximately twenty percent of the segments 
are replaced each year. The actual replacement rate varies, but we construct estimators as if 
the rate was exactly twenty percent. 

The area frame for the state consists of eleven strata: nine strata are agricultural land, with 
varying percentages cultivated; one stratum is agri-urban land; and one stratum consists of 
residential or commercial areas. 
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The list frame for hog producers in the study state consists of eleven strata, which are defined 
by the total number of hogs raised by the farm operators at a particular time. The strata 
are defined by operations with: no livestock, livestock but no hogs, 1-99 hogs, 100-199 
hogs, . . . , more than 6,000 hogs. The list frame for cattle that is sampled in June contains 
very large operators. It was a small list of less than 500 operators in each of the study 
years. The cattle list is divided into four strata. Three strata are defined by the total number 
of cattle and calves, where the strata are between 1,000 and 2,999, between 3,000 and 9,999, 
and more than 10,000. The fourth stratum is composed of farm operators with at least 200 
dairy cattle. 

The total number of farm operators in the area sample of the June Enumerative Surveys 
averaged about 2,350 during the years studied with a range of 120. The list sample for hogs 
averaged about 2,400 farm operators with a range of 100, whereas the list sample for cattle 
averaged about 70 farm operators with a range of 71. Using these data, the values of the closed-, 
open-, and weighted-segment area-frame estimators and the three corresponding multiple-frame 
estimators for the total number of hogs and pigs, sows and gilts, and cattle and calves were 
computed for each of the five years. The estimates where obtained by use of PC CARP, which 
is a computer program for performing survey-sampling estimation on personal computers [see 
Fuller, et al. 1986 and Schnell, et al. 1988]. The variance estimators are the usual estimators 
for an estimated total constructed from a stratified cluster sample. See, for example, Cochran 
(1977). 

The data used for variance computations were treated as complete data although some data 
were imputed for nonresponse. The imputation, especially since the imputation methods draw 
heavily upon prior year data in the rotation scheme, may lead to an overestimate of the cor
relation between years. 

Table 1 
Estimates for livestock inventories in 1986 

Area-Frame Estimators 

Closed-Segment 

Open-Segment 

Weighted-Segment 

Multiple-Frame Estimators 

Closed-Segment 

Open-Segment 

Weighted-Segment 

Hogs and 
pigs 

18.42 
(1.97) 

21.11 
(2.82) 

21.69 
(1.67) 

18.11 
(1.11) 

18.06 
(1.26) 

18.50 
(1.00) 

Sows and 
gihs 

15.78 
(2.17) 

18.24 
(2.69) 

18.85 
(1.62) 

15.59 
(1.28) 

15.29 
(1.39) 

15.82 
(1.00) 

Cattle and 
calves 

15.27 
(1.53) 

18.74 
(2.35) 

15.48 
(1.15) 

16.12 
(1.38) 

19.97 
(2.08) 

16.22 
(1.00) 
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Estimates for the livestock inventories in 1986 and the estimated standard deviations of the 
estimators for 1986 are given in Table I. Each standard deviation in Table I is the square root 
of the average of the five estimated variances for the five years. The units in the table are deter
mined by coding the standard deviation of the weighted-segment multiple-frame estimators 
to be 1.00 for all livestock inventories. This makes comparison easy and also complies with 
confidentiality rules. 

As expected from previous studies [e.g., see Nealon (1984)], the open-segment area-
frame estimator is the least precise estimator for livestock inventories. The most precise 
estimator is the multiple-frame estimator which uses the weighted-segment estimator for the 
nonoverlap domain. Coefficients of variation for the weighted-segment area-frame estimators 
are about 7% to 9%, whereas the weighted-segment multiple-frame estimators have coeffi
cients of variation of about 5.5% to 6.5%. Because the list sample for hog inventories 
is larger than that for cattle and calves, the precision of the multiple-frame estimators 
relative to the area-frame estimators is much greater for hog iventories than for cattle 
and calves. 

4.2 Estimation of Covariance Matrices 

The estimation of the covariance matrix for the six estimators for the five years of data pro
ceeded in several steps. The covariance matrix for the error vector, e, in (3.4) can be written 
in the form 

V= 

11 

'51 

12 13 14 

'52 53 '54 

15 

^^21 ^^22 ^'23 ^^24 ^ 2 5 

^^31 ^̂ 32 y,i y^A ViS 

^ 4 1 ^^42 '' '43 ^ 4 4 ^ 4 5 

(4.1) 

'55 J 

where, for a particular inventory type, V,j is the 6 x 6 matrix of covariances between the six 
estimators for year t and the six estimators for yeary. With the rotation scheme used, the 
covariance of estimators in two years is a function of the number of rotation groups common 
to the two years. Let A: = |r - j \ for A: = 0, I, . . . , 4. Then the covariance matrix, V,j, can 
be estimated from the area segments of the 5 - A: rotation groups which are common to the 
two years t and j . 

We estimate the elements of the covariance matrix (4.1) imposing some additional assump
tions about its structure. Our primary interest is to compare the precision of the alternative 
estimators and this comparison is facilitated by the assumptions which follow. 

We assume that the covariance matrices for years that are the same distance apart are the 
same and are symmetric. This is, we assume 

yt + rj+r 

and (4.2) 

V,i = ytj 
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where V,jarethe submatrices of (4.1); r = 0, I, . . . , max(5-^ 5-7) ; and t,j = I, 2, . . . , 5. 
For t = j and r = 0, the assumptions of (4.2) imply 

^'ll = ^ 2̂2 = ^̂ 33 = ^ ^ 4 4 = ^̂ 55 = VQ. 

For t 7^ j , the assumptions of (4.2) imply the following: 

Vii = yi3 = v,^ = F45 = Vi. 

Vu = yis - y^, 

and 

Vi, = F4. 

These assumptions are in reasonable agreement with the data. Good agreement was anticipated 
because the sample size is very stable over the five years and there were no large shifts in live
stock inventories. 

We estimate the distinct submatrices of (4.1) by averaging the corresponding estimated cova
riance matrices obtained from common segments. The averaging process was based on the corre
lation matrices. Let the covariance matrix of the estimated totals defined in (4.1) be expressed as 

V = SCS, 

where S is the 30 x 30 diagonal matrix of the estimated standard deviations of the six estimators for 
the five years and C is the 30 x 30 correlation matrix, partitioned in the same manner as Fof (4.1). 

The estimator of the correlation matrix Cis constructed by averaging estimates of the sub-
matrices of C. Using the segments common to two years, the covariance matrix of the two 
vectors of estimated totals constructed with those segments was estimated by the usual stratified 
cluster formulae. The estimated covariance matrices were converted to correlation matrices 
and these estimates were called the direct estimates. Let 

Co = ( f ) f ( C „ -I- C22 + C33 + C44 + C55) 

Ci = (5-)4-(C'i2 -I- C23 + C34 4- C45) 

A = ( f ) f (A3 + C24 + C35) 

C3 = (5-)2 ' (Ci4 -I- C25) 

Q = (T)^ I5» 

where the Cfj are the directly estimated correlation matrices based on common segments. The 
factors in parentheses represent the fraction of segments that are common to the estimates. 
This fraction arises from the rotation-sampling scheme in which twenty percent of the segments 
in the area sample are dropped from the sample each year and twenty percent new segments 
are added. By the independence assumption, the correlation between the segments rotated out 
and those rotated in is zero. 

Since the estimated correlation matrices, C,j, are not symmetric when t ^ j , the symmetric 
assumption, Vfj = V',j, in (4.2) is imposed on the estimated covariance matrix by defining 

t = Vi{Cf -^ C'f),r = 1,2, 3 ,4. 
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Let i be the 6 x 6 diagonal matrix of the square roots of the average estimated variances of 
the six estimators, where the average is over the five years. Again, for confidentiality require
ments, the estimated variances are standardized such that the estimated variance of the 
weighted-segment multiple-frame estimator is equal to 1.00. Then the estimated covariance 
matrix for the six estimators for the five years is 

P = 
ji 0 0 0 0 \ 

0 i" 0 0 0 

0 0 i" 0 0 

0 0 0 i 0 

,0 0 0 0 i" . 

C'o C I C 2 C 2 C4 

C I C Q C I C 2 C3 

C2 C ] Co CI C 2 

C3 C2 C'l Co CI 

\C4 C3 C2 CI Co I 

/ / 0 0 0 0 \ 

0 i " 0 0 0 

0 0 / 0 0 

0 0 0 / 0 

0̂ 0 0 0 / , 

(4.3) 

The estimated covariance matrices, VQ = S C Q 5*, for the livestock inventories are given 
in Table 2. The estimates of the four unique off-diagonal submatrices, K^ = S^ C fS , 
r = I, 2, 3, 4, are available from the authors on request. 

Table 2 
Estimated covariance matrices for the six 

estimators of livestock inventories within a year 

Area-Frame Estimators 

Closed 

A. Hogs and pigs 

3.886 
4.077 
2.366 
0.654 
0.688 
0.405 

B. Sows and gilts 

4.720 
4.274 
2.455 
1.102 
1.112 
0.572 

C. Cattle and calves 

2.355 
1.951 
1.141 
1.853 
1.655 
0.907 

Open 

4.077 
7.959 
2.394 
0.698 
1.150 
0.430 

4.274 
7.260 
2.322 
1.119 
1.427 
0.548 

1.951 
5.527 
1.014 
1.652 
4.418 
0.912 

Weighted 

2.366 
2.394 
2.784 
0.373 
0.409 
0.481 

2.455 
2.322 
2.621 
0.481 
0.487 
0.499 

1.141 
1.014 
1.321 
0.913 
0.891 
0.925 

Multiple 

Closed 

0.654 
0.698 
0.373 
1.242 
1.239 
0.936 

1.102 
1.119 
0.481 
1.638 
1.658 
1.033 

1.853 
1.652 
0.913 
1.910 
1.756 
0.992 

-Frame Estimators 

Open 

0.688 
1.150 
0.409 
1.239 
1.590 
0.937 

1.112 
1.427 
0.487 
1.658 
1.934 
1.033 

1.655 
4.418 
0.891 
1.756 
4.310 
1.017 

Weighted 

0.405 
0.430 
0.481 
0.936 
0.937 
1.000 

0.572 
0.548 
0.499 
1.033 
1.033 
1.000 

0.907 
0.912 
0.925 
0.992 
1.017 
1.000 
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Consider a sample composed of a common set of rotation groups observed in each of the 
five years, rather than the existing sample in which twenty percent of the sample segments are 
dropped each year. For the sample with no rotation, the covariance matrix of the six estimators 
for the five years, expressed in terms of the submatrices of (4.1), is 

^'ii 

1̂ 21 

1̂ 31 

T '\i 

yii 

T y^i 

I- y^r 

^y' 52 

T yi'i 

F33 

T ^43 

T ^53 

T ^14 

TVIA 

'34 

'44 

f^. 

5 V^ A 

54 

r ^25 

f "̂35 

4 ^̂ 45 

55; 

(4.4) 

Direct sample estimates of the submatrices, V,j, obtained from segments common to years t 
and7 sometimes gave a covariance matrix (4.4) that was not positive definite. For example, 
this can happen if operators with very large holdings are among those operators in the one 
rotation common to all five years. When the assumptions of (4.2) are imposed in the estima
tion process, the estimates of the covariance matrix (4.4) were positive definite for all three 
livestock inventories. 

Table 3 
Composite estimates for the livestock inventories in 

1986 and the effects for different estimators 

Composite Estimator 

Effects of Area-Frame Estimators 

Closed-Segment 

Open-Segment 

Weighted-Segment 

Effects of Multiple-Frame Estimators 

Closed-Segment 

Open-Segment 

Weighted-Segment 

Hogs and 
pigs' 

18.84 
(I.OI) 

-1 .13 
(1.30) 

0.26 
(1.86) 

1.24 
(1.14) 

-0 .33 
(0.66) 

- O . l l 
(0.75) 

0.19 
(0.59) 

Sows and 
gilts' 

18.06 
(1.02) 

-2 .26 
(1.36) 

-1 .09 
(1.78) 

-0 .94 
(1.10) 

-1 .86 
(0.78) 

-1 .82 
(0.84) 

-1 .74 
(0.59) 

Cattle and 
calves' 

16.43 
(1.03) 

-0 .21 
(0.99) 

1.03 
(1.45) 

-0 .26 
(0.80) 

0.04 
(0.92) 

1.40 
(1.32) 

-0 .31 
(0.69) 

' Standard errors are given in parentheses. 
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4.3 Model Estimation 

Given the estimated covariance matrix, V , we estimate the parameters of model (3.4) by 
using the estimated generalized-least-squares estimator (3.5). The values of the composite 
estimator, aj-, for 1986 livestock inventories are given in the first tine of Table 3. The six 
estimator effects, denoted by i3, in model (3.3), are also given in the table. The estimated stan
dard deviation of the composite estimator is slightly larger than that of the weighted-segment 
multiple-frame estimator. The increase in variance comes from the fact that the level of the 
estimator is estimated using past sample estimates and past official estimates. 

The residual sums of squares defined in (3.7) were 18.22, 15.38, and 24.59, for hogs and 
pigs, sows and gilts, and cattie and calves, respectively. The degrees of freedom is 20 because, 
for each livestock inventory, there are thirty observations in the Y* -vector and ten parameters 
are estimated in 7 . In no case does the residual sum of squares exceed 31.41, which is the 95-th 
percentile for the chi-square distribution with 20 degrees of freedom. 

The composite estimator in Table 3 has nearly the same standard deviation as the weighted-
segment multiple-frame estimator, the estimator with the smallest standard deviation (Table I). 
Thus, one would expect the optimal linear combination of the six estimators for a single year 
to assign the majority of the weight to the weighted-segment multiple-frame estimator, and 
this is the case. The minimum variance weights for the data of a single year are calculated as 

(I'^'^c 'D 'r^^o-'. 

where 1' = (1,1,1,1,1,1) and K 0 is the covariance matrix of the six estimators given in 
Table 2 [ see the diagonal elements of (4.3)]. The optimal weights and the estimated standard 
deviation of the optimal combination of the six estimators are presented in Table 4. Note that 
the sum of the weights is one for each livestock inventory. The difference between these stan
dard errors and those of the first line of Table 3 is due to the estimation of level in the con
struction of the estimates of Table 3. 

Table 4 
Optimal weights for six estimators in a single year. 

Estimators 

Area-Frame 

Closed-Segment 

Open-Segment 

Weighted-Segment 

Multiple-Frame 

Closed-Segment 

Open-Segment 

Weighted-Segment 

Estimated standard error 
of optimal combination 

Hogs and 
pigs 

0.0541 

-0.0084 

0.1463 

0.1640 

-0.0116 

0.6556 

0.94 

Inventory type 

Sows and 
gilts 

-0.0152 

0.0152 

0.1909 

-0.0218 

-0.0191 

0.8500 

0.95 

Cattle and 
calves 

0.0525 

0.0656 

0.0909 

-0.0353 

-0.0772 

0.9035 

0.99 
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Table 5 
Estimated correlation coefficients between the weighted-segment 

area-frame estimators based on a common rotation group 

h 

0 

I 

2 

3 

4 

Hogs & pigs 

1.000 

0.606 

0.478 

0.365 

0.304 

Sows & gilts 

1.000 

0.590 

0.456 

0.336 

0.217 

Cattle & calves 

1.000 

0.592 

0.433 

0.258 

0.097 

4.4 Estimation Using Rotation Group Means 

In obtaining the estimates of Section 4.3, we did not use all of the available information. 
We used the estimators for each year, but did not decompose the estimators into the parts 
associated with each rotation group. In this section we construct an estimator using the indi
vidual rotation group means of the weighted-segment area-frame estimator. We retain the 
assumption that the variance of the estimator is the same across years. Under that assump
tion, the correlation coefficients are assumed to depend only on the number of years between 
the estimators involved. Let pf, represent the correlation coefficient between the weighted-
segment area-frame estimators for a common rotation group which is observed h years apart, 
h = 0, 1, .. .,4. For the three inventory types, the estimated correlation coefficients are giv
en in Table 5. The estimated correlation coefficients between estimators for h years apart are 
the averages of the correlation coefficients estimated from the 5 — /i rotation groups involved. 
There are a total of nine rotation groups for the five years. 

Let Zfj represent the weighted-segment area-frame estimator in rotation group j for year 
/, wherey = t,t-\-l, . . . , /-l-4and/ = 1,2, . . . , 5. Then, for a given year, ?, we assume that 
Z,j is an unbiased estimator of the unknown total inventory, a,. It is known that a rotation 
group bias may exist and need to be estimated, but we ignore that effect in this illustration. 
The model is 

Zfj = a, -\- ^tj, t = 1, 2, . . . . 5; 
(4.5) 

J = t.t -^ I, . . . , / -I- 4 . 

where the errors, €,; , have zero mean. The model (4.5), in matrix notation, is 

Z = Da + ^ 

where 

^ — ( • ^ l l J • ^ 1 2 J • • • > •^15! •^22> •^23 ' . . . > •^26! •••'•> 

• ^ 5 5 J •^56» • • •> ^Vi) ' 

a = ( « ! , 012, . • . , a s ) , 

D = I^% I5, 75 is the identity matrix of order 5 and I5 is the (5 x I) vector with all elements 
equal to one. 
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Let the correlation matrix for the rotation-group estimators, Z, be 

W = 

'f^o 

Wi 

W2 

W, 

,w. 

W'l 

Wo 

Wi 

fVi 

w. 

W2 

w'l 

Wo 

Wi 

W2 

w; 
W2 

w'l 

Wo 

Wi 

wl ' 
w. 
W2 

w'l 

Wo 1 

where Wo = I^ , 

0 pi 0 0 0 

0 0 pi 0 0 

Wi = 0 0 0 Pi 0 

0 0 0 0 Pi 

0 0 0 0 0 

Wr = 

0 0 P2 0 0 ' 

0 0 0 P2 0 

0 0 0 0 P2 

0 0 0 0 0 

0 0 0 0 0 

w. = 

0 0 0 P3 0 "I 

0 0 0 0 P3 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

w. = 

0 0 0 0 P4' 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

Then, the generalized least-squares weighted-segment area-frame estimator is 

a = (£>'Pf '- 'Z>)- ' l>'»f '- 'Z, 

where W is the estimator for the correlation matrix, W. The covariance matrix of a is 
estimated by 

C5v{a) = ( Z ) ' £ - ' / ) ) - ' , 

where £ = 5 ^Fis the covariance matrix ofZ, whose uruts are such that the estimated variance 
of the weighted-segment area-frame estimator is one. The estimated covariance matrices, 
Cov(a), for the three livestock types are given in Table 6. We see that the estimators obtained 
using the individual rotation group estimates are about 10% more efficient than the weighted-
segment area-frame estimators for 1986. 

The optimal weights for the vector of individual rotation estimates are 

- 1 {D'W-'D)-'D'W 

The weights are available from the authors. 
The generalized least squares procedure can be applied to other combinations of rotation 

group and year estimators, but the results suggest that additional gains would be modest. 
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Table 6 
Estimated covariance matrices for weighted-segment area-frame 

estimators using information in the rotation scheme 

Hogs and pigs 
1982 
1983 
1984 
1985 
1986 

Sows and gilts 
1982 
1983 
1984 
1985 
1986 

Cattle and calves 
1982 
1983 
1984 
1985 
1986 

1982 

0.899 
0.436 
0.283 
0.180 
0.124 

0.908 
0.429 
0.272 
0.167 
0.099 

0.914 
0.438 
0.264 
0.135 
0.061 

1983 

0.436 
0.857 
0.412 
0.273 
0.180 

0.429 
0.866 
0.405 
0.262 
0.167 

0.438 
0.870 
0.412 
0.253 
0.135 

1984 

0.283 
0.412 
0.844 
0.412 
0.283 

0.272 
0.405 
0.853 
0.405 
0.272 

0.264 
0.412 
0.856 
0.412 
0.264 

1985 

0.180 
0.273 
0.412 
0.857 
0.436 

0.167 
0.262 
0.405 
0.866 
0.429 

0.135 
0.253 
0.412 
0.870 
0.438 

1986 

0.124 
0.180 
0.283 
0.436 
0.899 

0.099 
0.167 
0.272 
0.429 
0.908 

0.061 
0.135 
0.264 
0.438 
0.914 

5. CONCLUSION 

The composite estimator suggested in this paper provides a method for combiiung the values 
of several estimators for livestock inventories. The composite estimator uses the values of the 
different area-frame and multiple- frame estimators in several preceding years, as well as the 
values in the year for which the official estimate is sought. The optimal linear combination 
of the six estimators within a particular year has a variance that is two to twelve percent less 
than that of the weighted-segment multiple-frame estimator. Including the estimators from 
the other four years produces an additional reduction of one to two percent in the variance 
of the composite estimator for the current year. The data required to calculate the weighted-
segment multiple-frame estimator are those required for the other five area- and multiple-frame 
estimators. The greatest effort required in constructing the composite estimator is the estima
tion of the covariance matrix for the estimators over the years in which sample data are 
available. Because the variances are relatively constant over years, the weight vector can be 
calculated in advance and applied to the estimates of the current year. Then the marginal ef
fort required for the composite estimator during the estimation year is very small. 
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Modelling and Estimation for Repeated Surveys 

D.A. BINDER and J.P. DICRl 

ABSTRACT 

Estimation of the means of a characteristic for a population at different points in time, based on a series 
of repeated surveys, is briefly reviewed. By imposing a stochastic parametric model on these means, it 
is possible to estimate the parameters of the model and to obtain alternative estimators of the means 
themselves. We describe the case where the population means follow an autoregressive-moving average 
(ARMA) process and the survey errors can also be formulated as an ARM A process. An example using 
data from the Canadian Travel Survey is presented. 

KEY WORDS: Kalman filter; Overlapping surveys; State-space models; Time series modelling; Small 
area estimates. 

1. INTRODUCTION 

When surveys with similar data items are conducted on repeated occasions, certain estima
tion and data analysis methods are available which are not possible with single occasion surveys. 
For example, efficient estimation methods for the current occasion can depend on data from 
previous occasions. This occurs when there are overlapping sampling units between occasions 
and, hence, the survey errors can be correlated over time. As well, the series of estimates from 
a repeated survey are often modelled by the data users. A common example of this is to assume 
an autoregressive-moving average (ARMA) model. However, most existing procedures for 
estimating the unknown parameters of this model assume that the input data are not subject 
to survey error. 

In this paper we develop procedures for estimating these model parameters when the data 
contain survey errors. The covariance structure of the survey errors we consider include some 
cases where the survey errors are correlated over time. 

When such a model for the behaviour of the population characteristics is assumed, the 
minimum mean squared error (MMSE) linear estimator can be derived. This estimator incor
porates the model structure which the classical minimum variance linear unbiased estimator 
(MVLUE) ignores. The MVLUE is discussed in Section 2. 

Blight and Scott (1973), Scott and Smith (1974), Scott, Smith and Jones (1977), R.G. Jones 
(1980) and others considered the implications of such stochastic models for the population 
means over time. These results and a more general formulation using state-space models and 
Kalman filters are discussed in Section 3, for the case where the stochastic model for the popula
tion characteristics is completely specified. These methods can be developed in a setting which 
is equivalent to a Bayes formulation, where the prior distribution is completely specified. 

When the assumed model is an ARMA process in the presence of survey errors, the state-
space formulation can be used to derive the maximum likelihood estimates of the unknown 

' D.A.Binder and J.P. Dick, Social Survey Methods Division, Statistics Canada, 4th Floor, Jean Talon Building, 
Tunney's Pasture, Ottawa, Ontario, KIA 0T6. 
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parameters. We note that this approach can be viewed as empirical Bayes. We assume that 
the survey errors can be described through an ARMA process up to a multiplicative factor. 
This is discussed in Section 4. 

An example of this model is described in Section 5 using data from the Canadian Travel 
Survey. This example shows the implications on the estimates of the model parameters when 
the survey errors are taken into account. We also derive a smoothed estimate of the underlying 
process under the model assumptions. In this example, the survey errors are independent, so 
that the full machinery of the general formulation in this paper is not required. However, the 
example demonstrates that the impact of ignoring the survey errors even in this case can be 
appreciable. 

Section 6 contains some concluding remarks. 

2. MINIMUM VARIANCE LINEAR UNBIASED ESTIMATION 
IN OVERLAPPING REPEATED SURVEYS 

In this section we briefly review the literature for the case where the population values of 
a characteristic such as a mean or total are taken as fixed unknown constants. In Section 3, 
we study the case where a stochastic model is assumed for the population characteristic. 

In overlapping surveys, where the same individual provides responses on repeated occasions, 
the sampling errors between occasions are usually correlated. Correlations can also occur in 
a multi-stage survey where some of the first stage sampling units overlap, even though the 
ultimate respondents differ. 

Estimators which ignore these correlations and use only the data collected in the single 
reference period are in general inefficient relative to the minimum variance linear unbiased 
estimator (MVLUE). The relative efficiency depends on the size of the correlation of the 
sampling errors between occasions. When the correlations are zero, as in our example in Sec
tion 5, the MVLUE is simply the estimator based on data from a single reference period. 

Jessen (1942) was the first to incorporate the overlapping information from the same indi
vidual on two successive occasions. Patterson (1950) provided a general theory for repeated 
surveys with overlapping units. He considered in detail the special case of simple random 
sampling from an infinite population, where the correlation for individuals is exponentially 
declining in time lag. On each occasions, a sample of individuals is removed from the sample 
of the previous occasion and a sample of individuals is added. All data are collected with 
reference to the current occasion only. Patterson derived the MVLUE for this setup. 

Extensions have been made to the basic assumptions of Patterson (1950). Eckler (1955) called 
Patterson's design one-level rotation sampling. Eckler derived the MVLUE when individuals 
report for two successive time periods, which he termed two-level rotation sampling. He also 
derived the MVLUE for surveys with higher order rotation sampling designs. 

Rao and Graham (1964) relaxed the infinite population assumption by incorporating the 
finite population correction factor into the variances of the survey error. Singh (1968) was the 
first to consider multi-stage designs. He examined two-stage sampling with the assumption that 
the correlation between responses on different occasions can be considered in two parts: (i) 
the correlation between second stage units (SSU's) within primary sampling units (PSU's) and 
(ii) the correlation between PSU means on successive occasions. If both of these correlation 
patterns are assumed to be that of a first order autoregressive process, then the form of the 
MVLUE follows the general form given by Patterson (1950). 



Survey Methodology, June 1989 31 

Tikkiwal (1979) and others considered the implications of relaxing the assumption of a first 
order autoregressive correlation pattern. Tikkiwal concluded that if a completely general cor
relation structure is assumed, the simple form of the MVLUE is lost and approximations must 
be used in practice. Rao and Graham (1964) and Gurney and Daly (1965) proposed the use 
of composite estimators which are approximations to the optimal estimators. These estimators 
are easily implemented and have high relative efficiency. For a discussion on the use of these 
estimators, see Binder and Hidiroglou (1988). 

Gurney and Daly (1965) also generalized the results of Patterson (1950) to a linear model 
framework. They introduced the concept of an "elementary estimate''. This is an estimate which 
uses data from a specific time period, based on individuals which all join and leave the survey 
at the same time. The expected value of these elementary estimates can be expressed as a linear 
combination of the population parameters, [B,]. When the correlation structure is known, 
standard general linear model theory can be used to derive the MVLUE. 

To formalize this discussion, let ytj be the y-th elementary estimate from the ^th time 
period, where E{y,j) = d,. If Fand 9 are vectors with components >»,; and B, respectively, we 
can write: 

Y = Xe -I- e, (2.1) 

where A'is a fixed (n x T) matrix of O's and I's, £'(e) = OandE{ee') = (/, which is the 
known variance-covariance matrbc of the elementary estimates. Thus, the MVLUE is given by: 

e = (A" (/- 'A-) - ' A" C/-' Y, (2.2a) 

with 

Var(9) = (A"{/-'AT)-' . (2.2b) 

These results imply that every new survey would require the updating of all previous 
estimates. However, since estimates from the earlier occasions often have a much smaller effect 
than the recent occasions, composite estimates, such as proposed by Gurney and Daly (1965), 
are simpler to use and have a high relative efficiency. Binder and Hidiroglou (1988) discussed 
the appropriateness of these methods and their application in a number of surveys. In gen
eral, they found that good results can be achieved using composite estimators, providing the 
rotation group biases are not substantial. 

3. SIGNAL-NOISE EXTRACTION 

It is quite common for economists 2md sociologists to treat the underlying parameters, [B,], 
as random inputs for their stochastic models (Smith 1978). However, if the sampling errors 
associated with the input data are ignored, the estimates of the parameters of the stochastic 
model are biased. 

In this section, we show how the stochastic model assumptions can also be used to obtain 
model-dependent, design-consistent estimators. In Section 4, we discuss maximum likelihood 
estimation of these parameters. Since misspecification of the model could lead to serious biases. 
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hypothesis testing methods should be used to check the consistency of the model with the data. 
The model should also reflect the subject matter knowledge of the underlying phenomenon. 

First we consider the case where the survey errors are independent. (This would be approx
imately true for non-overlapping surveys with small sampling fractions.) In this case, the 
MVLUE for B, is B, = y,. However, by imposing a stochastic model for the sequence of 
parameters, [B,], an improvement in the mean squared error of the estimate can be achieved. 

Scott and Smith (1974) proposed the following model for non-overlapping surveys. They 
wrote the model for the survey estimates at time / as: 

yt = e,-^ e, (3.1) 

where the e,'s are independent N(0,S?). They assumed that the sequence of parameters, [B,], 
can be modelled such that, conditional on 9/_i = (^i, . . . Bf-i), 

6, = a;e,_i + e„ (3.2) 

where the e/s are independent N{0,S'^) and independent of [e,], and a, is a (^-1) 
dimensional vector of constants. 

In general at time t—1, conditional on F/_i = {yi, ... , y,-i), we have 9,_i~ 
A'^(9,_i,K,_i). Conditional arguments then yield 

E{Bf\y,) = B, = 7r,(a;6,_i) + (l-Tr,)^, (3.3a) 

and 

Var(0,|;',) = {l-Tt,)SJ, (3.3b) 

where 

V a r ( . . | . . ) ^ . '' ^ , . (3.30 
Var(>',) a;Vf_i a, + a] + S] 

Note that the estimator in (3.3a) is a weighted average of two components. The first con
sists of the best linear forecast of B, given the previous value of 9(_ i; the second consists of 
the best estimate of B, from the survey. The contribution of each term is controlled by ir,, the 
ratio of the survey variance to the total variance. As the survey error component becomes small, 
then the contribution from 9,_i becomes small and the estimate of Bf in (3.3a) is composed 
primarily of y„ the estimate from the survey data. Therefore, the estimator of B, is design-
consistent whenever 7, is design-consistent. 

However, as the survey error component becomes large, the estimate of B, is due primarily 
from the linear forecast of 9,_i. The relative efficiency of the estimator, B„ in (3.3a) is given 
by I / (I - IT,), where TP, is defined in (3.3c). The greatest efficiency gains occur when the survey 
error is large relative to a], the variance of the "shocks" of the model process. 
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Scott and Smith (1974) and R.G. Jones (1980) also considered the case of overiapping 
surveys. Jones' formulation for this case was as follows. Let 9, be multivariate normal with 
mean zero and variance matrix Vf. Now the observations at time / may be generalized to a 
vector of elementary estimates,;',. The conditional distribution of Y, = (>»,', . . . ,;»/)'given 
0, is assumed to be of the form: 

Y, = Xf'e, + e„ (3.4) 

where X, is a fixed matrix of O's and 1 's linking the parameters and the observations, and e, is 
the survey error, assumed to be multivariate normal with mean zero and covariance matrix U,. 

Using conditional arguments, the best estimate of B, given Y, is: 

E{Q,\Y,) = 9, = {X;U,-^X, -f Vr-^)-'x;U,-'Y, (3.5a) 

with a variance of 

Var(9,|Y,) = {X;ur%+ K f - ' ) - ' . (3.5b) 

This result is very general. If we allow the underlying stochastic model for 9, to be very dif
fuse, then the inverse of Vf is approximately zero, thus yielding the MVLUE given by (2.2a). 
R.G. Jones (1980) derived (3.5) by application of stochastic least squares, so that the estimator 
9, is the minimum mean squared error (MMSE) linear estimator, even when the normality 
assumptions are dropped. 

Applying (3.5) directly would involve inverting matrices which have the same dimensionality 
as the vector of all the elementary estimates for all time periods. Computing such inverses can 
be numerically unstable. However, expression (3.5) can often be restructured using state-space 
models, which are useful for describing many time series models. See Harvey (1984) for a review 
of such models. As we demonstrate below, this would avoid the inversion of large matrices. 
Some structure for [B,] and [e,] would be required to take advantage of the reduction in 
dimensionality afforded by the state-space approach. An example of such a structure, which 
is often used in time series applications, is an autoregressive-moving average (ARMA) process, 
not necessarily homogeneous in time. 

For applications such as small area estimation, where the sample size is not large, modelling 
the variances of the survey error, U,, using such ARMA models can be useful. This is not 
usually done for repeated surveys. This would also alleviate the problem of applying the result 
in (3.5) directly when the dimensions of Vf and U, are large and the inverses are numerically 
unstable. 

In the state-space model, two processes occur simultaneously. The first process, the observa
tion system, details how the observations depend on the current state of the process parameters. 
The second process, the transition system, details how the parameters evolve over time. 

State-space models can be written as follows. The observation equation is written as: 

y, = H,z, -\- w„ (3.6a) 
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and the transition equation is written as: 

Zt = F,_i Zi + Gf ej. (3.6b) 

where z, is an (r x I) state vector, H, is a fixed («, X r) matrix, F, is a fixed {r x r) tran
sition matrbc, G, is a fixed {r x m) matrbc and o), and e, are independent random disturbances 
with mean zero and covariances given by E(w, w/) = U, and E{ejej') = V,. 

As an example of this formulation, we rewrite the model studied by Blight and Scott (1973) 
in terms of the state-space model. Blight and Scott considered data from Patterson's (1950) 
one-level rotation design. They let y" be the mean of the new units at time t, andy' and X,' 
the means of the overiapping units at times t and t-1, respectively. They assumed that j?" and 
Pl - pX,' are independent observations at time t, where p is the between-occasion correlation 
of the responses from the same individual. They also assumed that the mean process ( ,̂1 is 
first order autoregressive. 

We let the state vector be z/ = {B„ B,-i). The observation equation can be written as: 

y/' 

PI - p^l 
= 

1 0 

1 no 
-H 

Wi, 

0321 

where (coi„ co2,)' has a diagonal covariance matrix. 
The transition equation would be written as: 

= 
a 0 

1 0 Bt-2 

+ 1 

0 
Cr. 

where e, is N{0,a^). Thus, the Blight-Scott model can be written in state-space form. 
Harvey and Phillips (1979) described a method to put the ARMA {p,q) model, defined by: 

y, - aiJ,_i - . . . -oipyt-p = e, - 0ie,_i - . . . -/3ge,_ «" 
(3.7) 

where the e,'s are independent N{0,a^), into state-space form. The dimension of z, is 
r = MAX(/7,9-l-1). Where necessary, g = (ai Q;p)or^ = {fii, . . . , jS,) is augmented 
with zeroes to have dimension r. The matrix, U, is set to zero. The ARMA {p,q) model is 
equivalent to (3.6) when/// = (1,0, . . . , 0 ) ,G/ = (I, -/3i, . . . , -|8,_i) and 

Ft = 

" 1 

Otr-\ 

Oir 

Ir-l 

O' 
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where /̂  _ i the (r - 1 ) x (r - 1 ) identity matrix and O' is a row vector of zeroes. 
In this formulation, the state vector z, = {Zu, ••• ,Zrt)' is defined as follows: 

Zit = aiV/-i + oii+iy,_2 -I- . . . -I- «,>',_(,_,+ i, 

— Pi-ie, — ^,e,_i — . . . — ^r_ie,_(r_i) , 

for i = 2,3, ..., r and Z\t = yi as in (3.7). 
A necessary condition for stationarity is that Var {z,) = Var (z,_ i) for all t. From expres

sion (3.6b), we see that this implies that 

Var(z) = F'Var{z)F + GVG', 

where V, = Fis constant for all t. Pearlman (1980) pointed out that this can be used to obtain 
the initial conditions for Zi. 

Often the survey error process can be included in the state-space model, when some struc
ture for the survey errors can be assumed. We have already demonstrated this for the Blight 
and Scott (1973) modd. Scott and Smith (1974) and Miazaki (1985) considered a variety of 
models which were special cases of {B,) being ARMA {p,q), [e,\ being ARMA {p*,q*) and 
the scalar observations satisfying y, = B, + e,. State-space models for this process can be 
formulated analogously to the Harvey-Phillips representation above, where the state vector 
z, is the vector formed by concatenating the state vectors from each of the individual ARMA 
processes. 

For example, suppose [B,] is an ARMA (3,0) process with parameter (oi, 0:2. "3) and 
model variance a^ and, (e,) is an ARMA (0,1) process with parameter j3* and model variance 
s^. An ARMA (0,1) process for [e,} would be plausible for a survey which follows Eckler's 
two-level rotation sampling pattern, where the survey estimate for B, is given hy y„ the mean 
of all individuals reporting for the ^th occasion. 

This can be written in state-space form by letting 

F,= 

ai 1 0 
a2 0 I 
03 0 0 

0 0 0 
0 0 0 

0 0 
0 0 
0 0 

0 I 
0 0 

,Gf = 

1 
0 
0 

0 
0 

0 
0 
0 

0 
-13* 

,yt = 

_ 

a^ 

0 

"1 

0 

5^ 
(3.8) 

U, = 0 and /// = (I 0 0| I 0). The first three components of the state vector correspond to 
the state-space formulation for the (B, ] process and the last two components are for the [ e,} 
process. 

Note that the state-space approach allows for measurement error, given by co, in (3.6a). 
However, unless the survey design has non-overlapping units with independent sampling errors, 
the measurement error terms cannot be used to model the survey error. Instead, we have 
absorbed the measurement (survey) error into the state vector. 
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From the general state-space framework, the Kalman filter equations can be derived. If, 
as in Mdnhold and Singpurwalla (1983), we let the conditional distribution of z,_i given Y,_i 
be N{zt-i\t-i, Pt-i\t-i), then recursive relationships for Zt\t and P,|, can be constructed. 
Harvey (1984) shows these relationships are equivalent to the Kalman filter. 

The Kalman filter, in general, consists of two parts. The first is a one-step ahead prediction 
of the state vector and its covariance; the second part provides an update of the mean and 
covariance matrix of the state-space vector after the new observations are available. 

Following the notation used in (3.6), we let Yi = yi and Y/+i = (Y/, y^+i)', then the 
one-step ahead prediction has a mean and variance given by 

E{zi) = Zi|o (3.9a) 

Var(zi) = Pi|o (3.9b) 

E(z,|Y,_i) = Zfif-i = FfZ,-n,-i (3.9c) 

Var(z,|F,_i) = P,u_i = F,P,_,u_iF/ + G,V,G; . (3.9d) 

The update of the mean and variance for the state vector at time t after the observation at 
time t becomes available is: 

E(z,|F,) =zt\t 

= z,\,-i + Pt\,-iH, (H, Ptit-iHf -(- f/,)-i {yf - H;z,\t-x) (3.10a) 

Var(z,|F,) = P,,, = P,\,_i - P,\t-iH, {H;P,\,_IH, + f / ,)- ' / / /P, | ,- i (3.10b) 

The equations (3.9) and (3.10) are the well-known Kalman filter equations. The formula
tion followed here is essentially Bayesian; however, it is possible to derive equivalent results 
using orthogonal projections; see Young (1984). 

The simplification in the computations due to the Kalman filter formulation in the sample 
survey setting can be seen by comparing equations (3.9) and (3.10) with R.G. Jones' (1980) 
result (3.5). Note that Jones' result required the inversion of a matrix with dimensionality given 
by the complete vector of survey estimates. 

The Kalman filter can also be used to obtain smoothed estimates given by E(z,| Y,) for 
T > t. Details of this backcasting may be found in Harvey (1984). 

Remarks 
1. Although the Kalman filter assumes an infinite population model, when the sample survey 

is based on a large sample, the central limit theorem often allows the survey errors to be 
approximately normally distributed. As well, since the smoothed estimators for [B,\ are 
the same as those obtained by R.G. Jones (1980) in (3.5a), these are the linear MMSE 
estimators even when the normality assumptions are dropped. 
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2. Missing time points can be incorporated in the state-space approach. If ^, is missing at time 
t, then the updating equations analagous to (3.9) become Zi\, = z,\t-\ and P,\, = P,\,-i as 
in R.H. Jones (1980). However, smoothed estimates for the missing time points will depend 
strongly on the model selected, since no survey estimate is available. Therefore, the risks 
of model misspecification here are high. 

3. The likelihood function, which we discuss in Section 4 for obtaining the maximum likelihood 
estimates of the unknown parameters, can also be obtained when some data are missing, 
using the same approach given by R.H. Jones (1980). However, missing data will tend to 
increase the standard errors of the parameter estimates. In our example of Section 5, we 
encounter a case with missing time points. 

4. ESTIMATION OF THE PARAMETERS IN A STATE-SPACE MODEL 

When data are generated from the ARMA model (3.7) and the parameters a, ^, and a^ are 
unknown, the maximium likelihood estimates for the unknown parameters can be obtained 
using the likelihood function derived from the state-space model. This approach was suggested 
by Harvey and Phillips (1979), R.H. Jones (1980) and others. 

The usual state-space models can also be used when the input data have independent measure
ment errors. This is the case for our example of Section 5, where we show the effect on the 
parameter estimates when the survey errors are taken into account. 

Maximum likeHhood estimation of these parameters when the data have correlated survey 
errors has not previously been studied in detail. For a model with univariate stationary obser
vations [y,], Scott, Smith and Jones (1977) suggested using the estimated autocovariance 
function of the observations [y,) to estimate the parameters of the ARMA process. Here, the 
data modd is>', = ^, -I- e,. The variances and covariances of the survey errors, \e,] can be 
estimated using design-based methods; see, for example, Wolter (1985). 

Efficient estimation of the autocovariances of the survey errors, assuming stationarity of 
the series, is an area which has not received attention in the literature, so ad hoc methods would 
be used in practice. Future research in modelling these survey errors would be worthwhile. In 
our example in Section 5, we could assume independent survey errors, so this was not 
problematic. 

Assuming the autocovariance of [e,] is available, the autocovariance of [B,] can be 
estimated by Cov(^„ ^,_^) = Coy{y„y,-s) - Cov(e„ e,_^). However, this method is not 
fully efficient (Smith; 1978). Moreover, this method would not incorporate non-stationary 
survey errors. 

Miazaki(I985) considered the case where {̂ ,) is an ARMA {p,0) process. She also assumed 
[e,] to be an ARMA {0,q) process which could be estimated directly from the survey. 
Miazaki then wrote the observations [y,] as an ARMA {p,p-\-q) process which she estimated 
by restricted maximum likelihood methods. 

Representing non-stationarity of survey errors in the state-space representation can 
sometimes be handled through nonhomogeneous matrices for V,, the variance matrix of the 
random "shocks" from the transition equation (3.6b). For example, in (3.7) s^ would be 
replaced by s] to allow for non-homogeneous survey errors. This approach is taken in the 
example in Section 5. 
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In general, for state-space models given by (3.5), Harvey and Phillips (1979) write the exact 
likelihood function as follows. Letting 

yt\t-\ = E(,y,|F,_i) = H;Z,\,-I 

and 

R, = Var(j.,|F,_i) = i//P,|,_i//, + Uf, 

the log-likelihood function for Yj- = {y{, . . . , j f ) is 

log/(F,) = (1/2) If^i log\R,\ - (1/2) Er=, {y, - yt\,-i)' Rf' (y, - y,\,-x)- (4.1) 

The unknown parameters in (4.1) are contained in J',|,_i and in R,. Depending on the 
algorithm used to maximize (4.1) with respect to the unknown parameters, it may be necessary 
to compute first and second derivatives of (4.1) with respect to the unknown parameters. This 
generally involves finding derivatives of Zi\,-i and P,|/_i. These can be computed 
numerically using the recursions given in (3.8) and (3.9). For example, (3.8c) yields dz,\,-i = 
{dF,)z,-i\,-i + Ft{dzt-i\t-\). The other expressions using (3.8) and (3.9) can be determined 
similarly. 

The inclusion of regression parameters into (4.1) can be accomplished by replacing >', by 
the deviation ofy, from the regression line. Tarn (1987) generalized this concept even further 
by considering a model where the underlying stochastic process is determined by a state-space 
modd for the regression coefficients which evolve over time. 

To maximize the likelihood function (4.1) with respect to unknown parameters, an iterative 
procedure is needed. We omit details of the procedure used for the application in Section 5 
since efficient procedures are still in the development stage. 

Once having estimated the parameters, smoothed values for the state vector, Zt\T = E(z,| 
Fj.) after time T > t, can be obtained using the backcasting formulae given by the Kalman 
filter; see Harvey (1984). Thus, for example, if;', = B + e,asin (3.1), after backcasting we 
may formulate^, = B,\r + enj-, so that ^,|7-becomes the smoothed estimate of the mean at 
time t after observing F,. 

To derive the standard error of the smoothed estimate it is necessary to account for the fact 
that the unknown parameters have been estimated from the data, particularly when the data 
series is short; see Jones (1979). Hamilton (1986) suggests doing this by Monte Carlo simula
tions. He generates a set of multivariate normal random variables with mean given by the max
imum likelihood estimates for the parameters and variance given by the inverse of the estimated 
Fisher information matrix. He then estimates E(P,|7-) and Var{ZI\T), where the expectation 
and variance are taken over the generated parameter values. The sum of these two components 
is the estimated covariance matrix of the estimated state vector. This method assumes that the 
sample size is large, so that the normal approximation to the sampling distribution of the param
eter estimates is valid. 

In the examples of Section 5, we approximate the standard deviation of the sampling errors 
of the smoothed estimates, ignoring the variation due to estimating certain modd parameters. 
We then compare these with the actual root mean squared errors of the sampling distribution 
obtained from simulated data. 
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5. DATA ANALYSIS 

In this section we show the impact of the survey errors on estimates of the parameters of 
a first order autoregressive model with regression terms. In our example the survey errors are 
assumed to be independent between occasions. More complicated cases with correlated survey 
error and higher order ARMA models for the population characteristic could be handled within 
the framework we have described. We chose this example to demonstrate that the impact of 
accounting for the survey errors can be appreciable even for this relatively simple model. 

We used data from Saskatchewan respondents to the Canadian Travel Survey (CTS). The 
CTS is conducted by Statistics Canada to collect descriptive statistics on the travelling habits 
and characteristics of Canadian residents. This survey is conducted as an "add-on" to the 
Labour Force Survey (LES). The LFS is a monthly rotating panel survey with six rotation 
groups. However, the CTS is conducted at most four times a year, with at least one, but possibly 
as many as three rotation groups. The rotation groups used by the CTS for the quarters when 
the CTS is conducted are chosen so that there are no overlapping panels between occasions. 

The survey errors are assumed to be independent. This is only approximately true. The LFS 
is a multi-stage survey and the primary sampling units (PSU's) do not rotate out as quickly 
as the individual rotating panels. The same PSU's are used on a number of occasions. Therefore, 
although the CTS sample is selected such that the panels do not overlap between occasions, 
the independence assumption is approximately true only when the correlation of the sampling 
errors between quarterly periods within the same PSU is small. This assumption was not 
verified. 

The coefficients of variation (as a percentage) were calculated using the function: 

CV = ay ''/Vnumber of rotation groups, 

where3' is the survey estimate in thousands. This is the function recommended to users of the 
CTS for data on Saskatchewan residents; see Statistics Canada (1985). In this report, the 
parameters a and (3 were estimated at 91.7528 and 0.353253, respectively, using a loglinear 
regression model applied to 1979 data. For the purposes of our example, these 
coefficients of variation were rounded to the nearest tenth of a percent. 

The assumed model was: 

y, = B,-\- e„ (5.1) 

where the e,'s are independent survey errors, with e, ~ N{0,sj) and 

,̂ = To + Tî  + 7261, + y^Qit + 7463/ + EM (5.2) 

where [e,l is ARMA (1,0) with parameters {a,a^). The regression terms in (5.2) are, respec
tively, the intercept, a term representing the quarter number with t taking values from - 15.5 
to 15.5 linearly in time and, finally, seasonal terms for the first three quarters of each year, where 

Qj, = 1 if the t-th observation is in the i-th quarter; 

= — I if the t-th observation is in the fourth quarter; 

= 0 otherwise; 

fori = 1,2,3. 
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Better models may be available for these data, although with such a small data set, tests 
of hypotheses against alternative models would not be very powerful. 

To obtain the maximum likelihood estimates for the unknown parameters of this modd, 
it is necessary to incorporate the assumptions made about the survey errors in the estimation 
procedure. Most users of official statistics ignore this survey error and implicitly assume that 
the input data are error-free. This does not seriously affect the results when the variance of 
the survey error is small relative to the variance of the model error. 

The survey estimates and the coefficients of variation of the survey errors relative to these 
estimates are given in Tables 1 and 2. The results of the maximum likelihood estimation pro
cedure are displayed in Tables 3 and 4. Two estimates are given for each modd. The column 
labeled "Estimate: With Sampling Error" uses the method incorporating the assumed error 
structure; whereas the column labeled "Estimate: Ignoring Sampling Error" repeats the estima
tion under the assumption that the survey estimate is observed without error. In both cases 
model (5.2) is assumed. 

Table 1 

Overnight Person-Trips of Saskatchewan Residents to 
Destinations within Saskatchewan' 

Year Quarter 

1979 Winter 
Spring 
Summer 
Fall 

1980 Winter 
Spring 
Summer 
Fall 

1981 Winter 
Summer 

1982 Winter 
Spring 
Summer 
Fall 

1984 Winter 
Spring 
Summer 
Fall 

1986 Winter 
Spring 
Summer 
Fall 

No. of 
Rotation 
Groups 

1 
1 
3 
3 

1 
3 
1 
1 

3 
3 

1 
1 
3 
1 

1 
1 
3 
1 

1 
3 
3 
3 

Survey 
Estimate 
(OOO's) 

598 
808 

1033 
678 

578 
837 

1451 
744 

631 
1262 

565 
901 

1167 
721 

585 
788 

1068 
711 

793 
798 

1053 
650 

Smoothed 
Estimate 
(OOO's) 

611 
813 

1103 
683 

608 
837 

1169 
724 

632 
1172 

613 
838 

1147 
706 

598 
804 

1107 
686 

630 
808 

1096 
663 

Survey 
C V . 
(%) 

9.6 
8.6 
4.6 
5.3 

9.7 
4.9 
7.0 
8.9 

5.4 
4.2 

9.8 
8.3 
4.4 
9.0 

9.6 
8.7 
4.5 
9.0 

8.7 
5.0 
4.5 
5.4 

Smoothed 
C V . 
{%) 

5.9 
4.8 
3.0 
4.3 

5.5 
3.7 
3.3 
5.1 

4.3 
2.9 

5.5 
4.5 
2.9 
5.1 

5.8 
4.6 
2.9 
5.3 

6.2 
3.9 
3.0 
4.4 

Simulated 
RMSE 

(%) 

6.9 
4.9 
3.1 
4.5 

5.8 
3.6 
3.5 
5.9 

5.0 
3.3 

6.4 
5.1 
3.1 
5.6 

6.7 
5.2 
3.6 
6.7 

7.1 
3.9 
3.3 
4.2 

Simulated 
Bias 
(%) 

0.1 
0.4 
0.0 
1.2 

0.1 
0.0 
0.3 
0.8 

-0.1 
0.1 

-0.4 
0.8 
0.1 
0.2 

-1.2 
-0.4 
-0.5 
0.7 

-1.3 
-0.4 
-0.3 
0.2 

' The Canadian Travel Survey was not conducted in the Spring and Fall Quarters of 1981 and during 1983 and 1985. 

Simulations in last two columns are based on a sample size of 100. 
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Table 2 

Overnight Person-Trips of Saskatchewan Residents to 
Destinations in Manitoba 

Year 

1979 

1980 

1981 

1982 

1984 

1986 

Quarter 

Winter 
Spring 
Summer 
Fall 

Winter 
Spring 
Summer 
Fall 

Winter 
Summer 

Winter 
Spring 
Summer 
Fall 

Winter 
Spring 
Summer 
Fall 

Winter 
Spring 
Summer 
Fall 

No. of 
Rotation 
Groups 

1 
1 
3 
3 

1 
3 
1 
1 

3 
3 

1 
1 
3 
1 

1 
1 
3 
1 

1 
3 
3 
3 

Survey 
Estimate 
(OOO's) 

27 
33 
78 
55 

24 
63 
86 
75 

42 
79 

33 
46 
78 
30 

36 
48 
82 
30 

33 
38 
90 
42 

Smoothed 
Estimate 
(OOO's) 

34 
48 
80 
48 

30 
50 
80 
46 

34 
82 

34 
44 
82 
42 

34 
43 
82 
40 

33 
41 
81 
40 

Survey 
C V . 
(%) 

28.6 
26.7 
11.4 
12.9 

29.7 
12.3 
19.0 
19.9 

14.2 
11.3 

26.5 
23.7 
11.4 
27.6 

25.7 
23.4 
11.1 
27.7 

26.7 
14.6 
10.8 
14.1 

Smoothed 
C V . 
{%) 

13.4 
11.0 
6.6 

10.1 

13.6 
9.5 
6.6 

11.0 

11.3 
5.9 

12.5 
10.7 
5.7 

10.9 

13.8 
11.4 
6.1 

11.5 

16.3 
10.9 
7.1 

11.2 

Simulated 
RMSE 

(%) 

14.1 
10.2 
7.1 

10.8 

14.5 
9.4 
6.3 

12.2 

13.2 
5.7 

13.2 
10.0 
5.4 

11.4 

16.8 
11.5 
7.3 

11.4 

19.9 
11.7 
8.8 

10.5 

Simulated 
Bias 
(%) 

0.5 
0.9 
1.3 
0.6 

0.5 
0.7 
0.8 
0.5 

1.0 
0.1 

-2.8 
1.6 
0.1 
0.3 

-1.3 
0.1 

-0.2 
0.6 

-0.8 
-0.1 
-0.3 

1.7 

The Canadian Travel Survey was not conducted in the Spring and Fall Quarters of 1981 and during 1983 and 1985. 

Simulations in last two columns are based on a sample size of 100. 

Table 3 

Parameter Estimates for Saskatchewan to Saskatchewan Person-Trips' 

Parameter 

REGRESSION 

Intercept (70) 
Linear (71) 
1st Quarter (72) 
2nd Quarter (73) 
3rd Quarter (74) 

ARMA 
Autoregressive (a) 
Model Variance (a^) 

Ignoring 
Sampling 

Error 

Estimate 

831.4 
-0.84 

-209.6 
-4.0 

340.1 

0.14 
7930.5 

Estimate 

815.0 
-0.86 

-203.8 
7.1 

316.0 

0.47 
879.3 

With Sampling Error 

Standard 
Error 

15.6 
1.52 
21.8 
22.9 
21.2 

0.66 
1205.6 

Simulated Simulated 
RMSE Bias 

14.4 1.8 
1.51 -0.10 
24.6 -3.5 
23.8 0.4 
23.4 -0.4 

0.68 -0.39 
770.0 -488.2 

/-value 
of Bias 

1.29 
-0.65 
-1.41 
0.17 

-0.18 

-6.77 
-8.16 

' Simulations and /-values are based on a sample size of 100. 
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Table 4 
Parameter Estimates for Saskatchewan to Manitoba Person-Trips' 

Parameter 

Ignoring 
Sampling 

Error 

Estimate Estimate 

With Sampling Error 

Standard Simulated Simulated /-value 
Error RMSE Bias of Bias 

REGRESSION 
Intercept (70) 
Linear (71) 
1st Quarter (72) 
2nd Quarter (73) 
3rd Quarter (74) 

ARMA 
Autoregressive (a) 
Model Variance {a^) 

51.2 
-0.17 
-20.1 
-5.9 
30.7 

0.14 
100.0 

50.5 
-0.13 
-17.2 

-6.1 
30.8 

-0.75 
5.7 

1.9 
0.18 

3.4 
3.6 
3.7 

0.66 
18.7 

2.0 
0.17 

3.5 
3.7 
3.7 

0.71 
9.5 

0.4 
-0.04 

-0.6 
-O.I 
0.0 

0.49 
-0.3 

1.57 
-2.01 
-1.52 
-0.32 
-0.07 

7.90 
-0.29 

' Simulations and /-values are based on a sample size of 100. 

The estimates of the regression parameters are essentially the same under either assump
tion. However, the autoregressive component estimates differ considerably under the two 
assumptions. In particular, the model variance increases substantially. This variance estimate 
increases because the variation due to survey error is missing from the model. The reason that 
the estimates of the regression coefficients are not affected is that the estimators for these coef
ficients remain unbiased, although they are somewhat inefficient. 

Once the parameters of the modd have been estimated, it is possible to use the assumed 
modd to adjust the individual estimates of the number of overnight person-trips. The results 
discussed below demonstrate how the procedure reduces the coefficients of variation for these 
smoothed estimates when the model assumptions are correct. Such a procedure is analogous 
to model-dependent small area estimation methods. 

The smoothed estimates and their coefficients of variation are given in Tables 1 and 2. These 
coefficients of variation are calculated, taking into account the sampling error of the regres
sion coefficients, JQ, . . . . . 74. This is possible since, given a and a^, the smoothed estimates 
are linear functions of the original survey estimates, so that the variances can be computed 
from this linear function and the assumed model variance of the regression residuals. How
ever, the sampling errors for the estimated a and a^ were ignored at this point. The effect of 
ignoring these sampling errors is discussed below. 

The smoothed estimates for travel within Saskatchewan are generally close to the original 
survey estimates, with possible exceptions for the Summer of 1980 and the Winter of 1986. 
Those for travel to Manitoba are also close, with a possible exception being the Fall of 1980. 
These exceptional cases could possibly be outliers or could be due to a special event that boosted 
tourism in those quarters. In general, such phenomena could be incorporated into the model 
by: (i) increasing the model variance in the state-space modd for those periods or adding 
appropriate dummy variables for special events or (ii) increasing the sampling variance for 
outliers. A more in-depth knowledge of the circumstances would be required to decide whether 
such adjustments are appropriate. The analysis here can help pinpoint possible unusual cases. 
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Because the analysis so far has ignored the effect of the sampling error associated with 
estimating a and a^, we performed a simulation study to assess its seriousness. Jones (1979), 
Hamilton (1986) and Tam (1987) have suggested that these sampting errors should not be 
ignored, especially when the time series has few observations. 

For the simulation, we generated sets of random data following the assumed model given 
by (5.1) and (5.2). We took as our parameter values the maximum likelihood estimates of the 
model. The same missing data pattern was used in the simulations as in the original data set. 
One hundred such data sets were generated for each modd. In Tables I and 2, we report the 
percentage bias of the smoothed values and the percentage root mean squared error for the 
difference between the smoothed values and the true values based on these simulations. 

To assess whether 100 was a sufficiently large number of simulations to estimate the root 
mean squared error (RMSE), we computed an estimate of the coefficient variation of the 
estimator of the RMSE. From the simulations we obtained an unbiased estimate of the variance 
of the estimator of the mean squared error. We then used Taylor linearization to estimate the 
variance of the estimator of the RMSE. The estimated coefficients of variation ranged from 
6% to 11% for destinations within Saskatchewan and from 5% to 9% for destinations in 
Manitoba. Therefore, these estimates of the RMSE's do provide a reasonable assessment of 
the effect of ignoring the sampling error of the autoregressive parameters. 

In Tables I and 2, the biases of the adjustment procedure are all small and, in fact, for the 
two sets of 22 observations only four were significant at the 5% level using a standard /-test. 

We also note that the percentage root mean squared errors based on the imulations tend 
to be larger than those under the column entitied "Smoothed C.V.". This is to be expected 
since the simulations include sampling errors arising from the estimation of o; and B^. How
ever, the values of the "Smoothed C.V.'s" do give reasonable approximations to the simulated 
values, so the procedure which ignores the effect of the sampling error of a and B^ does not 
seriously affect the coefficients of variation. 

In Table 3 and 4, we report some simulation results for the estimated parameters. For the 
regression coefficients, only one of the biases was significant at the 5<Vo level. The standard 
errors are all consistent with the simulation results. 

On the other hand, the simulations did point out a problem with the estimates for a and 
a^. The biases for the estimates of a were highly significant. As can be seen from Tables 3 and 
4, one of the biases of a^ was also highly sigruficant. The simulated root mean squared errors 
were not very close to the asymptotic approximation of the standard error obtained by inver
ting the Fisher information matrix. It seems that the sample size for our problem is not suffi
cientiy large for the asymptotic approximations to be very accurate. This is a common problem 
for time series analyses of short series. 

6. CONCLUSION 

In cases where the variances of the survey errors are small relative to the variances of the 
modd errors, the smoothed estimates would be close to the minimum variance linear unbiased 
estimates and there would be no appreciable reduction in the standard errors of the estimates, 
even when the assumed model is true. However, for cases such as small domain estimation 
where the sampling errors are not small, the standard errors for the smoothed estimates may 
be substantially smaller than those for the original survey estimates. For example, the smoothed 
estimates for the Saskatchewan-to-Manitoba data showed a greater improvement than the 
Saskatchewan-to-Saskatchewan data, since the sampling errors for the survey data were larger 
for the former data set. 
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One of the implications of assuming models for repeated surveys is that if the models are 
misspecified, the MMSE estimators may be seriously biased. It is important, therefore, to 
choose a model which is both consistent with the data and which reflects subject matter knowl
edge about the underlying phenomena. In our example the data set is small, so that a large 
number of statistical models would be consistent with the data. 

Our simulation studies suggest that even for small data sets, the asymptotic approximations 
to the variances of the smoothed estimates are quite reasonable. However, as in the case of 
more traditional applications of time series analyses, the asymptotic approximations for the 
sampling errors of the parameter estimates may be poor. 
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Sample Allocation in Multivariate Surveys 

JAMES BETHELi 

ABSTRACT 

The optimum allocation to strata for multipurpose surveys is often solved in practice by establishing linear 
variance constraints and then using convex programming to minimize the survey cost. Using the Kuhn-
Tucker theorem, this paper gives an expression for the resulting optimum allocation in terms of Lagrangian 
multipliers. Using this representation, the partial derivative of the cost function with respect to the k-th 
variance constraint is found to be —laig{x*)/Vf;, where g{x*) is the cost of the optimum allocation 
and where ajf and v̂ t are, respectively, the k-th normalized Lagrangian multiplier and the upper bound 
on the precision of the k-th variable. Finally, a simple computing algorithm is presented and its convergence 
properties are discussed. The use of these results in sample design is demonstrated with data from a survey 
of commercial establishments. 

KEY WORDS: Multiple objective sample allocation; Nonhnear programming; Stratified sampling. 

1. INTRODUCTION 

The problem of optimum sample allocation in surveys with multiple study objectives was 
first discussed by Neyman (1934) in his development of the theory for solving the univariate 
optimum allocation problem. Since then, many researchers have studied the multivariate 
problem and several approaches have been suggested, most of which fall into one of two cate
gories. The first involves forming a weighted average of the stratum variances and finding the 
optimal allocation for the "average variance" which results. Dalenius (1953), Yates (I960), 
Folks and Antle (1965), Hartley (1965), and Kish (1976) discuss methods related to this 
approach. The second basic technique is to require that each variance satisfy an inequality con
straint and then use convex programming to obtain the least cost allocation which satisfies all 
the constraints. Dalenius (1957), Yates (I960), Kokan (1963), Hartley (1965), Kokan and Khan 
(1967), Chatterjee (1968,1972), Huddleston, Claypool, and Hocking (1970). Bdhd (1985), and 
Chromy (1987) all discuss the use of convex programming in relation to the multivariate optimal 
allocation problem. Each approach has its advantages and disadvantages. The "weighted 
average" method is computationally simple, intuitively appealing, and can be solved under 
a fixed cost assumption, but the choice of the weights is arbitrary and the optimality properties 
are not clear. The "convex programming" approach gives the optimal solution to the defined 
problem but the resulting cost may not be acceptable so that a further search is usually required 
for an optimal solution which falls within the budgetary constraints. 

In this paper, a closed expression for the optimal allocation subject to linear inequality con
straints will be given in terms of Lagrangian multipliers. In this framework, two results easily 
follow which substantially overcome the disadvantages of the convex programming approach. 
The first is that scaling the optimal multivariate allocation results in an allocation which is 
optimal under constraints which are proportionate to the original ones. Thus, if the optimal 
solution is too costly, it can be scaled down to the allowable budget directly and the effects 
of this on the precision of sample estimates can be directly determined. The second result is 

' James Bethel, Westat, 1650 Research Boulevard, Rockville, MD. 20850 USA. 
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a simple expression for the partial derivatives of the cost of the sampling allocation with 
respect to the variance constraints. These quantities, called "shadow prices", show the sen
sitivity of the cost to variance constraints and are useful in assessing the cost effectiveness 
of the sample design. 

The problem of solving the convex optimization still remains. Much has been written on 
methods for solving programming problems of this type and there are many software packages 
available for doing so. Some special programming considerations will be discussed here, how
ever, and a simple method will be presented. This algorithm, essentially a steepest descent 
procedure, is convergent, straightforward to program, and easy to use, since no initial values 
are required. An example will be presented which demonstrates this algorithm and the other 
techniques discussed above. 

2. THE ALLOCATION MODEL 

Consider the case of stratified random sampling with / strata and / variables. Suppose it 
is required that the y-th variable satisfy 

/ 
Var(y,) « 2 ] WJSl/n, < vj, (1) 

( = 1 

where 5^, n,, and WJ, are, respectively, the variance of the y-th response variable, the sample 
allocation, and the proportion of the population that fall in the i-th stratum, and where v̂  
is an arbitrary, positive constant. In this paper it will be assumed that the finite population 
correction factors are negligible. In practice, it is expected that the effects of this assump
tion, which will be discussed in more detail in Section 7, would be limited. 

Let 

Xj = 1 /n, if n, > I 
= 00 otherwise 

and assume the cost function 
/ 

g{x) = Y^ Ci/x,, Ci> 0,i = 1,2, :.., I. (2) 
/ = i 

A constant term for fixed costs could be included, but this would not affect the minimiza
tion process and is deleted here to simplify the notation. Define the constants 

Oij = wjSJj/vj (3) 

which will be referred to as "standardized precision units". Notice that a,y > 0. Using this 
notation, the optimal allocation problem can be expressed as follows: 

Minimize g{x) 

subject to ajx < I, j = 1,2, ..., J (̂ ^ 
X > 0 

where aj is the y-th column vector of the matrix A = {ff,y). 



Survey Methodology, June 1989 49 

Kokan (1963) discusses this allocation model extensively and shows how it can be adapted 
to cover many common sample allocation problems, including cluster sampling and double 
sampling. Kokan and Khan (1967) give further analytical results in this context; Arthanari and 
Dodge (I98I) restate Kokan and Khan's results. In related work, Kish (1976) describes a class 
of "linear forms" which occur frequently in survey research and to which many of the results 
developed here will apply. 

3. THE OPTIMUM ALLOCATION 

The optimum allocation for a single variable is well known. In that case 7 = 1 , and the 
minimum of g{x) subject to a(x < 1 with x > 0, denoted by x*, is given by 

Kf = V ^ / ( V ^ ^ yfq^i) if an > 0, I < / < / 

" ' ' . . (5) 
— 0° otherwise. 

In this section, formula (5) will be extended to the situation where J > 1. 
The function g in (2) is strictly convex for x > 0, and the constraints given by (4) are linear, 

so that the basic results in convex programming apply here without difficulty. That an optimal 
solution always exists was demonstrated by Kokan and Khan (1967). As above, denote the 
optimal solution by x*. It follows from the Kuhn-Tucker Theorem (1951) that there exist 
X, > 0 such that 

'7g{x*) -1- ^ Xjuj = 0 (6) 
7=1 

(V denotes the gradient) and 

^(«A* - 1) = 0 (7) 

for y = 1, 2, . . . , / . If AT > 0 satisfies E/=, X, ajx < E/=I \J, then, combining (6) and (7), 

J J J 

-x'Vg{x*)= ^ \ja'jx^ Y^h= Yt h^jX* = -x*'Vg{x*). (8) 
7=1 7=1 ; = i 

By convexity, g (AT) - g{x*) > {x-x*)' V g(x*) (forallx > 0 withx"* > 0). Thus, from 
(8) 

g{x) - g{x*) > {X - X*)' V g{x*) > 0. 

It follows that X* is the minimum of g{x) subject to the conditions 

J J 

^ \j ajx < ^ \j for all x > 0. 
7=1 y = i 

Since the minimization of g is unaffected by positive multiplicative constants, x* also mini
mizes g{x) subject to the constraints that E /= 1 afajx < 1 and A- > 0, where af = X,/1 /=, \j. 
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The extension of formula (5) to an expression for the optimum multivariate allocation now 
consists of applying the former to the weighted sum E/=i afoj: 

xr= V^/ ( J X; ocfa,j -£ L ^ afau ) if £ «/a,^ > 0, I < / < / 
\ ^ 7=1 *=i " 7=1 / 7=1 (9) 

= 00 otherwise. 

Notice that since x* minimizes g{x) subject to ajx < I, with x > 0 for I < y < 7, it 
follows that mx* minimizes g{mx) subject to the constraints aj{mx) < m, with x > 0 for 1 
<j<J. Thus, as noted earlier, constraints on variances (or CV's) can be scaled by a factor 
m (or \[m) if survey costs are too high. 

Formula (9), of course, is computationally useful only if the af are known. However, this 
formula is useful for deriving the shadow prices and for developing an algorithm for obtaining 
X* and the af. 

4. SENSITIVITY OF SURVEY COST TO VARIANCE CONSTRAINTS 

In many optimization problems, it is useful to know how the optimal solution behaves when 
the constraints are perturbed slightiy. This can be especially true in survey research, where trade
offs between costs, survey operations and precision requirements are frequently required. In 
any case, the "shadow prices", given by dg{x*)/dvf„ are useful in detecting small shifts in the 
variance constraints which could substantially reduce the overall survey cost. 

Combining (2), (3), and (9), it is easily seen that the cost of the optimum allocation is 

Six*) = ( x : ^<=i i : «;«.7 j ' = ( i : -j^'- E «;w^/s?7v?)'. do) 
Thus 

''""' = A i j^ . E "P^f^l'^ I E - -°="^'^'' "" 
^^* \ - 1 ^ - , / ,=1 / J 

c, -^ ajWjSl/vj 
7=1 

= -2^g{x*) x: ^ik^c,/ ( J x; «5«-7 E J^* D «>*> 
^* ,=1 V ^ ;= i *=i 7=1 

= -2^g{x*)al,x*. 
Vk 
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From (7) it follows necessarily that ajf = 0 whenever o^x* < I, so that 

^ = -2^8{x*). (12) 

This formula is somewhat more complicated that the usual expression for shadow prices {e.g., 
see Luenberger 1984), due to the complex relationship between g and v .̂ 

Now consider increasing v^ by (lOOvr) %, 0 < TT < I. Denote by x* -f Ax* the resulting 
perturbation in x"". By (12), 

ds{x*) 
g{x* 4- Ax*) - g{x*) « 7rvt-5f—^ = -2iratg{x*). (13) 

dVf, 

Thus an increase of (I00ir)% in the k-th variance constraint results in a (I00)(27ra|')% 
reduction in the overall survey cost. 

5. PROGRAMMING CONSIDERATIONS 

This section discusses some technical aspects of solving forx* and gives a simple algorithm 
for finding both x* and the coefficients afby searching over weighted averages T.j=i cjOj. 
Define 6,y by 

5,y = 1 if / = 7 

= Oifi^ j . 

For a vector a = (ai , a2. . . . . oiy)', define X(Q;) by 

J I J \ -̂  
Xf{a) = V?; / ( . J D cxjOfj J ] > * ^ c^jCikj j if D «y«,y > 0. I < / < 7 

7 = 1 k=\ J=\ / ;=i 

= 00 otherwise. 

Notice that x{a*) = X*. Now the iterative algorithm for finding x* is defined as follows: 

1. Take a / " = by, I < y < 7. 

2. At step n > 2, find an index k for which 

(a^- f l , ) ' x (a(" ' ) > 0, 1 < y < 7. (14) 

This gives the constraint which the current optimum solution violates by the largest margin. 
If flr^(a''") < I, then terminate the algorithm. Otherwise, find / '" ' € (0,1) for which 

g(x(/<"' 6;t -I- (1 - /("')a<"') > g{x{tbi, + {1 - t) «<"')) f o r a l l / e [0, 1] . (15) 
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3. Take a/" + " = /<"' bf,j + (I - /<"') al"K 

4. Terminate when | a/""^" - a/"' | < €, l<j<J, where 6 is a predetermined con
vergence criterion. 

To verify the convergence of the algorithm, first note that x{a) minimizes g{x) subject 
to l,j=iajajx < I. Thus, since l^j^^iajajx* < E/=iQ;y = 1. 

0 < g{x{a'">)) < g{x*) (16) 

for all n. Furthermore, from (15), g{x{a'"')) is nondecreasing. implying the convergence of 
g(x(a '" ' ) ) . To see that x(a<"') - x"*, first define ! 

hkait) = D JCf ^ {tbf,j -H {l-t)aj)afj = Vg(x(/6^+ (1 - /)«)). (17) 
< = 1 7 = 1 

Since hfca{t) is concave {i.e., —hfca{t) is convex), 

hkcin - A*c(0) = th'{0) -h 0{t^) 

Yt (̂ *7 ~ "7) ^kj^k 

— ̂ D 
7=1 

+ 0{t^) 
1=1 

2.Jc,- ^ a; fly 
7=1 

= {t/2)y/g{x{a)){al^x{a) - I) + 0(/2). 

(18) 

By allowing / to tend toward zero, it follows that there exists / € (0,1) for which 

^g{x{tbf, -I- (I - t)a)) = /i*„(0 > A*c(0) = ^g{x{a)) 

if and only if akX{a) > 1. Thus it follows from (15) that the constraints are satisfied at 
convergence; combining this with (16) implies that lim X(Q;*"*) = X*. 

n — 0 0 

In carrying out the algorithm. Step 2 requires a search for / '"'. Define /ita(0 as in 
(17). It is clear from the preceding discussion that flr^x(/5;t -I- (I - /)«<"') = 1 when h{t) 
(and hence g) is at a maximum. Furthermore, since /i;t„(0 is strictly concave, /iyta(0 is nonin-
creasing in / and thus the point where /J;t„(f) = 0 is unique. It follows that a binary search 
for the point where hfc„{t) is maximized can be implemented by simply checking to see 
whether flr;tx(/6t -1- (I - / )«*" ' ) = 1, providing a rapid means of obtaining a close approx
imation for /'"'. 

As described above, the algorithm takes Oi as the initial value. This is completely 
arbitrary, since any of the Uj, 1 < j < J, would do. In practice, the constraint for which the 
optimum allocation {i.e., formula (5)) yields the highest cost is generally a good choice for 
the starting value. 
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Notice that Step 2 of the algorithm will require 77 calculations in formula (14) and a 10-
step (say) binary search of 3/ -1-7-1- I calculations each in formula (15), while 7calculations 
must be carried out in Step 3. Thus each iteration of the algorithm is 0{IJ). From (18), at 
the n-th interation, 

hLiO) «^/ i te(0) {al,x{a^">) - 1) 

so that fl^x(Q!*''') is approximately proportionate to hjc^ (0) (up to an additive constant). 
Heuristically, hf^„{0) is the "slope" of h in the direction of cr̂ , suggesting that the algorithm 
is essentially a steepest descent (or ascent, in this case) procedure. This, in turn, suggests a linear 
rate of convergence (see, for example, Forsyth 1968). 

In the author's experience (see Bethel 1985), the algorithm converges quickly for most 
moderately sized problems. For example, sample allocation problems with 20-30 strata and 
5-10 constraints were solved in 3-5 seconds using the algorithm (on a Compaq 38620 with a 
30387 math co-processor) versus 6-8 seconds using a sequential unconstrained minimization 
technique (SUMT) implementing a penalized steepest descent algorithm. Run times vary con
siderably depending on the magnitude of the problem, the number of active constraints, and, 
obviously, machine characteristics. The author's computing experience (with problems of 20-
30 strata and 5-10 constraints) includes the Macintosh SE (30 seconds to 2 or 3 minutes),Leading 
Edge Model D (1 to 5 minutes), Zilog System 8000 (5 to 60 seconds), and the Compaq men
tioned above (5 to 10 seconds). However, the run times are generally insignificant in comparison 
with the labor involved in creating files and other preparatory tasks. In particular, it may take 
several hours to find an acceptable starting value for the SUMT algorithm. Thus a strong feature 
of the algorithm described in Steps 1-4 above is that it requires no external initial values. More
over, it is relatively easy to program, requiring only 40 or 50 lines of code. 

An even simpler algorithm is given by Chromy (1987). It can be adapted to our notation 
and general approach as follows: Set a}^^ = 1/7, and, for n > 2, let 

J 

^jn) ^ a}"-n{ajx{a^''-^^))^/ J^ aj"-^HaJx{a^"-^^))^ 1 < y < 7. (19) 
7=1 

Like the algorithm described in steps 1-4 above, (19) requires no external initial values; (19), 
however, requires even less programming effort and, based on several comparisons, it appears 
to converge considerably more quickly. Unfortunately, there is apparently no formal proof 
of convergence, although considerable practical experience (see Chromy 1987 for a more 
detailed discussion) suggests that it has good convergence properties. 

6. EXAMPLE 

Tables 1-3 present an example drawn from a survey of commercial establishments. (Only 
the strata for educational institutions are shown here.) Four of the primary variables of interest 
are given: area of enclosed floorspace, age of building, number of full-time employees, and 
percent of buildings heated by oil. Table I gives the stratum level variance information. Here 
the standardized precision units are computed as 

2e2 VVfSff 

f?v? 
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Table 1. 
Allocation Example: Survey of Educational Institutions. 

Stratum 
1 
2 
3 
4 
5 
6 

Mean: 
VR: 

Stratum 
1 
2 
3 
4 
5 
6 

Required 
Sample Size: 

Weight 

.5158 

.2632 

.1184 

.0711 

.0184 

.0132 

Stratum Standard Deviation 

Floorspace 

22,319.11 
24,056.21 
54,201.75 

155,514.21 
125,239.21 
355,392.69 

54,641.85 
.06 

Age 

43.71 
16.68 
24.70 
16.01 
14.74 
20.90 

43.03 
.06 

Employees 

25.72 
27.09 
17.11 
59.46 
51.27 

212.13 

45.23 
.06 

Standardized Precision Units 

Floorspace 

12.33 
3.73 
3.83 

11.36 
7.37 
2.03 

222 

Age 

76.24 
2.89 
1.28 
.19 
.01 
.01 

149 

Employees 

23.90 
6.93 

.56 
2.44 

.12 
1.06 

127 

Pet. Oil Heating 

48.15 
36.79 
48.04 
38.07 
48.80 
57.74 

67.58 
.06 

Pet. Oil Heating 

37.52 
5.70 
1.96 
.45 
.05 
.04 

121 

where Vj = .06 for all variables (so that the half-width of a 90% confidence interval will be 
approximately 10% of the mean). Also given are the sample sizes required for Neyman alloca
tion for each of the variables taken individually. Survey costs are assumed to be constant across 
strata. 

Table 2 gives the first-pass solution, which requires a sample of 241 units. The normalized 
Lagrangian coefficients and the achieved precision levels are given, from which it is apparent 
that floorspace and building age are dominating the solution while the other variables are not 
"active". Here the starting value a '̂* = (1,0,0,0) was used; because the third and fourth con
straints were always satisfied, there was only one iteration with a 9-step binary search for /*''. 
(The successive estimates for the optimal / were 1/2. 1/4, 3/8, 5/16, 11/32, 21/64. 43/128. 
85/256. and I7I/5I2.) Also given in Table 2 are the 10% shadow prices: 10% increases in the 
first (or second) constraints would result in a sample size reduction of approximately 32 (or 
16) units. Since the third and fourth constraints are not active in the solution, changing their 
CV requirements would have no effect on the allocation or the sampling costs. 

Table 3 gives a second pass solution under the requirement that the total sample size is no 
larger than 200. The optimal solutions are thus scaled by 241/200 (so that the optimal alloca
tion goes down by 200/241) and the resulting CV's are scaled by V241/200. The new 10% 
shadow prices are -27 and -13 for the first and second constraints, reflecting the decrease in 
the overall survey cost. Notice that there is approximately a 10% increase in the CV's (from 
the original ones in Table I), so that the sample reduction of 48 predicted by the shadow prices 
in Table 2 compares favorably with the actual 41 unit reduction. (The shadow price predic
tions will always be somewhat optimistic due to the linear approximation.) 
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Table 2. 

Allocation Example: First Pass Optimum Solution. 

Stratum E «y* aji 
Optimum 
Allocation 

33.6749 
3.4495 
2.9783 
7.6294 
4.9119 
1.3554 

.0111 

.0347 

.0373 

.0233 

.0291 

.0553 

90 
29 
27 
43 
34 
18 

Total: 

Floorspace Age Employees 

241 

Pet. Oil Heating 

Lagrangian 
Multiplier 
(Normalized): 

Achieved 
Precision: 

10% Shadow 
Prices: 

.6660 

.0600 

-32 

.3340 

.0600 

-16 

.0000 

.0481 

0 

.0000 

.0502 

0 

Table 3. 

Allocation Example: Optimum Solution for Sample Size Limited to 200. 

Stratum Z or/fly,- v.* 
• * / 

.0134 

.0418 

.0449 

.0281 

.0351 

.0666 

Employees 

Optimum 
Allocation 

75 
24 
22 
36 
29 
15 

201 

Pet. Oil Heating 

33.6749 
3.4495 
2.9783 
7.6294 
4.9119 
1.3554 

Total: 

Floorspace Age 

Lagrangian 
Multiplier 
(Normalized): 

Achieved 
Precision: 

10% Shadow 
I'l i iTs: 

.6660 

.0657 

-27 

.3340 

.0658 

.0000 

.0528 

.0000 

.0551 

-13 
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7. DISCUSSION 

In this paper we have given a formal representation for the optimal sample allocation for 
a multipurpose survey with linear variance constraints, and derived expressions for the par
tial derivatives of the cost function with respect to the precision constraints. The latter result, 
in particular, provides approximations that are useful in survey planning, permitting a great 
deal of exploratory work without exact computer calculations. 

Throughout the paper, the normalized Lagrangian multipliers, af, play a key role. In par
ticular, we have noted that whenever the y-th variance constraint is not "active" in the solu
tion to the allocation problem, the y-th Lagrangian af = 0. 

The optimization approach discussed in this article yields a continuous solution, which 
must then be rounded in some way to provide integer stratum sample sizes. Clearly this 
rounding will cause some deviation from optimality. However, the objective function here 
is generally considered to be rather insensitive to small deviations from optimality (see 
Cochran 1977), so that exact integer solutions are probably not cost effective. In fact, it seems 
likely that round-off error would be insignificant in comparison with the sampling errors in 
estimates of means and variances that would normally be available for developing an optimized 
survey design. 

Finally the reader will recall that finite population correction factors have been ignored 
throughout this paper. It is easy to include these in the allocation model by manipulating equa
tions (I) and (3), although that would cause equation (13) to be somewhat imprecise. How
ever, it should be kept in mind that even when the FPC is non-negligible for some of the strata, 
the overall effect usually is negligible. In any case, the FPC term, j;f=i WJ Sjj/N,, can 
always be calculated in order to evaluate the situation and, if necessary, it can be added to v̂ t 
in formula (13) to obtain exact results. 
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The Role of Demographic Factors in the Analysis of Survey 
Versus Diary Purchase Reporting Accuracy 

EDWARD R. BRUNING and MICHAEL Y. HUl 

ABSTRACT 

In this article the authors evaluate the relative performance of survey and diary data collection methods 
in the context of the long-distance telephone communication market. Based on an analysis of 1,530 
respondents, the results indicate that two demographic variables, sex and income, are important in 
explaining the difference in survey reporting and diary recording of usage data. 

KEY WORDS: Survey; Diary; Data collection. 

1. INTRODUCTION 

A perusal of the marketing literature underscores our lack of knowledge regarding the relative 
accuracy of survey and diary methods for collecting consumer expenditure data. Clearly, the 
resolution of this issue has ramifications for researchers as well as those for whom the research 
is conducted. Wind and Lerner (1979) stress the need to appropriately evaluate the two methods 
and to identify the characteristics of those reporting purchase behavior accurately versus those 
that have a high discrepancy between reported and actual consumption. To be sure, an analysis 
of the discrepancy focuses attention on the data collection instrument, for the choice of instru
ment could affect management decisions relating to "product positioning and market segmen
tation strategies, advertising media and copy research, and concept/product testing." (Wind 
and Lerner 1979). 

The purpose of our article is to assess empirically the relationship between several 
demographic variables and the two expenditure reporting methods from a single sample of 
respondents in the U.S. long-distance telephone market. We present additional evidence on 
the issue initially posed by Wind and Lerner. First, the current state of knowledge regarding 
the nature of the two instruments is surveyed. Then the research methodology is described and 
findings from the long-distance telephone market are reported. We conclude with a number 
of implications relevant to both providers and users of consumer expenditure data. 

2. LITERATURE REVIEW 

The two prominent methods for recording household consumption expenditures are survey 
(recall) methods, whereby household members are asked to recall expenditures made during 
a predefined period, and the diary method, whereby a daily or weekly log is maintained which 
identifies specific expenditures. Neter (1970) provides case examples and empirical studies which 
address the relative advantages and disadvantages of the two expenditure collection devices 
but do not compare their relative accuracies. In general, the survey approach possesses advan
tages in economy while simultaneously possessing a number of disadvantages relative to the 
diary method. Because of time and resource constraints, most researchers utilize the survey 
method even with the multitude of measurement problems. 

Edward R. Bruning and Michael Y. Hu, Graduate School of Management, Kent State University, Kent, Ohio, 44242. 
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It is commonly believed that diary methods have advantages over survey approaches prin
cipally because diarists have the opportunity to record the event within a short period after 
it has occurred. For this reason, Sudman and Ferber (1971) have all but discredited the survey 
approach for collecting expenditure data and have suggested the exclusive use of diaries. But 
the diary method is not problem free. The authors evaluated households in the Chicago area 
in 1972 and found evidence of underreporting by the survey method with respect to the number 
of purchases. They also found that respondents had difficulties in separating purchases into 
specific item categories with the survey recall method. 

A number of writers report that the diary approach is appropriate only for certain expendi
ture categories (Peari 1968; Grooteart 1986; Wind and Lerner 1979; Stanton and Tucci 1982). 
Pearl (1968) has stated that individual diaries are to be preferred because of reporting thorough
ness. For large ticket items the method is preferred; however, reporting frequency declines for 
small valued purchases. Grooteart (1986) adds to this prescription by suggesting that all eligible 
household members keep diaries to reduce omissions in expenditure reporting. Wind and Lerner 
(1979) and Stanton and Tucci (1982). in separate studies on expenditure reporting for specific 
food items, substantiate the superiority of the panel method relative to surveys. 

The construction and design of the diary instrument poses collection problems (Kemsley 
1961; Kemsley and Nicholson I960; Lewis 1948; Sudman 1964a, b; Sudman and Ferber I97I; 
Walsh 1977). Kemsley (1961) and Kemsley and Nicholson (1960) evaluated record books kept 
on consumer expenditures over a three week period in 1953. They found that significant varia
tions occurred in expenditure recording over the three week period by type of expenditure and 
by season of the year. Lewis (1948) evaluated the accuracy of weekly versus monthly diary recor
ding of grocery and clothing expenditures. The author found a 16% reduction in monthly 
reporting in comparison to weekly expenditure reporting. Sudman (1964a) and Sudman and 
Ferber (1974) studied alternative means of obtaining consumer expenditure data. They evaluated 
the role of compensation, training of respondents, and method of reporting. In the studies 
they conducted, compensation was significant in improving respondent cooperation and 
accuracy, and direct training aided in respondent reporting accuracy. The frequency of pur
chase and the construction of the reporting form were also important in reporting accuracy. 

Other studies have focused more explicitly on consuming unit cooperation. (Kemsley and 
Nicholson 1960; Peari 1968; Sudman and Ferber 1974). Kemsley and Nicholson (I960) report 
that the size of the individual purchase has a significant effect upon the degree to which 
respondents cooperate in reporting expenditures. Pearl (1968) and Sudman and Ferber (1974) 
emphasize the incentive payments in terms of amount and duration in generating cooperative 
expenditure reporting. 

An additional concern with the diary method is the extent of panel mortality (Sandage 1956; 
Sodol 1959; Sudman 1964a, b) and panel decay (McKenzie 1983; Sandage 1956; Sodol 1959; 
Sudman 1964 a, b). Sandage (1956) investigated whether consumer panels develop bias as a 
result of being interviewed. Based on three separate investigations on Indiana farm households 
over the period 1947-1954, the author found that bias was not a significant concern with panel 
collection methods. Sudman (1964a, b), however, found mortality tended to be greater for 
male respondents. In addition, the degree of effort involved in recording appeared to have no 
impact on accuracy or mortality rates for respondents involved in panel recording of expen
ditures. In terms of panel decay, McKenzie (1983) reported that greater attrition occurred with 
longer panel periods while Sandage (1956) found that repeated use of a given panel did not 
result in a bias in reporting accuracy. 

Parfitt (1967) argues that housewives in surveys recall accurately only purchases for fre
quently bought products in the most recent past. Thus, the diary recording of past purchases 
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yields a more reliable and accurate measure than survey reporting. In surveys, respondents 
typically are asked to report purchases over a long time period or to engage in a mental averaging 
exercise to arrive at an expenditure figure for a typical week or month. As a consequence. Parfitt 
(1967) concludes that a strong likelihood exists for respondents to exaggerate the amount and 
frequency of purchases and to oversimplify the complexity of the expenditure decision. 

As indicated in an earlier section of this paper, our research focuses on the accuracy of survey 
versus diary purchase reporting. Only a few articles address this issue empirically. Wind and 
Lerner (1979) analyze the validity of survey versus diary approaches in accounting for con
sumer expenditures. Their data are taken from a sample of 450 housewives serving on a MRCA 
consumer diary panel. The housewives completed a mail survey questonnaire and were 
instructed to maintain a record of their expenditures of various brands of margarine for a six 
month period. The results indicate a discrepancy in the relative accuracy of the two reporting 
methods between the aggregate and the individual consumer response level. At the aggregate 
level, survey and diary instruments are consistent in predicting the rank-ordering of brand 
market shares. Major discrepancies are detected, however, at the consumer level as survey 
responses are less accurate as compared to diary reporting. The authors attribute this inac
curacy as resulting from ignorance, forgetfulness, poor survey questioning, reporting errors, 
falsification, and interviewer bias. 

Stanton and Tucci (1982), following the work reported by Wind and Lerner (1979), sample 
7,945 participants in the National Food Consumption Survey (1977-78). Personal interviews 
are used as the reporting vehicle for food expenditures which occurred in the previous twenty-
four hour period. The participants were asked to maintain diaries of all food and beverage 
expenditures for two days following the interview. Their results indicate that, at aggregate levels, 
personal interviews provide information which is as accurate and reliable as diary reports. They 
were not able to address the relative accuracy of the two approaches at the consumer level 
because of the nature of the data. 

The apparent discrepancies in results reported by Wind and Lerner (1979) and Stanton and 
Tucci (1982) may be attributable to the differences in the time frames within which consumers 
operated in reporting expenditures. In Wind and Lerner's study, respondents were requested to 
report the brand most often purchased. Questions of this nature require a greater amount of 
recall since the time reference is over an extended period. In Stanton and Tucci's study .however, 
the reporting period is restricted to the previous twenty-four hours. Parfitt (1967) indicates 
that respondents are more effective in reporting recent purchases. In this light, Stanton and 
Tucci's conclusion is not truly surprising and, furthermore, does not contradict the results of 
Wind and Lerner's analysis since recall for both the survey and dijiry recording methods was high. 

3. THE STUDY 

During the years 1978 and 1979, AT&T (American Telephone and Telegraph Company) 
initiated a major data collection effort with the objective of providing information for cor
porate market planning and strategy formulation in its residential long-distance telephone 
market. A nationally projectable sample of roughly 4,0(X) households were recruited and asked 
to participate on a panel for a period of twelve months. The sample was demographically 
balanced with respect to six variables: population density, income, marital status, age, sex and 
geographical region of domicile. 

The entire panel responded to a pre-assessment survey instrument administered through the 
mail in January 1978. Once completed, each panel member was instructed to fill out a weekly 
diary over the next twelve months. In the pre-assessment phase, respondents were asked to 
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respond to the question: "During an average or typical month, how often do you communicate 
for non-business reasons with relatives and friends who reside at least 50 miles from your 
home?" This measure is referred to as [PERCEIVED I ] . Also, each panel member in the pre-
assessment phase responded to the question: "Would you consider yourself a heavy, medium, 
light or non-user of long distance calling?" (Refer to this measure as PERCEIVED 2). So that 
comparisons could be made between panel and survey data collection methods, panel 
respondents were asked to record information on the frequencies of long-distance communica
tion by day of the week. This measure is referred to as REPORTED I. 

Throughout the entire study every attempt was made to conceal the sponsor of the project. 
Moreover, the positions of the response categories were randomized in order to remove any 
possibility of position bias. A sample of 2,350 respondents was retained after twelve months 
of reporting. Panel attrition was perceived to be a potential problem in this study because attri
tion rates may vary substantially among demographically defined subgroups. In order to resolve 
this problem, a sample balance program was developed and used to randomly select a sub-
sample of participants from the pool of 2,350 respondents which would be demographically 
balanced. After editing and sample balancing, 1,530 panel members who had completed the 
pre-assessment and the twelve-month diaries were used in this study. 

4. DATA ANALYSIS 

An important question in the pre-assessment survey asked the respondents to report their 
"perceived" usage for a typical month [PERCEIVED I ] . In order to obtain consistency in 
the unit of measurement, weekly diary recorded usage [REPORTED I ] is aggregated to twelve 
monthly totals for each respondent. Refer to the aggregated diary reported measure as 
REPORTED 2. Matched differences between "perceived" usage reported in the pre-assessment 
survey [PERCEIVED I] and "actual" usage extracted from diaries [REPORTED 2] are 
calculated for each respondent for twelve monthly periods as well as for the average of the 
twelve months. A one-way ANOVA design is employed monthly and for the twelve month 
average to detect if significant variations exist with respect to the matched differences across 
levels of several demographic variables: sex, income, education, and age. An a posteriori con
trast test is performed to compare all possible pairs of level means for each demographic 
variable. Finally, to evaluate the effects of interactions among the four demographic variables, 
a four-way ANOVA procedure is employed using the twelve-month average scores. 

5. RESULTS 

5.1 Survey and Diary Average Reported Usage 

Table I reports the average number of long distance telephone communications extracted 
from respondent diaries for each of the twelve months as well as the usage for a typical month 
[PERCEIVED I ] taken from the pre-assessment survey. Interestingly, this "perceived" usage 
reported in the pre-assessment survey is substantially greater than actual recorded usage 
[REPORTED 2] for each month of the analysis. 

The diary averages indicate the presence of seasonality in the usage. December 1978 usage 
of 4.123 is the highest among the twelve reported months. Even though the pre-assessment 
survey requested the respondents to report usage for an average or typical month, it is quite 
likely that they would use December 1977 as the basis for response since the pre-assessment 



Survey Methodology, June 1989 63 

survey was administered in January 1978. A one-sample t-test indicates that the average of 
the paired-difference between pre-assessment and the December diary usage, 0.235, is signifi
cantly different from zero O -̂value = 0.001). By the same token, t-test results for the other 
eleven averages are statistically significant. These results imply that the respondents have indeed 
over-estimated in the pre-assessment survey as compared to the diary reported usage. 

A potential concern is that the reported usage in the pre-assessment survey could be 
influenced by the unusually high usage in December 1977. If so, then it is argued that the results 
of our study are subject to seasonality bias. In addressing this issue, the authors have exam
ined the difference between the reported usage in the pre-assessment survey and the December 
1978 diary. Comparing the same months over a year of time could help to eliminate the season
ality factor. As indicated in Table I, this difference is statistically significant. This difference, 
however, can be due to the difference in the data collection method and to a trend factor since 
the comparison involves two different years. Assuming a positive trend in the usage of services 
over time, the reported usage in December 1978 should be higher than that of December 1977. 
The data from Table I indicates quite the contrary. Usage in December 1977 was significantly 
higher than that reflected in December 1978. Thus, this evidence leads us to conclude that there 
is indeed a significant difference due to the data collection method. Respondents in our study 
had over-estimated their usage in the pre-assessment survey as compared to their estimates 
reported in the diary. 

Prior to our analyzing the relationship between the difference in survey versus diary data 
collection methods and the several demographic variables, it is important to evaluate the role 
played by actual usage in explaining this difference. Our reasoning for this test is that if the 
difference between survey reporting and diary recording is due to the absolute level of usage, 
then further analysis would prove suspect since experience (learning) would tend to bias our 
dependent variable (McKenzie 1983). On the other hand, if no statistical significance is 
attributable to the differences in collection methods and absolute usage levels, then the analysis 
with the demographic variables would be of greater validity. 

Table 1 

Average Absolute Number of Long-Distance Telephone 
Communications and Pre-assessment Survey Estimates 

Average Absolute Number of 
' ^ ° " ' * ' Communications 

February 3.516 
March 3.878 
April 3.486 
May 3.610 
June 3.414 
July 3.604 
August 3.606 
September 3.250 
October 3.426 
November 3.518 
December 4.123 
January 3.891 

Preassessment Survey Estimate 4.358 
n = 1530 



64 Bruning and Hu: Survey Versus Diary Reporting Accuracy 

Table 2 
One-Way ANOVA Results Relating the Degree of Long-Distance Telephone Usage and 

the Difference Between Survey and Diary Reporting (12 month average) 

Mean Difference 
(survey-diary) 

n 

Heavy 

0.762 

316 

Medium 

0.799 

605 

Degree of Usage 

Light Non-User 

0.795 

547 

0.580 

45 

P-Value 

0.9905 

Table 2 reports the results of the analysis of the relationship between the difference in survey 
[PERCEIVED I] and diary [REPORTED 2] reportings and the degree of absolute usage 
[PERCEIVED 2]. McKenzie evaluated the form of both response and recording bias involving 
the collection of telephone call details by diary methods. Response rate was found to vary with 
customer usage. Furthermore, telephone usage recording rates tended to decrease with usage 
as well. Thus, telephone call data collected by diary methods are subject to several biases. Our 
study focuses on the difference in survey versus diary collected data and customer usage where 
the emphasis lies with the discrepancy between "perceived" and "actual" consumption/pur
chase and the level (degree) of usage. Even though recording biases exist with both methods, 
nonetheless, the difference between the two recordings is not related to usage. 

In addition, the validity of using PERCEIVED 2 as a categorization variable can be exam
ined by correlating this measure with REPORTED 2 and PERCEIVED I. REPORTED 2 and 
PERCEIVED I measurements were first categorized into heavy, medium, light, and non-user 
employing different cut-off levels. Cross-tabulations were then conducted between 
PERCEIVED 1 and these two categorical measures. Significant statistical relationships were 
detected in all cases. 

Our dependent variable is the difference in the survey [PERCEIVED I ] and diary usage 
recordings [REPORTED 2] and the independent variable is the degree of usage divided into 
four levels: heavy, medium, light and non-user [PERCEIVED 2]. The results from the one
way ANOVA procedure using the least-squares estimation procedure indicate that the degree 
of usage is not statistically significant {p = .9905) in explaining the recorded usage difference 
between the survey and diary methods. A one sample t-test of each of the four individual group 
means showed that each mean was statistically different from zero at the O.OI significance level. 
Therefore, the results imply that with respect to each of the four usage groups the positive mean 
values represent that respondents tend to over-estimate usage in the pre-assessment survey 
relative to the diary recording method. 

5.2 Relationship Between Survey and Diary Reported Usage Differences and Selected 
Demographic Variables 

In Table I we reported the existence of a substantial difference between survey and diary 
collection methods for the same respondents over a twelve month period. An interesting ques
tion is: what accounts for the perceptual bias in survey reporting of purchase data? To answer 
this question, a number of demographic factors are evaluated. Several levels of each factor 
are specified and a one-way ANOVA procedure is employed to account for the reporting dif
ferences. Tables 3 through 7 report the results of the analyses. 
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Table 3 
One-Way ANOVA Results Relating Sex of Respondent and 
the Difference Between Survey and Diary Reporting of Data 

Month 

February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
January 

Mean^ 
n 

Differences by Sex 
(Survey -

Male 

0.412 
-0.015 

0.379 
0.310 
0.562 
0.376 
0.395 
0.927 
0.605 
0.593 

-0.112 
0.164 

0.380 
617 

- Diary) 

Female 

1.135 
0.818 
1.201 
1.304 
1.205 
1.008 
0.987 
1.225 
1.149 
1.003 
0.464 
0.675 

0.990 
911 

ANOVA 
p-value 

0.006* 
0.005* 
0.002* 
0.008* 
0.016** 
0.018** 
0.031** 
0.258 
0.042** 
0.129 
0.041** 
0.075** 

0.010* 

3 Twelve month average. 
* Significant at the 0.01 level. 

'• Significant at the 0.05 level. 

5.3 Sex 

The relationship between the difference in survey and diary recordings of usage and sex of 
the respondent is depicted in Table 3. The one-way ANOVA p-values are statistically signifi
cant for 9 of the 12 months at the 0.05 level or below and significant at the O.OI level for the 
twelve month average. Thus the results indicate that both male and female respondents over
estimate their actual usage of long distance telephone service and that females over-estimate 
to a greater degree than do males. 

5.4 Income 

In Table 4 we present the difference between survey and diary usage reports in relation to 
respondents' household income level. For 6 of the 12 months the one-way ANOVA p-values 
are statistically significant at the 0.05 level or better and the 12-month average is significant 
at the 0.037 level. Furthermore, the results of Tukey's Studentized t-test indicate that respon
dents with annual household income in the Category 1 range ($5,000 or less) are statistically 
distinct from respondents earning incomes within the range of $10,001 to $20,000. 

An obvious anomaly in the findings reported in Table 4 is that for respondents within the 
lowest income category ($5,000 or less), estimated average monthly usage is below the actual 
monthly usage in 9 of the 12 periods. Furthermore, with increasing household income a defi
nite persistence to over-estimate usage occurs although this process begins to subside at the 
highest income category. At lower income levels consumers may perceive long-distance tele
phone service as a luxury item with respect to the other modes as well as with regard to other 
consumer expenditures. Consequently, when asked to report expected usage, as in a survey, 
respondents from this income strata tend to discount their perceived usage because of the belief 
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Table 4 

ANOVA Results Relating Respondent's Income Level and 
the Difference Between Survey and 

Diary Reporting of Long-Distance Telephone Usage 

February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
January 

Mean^'-i' 

n 

0-35,000 

(1) 

-O.OIO 
-0.480 
-0.337 
-0.327 

0.102 
-0.439 
-0.408 

0.306 
-0.469 

0.010 
-1.010 
-0.633 

-0.308 

98 

Differences by Income (Survey — 

$5,001-
10,000 

(2) 

-0.583 
-0.738 

0.851 
0.560 
0.911 
0.500 
0.512 
0.798 
0.542 
0.494 
0.060 

-0.339 

0.517 

168 

$10,001-
15,000 

(3) 

1.180 
0.780 
1.188 
0.928 
1.027 
0.895 
1.021 
1.298 
1.231 
0.941 
0.209 
0.654 

0.946 

373 

$15,001-
20,000 

(4) 

1.120 
1.009 
1.258 
0.991 
1.331 
1.050 
1.235 
1.367 
1.413 
I.2I4 
0.792 
0.956 

1.145 

341 

Diary) 

Over 
20,000 

(5) 

0.571 
-0.062 

0.550 
0.636 
0.756 
0.694 
0.498 
0.976 
0.720 
0.741 
0.101 
0.392 

0.548 

536 

p-value 

0.110 
0.019** 
0.031 
0.220 
0.249 
0.128 
0.036** 
0.301 
0.009* 
0.248 
0.050** 
0.030** 

0.037** 

3 Twelve month average. 
b Tukey's Contrast Test: (1) and (4) and (1) and (3) are different at the p = 0.05 level. 
• Significant at the 0.01 level. 

*• Significant at the 0.05 level. 

that limited monies should be spent elsewhere. At the actual point of consumption, however, 
relative values may have changed since the urgency of the situation may dictate a long-distance 
telephone call is indeed the low-cost option relative to alternative communication means. Thus, 
survey reporting of planned usage may deviate from diary recordings of actual usage because 
of situational factors that intervene during the time of consumption. 

As respondents' household incomes increase, long-distance telephone use is still perceived as 
a superior good; however, whereas respondents in lower income levels perceive long-distance 
telephone use as an expendable (and perhaps frivolous) purchase, wealthier respondents 
"expect" to employ the telephone more often than the other modes. Thus, when surveyed as to 
their "expected" usage, wealthier respondents tend to overestimate the number of long-distance 
telephone communications since in most situations it is their preferred method of communicating. 

5.5 Age 

Table 5 reports that respondents at every age level tend to over-estimate their "perceived" 
usage relative to "actual" usage as recorded in diaries. Although the one-way ANOVA/j-values 
indicate the nonexistence of a significant relationship between measurement methods and age 
of the respondent; nonetheless, in 10 of the 12 months respondents less than 31 years of age 
incurred the lowest difference relative to older respondents. In addition, average differences 
for respondents between 31 and 40 and over 50 were lower than the average for the less than 
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Table 5 
One-Way ANOVA Results Relating Respondent's Age and 

the Difference Between Survey Reporting and 
Diary Recording of Long-Distance Telephone Usage 

Month 

February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
January 

Mean^ 

n 

Below 31 
(1) 

0.632 
0.016 
0.413 
0.305 
0.525 
0.535 
0.507 
0.924 
0.789 
0.632 
0.337 
0.603 

0.518 

383 

^ Twelve month average. 
* Significant at the 0.01 level. 

** Significant at the 0.05 level. 

Differences by Age (Survey -

31-40 
(2) 

0.749 
0.348 
1.083 
0.706 
0.845 
0.706 
0.807 
1.003 
0.816 
0.805 
0.203 
0.519 

0.716 

374 

41-50 
(3) 

1.026 
0.837 
1.174 
1.085 
1.570 
1.226 
1.070 
1.459 
1.307 
1.415 
0.574 
0.922 

1.139 

270 

- Diary) 

Over 50 
(4) 

0.949 
0.709 
0.889 
0.923 
0.989 
0.667 
0.667 
1.109 
0.903 
0.741 

-0.030 
0.069 

0.715 

495 

p-value 

0.310 
0.210 
0.209 
0.217 
0.080 
0.371 
0.578 
0.580 
0.583 
0.240 
0.494 
0.197 

0.385 

31 group in each of the twelve periods. Thus, the relationship between differences in survey 
and diary usage reports and age of respondent is a monotonically increasing function up to 
age 50 where the difference, although still positive, declines after age 50. Again, the average 
differences across the various age levels are not statistically significant based on the one-way 
ANOVA or the Tukey Studentized /-tests. 

5.6 Education 

The relationship between the difference in survey versus diary reported usage and respon
dents' level of education is depicted in the statistics found in Table 6. As reported in the table, 
a general tendency to over-estimate usage in surveys is characteristic of respondents at all educa
tion levels. Respondents with the least amount of formal education tend to over-estimate usage 
in survey reporting to a lesser extent than respondents with more formal education. The greatest 
tendency to over-estimate usage in surveys occurs for respondents who have completed high 
school followed by those who have had some college. The results of the one-way ANOVA and 
Tukey Studentized /-tests, however, indicate that the differences across education levels are 
not statistically significant at thep = 0.05 level. 

5.7 Four-Way ANOVA Results 

The main and interaction effects of the demographic variables as explanations of the difference 
between survey and diary purchase data reporting are presented in Table 7. It is reported that 
income, sex, and their interaction are the variables with statistically significant p-values. All other 
main and interaction affects are insignificant in explaining variations in the difference variable. 
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Table 6 

One-Way Anova Results Relating Respondent's Education Level and the 
Difference Between Survey and Diary Reported Usage 

Month 

February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
January 

Some 
High School 

(1) 

0.790 
0.290 
0.556 
0.685 
0.548 
0.194 
0.347 
1.040 
0.468 
0.508 
0.081 

-0.097 

Differences by Education (Survey-Diary) 

Completed 
High School 

(2) 

1.015 
0.853 
1.275 
1.134 
1.158 
0.931 
0.891 
1.137 
1.195 
1.119 
0.500 
0.626 

Some 
College 

(3) 

0.951 
0.592 
0.979 
0.756 
1.111 
1.021 
0.845 
1.190 
0.826 
0.896 
0.244 
0.842 

Completed 
4-Yr. Col.Deg 

(4) 

0.578 
0.059 
0.445 
0.345 
0.696 
0.467 
0.620 
1.018 
0.878 
0.592 
0.061 
0.129 

p-Value 

0.546 
0.117 
0.078 
0.139 
0.368 
0.195 
0.681 
0.959 
0.475 
0.383 
0.558 
0.138 

Mean* 0.438 0.986 0.854 0.491 0.294 

124 476 431 490 

* Twelve month average. 
• Significant at the 0.01 level. 

** Significant at the 0.05 level. 

Table 7 

Four-Way ANOVA Results Relating 
Demographics (Sex, Education, Age, and Income) 

to the Differences Between Survey and 
Diary Recording of Long-Distance Telephone Usage 

Variable 

Sex 
Education 
Age 
Income 
Sex & Education 
Sex & Education 
Sex & Age 
Ed. & Income 
Ed. & Age 
Income & Age 

Df 

1 
3 
3 
4 
3 
4 
3 

12 
9 

12 

Sum of Squares 

131.082 
79.001 
58.465 

210.077 
77.629 

220.032 
47.311 

263.931 
81.083 

211.718 

F-Value 

6.48 
1.30 
0.96 
2.60 
1.28 
2.72 
0.78 
1.09 
0.45 
0.87 

p-Value 

0.011** 
0.272 
0.409 
0.035** 
0.280 
0.028** 
0.506 
0.367 
0.911 
0.576 

* Significant at the 0.01 level 
•* Significant at the 0.05 level. 
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6. CONCLUSION 

The findings of our study indicate that, at the individual respondent level, survey data are 
very inaccurate in measuring the respondents' actual usage of long-distance telephone com
munication. Our results support the earlier conclusions of Parfitt (1967), Sudman (1964) and 
Wind and Lerner (1982) who analyzed this issue with respect to non-service related consumer 
products. We cannot report, however, that our results either support or refute those of Stanton 
and Tucci (1984) since the time frames, and thus the recall periods, are considerably different 
in the two studies. 

The importance of our findings extends beyond simply confirming the results of previous 
studies and extending the range of product types to include the analysis of a consumer service 
item. Our findings identify the fact that the over-reporting that occurs in surveys varies along 
two important demographic dimensions: respondents' household income and sex. Respondents 
who report very low household income tend to under-estimate usage in survey reporting while 
wealthier respondents do the opposite. Furthermore, this relationship tends to increase mono
tonically with increases in income levels and then decUnes. Female respondents tend to over
estimate usage in surveys by a considerably greater magnitude relative to male respondents. 
Taken together the findings suggest a strong possibility for measurement problems occurring 
if purchase data are collected using the survey method. 
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QuaUty Assurance SampUng for Evaluating Health Parameters 
in Developing Countries 

STANLEY LEMESHOW and GEORGE STROH, JR.i 

ABSTRACT 

A typical goal of health workers in the developing world is to ascertain whether or not a population 
meets certain standards, such as the proportion vaccinated against a certain disease. Because popula
tions tend to be large, and resources and time available for studies limited, it is usually necessary to 
select a sample from the population and then make estimates regarding the entire population. Depen
ding upon the proportion of the sample individuals who were not vaccinated, a decision will be made 
as to whether the coverage is adequate or whether additional efforts must be initiated to improve cov
erage in the population. Several sampling methods are currently in use. Among these is a modified method 
of cluster sampling recommended by the Expanded Programme on Immunization (EPI) of the World 
Health Organization. More recently, quality assurance sampling (QAS), a method commonly used for 
inspecting manufactured products, has been proposed as a potentially useful method for continually 
monitoring health service programs. In this paper, the QAS method is described and an example of 
how this type of sampling might be used is provided. 

KEY WORDS: Lot sampling; Quality assurance; Acceptance sampling; Vaccination coverage. 

1. INTRODUCTION 

One of the problems continually confronting managers of health service programs is the 
identification and application of cost-effective and practical methods to monitor and evaluate 
operations. In developing countries the solution to such problems is usually complicated 
because records are often poorly maintained, reports from dispersed health facilities are 
usually received late or not submitted at all, and accurate target population sizes are not 
available. Consequentiy, community-based surveys are often the only means to obtain reliable 
numerator {i.e., number of individuals with a characteristic) and denominator {i.e., number 
of individuals studied) data. However, such surveys can be difficult to organize and imple
ment and are often too costly to be used to monitor program operations. 

Perhaps the best example of a program in which community-based surveys have been 
routinely used to collect information is the Expanded Programme on Immunization (EPI) 
of the World Heahh Organization (WHO) (see Henderson and Sundaresan 1982). The EPI, 
from its inception, has employed a cluster sampling method designed to measure immuniza
tion coverage in young children (see Serfling and Sherman 1975 and Henderson et al. 1973). 
The particular survey methodology was kept as simple in concept and application as possible 
to allow program managers and supervisors, often with minimal background in sampling tech
niques, to organize and implement the surveys (see WHO 1979). These surveys, which have 
been termed "30 by 7" surveys, typically involve 30 clusters and 7 individuals studied per 
cluster. Indeed, the strength of the EPI survey method lies in the simplicity of the design. 

Stanley Lemeshow, Ph.D., is a Professor of Biostatistics and Chair of Biostatistics/Epidemiology, Division of Public 
Health, University of Massachusetts, Amherst, MA. George Stroh, Jr., MPH, Centers for Disease Control, 
Atlanta,GA. 
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the standardized rules for implementation, and the uncomplicated procedure for compiling 
and interpreting results. Discussion and criticisms of the method on theoretical grounds are 
available elsewhere (Lemeshow et al. 1985 and Lemeshow and Robinson 1985). 

Recently, EPI officials have recognized several practical limitations of the survey method
ology. The first concern is that the results obtained with the survey method are relatively 
imprecise — estimates of coverage obtained can only be expected to be within 10 percentage 
points of the actual level of coverage in the population sampled. In developing countries where 
high levels of coverage have been attained, the method is too imprecise to identify significant 
changes between sequential surveys, or between different strata of a population being evaluated. 

The second concern about the use of the EPI surveys is that, even though they are relatively 
easy to implement, they are still too great an undertaking for most local managers to use to 
assess operations in their areas of responsibility. Consequently, it is still most common for an 
EPI survey to be done for the entire population of a country, or for population units of relatively 
large size {e.g.: millions). Although the results are useful for managers at higher program levels, 
local managers and supervisors are unable to use the results at their levels of responsibility. 

EPI surveys usually measure the percentage of children in an age cohort (usually 12 to 23 
months of age) that should have received the entire series of vaccines that are provided in the 
EPI. The third concern is that this results in measurement of operations that preceded the date 
of the survey by more than a year; operations may have changed considerably during that 
interval. 

Finally, an additional objective of the EPI is to develop accurate record keeping that can 
be used to monitor and evaluate coverage — the surveys are the primary means of assessing 
the validity of records. However, with the current age groups surveyed, it is often difficult to 
identify the set of records that correspond to the period during which immunizations were given 
to the children surveyed. 

In this paper, we present a method which has been proposed to continually monitor a health 
service program and can be used to assess whether operations are maintained at an acceptable, 
specified level. To do this, a particular type of stratified random sampling (Cochran 1977; 
Hansen et al. 1953; Kish 1965; Levy and Lemeshow 1980) is employed that uses very small 
samples obtained from operationally defined units of the population. Not only can this type 
of community-based sampling permit monitoring of operations within relatively small popula
tions or small areas of operation, but the results will permit managers at virtually all levels 
to obtain estimates to continually evaluate program operations with sufficient precision. In 
areas where record systems have been developed that can be used to monitor program opera
tions, the same sampling method can be used to validate the records and ensure that an accurate 
numerator and denominator are available from records. Once validated these records can then 
be relied upon as the major source of information for program monitoring and evaluation. 
The general term appHed to this method of sampling, which we propose as a useful alternative 
to more traditional methods applied in the area of public health program evaluation, is Quality 
Assurance Sampling (QAS) — a term well known in the areas of engineering, manufacturing 
and business. 

2. THE QAS METHOD 

The origin of QAS is in sampling and inspecting manufactured products (Dodge and Romig 
(1959)) where it was developed to keep labor and other sampling costs at minimal levels. One 
type of QAS sampling. Lot Quality Acceptance Sampling (LQAS) is identical to stratified 
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sampling, but the samples are too small to provide what are usually considered acceptably 
narrow confidence intervals for estimates for a specific stratum (usually called a "batch" or 
"lot" in industry). Rather, a decision is made about the quality of a particular batch or lot 
based on the probability that the number of defective items in the sample is less than or equal 
to a specified number. The results of the samples taken from all the mutually exclusive and 
exhaustive batches can be combined to provide a precise overall estimate of the average quality 
of the total product. 

The strategy and goals of QAS in the health field would be similar to those in the manufac
turing field. The purchaser of goods does not want to accept a batch with more than a certain 
percentage {Pi) defective whereas the manufacturer wants to continually monitor production 
to identify products with more than an expected percentage {P2) of defectives. It is not unusual 
for P | and P2 to be unequal. It is not difficult to see the similarities between the objectives of 
a manufacturer and a health manager or supervisor. The latter "produces" immunized children 
rather than a manufactured item. 

Generally, a lot is an "operationally useful" unit. For example, in an industrial applica
tion, if there were several machines producing the same part and three operators assigned to 
each machine, then "lots" could be chosen that are produced by the same machine - par
ticularly if any variation in the parts produced is most likely to be due to machine drift as 
opposed to operator input. 

For public health work, a manager might define "lots" as recipients of services from a single 
operational unit - such as a health post (HP) immunization team — over a specified period 
of time. The amount of time between sampling could coincide with the interval between "high 
incidence" seasons for immunizeable diseases, but would more likely be related to the amount 
of time and cost associated with the sampling than any other single consideration. 

In public health work a serious error would be made if the population were judged to be 
adequately covered ("accept the lot") when, in fact, it is not. In order to control for this 
possibility, we design the procedure as a one-sided test. 

The null hypothesis, illustrated at the 50% level, is 

Ho: P > Pg {i.e., proportion of unvaccinated children > 0.50) 

versus 

Hg: P < Pg {i.e., proportion of unvaccinated children < 0.50). 

The four-celled table presented in Figure 1 describes the consequences of the testing procedure. 
Because the test is set up as one-sided, and because we assume the population is not adequately 
covered unless we reject HQ, the type I error, i.e., accepting the lot when it is defective (false 
negative), is the most serious error. That is, if (using the example of immunization) a popula
tion (lot) of children is thought to have an acceptable proportion immunized when, in fact, 
it does not, the larger number of susceptibles in the population increases the risk of transmis
sion of the disease. Hence, we consider the "cost" of declaring that the population is adequately 
vaccinated, when it is not, to be high. On the other hand, the type II error, rejection of an 
acceptable lot, is not as serious since the result of a false-positive decision would be to concen
trate efforts on an already adequately vaccinated population. 

The fundamental problem in LQAS sampling, is not so much one of simply determining 
sample size, but of choosing an appropriate balance between sample size and critical region. 
In all cases, the computation of /3 will depend upon the actual value of P when it is assumed 
to be different from Pg. 
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Actual Population 

Not adequately vaccinated Adequately vaccinated 

D 
Fail to reject Ho 

e 

c "not adequate 
1 coverage" 

8 

i Reject Ho 

0 
"adequate 

" coverage" 

test recognizes or is sensitive to 
lack of adequate coverage 

1 - a 

sensitivity 

"Consumer Risk" 

a 

false negative rate 

"Provider Risk" 

false positive rate 

test recognizes adequate coverage 

1-/3 

specificity 

••— "reject" 
the lot 

- ^ "accept 
the lot 

Figure 1. Consequences of Hypothesis Testing in LQAS Procedure 

In practice, initially a minimal level for delivery of a service would be defined on the basis 
of the probable distribution of service levels across lots as well as in terms of practicality {i.e., 
a level that could be achieved). Once this level is defined, sample size options are considered 
relative to the number of lots that would be misdassified with stated type I and type II errors. 
If the sample size were too large to be practical, there would be several options including: 
retaining the sampling scheme, but lengthening the time interval between sampling; choosing 
another critical level that would allow use of a smaller sample size; choosing another QAS 
sampling scheme (such as double sampling or sequential sampling) that would meet the objec
tives of classifying the lots and still be operationally feasible; and abandoning a QAS scheme. 

One means of computing probabilities and determining necessary sample sizes can be 
accomplished using the binomial distribution. We will assume, as is usually the case, that N 
is very large relative to n; with large N, the Poisson can be practically substituted for the 
binomial. However, if it happens that N is not large relative to n, then the hypergeometric dis
tribution can be used as described in Brownlee (1965) (Sec. 3.15). Lettingp denote the pro
bability of observing the characteristic, then the chance of observing exactly d individuals with 
the characteristic in a sample of size n is given by 

p{d) = {",)P''{1-P)"-

Suppose we decide that 7 is the sample size we wish to use. The rejection region for the test 
states that we should reject Hg (and "accept the lot" as adequately vaccinated) if c? < d*.To 
determine the value of d* such that Pr{d < d*) = a, we must compute Pr{d < d*) for a 
number of values ofd*. Clearly if we decide to use rf* = I then Pr{d < d*) would equal 0.0625 
and the power of the test, if 70% of the population is actually unvaccinated, would equal 0.0038. 

Results of a particular choice of n and d* may be graphed as an operating characteristic 
(OC) curve where the variable on the horizontal axis is the proportion, P, in the population 
who have not been vaccinated. The vertical Eixis presents the probability of rejecting the null 
hypothesis Hg. P = Pg and concluding that the vaccination coverage in the population is 
adequate. Each combination of n and d* will generate a unique curve. Figure 2 presents a typical 
OC curve for n = 7. rf"* = 1. 
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Proportion Unvaccinated (P) 

Figure 2: Operating Characteristic Curve for « = 7 and d* = 1 

The investigator will usually choose the value of d* which yields a type I error less than a. 
Sometimes this strategy results in an extremely conservative test. For example, with n = 1, 
d* = OandPo = 0.5, a would equal 0.0078. Here the use of f/"* = I with a = 0.0625 as in 
Figure 2 might be justified. Table I presents values of d* for small« ( < 20) such that a will 
not exceed the stated type I error probability (O.OI, 0.05 or 0.10) for various combinations of 
n and Pg. Details for the construction of this table are presented elsewhere (Dodge and Romig 
1959). 

The choice of the sampling scheme comes down to one of combining the desired power, 
I - /3. with the desired a level. Rather than providing curves which are difficult to read 
precisely, we developed Table 2 which presents values of (rt.rf"*) pairs for a = 0.05./3 = 0.20, 
and selected values of/"under the null hypothesis {Pg) and P under the alternative hypothesis 
{Pa). In this table, {n,d*) are chosen so that Pr{d < d* \ n,Pg) < a and Pr{d < rf* -I- I | 
n,Po) > a. More details are provided elsewhere (Lemeshow et al. 1987). 

This table clearly shows the trade off one must make between power and sample size in LQAS 
surveys. For instance, it is essentially impossible to have a = 0.05, /3=0.20 and use n = 5 unless 
Pa under the alternative was actually close to 0. Hence investigators with limited resources 
must be ready to compromise on the value of (3 or the difference between Pg and Pg. 

The method of quality assurance sampling described to this point is known as "single 
sampling" since only one sample is taken before a decision is reached regarding the disposi
tion of the lot. A modification of this LQAS procedure, which may be useful under certain 
field conditions, incorporates a "double sampling" strategy. With this method, a sample is 
first selected of size «i. If this sample fails, a second sample of size «2 may be selected. This 
requires the specification of two acceptance numbers. The first, rf,. applies to the observed 
number of defectives in the first sample alone and the second, t/2. applies to the total number 
of defectives in the first and second samples combined. In practice, the principal advantage 
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Table 1 

Values of d* for Combinations of PQ and n to Achieve alpha < 0.01, 0.05, or 0.10 

n 

5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

0.50 

X 
X 
0 
0 
0 
0 
1 
1 
1 
2 
2 
2 
3 
3 
4 
4 

Pg, alpha < 

0.60 

X 
0 
0 
1 
1 
1 
2 
2 
3 
3 
4 
4 
4 
5 
5 
6 

0.70 

0 
0 
1 
1 
2 
2 
3 
4 
4 
5 
5 
6 
6 
7 
7 
8 

0.01 

0.80 

1 
I 
2 
2 
3 
4 
4 
5 
6 
6 
7 
8 
8 
9 
10 
11 

0.90 

2 
2 
3 
4 
5 
5 
6 
7 
8 
9 
9 
10 
11 
12 
13 
13 

0.50 

0 
0 
0 
1 
1 
1 
2 
2 
3 
3 
3 
4 
4 
5 
5 
5 

Pg, alpha < 

0.60 

0 
1 
1 
2 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
7 

0.70 

1 
1 
2 
2 
3 
4 
4 
5 
5 
6 
7 
7 
8 
8 
9 
10 

0.05 

0.80 

1 
2 
3 
3 
3 
5 
5 
6 
7 
8 
8 
9 
10 
10 
11 
12 

0.90 

2 
3 
4 
5 
5 
6 
7 
8 
9 
10 
10 
II 
12 
13 
14 
15 

0.50 

0 
0 
1 
1 
2 
2 
2 
3 
3 
4 
4 
4 
5 
5 
6 
6 

Po, LPH < 

0.60 

1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
7 
8 
8 

0.70 

1 
2 
2 
3 
4 
4 
5 
5 
6 
7 
7 
8 
8 
9 
10 
10 

0.10 

0.80 

2 
3 
3 
4 
5 
5 
6 
7 
8 
8 
9 
10 
10 
11 
12 
13 

0.90 

3 
3 
4 
5 
6 
6 
8 
8 
9 
10 
11 
12 
13 
14 
14 
15 

X No test for this sample size. 

Table 2 

Sample Size and Decision Rule for LQAS, Alpha = 0.05, Beta = 0.20, 
One-sided Test 

Pa 

0.05 
0.10 
0.15 
0.20 
0.25 
0.30 
0.35 
0.40 
0.45 
0.50 
0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 

0.50 

n 

5 
8 
11 
15 
23 
37 
67 
153 
617 

d* 

0 
1 
2 
3 
7 
13 
26 
66 
288 

0.60 

n 

X 
5 
7 
9 
12 
16 
24 
38 
67 
151 
601 

d* 

0 
1 
2 
3 
5 
10 
17 
33 
80 
340 

Pc 

0.70 

n , 

X 
X 
X 
5 , 
7 , 
9 , 
11 , 
16 , 
23 , 
35 , 
62 , 
137 , 
535 , 

d* 

1 
2 
3 
4 
7 
12 
20 
37 
86 
356 

0.80 

n , 

X 
X 
X 
X 
X 
5 , 
6 , 
8 
10 
13 
19 
29 
50 
109 
419 

d* 

1 
2 
3 
5 
7 
11 
19 
35 
80 
321 

0.90 

n , d* 

X 
X 
X 
X 
X 
X 
X 
X 
5 , 2 
6 , 3 
7 , 4 
10 , 6 
13 , 9 
20 , 15 
33 , 27 
69 , 58 
253 , 219 

X Sample size less than 5. 
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of double sampling is that, if the defective rate is relatively low, it may be possible to study 
fewer subjects than with single sampling since «i is typically less than the n required in single 
sampling. However, if it becomes necessary to go to the second sample in many of the lots, 
the procedure may require a larger overall sample size. In most cases, the total sample size would 
be less than ni -\- n2 since sampling stops as soon as the critical value, d2, is exceeded in the 
second sample. (The first sample is always completed to provide the information to be com
bined and used to compute the overall proportion acceptable in the population). Details for 
this procedure are presented elsewhere (Dodge and Romig 1959) and an example will be 
presented in Section IV. 

3. ESTIMATING THE OVERALL POPULATION PROPORTION 
WITH QAS SAMPLING 

In addition to the binary decision to "accept" or "reject" the lot, the simple random samples 
within each HP may be considered a stratified sample and an overall population estimate 
constructed. 

For example, suppose 294 HP's of known population size were sampled selecting 7 children 
from each. Using standard stratified sampling formulae, estimates may be obtained for P, 
Var(P), and an appropriate confidence interval may be constructed. LQAS resembles stratified 
sampling in that it requires that an accurate sampling frame be established in each lot and that 
a simple random sample be selected from each of these lots. However, it does not provide more 
information than conventional stratified random sampling since confidence intervals could 
be established for each stratum (or lot) and decisions could be based on values covered by each 
such interval (if sample sizes were made large enough to provide useful confidence intervals). 

Although the n for each stratum in LQAS are too small to provide useful confidence intervals 
for estimates for each stratum, an appropriately designed LQAS scheme may provide a means 
for continually testing strata and classifying them as "acceptable" or "unacceptable" in terms 
of a particular outcome. This results from the fact that LQAS sample sizes are relatively small, 
increasing the likelihood that sampling can be done more frequently. Among its benefits, the 
rules of LQAS sampling are simple to follow, requiring minimal retraining of the 
surveyor/classifier. Lastly, since LQAS samples are, in fact, stratified random samples, the 
results for strata can be combined to provide adequately precise estimates for groups of strata, 
such as for districts, regions, or a nation as a whole. 

The potential benefits of use of an LQAS scheme must be weighed against the loss of preci
sion expected with the small samples taken in each stratum. Perhaps the best way for the reader 
to judge whether LQAS might be useful is an example in which a conventional stratified random 
sample survey approach is compared with an LQAS scheme. 

4. AN EXAMPLE OF THE APPLICATION OF QAS 

The example is set in circumstances similar to those in Costa Rica, and is applied to 
immunization coverage of children which is provided by 294 HP that cover the population of 
the country. The manager of the EPI would like to know the percentage of children, 12-23 
months of age that received all of the immunizations that should have been given during their 
first year of life. Based on the immunizations that have been reported by staff, the manager 
thinks that the coverage level for the nation is about 60%, but the coverage that has been 
reported by the 294 individual HP varies from 20% to 100%; it is thought that the distribution 
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of coverage rates is uniform across the range. The EPI manager suspects that the estimates 
of coverage provided on reports may not be completely accurate because of numerator and 
denominator errors. As a result, it is decided that a survey of HP areas should be made in order 
to obtain estimates of coverage for each of the 294 areas since it would be important to be able 
to concentrate supervision on those HPs that have "low" coverage. 

The first plan for the survey that the EPI manager evaluates is a "conventional" stratified 
random sampling scheme. Coverage estimates are required for each of the 294 HP, and each 
estimate should have confidence bounds no larger than an absolute 10%, with a = 0.05. Since 
the average HP population is approximately 2500, and since it can be estimated that 3.5% of 
the population are children between the ages of 12 and 23 months, it is estimated that the number 
of children available for sampling in each HP will be approximately 2500 x 0.035 = 88. The 
formula for sample size determination which incorporates a finite population correction is given 
by Cochran (1977, p.75) and results in n = 47. 

Thus, in each of the 294 HP areas, 47 (53%) of the 88 children between the ages of 12 and 
23 months will be surveyed. In the entire country, 13,818 children in this age group will be 
surveyed. For the national estimate of coverage, P can be estimated to within 0.5% (assuming 
the worst level of coverage for precision (50%) and little variation in HP populations). 

The manager then considers a QAS scheme. It is decided that any HP that has a coverage 
level of 70% or lower is performing poorly, and should be identified for increased supervi
sion. The manager wants to be able to identify a HP with coverage of 70% with a probability 
of about 0.95, and HPs with lower levels of coverage with even higher probability. Several 
QAS schemes are considered and a double sampling scheme is proposed. 

The particular double sampling scheme proposed can be denoted as ni:di = 10:0 and 
n2:d2 = 14:3. This means that in each HP area an initial sample of 10 children will be 
surveyed for their immunization status. Regardless of how many children are found unim-
munized, all 10 will be surveyed. The number of children found unimmunized among each 
HP sample of 10 children will be used to compute estimates for combined areas and ultimately 
for the national estimate of coverage. If upon completion of a survey of the first sample of 
10 children, none are found unimmunized, the HP will be categorized as having "acceptable" 
coverage. If 4 or more children are found unimmunized, the HP will be classified as having 
"unacceptable" coverage. In either scenario, no further sampling is required in the HP area. 
However, if upon completing the initial survey, I, 2, or 3 children are found unimmunized, 
a second sample of 14 additional children is drawn. During the survey of the second sample, 
whenever a total of 4 unimmunized children is reached (including those from the first sample 
of 10) the survey is stopped, and the HP area is classified as having "unacceptable" coverage. 
However, if upon completion of the second sample, a total of 3 or fewer unimmuiuzed children 
have been found, the HP area is classified as "acceptable". 

Figure 3 shows the operating characteristic curve for this particular sampling scheme. This 
curve allows one to predict what the probabilities are for correctly classifying HP areas on the 
basis of the level of coverage. We will assume that the distribution of the 294 HPs is uniform 
and that all HPs in each decile have a coverage that corresponds to the mid-point value for 
each decile. If the probabilities of accepting a HP as having acceptable coverage are read from 
the OC curve and are applied to the numbers of HPs in corresponding deciles, it is possible 
to predict the number of HPs that would be accepted and rejected as having acceptable levels 
of coverage. The results of this projection are shown in Table 3. 

As can be quickly computed from the expected results shown in the table, greater than 99% 
(183 of 184) of the HPs that had coverage less than 70% would be "rejected" {i.e., they are 
classified as having an unacceptable level of coverage). Of the 110 HPs that had coverage above 
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Probability of Classifying HP as Having Acceptable Coverage 

Percentage of Children Who Have Not Been Vaccinated 

Adapted from Dodge and Rowing (1959) Appendix 2: OC Curves For All Double Sampling 
Plans —{N=51-100) 

Figure 3: Operating Characteristic Curve for Double Sampling Scheme 
with ni.di = 10:0 and n2:d2=l4:3 

Table 3 
Expected Classification of 294 HP with Use of Double Sampling 

Scheme Wprfj = 10:0 and n2:<'2 = 14:3 

Percentage Coverage 
in HP Area 

20- 30% 
31- 40% 

41- 50% 
51- 60% 
61- 70% 

71- 80% 
81- 90% 

91-100% 

Total 

Number 
of HP 

36 
37 
37 
37 

37 
37 
37 

36 

294 

Number of HP Classified as: 

>70% Coverage 

0 
0 
0 
0 
I 
7 
21 

34 

63 

£10% Coverage 

36 
37 
37 
37 

36 
30 
16 
2 

231 

Number of HP with Coverage < 70% = 184. 
Number Correctly Classified = 183 (99%). 
Number of HP with Coverage > 70% = 110. 
Number Correctly Classified = 62 (56%). 
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70%, 62 (56%) would be accepted {i.e., they are classified correctly as having an acceptable 
level of coverage). Although a substantial portion of the HPs (48 of 110) that had coverage 
higher than 70% would be incorrectly classified as having "low" coverage, it should be noted 
that 63 % (30 HPs) of them had coverage that was in the "marginal" range {i.e., coverage levels 
in the 70-80% range). 

Based on the initial samples of 10 children completed for each of the 294 HPs. a national 
estimate can be computed as with any stratified random sample. Using the same assumptions 
as were made for the "conventional" plan, the 95% CI for the national estimate of coverage 
from the QAS scheme would estimate P to within 1.8%, a level of precision that is adequate 
for the purpose of the EPI manager. 

It should also be noted that the total number of children that would be surveyed in each 
HP area would vary between 10 and 24. In fact, with the particular distribution of coverage 
levels assumed in this example, the majority of HPs would be classified on the basis of the 
initial sample of 10 children {i.e., of the 184 HP with < 70% coverage, about 98% would be 
classified as unacceptable from the initial ni:di = 10:0 sample). Of the minority of HPs 
which were not classifiable on the basis of the initial sample, few would require surveying all 
14 children in «2- Thus, the "average" number of children sampled across all 294 HP would 
be substantially less than //j -I- n2. 

In conclusion, LQAS may have useful application in certain settings in which conventional 
stratified random sampling — requiring sufficient sized samples from each stratum to pro
duce useful confidence intervals for the estimates obtained — is too costly and/or time con
suming. LQAS is, in fact, nothing more than another way of interpreting data obtained with 
a stratified random sample with samples too small to provide meaningful confidence intervals. 
Because it may be possible to do such small sampling more frequently, the potential exists for 
establishing a system for continual monitoring of an activity, perhaps using staff that with min
imal training could include monitoring activity with other field duties. One further advantage 
of the more frequent sampling could be that rather than concentrate on an age cohort that 
has passed through the full period of exposure to all immunizations, managers could instruct 
surveyors to collect information on children in the process of being immunized — i.e., deter
mine whether children have received the immunizations that are appropriate for their age. This 
would provide a means of obtaining information on more current activity, and afford an oppor
tunity to intervene in a more timely manner to improve coverage. 

Although confidence intervals will always provide much more information than a simple 
binary decision, the sample sizes required to obtain any useful level of precision on estimates 
for relatively small strata may be prohibitive. In such instances, an appropriate QAS scheme 
may be an alternative approach worthy of consideration. 
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ABSTRACT 

The experience of the four Nordic countries illustrates the advantages and disadvantages of a register-based 
census of population and points to ways in which the disadvantages can be contained. Other countries 
see major obstacles to a register-based census: the lack of data systems of the kind and quality needed; 
and public concern about privacy and the power of the State. These issues go far beyond statistics; they 
concern policy and administration. The paper looks at the situation in two countries, the United Kingdom 
and Australia. In the United Kingdom past initiatives aimed at population registration in peacetime 
foundered and the present environment is hostile to any new initiative. But the government is going ahead 
with a controversial reform of local taxation that involves setting up new registers. In Australia the govern
ment tabled a Bill to introduce identity cards and an associated register, and advanced clearcut political 
arguments to support it; the Bill was later withdrawn. The paper concludes that the issues involved in 
reforming data systems deserve to be fully discussed and gives reasons why statisticians should take a 
leading part in the debate. 
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1. INTRODUCTION 

This paper has its origin in a study of alternative approaches to the census of population 
that I carried out for the Statistical Office of the European Communities (Redfern 1987). The 
study examined the experiences of the 12 member countries of the EEC together with Canada, 
Sweden and the United States. The study found that sample surveys can complement, but 
cannot replace, a 100 per cent census, because they do not provide reliable statistics for small 
areas. An important example of samples complementing a 100 per cent enumeration is the short 
form/long form censuses of Canada and the U.S. A sample survey complementing 100 per 
cent data from registers is in prospect in Norway (Section 3.3). 

Registers that contain addresses give figures for small areas; and, if the registers cover the 
census topics reliably (in terms of definitions, coverage, accuracy and timeliness) and can be 
linked, it is possible to create a record for each individual akin to his census return and so to 
conduct a register-based census: in essence administrative data are being recycled for statistical 
purposes. The pressure of costs and the burden of formfilling in the traditional census have 
persuaded the Nordic countries (Denmark, Finland, Norway and Sweden) to adopt this 
approach in whole or in part. 

Though administrative data can support a conventional census in a variety of ways (Redfern 
1987, paragraphs 3.65—3.67), it is their use in a register-based census that provides the first 
main theme of this paper. Section 2 describes the registers that are needed as a base for a census 
and Section 3 identifies the similarities and differences between the four Nordic countries in 
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their approaches to this kind of census. Section 4 then considers the obstacles that other coun
tries would face if they were to upgrade their record systems so as to make a register-based 
census feasible, and recognises that the issues raised concern administration and policy more 
than statistics. 

It is these wider issues that provide the second main theme of the paper. Section 5 looks 
in more detail at a country in which, for reasons of policy and ideology, administrative 
records are not coordinated through a population register: the United Kingdom. Section 6 
describes a recent initiative in Australia to improve administrative records. Finally Section 
7 summarises the political arguments for and against coordinating administrative records 
through population registers and puts the case for statisticians taking a leading part in debate 
on the subject. 

2. THE REGISTERS NEEDED AS A BASE FOR THE CENSUS 

2.1 Population Registers 

The essential starting point for a register-based census is a population register that includes 
personal reference numbers and addresses. The personal numbers must be in one to one cor
respondence with the members of the population. To keep the register up-to-date the citizen 
is obliged to notify changes. The personal numbers are also recorded in the files of the various 
admiiustrative agencies, and so can be used to link records for statistical purposes. 

Population registration serves essentially administrative ends. It is an efficient way of 
organising the many dealings between public authorities, both central and local, and the indi
vidual citizen: for example taxes, social security, publicly-provided health services and elec
toral registration. To work effectively, population registration should serve a wide range of 
administrative activities, so that opportunities for updating and correction are frequent and 
the citizen becomes used to quoting his personal number. 

The key to the system is the central population register which records identifying informa
tion about each person (name, place and date of birth, date of immigration, marital status, 
and possibly items like parentage and citizenship) and his permanent reference number. In most 
countries the central population register includes up-to-date addresses, though the French 
Repertoire National d'Identification des Personnes Physiques does not. The basic 
administrative function of the central register is to act as reference point for administrative 
agencies which can check the identities of the individuals that they are dealing with and, as 
necessary, can correct or record the personal reference numbers in their own files. 

2.2 Other Key Registers in a Register-Based Census 

A register-based census of population and housing makes use of registers of other kinds 
of units than persons. The most important are a central register of housing and a central 
register of business enterprises and establishments (workplaces). Provided the housing reg
ister identifies each housing unit (and not just the building or the address) with a code that 
also appears as part of the address in the population register, then data on the housing unit 
in the housing register can be associated with data on the occupants in the population reg
ister: the two registers can be linked. Similarly a register recording each person's employer 
and workplace can be linked to a central register of enterprises and establishments to show 
the person's industry, commuting journey, etc. 
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3. CENSUSES IN THE NORDIC COUNTRIES 

The four Nordic countries have well-developed population registers of the kind described 
in section 2.1. They have constructed, or propose to construct, central registers of building 
and housing to serve mainly administrative purposes. This section of the paper outlines the 
census of each country in turn and then summarises the directions in which Nordic census-
taking is developing. 

3.1 Denmark 

Denmark is the only Nordic country - and I believe the only European country — to have 
switched completely from the conventional census to a register-based census. The switch was 
made in little more than a decade. The central population register with personal reference 
numbers was created in 1968 for administrative purposes, and a register-based census of popula
tion (but not housing) followed in 1976. A central register of buildings and dwellings was created 
in 1977, again mainly for administrative purposes, and a register-based census of population 
and housing followed in 1981. Another significant step in 1979-80 was to extend the return 
in which employers report each employee's earnings to the tax authorities: employers with more 
than one workplace added each employee's workplace to the return. This was done purely for 
statistical purposes and the statistical office has had to make a considerable effort to secure 
a good response. 

The registers held by Danmarks Statistik for statistical purposes, numbering some 37, pro
vide annual or more frequent statistics of population, employment, commuting, income, 
housing and construction for municipalities and sometimes smaller areas. But, because of the 
cost, analysis on the scale of a census takes place much less frequently: the next after the 1981 
census will take place in 1991 and even that may be on a lesser scale than 1981. 

The transition to a register-based census has been facilitated by the reorganisation of the 
Danish central statistical office in 1966. Danmarks Statistik was given a measure of inde
pendence of the central government, which could help to reassure the public on confidentiality. 
It was given powers to demand, and to use for statistical purposes, data held by public 
authorities for administrative purposes, and to participate in the construction of registers con
taining such data. 

The problems that Danmarks Statistik now faces concern mainly the quality and timeliness 
of data, both of which depend on the efficiency of admitustrative procedures. Thus the slowness 
in compiling tax authorities' files — which provide data on industry, occupation, journey to 
work and income - delayed analysis of these topics in the 1981 census until summer 1983; 
and it is expected that statistics on the labour force will continue to lag at least a year behind 
the reference year to which they relate. Reliable data on occupation are particularly difficult 
to obtain because the topic is of little administrative interest; a main source is the information 
given by the taxpayer on his annual tax return. Despite problems of these kinds Danmarks 
Statistik takes the view that the register-based census has come to stay in Denmark because 
of the savings in cost and in burden on the public (Jensen 1983). 

3.2 Finland 

Register-based censuses have a long history in Finland. In the 1600s the parish registers 
recorded everyone over the age of 12 living in the parish, and in 1749 figures of the total popula
tion were compiled analysed by age, sex, marital status and social class: one of the first-ever 
register-based censuses? Later censuses followed this pattern. The censuses of 1950 and I960 
adopted the conventional method of collecting the information through questionnaires. But 
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beginning with the 1970 census an increasing range of data has been extracted from registers. 
In the mid-decade census of 1985 the questionnaire asked only about economic topics: type 
of activity (if any) and occupational status, employer and workplace, occupation, and number 
of months worked in the past year. Data on housing were taken from the register of buildings 
and dwellings that had been created from 1980 census data and is updated with information 
from the municipalities. 

The 1985 census was planned to cost a little under the equivalent of I US dollar per person, 
or only a quarter of the cost of the 1980 census in real terms though covering the same range 
of variables. Factors that helped to make this possible included: mail-out of questionnaires 
preprinted with data on workplace (from the 1980 census) and occupation (from the central 
population register) — to be corrected by the respondent if necessary; mail-back to the cen
tral office with no local field organisation; only one reminder, with no follow-up of the 3.7 
per cent of forms which were not mailed back or were mailed back incomplete; and imputa
tion of missing data, where possible, using a variety of registers, one of which was pension 
records in respect of private sector employment. The final response rate to the questionnaire 
was 97.4 per cent, and by imputing missing data a final coverage of 98.6 per cent was achieved. 
Another reason for the low cost of the census is that part of the cost and burden has been 
transferred to the registration systems, including the annual field checks on the population 
registers by means of forms issued to each household/dwelling and quinquennial checks on 
the register of buildings and dwellings by means of forms sent to owners and occupiers. 

Comparisons between the 1980 census responses and register data on economic variables 
have been regarded as encouraging. This, and the methods developed in the 1985 census to 
impute the economic characteristics of non-respondents, open up the possibility that the 1990 
Finnish census might be wholly register-based. To fill one gap in register data, employers with 
more than one workplace will in future make a return of each employee's workplace (Laihonen 
and Myrskyla 1987; Heinonen and Laihonen 1987). 

3.3 Norway 

The 1980 census of Norway was to a substantial extent register-based. It took data on basic 
demographic topics, income and completed education (other than education abroad) from 
registers. These data were complemented by means of a mail-out mail-back questionnaire to 
each person aged 16 and over on economic topics, education abroad, country of birth, religious 
affiliation and housing. All persons in the same household were to return their forms, together 
with one housing form, in the same envelope, thus defining the composition of the household 
for census purposes. 

For several reasons it is not feasible to switch to an entirely register-based census in 1990. 
First, register data on some important census variables do not conform to desirable statistical 
definitions or are not of sufficient quality for census purposes (this applies for example to 
industry); and register data for other variables do not exist (for example occupation). Second, 
the development of the register of land property, addresses and buildings (the "GAB" reg
ister), begun in 1983, is unlikely to be far enough advanced by 1990 to provide housing data 
for the census. Third, because the link between the GAB register and the population registers 
is the address, it is not possible to identify household composition or to associate housing 
characteristics with personal characteristics when two or more housing units have the same 
address. 

In the 1990 census data from registers will again be used for basic demographic topics, income 
and completed education (other than education abroad). A method is being developed for con
verting register data on most of the economic variables to statistically-desirable definitions by 
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reference to the results of an enquiry addressed to a 10 per cent sample of persons aged 16 
and above (100 per cent in municipalities with populations under 6,000). The register data 
for a sub-population would be adjusted in part using sample data for the sub-population and 
in part using sample data for a wider population — a procedure that would partially elimi
nate the bias in the register data. The sample enquiry would be the only census source for topics 
for which no register data exist, including occupation and probably housing and household 
composition. 

This approach — the use of registers plus a 10 per cent sample enquiry — is estimated to 
cost 60 per cent of the cost of a census on 1980 lines. The penalties would be the sampling 
variance, which would be greatest for topics for which no register data exist, and also some 
bias in the case of topics for which register data exist but are not of the quality needed for census 
purposes (Heldal et al. 1987). 

3.4 Sweden 

Over the past two decades the balance of the Swedish census has changed: in 1970 most of 
the data came from questionnaires and a few from registers, but in 1985 the position was 
reversed. In 1985 the mail-out mail-back questionnaire to each person aged 16 and over (or 
married couple) asked only (I) whether the person was economically active in a specified week 
and, if so, the occupation, (2) the household composition - a list of the adults who live in 
the dweUing and (3) housing questions. It was possible to omit questions asked in the preceding 
census on the name of the enterprise at which the person was employed, the workplace and 
the industry, because from 1985 the annual returns that employers make to the tax authorities 
giving each employee's eariungs were extended to show the employee's workplace. But the topic 
hours of work was dropped from the 1985 census when employers resisted the proposal to 
include this too on the annual returns. 

After the 1980 census a study had been made of the steps that would have to be taken if 
the 1985 census were to be wholly register-based. The steps included: 

(1) The use of data on occupation from the forms on which employed persons report changes 
in income to the national insurance offices. 

(2) The creation of a register of household composition, which would be updated by asking 
for more information when a person moved house. 

(3) The creation of a register of buildings that contain housing units, to be updated by the 
municipalities. 

(4) The creation of a register of completed education, to be updated with information from 
educational institutions on new graduations. 

But. as already noted, a questionnaire was retained in the 1985 census mainly because of doubts 
about the quality of information that could be obtained from registers on occupation, household 
composition and housing. Of the proposed new registers only the register of completed educa
tion is as yet under construction. But a committee is studying the possibility that the record 
of a person's address in the population registers should include the housing unit and not just 
the property — an essential step in linking population registers to housing registers. 

A Parliamentary Commission is reviewing the 1985 census, particularly aspects concerning 
privacy and confidentiality. Its findings will be one of the factors shaping the 1990 census. 
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3.5 Summary of Nordic Census-Taking 

The four Nordic countries are developing their censuses along different paths but there are 
many features in common: 

(1) All have as a starting point accurate registers of population which give regular and reliable 
statistics of population for small areas. 

(2) All wish to maximise the use of information in other registers and to minimise the burden 
of formfilling on the public. All are striving to contain or reduce costs. 

(3) All recognise the problems of definition, quality and timeliness of the information in 
registers, particularly for economic topics. Employers' returns are being extended to give 
information on each person's workplace, and hence on industry — though extensions 
for purely statistical purposes are unwelcome and may yield data that are of poor quality. 
Register data on occupation are generally unreliable. And data on some topics, such as 
method of travel to work, do not exist in any register. 

(4) Registers of buildings and houses have been created or are proposed. But it is difficult 
to keep the registers up-to-date, whether by using information available to the munici
palities or by collecting information directly from owners. In some countries the registers 
need to be further refined to identify each housing unit in a way that permits a link with 
the address information in the population registers. Another problem is how to get data 
on household composition from registers if, as in Sweden, the household is not defined 
as all the occupants of the housing unit. 

All four countries appear ready to sacrifice something in the quality of the census results 
in order to cut costs and the burden on the public. But they differ in their approaches. Den
mark has gone the farthest by abandoning the census questionnaire. Because of doubts on the 
quality of some register data, particularly on economic topics, the 1985 censuses in Finland 
and Sweden retained a limited questionnaire, and the responses were linked to demographic 
and other data taken from registers. But the possibility is foreseen of making the 1990 census 
of Finland wholly register-based. In Norway, where there was no mid-decade census, the 1990 
census is expected to retain a questionnaire on at least economic topics but, to reduce costs, 
the questionnaire may be sent only to a 10 per cent sample of persons; where register data for 
economic topics exist, though imperfect, they could be converted to statistically-desirable defiiu-
tions by reference to the sample data. A valuable account of Swedish experience of using 
registers as a census source has been given by Johansson (1987). 

4. THE FEASIBILITY OF A REGISTER-BASED CENSUS IN OTHER COUNTRIES 

The two main forces that have driven the Nordic countries towards a register-based census -
the need to cut costs and the burden of formfilling — have been strongly at work elsewhere. 
They show for example in a halt, and sometimes a reversal, of the pre-1980 trend to longer 
census questionnaires. 

A new and disturbing feature, public protest, disrupted the census in two countries. In the 
Netherlands the plans for a I98I census were abandoned. The census in the Federal Republic 
of Germany planned for 1983 had to be postponed to 1987 because of more stringent condi
tions on confidentiality laid down by the Constitutional Court, and even then there was some 
non-cooperation. No country can feel itself secure against this kind of challenge. But a register-
based census is less likely to be sabotaged provided it does not have to be supplemented by 
a questionnaire. This is because there is no occasion (Census Day) when everyone is faced with 
a questionnaire and the protests of a minority can be fanned into large-scale opposition. 
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If the register-based census is so much cheaper with less burden on the public and less risk 
of sabotage, why do so few countries see it as a viable methodology? There are three main 
reasons. First, for some topics, particularly economic topics, administrative data may be of 
poorer quality than data collected through questionnaires; and for other topics no 
administrative data exist. The Nordic countries recognise these shortcomings, and so some have 
retained a questionnaire and linked the responses to the data from registers (Section 3.5). 

Second, many countries do not possess the necessary data systems of the kind described 
in Section 2. For example, local population registers may exist but without a central popula
tion register, as in the Federal Republic of Germany, Greece and Italy. The population registers 
may not be up-to-date and indeed some countries rely heavily on the canvass for a conven
tional census of population to update the registers (Italy and Spain). Outside the Nordic group, 
the Benelux countries have, or are likely soon to have, the data infrastructure needed for a 
register-based census. 

The third main obstacle to a register-based census follows from the second. If the data 
systems have to be radically improved - and particularly if there has to be wider use of personal 
numbers and a new obligation to notify each change of address — opposition may be expected 
from politicians and the public on grounds of privacy and erosion of freedom. There may be 
doubts too whether the public would cooperate in the bureaucratic disciplines of a good reg
ister system. In addition, even when the necessary data infrastructure is in place, its use for 
record linkage for census or other statistical purposes could be sensitive. These are important 
issues but they go far beyond statistics. They concern policy and administration. They are now 
discussed by reference to the experience of the United Kingdom. 

5. RECORD SYSTEMS IN THE UNITED KINGDOM 

Decennial censuses in the United Kingdom use conventional methods. The 1981 census was 
probably the most successful census since the Second World War — a success that was helped 
by the shortened form and the omission of a controversial question on ethnicity. So three factors 
combine to make a register-based census seem a rather remote possibility: the 1981 success; 
doubts about the range and quality of statistics that could be extracted from administrative 
records; and the absence of a population register to coordinate the record systems. 

But statisticians have recognised the benefits, both admiiustrative and statistical, that popula
tion registers could bring. The two initiatives on this subject in the past 70 years - both of 
which failed — are described in Sections 5.1 — 5.4. Now the government, while opposing a 
central population register, is introducing a limited form of local population register as part 
of a controversial reform of local taxation (Section 5.5). 

5.1 National Registration in Two World Wars: The 1918 Committee on Registration 

Thinking in Britain about population registers goes back over seventy years to the First World 
War. The National Registration Act of 1915 had obliged every adult to carry a National 
Registration Certificate and to register every change of address. This led Sir Bernard Mallet, 
Registrar General, to consider a permanent system, which he outlined in his Presidential address 
to the Royal Statistical Society in November 1916 (Mallet 1917). But he was aware that he might 
be criticised for "desiring to Prussianise our institutions". 

These ideas were developed in the report of a committee appointed by the government in 1918 
and chaired by Sir Bernard Mallet. Many years later he reviewed the findings in his Presidential 
address to the Eugenics Society (Mallet 1929). What he then said remains true today: 
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"We found in existence in England a very considerable number of registers being kept at 
considerable expense for various special purposes, some of them covering very large sections 
of the population. These registers are kept under different Acts of Parliament, by various 
authorities, in varying areas, for independent purposes, without any provision for their coor
dination one with another". 

The committee proposed continuous registers of the population kept locally and associated 
with identity cards. A central index register would interrelate the local registers to deal with 
removals and to prevent duplicate entries. This registration system would coordinate the 
registers kept for special purposes — electoral registers, school attendance registers, the decen
nial census, registers of births, marriages and deaths, etc. It is noteworthy that the committee, 
reporting nearly seventy years ago, proposed that the census of population should be linked 
to population registration. 

In his 1929 address Sir Bernard Mallet set out the principles to which any good system should 
conform: first, the accurate identification of every individual "in order (a) that he shall be made 
responsible for the fulfilment of his obligations to the community and (b) that he shall be 
ensured his rights as a citizen, whether these take the form of franchises to be exercised or dues 
to be received"; second, the acquisition of statistical information and in particular regular 
figures of the populations of local areas. The analysis made and the proposals that followed 
would still stand as a valid response to the situation that we face in the United Kingdom today, 
though some of the features would not be acceptable now. Thus: 

"the numerous official enquiries and registers, now made and maintained independently 
of each other, would be coordinated into a single system which would provide a dossier 
for each individual containing those particulars regarding him which the State is con
cerned to know" (Mallet 1929). 

To Sir Bernard Mallet's regret the recommendations in his committee's report were not car
ried out and, with the demise of the temporary wartime legislation, national registration ceased 
until the outbreak of the Second World War. 

During the Second World War and for a few years after a full system of population registra
tion operated in Britain. A National Register was set up linked to the issue to each person of 
an identity card bearing his identity number and address. Local registers were coordinated 
through a central register which held each person's name, date of birth, identity number and 
a code for area of residence. A person had to notify changes of address to the local register. 
The National Register survived until 1952 when identity cards and the obligation to notify 
changes of address were abandoned in a post-war spirit of "set the people free". 

5.2 The National Health Service Central Register 

The central register set up in 1939 during National Registration has been maintained since 
1952 to serve a more limited role in the running of the National Health Service (NHS). Renamed 
the National Health Service Central Register (NHSCR). it now includes everyone resident in 
Britain apart from the I or 2 per cent who were born abroad and who have never registered 
on the patient list of a doctor in the NHS. But the NHSCR does not fill the role of a central 
population register of the kind found in many countries in Northern Europe because it is not 
used as a reference point from which other agencies can check personal identities and can carry 
the personal reference numbers into their own files. Indeed the identity numbers recorded in 
the NHSCR serve only NHS purposes. Other limitations which would inhibit the wider use 
of the NHSCR are: 
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(1) A significant proportion of the data arriving at the NHSCR do not carry the identity 
number and, given the difficulty in using names and dates of birth as unique identifiers, 
some of these data cannot be linked to already existing NHSCR records; thus some 1 
or 2 per cent of the deaths notified to NHSCR cannot be linked in. This and the failure 
to remove all emigrants from the register are main factors in the inflation in the reg
ister, currently estimated at about 5 per cent. But this figure should reduce shortly when 
the register is computerised. 

(2) Addresses are held in full in local registers and as area codes in the NHSCR. But in most 
cases changes of address are recorded only when a person registers with a new doctor 
— which may occur years after the person has moved house. 

5.3 The Wide Range of Registers in the United Kingdom 

As in any other developed country, a wide range of registers containing personal data is 
held by public authorities in the United Kingdom. The main ones concern vital registration 
(births, deaths, marriages and divorces), immigration and naturalization, the national health 
service, social security (contributors and beneficiaries such as the unemployed, pensioners and 
children), personal taxation, passports, electoral Usts, the ownership of cars and licenses to 
drive cars. But these registers are maintained independently of one another by the different 
agencies, each with its own personal numbering system. (An exception is the joint arrangements 
for collecting employees' social security contributions and income tax under Pay-As-You-Earn. 
using one set of personal numbers, the National Insurance numbers.) This case apart, there 
is no coordination of record systems, no consistency in the content of records and no single 
set of personal numbers in general use. Details of a person's identity, usually name and date 
of birth, may differ between one register and another or even within the same register. This 
causes duplication and makes linking between registers for statistical purposes uncertain and 
costly. Information on address is even less consistent. There is no mechanism for carrying 
updating information simultaneously into all relevant records, for example information on 
change of address, change of name on marriage, or even the fact of death. In the words of 
Sir John Boreham, then head of the Government Statistical Service (GSS), "the information 
is never properly brought together . . . It's all rather ramshackle" (Boreham 1985). 

5.4 The 1960s Study of Registers 

The existing uncoordinated system of records is inefficient for administration; and the 
absence of up-to-date addresses and the inability to link records are severe handicaps for 
statistics. And so in the late 1960s the GSS looked for a remedy. It studied the case for replacing 
the variety of personal numbering systems by a single set of personal numbers to be held in 
a central register, which might also include up-to-date addresses (Penrice et al. 1968). But 
Ministers decided that these ideas were politically unacceptable and terminated the studies 
(House of Lords 1969). 

5.5 The Registers for the New Community Charge 

It would seem that one of the biggest obstacles to the creation of a population register in 
Britain has now been overcome: an obligation has been laid on the citizen to report changes 
of address. Despite this, no effective population register will be created. The government has 
set its face against that. 
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The new obligation to report changes of address - a revolutionary departure from peacetime 
traditions in Britain - stems from the government's decision to change the basis of local tax
ation. In the past local taxes have been levied on the occupiers of property on the basis of the 
property's rental value. The tax on the occupier of a dwelling is now to be replaced by a flat 
rate tax on each person aged 18 and over living in the dwelling: the Community Charge (CC). 
To administer the tax new local registers will be maintained listing addresses and the persons 
aged 18 and over resident there. Though the registration officer will be able to make enquiries 
and to call on information held by local authorities and housing bodies and in electoral rolls, 
the obligation to inform him of changes to the register is laid on the individual. Legislation 
has been enacted to introduce the new system in Scotland with effect from April 1989 and in 
England and Wales from April 1990. 

But the CC registers will be primitive instruments compared to the population registers in 
the Nordic and Benelux countries because: 

(1) The CC registers will not cover everyone; in particular they will not cover the under-18s 
and people living in boarding houses and institutions. 

(2) The registers (which will record each person's name, address and, in Scotland only, date 
of birth) will be maintained locally with a limited degree of standardisation of procedures. 
There will be no central register to standardise the description of each person's identity 
and to coordinate the local registers (for example to facilitate transfers between 
authorities). 

(3) Although the legislation makes no specific provision for including a personal reference 
number in the registers, a report had recommended that local authorities in Scotland 
should create such a number and suggested a possible algorithm for this based on name 
and date of birth (Chartered Institute of Public Finance and Accountancy 1987). But 
the recommendation is not being implemented. 

(4) The legislation specifies who can have access to which parts of the register. Apart from 
local authority access for the purpose of administering the CC: an individual can inspect 
the entry relating to himself; the public can inspect the list of addresses and the names 
of persons relating to each address (but, to quote the Scottish legislation, "not so as to 
ascertain whether that person resides at that address"); and the Electoral Registration 
Officer has access for his purposes. No other access is permitted. 

The government's rejection of a population register that would coordinate administrative 
records is spelt out in the Green Paper on the CC scheme (Her Majesty's Government 1986). 
The paper cites countries that "have unified their separate registers and use them for several 
different central administrative purposes". It goes on "The British tradition is different. 
Registers are kept separately for different purposes by the body which needs them for a par
ticular purpose. . . . There will be no national register." This contrast between other coun
tries' practices and United Kingdom practice is mistaken, because in other countries the different 
agencies maintain separate registers but call on a central register in order to identify the 
individuals that they are dealing with. I would judge that the statement "There will be no 
national register" reflects a political axiom, not the conclusion of rational analysis. 

The creation of the CC registers is perhaps a missed opportunity to set up an effective popula
tion register. But the CC scheme is not an ideal vehicle for that. If it is to be effective, popula
tion registration should serve many ends, the more the better, and not just one - particularly 
when the single purpose is to levy a tax which many will feel onerous and many may try to 
avoid. Moreover the CC is politically controversial because of its differential impact on various 
groups in the community: in general terms a transfer of resources from the poor to the rich. 
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Thus there are several reasons for questioning the operational effectiveness of the registers 
to be set up under the CC scheme: the single purpose and controversial aim of the registers; 
the incomplete coverage of the population (the omission of some groups); the lack of a cen
tral register to coordinate the local registers; and the reliance on a person's name and (in 
Scotland only) date of birth as identifiers rather than a permanent personal number. The local 
authorities have made some critical observations on the problems that they will face in attemp
ting to set up the registers (Rating and Valuation Association 1987). It looks as though the 
government has embarked on new tax legislation without thinking through the practicalities 
of implementation. 

Another worrying feature of the CC scheme is its effect on response to the 1991 census of 
population. Many of those who evade CC will probably try to evade the census too, not trusting 
the census authorities' assurances that census data will not be passed on to other agencies. And 
if the census form is too expUdt by stating "YOUR INFORMATION WILL NOT BE PASSED 
TO THE AGENCIES DEALING WITH TAX, SOCIAL SECURITY, COMMUNITY 
CHARGES. . . . " , will the census authorities themselves be seen to be condoning or even 
encouraging evasion and fraud? 

5.6 The United Kingdom Environment 

Leaving aside the CC. the present environment in the United Kingdom is generally hostile 
to the idea of population registers. But two positive features may be mentioned. First, the Data 
Protection Act, 1984 introduced safeguards for personal data held on computers on the lines 
of the Council of Europe's Convention of I98I (Council of Europe I98I). In fact the govern-. 
ment's primary £um in introducing the 1984 legislation was commercial: to estabUsh the United 
Kingdom as a safe place in the eyes of other countries which might be considering transmit
ting their data to the United Kingdom for processing. Protection of privacy was a lesser aim. 
Second the GSS. which would be concerned with some aspects of the working of population 
registers, has established an unquestioned record of protecting data; it has published a code 
of practice (Government Statistical Service 1984). Integrity in handling data has been under
pinned by the fact that the GSS is decentralised, so that legal and administrative barriers have 
prevented the exchange of data even for statistical purposes. Such barriers would have to be 
removed if the statistical fruits of population registration were to be secured. 

On the other side of the balance sheet the GSS's dependence on central government con
trasts with the relative autonomy of the statistical organisations in, for example. Denmark and 
the Netherlands; this could lessen public confidence in its handUng of data. The GSS's image 
as a creature of central government has been intensified by the Rayner Reviews of the early 
1980s, as a result of which the GSS was instructed to give greater priority to the needs of cen
tral government at the expense of the needs of others — the local authorities, business, 
academics and the general public. 

A main obstacle to population registers in the United Kingdom is the public's traditional 
resistance to governmental actions that appear to be overbearing or bureaucratic. The privacy 
lobby can be relied on to lead the opposition to any new reporting obligations placed on the 
public, to any extensions of the government's holding of personal data or to any project for 
linking data. The opposition overlooks the costs and injustices that result from inefficient 
management of data; and it overlooks or undervalues the checks on the misuse of personal 
data that can be provided by legislation on data protection and freedom of information — 
if properly implemented. In recent years fears about giving more personal data to the govern
ment have been reinforced by the public's perception of the style of government: the United 
Kingdom government is seen as almost obsessively secret and as seeking to concentrate power 
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in its own hands. Thus, not only is there no Freedom of Information legislation in the United 
Kingdom, but all government information has, in principle, been protected by the catch-all 
Official Secrets Act, 1911 (Superseded in May 1989 by a more narrowly worded Act). Peter 
Hennessy, editor of Contemporary Record, asserts that British governments "maintain the 
tightest system of administrative secrecy in the western world" (Hennessy 1987). And recent 
events have called into question the proper accountability of the security services. Writing of 
the whole range of government activity, William Plowden, Director General of the Royal 
Institute of Public Administration, said "a modern British government, supported by an ade
quate majority in the House of Commons, at little risk from the rubber-toothed bulldogs of 
the select committees and entrenched behind the Official Secrets Act, is one of the least accoun
table executives in the developed world" (Plowden 1987). 

So the public is suspicious of any new scheme of population registration. And, as already 
noted, opposition to full registration has been expressed by the present administration, which, 
like its counterpart in the United States, has made determined efforts to "get government off 
our backs". One of the administration's major policy objectives has been to reduce the size 
and influence of the public sector — sometimes giving a higher priority to this than to 
cost-effectiveness. So public concern about privacy, political ideology and scarce resources 
combine to block a full register which could lead to substantial savings and to a fairer and more 
just society. In fact there has been no balanced presentation of all the issues, and so no public 
discussion of them, in the past half century. 

6. AN AUSTRALIAN INITIATIVE: IDENTITY CARDS 

I know little about the Australian temperament or the Australian political scene, but I guess 
that resistance to bureaucratic government is as strong there as it is in the United Kingdom. 
Even so, the Australian government introduced a Bill to issue each citizen with an identity card 
— the Australia Card (AC). The reasons were wholly administrative: to reduce tax evasion, 
to reduce social security fraud and to reduce illegal immigration. The AC would carry the 
person's name, his photograph, his signature and an AC number (personal reference number) 
but not address. It would be backed up by an AC register (which would also include address 
and date of birth) accessible only to certain government departments. 

The Australia Card Bill, 1986 v/as passed by the House of Representatives but was rejected 
by the Senate (in which the government party did not have a majority). The rejection was given 
as one of the reasons for calling the July 1987 general election and, following the electoral 
success of the government party, the Bill was due to come before Parliament again. But the 
Bill was withdrawn because of a serious legal flaw. However it is worth describing the Bill's 
provisions. 

The AC register would be a central population register. But it would be less developed than 
those in Northern Europe for two main reasons: 

(1) The Bill did not place an obligation on the citizen to notify each change of address. The 
hope was, I understand, that most changes of address would be picked up by one or other 
of the government agencies taking part in the scheme and would then be passed on to 
the AC register. 

(2) The AC scheme would not be as multi-purpose as several of the population registers in 
Europe. As a result of concerns about privacy and uncontrolled linking of data, the AC 
register would be accessible only to the government agencies dealing with tax, social 
security and health insurance, and then only to check identities. 



Survey Methodology, June 1989 95 

The Bill defined the situations in which a person could be required to produce his AC; these 
included making any of a wide range of financial transactions, entering a new employment, 
claiming Medicare or social security benefits, and receiving hospital treatment. It would be 
illegal to require a person to produce his AC in any other situation. 

As a further safeguard on privacy the Bill provided for a Data Protection Agency. How
ever the government argued that privacy had to be balanced against the losses to government 
funds through tax evasion and fraud. The government estimated that the costs to government 
of the AC scheme would $0.8 billion over ten years, but that this would be offset many times 
over by savings of $4.1 billion in tax and $1.4 billion in social security, giving a net saving over 
the ten years of $4.7 billion (Australian House of Representatives 1986). 

Remarks made by the Minister of Health in Parliament (Australian House of Representative 
1986) show what Ministers were trying to achieve and the clear political commitment: 

"I bring before Parliament today... a long overdue reform to provide fairness and equity 
for all Australians." 

"No one doubts that the Australia Card will check tax evasion; no one doubts that 
it will contribute to the integrity of our social security system; no one doubts that 
it will be a useful weapon in deterring illegal immigration; no one doubts that by 
facilitating the pursuit of the money trail it will provide an invaluable instrument 
against corporate and organised crime." 

"Irrefutably, citizens need to be protected against abuse of their privacy by govern
ment. But equally citizens need to be protected against others who cynically hide 
behind the mantle of privacy to create false identities and thus defraud the com
munity." 

"It is inevitable that this country will establish an identification system before the 
century is out." 

Though the AC Bill has now been withdrawn, the government is searching for other ways 
to clamp down on tax and social security fraud, and so the story is not yet ended. 

6.1 Identity Cards 

The main emphasis in the Australian scheme was placed on the identity card as a way of 
checking identity, rather than on the personal number and register. Some European systems 
also combine the issue of identity cards with population registration; the Belgian system is one 
of the most highly developed. And undoubtedly the identity card provides an extra tier of 
security — provided it is not forged or stolen. In some countries identity cards are unconnected 
with population registration, for example in France. 

In countries unaccustomed to identity cards in peacetime, the card is seen as a symbol of 
an authoritarian rdgime and an affront to civil liberties. That may be one of the reasons why 
the AC scheme generated so much public opposition in Australia. But much of the benefit from 
population registers can be secured without identity cards provided that citizens know their 
personal numbers and quote them in deaUngs with public authorities. This is what happens 
in Denmark and Sweden where population registration is effective, both administratively and 
statistically, without issuing identity cards to everyone. 

A country like the United Kingdom ought not to shy away from correcting the incoherence 
of its records just because the uninformed critic might equate the necessary remedy — popula
tion registration — with what is only an optional extra — identity cards. 
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7. CONCLUDING REMARKS 

Setting up a population register, with up-to-date addresses and personal reference numbers 
that are also carried into administrative files, would in fact be little more than bringing order 
into an existing "ramshackle" system: even in the most ramshackle system the citizen has to 
identify himself and inform various agencies of a change of address. Nonetheless some people 
are deeply worried by the prospect of a population register because of its threat to privacy and 
freedom and because it gives increased power to the State with all the dangers of misuse by 
an authoritarian or oppressive government. But specific remedies can and should be put in 
place: an effective data protection regime and legislation on freedom of information. 

On the other hand a properly coordinated record system would have political advantages 
that have been largely overlooked. At the top of the list I would put two things: 

(1) A brake on fraud, crime and illegal immigration. 

(2) A fairer society, so that burdens and duties are fairly shared and benefits and rights go 
only to those entitled to them. Put another way, freedom should not extend to the 
freedom to cheat the rest of the community. 

Rather lower down the list I would put: 

(3) The financial savings to government. More accurate records will cut the costs of admin
istration, give a higher yield of tax and reduce the amount of benefits paid improperly 
— illustrated by the Australian figures (Section 6). 

(4) A wider range of policy options for government. Thus, if a reliable population register 
were already in place in the United Kingdom, the government would not have to con
struct a register ad hoc in order to launch its Community Charge scheme; and it could 
regulate immigration through control on residence in addition to the controls at airports 
and seaports. 

(5) Other benefits from more reliable checks on identity. The late Registrar General gives 
as an example better checks on a couple's eligibility to marry. There would also be fewer 
different reference numbers to be quoted and perhaps fewer plastic cards to be carried. 

(6) Better statistics (but see a qualification below). 

This list is one answer to the charge that a population register is totalitarian and Big Brother. 
Without safeguards and in the wrong hands it could be. But it could also be the key to a fair 
and just society. The question is: what kind of society do we seek? Is it one that encourages, 
or at least turns a blind eye to, fraud, tax evasion and crime? Australian Ministers cite the man 
who was convicted for collecting over 50 separate unemployment benefit cheques each fortnight 
(Australian House of Representatives 1986). In the United Kingdom a Member of Parliament 
and barrister was convicted in 1987 for making multiple applications for shares against the 
rules by using different names, addresses and bank accounts; the defence was that it was 
common practice. 

Another answer to the charge of totalitarianism is to look at the population registers in other 
countries. Table I divides 15 countries — all the countries of Western Europe except Austria 
and Switzerland — into four groups according to the kind of register system that each has. The 
sbc countries in group A have the most effective systems: their administrative records are coordin
ated by the population registers. The four countries in group B are in an intermediate position. 
In the three countries in group C population registers exist only at the local level and their quality 
is sometimes poor. Finally Ireland and the United Kingdom are in group D at the least devel
oped end of the spectrum. If the United Kingdom were to take what I believe is a rational and 
realistic course and move into group A, it would not be joining a totalitarian company. 
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Table 1 
Particular Features of Population Registration in 15 Countries' 

A. With a Full System 
of Population Registration 
Belgium 
Denmark 
Finland 
Luxembourg 
Norway 
Sweden 

B. Intermediate Group 
France 
Netherlands 
Portugal 
Spain 

C. With Local Population 
registers only 
F. R. of Germany 
Greece 
Italy 

D. Without Population Registers 
Ireland 
United Kingdom 

Number of Countries 
with the Feature 

Local 
Population 
Registers 

x 
x 
x 
X 
X 
X 

• 
X 
• 
X 

X 
X 
X 

• 
• 

11 

A Central 
Population 

Register which 
Coordinates 

Administrative 
Records 

X 
X 
X 

X 
X 
X 

X 
• 
X 
X 

• 
• 
• 

• 
• 

8-1-

Personal 
Reference 
Numbers 

X 
X 

X 
X 

X 
X 

X 
X 
X 
X 

• 
• 
• 

• 
• 

10 

For details see Redfern 1987. 

The statement noted earlier (item 6) that a properly coordinated record system will lead to 
better statistics needs to be qualified. Better statistics are indeed the direct consequence; a good 
example is regular and reliable population statistics for small areas. But if, as an indirect 
consequence, irresistable pressure builds up to replace a conventional census by a wholly 
register-based census, there are both benefits and penalties. Against the benefits of lower costs, 
a smaller burden on the public and a lesser risk of sabotage has to be set the probable deteriora
tion in the range and quality of census results on economic topics, housing etc. Thus 
administrative records may increasingly fail to reflect the complexities and informalities of 
present-day life-styles which a conventional census could attempt to record — for exEimple more 
part-time employment and self-employment, more second homes and looser family and 
household ties. It is here that Nordic experience (Section 3) is relevant. 

Statisticians are not likely to underestimate the value of better statistics. But policy and 
administration - political considerations - carry a bigger weight in the arguments for and 
against population registers. The arguments need therefore to be debated by policy-makers. 
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politicians and the public. In the United Kingdom a debate ought to take place on the wisdom 
— indeed the feasibility — of constructing the single-purpose CC population register 
deliberately disconnected from other registers, rather than a multi-purpose population reg
ister with all the benefits that that could bring. 

But I believe it right to bring the subject before statisticians for three reasons. First statisti
cians understand both the technical problems and the wider issues, and so can give a lead. Thus, 
in the United Kingdom both the earlier initiatives on population registers were taken in a 
statistical-cum-registration context (Section 5). Second, statistical agencies may be given respon
sibility for the key coordinating mechanisms, in particular the central population register, as 
INSEE has in France and SSB in Norway. Third, statisticians would benefit from more reliable 
data. 

I hope therefore that statisticians will make their views known. Registers are very much a 
live issue, not least in such "under-developed" countries as the United Kingdom and Australia. 
Statisticians working in government service should reflect on the comment on professional ethics 
offered to the US Bureau of the Census; the words were written in a different context by the 
1984 Panel on Decennial Census Methodology (Citro and Cohen 1985) but are very relevant 
here: 

' 'We recognise that the temper of the times is not conducive to the initiation of new pro
grams, but we believe that statisticians have the responsibility to describe the facts and 
recommend the actions they believe are sensible." 
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Methods for Adjusting for Lack of Independence 
in an Application of the Fellegi-Sunter Model 

of Record Linkage 

WILLIAM E. WINKLERl 

ABSTRACT 

Let A X B be the product space of two sets A and B which is divided into matches (pairs representing 
the same entity) and nonmatches (pairs representing different entities). Linkage rules are those that divide 
A X B into links (designated matches), possible links (pairs for which we delay a decision), and nonlinks 
(designated nonmatches). Under fixed bounds on the error rates, Fellegi and Sunter (1969) provided a 
linkage rule that is optimal in the sense that it minimizes the set of possible links. The optimality is depen
dent on knowledge of certain probabilities that are used in a crucial likelihood ratio. In applying the record 
linkage model, an independence assumption is often made that allows estimation of the probabilities. 
If the assumption is not met, then a record linkage procedure using estimates computed under the assump
tion may not be optimal. This paper contains an examination of methods for adjusting linkage rules when 
the Independence assumption is not valid. The presentation takes the form of an empirical analysis of 
lists of businesses for which the truth of matches is known. The number of possible links obtained using 
standard and adjusted computational procedures may be dependent on different samples. Bootstrap 
methods (Efron 1987) are used to examine the variation due to different samples. 

KEY WORDS: Decision rule; Error rate; Steepest ascent; Bootstrap; Capture-recapture. 

1. INTRODUCTION 

This paper presents an analysis of decision rules obtained by applying the Fellegi-Sunter 
model of record linkage to lists of businesses. The analysis compares a rule obtained under 
an independence assumption that is typically assumed in practice with rules that include methods 
for adjusting for the failure of the independence assumption. 

Given two lists, we wish to use identifying information to delineate those record pairs that 
represent the same entities (matches) and those that are different (nonmatches). Thus, we desire 
to define a linkage rule that allows us to divide the cross-product space of pairs into links 
(designated matches), possible links (pairs for which a decision is delayed), and nonlinks 
(designated nonmatches). 

Under fixed bounds on the numbers of erroneous matches and nonmatches. Fellegi and 
Sunter (1969, Theorem) provide a procedure that, in theory, minimizes the number of possible 
links. The optimality is dependent on knowledge of certain probabilities that are used in a crucial 
likelihood ratio. 

In typical applications, an independence assumption is made that allows estimation of the 
probabilities used in the likelihood ratio. The probabilities are called matching parameters. 
If the independence assumption is not valid (Winkler 1985c; Kelley 1986) then linkage rules 
based on the estimated probabilities may not be optimal. 

William E. Winkler, Statistical Research Division, U.S. Bureau of the Census, Washington, DC 20233, USA. 
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Given fixed bounds on error rates, better linkage rules will be those that reduce the set of 
possible links. If a rule is based on matching parameters that are estimated under an invalid 
independence assumption, then it may be possible to develop adjustment procedures to deter
mine better rules. To test whether one rule is statistically better than another, we use Efron's 
bootstrap (1987; also Hall 1988). 

The remainder of the paper presents background, methods, and results from applying several 
record linkage rules to lists of businesses. The application involves pairs of lists for which the 
truth and falsehood of linkages are known. 

The second section of this paper is divided into four subsections. The first contains a descrip
tion of the data base and the specific subfidds that are compared. The second subsection con
tains a summary of the Fellegi-Sunter model. The third subsection highlights common 
assumptions made and computational procedures used. It also contains details of computa
tional procedures that are specific to the application of this paper. 

The fourth subsection describes the evaluation procedures. The basic evaluation technique 
involves comparing sizes of the regions of possible links when different types of linkage rules 
are applied under fixed error bounds. The sizes of the regions of possible links are statistics 
that may be dependent on the samples used in calibrating the linkage rules. Efron's bootstrap 
(1987, 1982, 1979; also Hall 1988) is used to evaluate their distributions. 

Results are presented in the third section. This is followed in the fourth section by discus
sion of the robustness of weight adjustment procedures, the type of conditioning represented 
by the adjusted weights, additional types of comparisons, and the use of extra blocking criteria. 
Finally, the paper concludes with a summary. 

2. DATA BASE, LINKAGE MODEL, COMPUTATIONAL AND 
EVALUATION PROCEDURES 

2.1 Data Base 

The description of the data base is divided into two components. The first component is 
a description of the overall properties. The second contains a listing of the specific subfidd 
comparisons that are made. 

2.1.1 Overall Description 

The data base of 57,900 records contains 54,850 records that are identified as individual 
companies and 3.050 duplicates. A pair of records that consists of a company and its correspon
ding duplicate is a match; all others are nonmatches. 

The data base was constructed from 11 Energy Information Administration (EIA) and 47 
State and industry lists containing 176,000 records. Duplicates were identified via elementary 
techniques, through call-backs (phone numbers are sometimes present) and through surveying. 

The decision rules that are developed are only applied to those pairs that generally repre
sent hard-to-identify duplicates. Easy-to-identify duplicates are those pairs having substan
tial portions of their name and addresses agreeing on a character-by-character basis. 

An example of a hard-to-identify duplicate might be: 

NAME STREET CITY STATE ZIP 

ZabrinskyFud 16 W Sycamore St Dayton OH 53315 
Zabrinky Cmpny 167 Sycamere St Springfield OH 53315. 
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We observe that both 'Zabrinsky' and 'Sycamore' are spelled wrong in the second record, that 
'Cmpny' is a nonstandard abbreviation, and that Springfield OH, a suburb of Dayton, has 
Postal ZIP code 53315. 

2.1.2 Specific Subfields Compared 

There are four sets of specific subfields that are compared in each pair of records. First are 
those that can be obtained through easy substring comparisons. For instance, we could com
pare character positions 1-4 of the NAME field from one record with the corresponding same 
character positions of the NAME field in another record. 

In Table 1 WL-NAME is obtained by sorting the NAME field by words of decreasing length 
with ties broken by an alpha sort. Corresponding subfields are then compared on a character-
by-character basis. 

The second set is the four comparisons of the first and second largest words in the NAME 
field. Ties are again broken by an alpha sort. 

The last two sets are of subsets of the STREET and NAME fields that are designated by 
highly sophisticated software. ZIPSTAN software from the Census Bureau (U.S. Dept. of 
Commerce 1978b) is used to obtain corresponding subfields of the STREET field. The sub-
fields are: House No., Prefixes I and 2, Street Name, Suffixes I and 2, and Unit. Prefixes are 
directions such as East and North. Suffixes are words such as Street and Road. Unit designates 
identifiers such as apartment or suite number. 

The NSKGEN5 module from software used in the Canadian Business Register (Statistics 
Canada 1984,1982) is used to obtain corresponding subfidds of the NAME field. NSKGEN5 
creates three groups of words. The first group consists of three abbreviations with the first 
corresponding to surname if present. The second group contains two words with the first cor
responding to surname. The third group is a single word obtained by concatenating and 
abbreviating individual words in the NAME field. Details are given in Winkler (1987) or in 
Statistics Canada (1984, 1982). 

2.2 Fellegi-Sunter Model 

The Fellegi-Sunter Model uses a decision-theoretic approach establishing the validity of prin
ciples first used in practice by Newcombe (Newcombe et al. 1959). To give an overview, we 
describe the model in terms of ordered pairs in a product space. The description closely follows 
Fellegi and Sunter (1969, pp. II84-II87). 

Table 1 
Corresponding Subfields Compared on a 

Character-by-Character Basis 

Field 

NAME 

STREET 

ZIP 

CITY 

STATE 

TELEPHONE 

WL-NAME 

1-4,5-10, 11-20,21-30 

1-4, 5-10, 11-20,21-30 

1-6, 7-15, 16-30 

1-3, 4-5 

1-5,6-10, 11-15 

1-2 

1-3, 4-6, 7-10 

1-4,5-10, 11-20,21-30 
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There are two populations A and B whose dements will be denoted by a and b. We assume 
that some dements are common to A and B. Consequently the set of ordered pairs 

A X B = {{a,b): a€A, b€B] 

is the union of two disjoint sets of matches 

M = [ {a,b): a = b, a^A, biB] 

and nonmatches 

U = [ {a,b): a 9^ b, aiA, b^B]. 

The records corresponding to members of y4 and B are denoted hya{a) and 13{b), respec
tively. The comparison vector y associated with the records is defined by: 

y[a{a),^{b)] = ly'[a{a), I3{b)], yHct{a), ^{b)], ..., y''[a{a), I3{b)]]. 

Each of the 7', / = I, . . . , K, represents a specific comparison. For instance, 7' could rep
resent agreement/disagreement on sex. 7^ could represent the comparison that two surnames 
agree and take a specific value or that they disagree. 

Where confusion does not arise, the function 7 on A x B will be denoted by 7(a,/3) ,y{a,b), 
or 7. The set of all possible realizations of 7 is denoted by F. 

The conditional probability of 7(0,6) if {a,b)€Mis given by 

m{y) = P{y[a{a)fi{b)]\{a,b)m] 

= X) P[ylc^(.a),0ib)]] • P[{a,b)\M]. 
(a.b)iM 

Similarly we denote the conditional probability of 7 if {a,b)(.Uhy u{y). 
We observe a vector of information y(a,b) associated with pair {a,b) and wish to designate 

a pair as a link (denote the decision hy Ai), a possible link (decision A-J), or a nonlink (deci
sion /I3). A linkage rule L is defined a mapping from F, the comparison space, onto a set of 
random decision functions D = [d{y)\ where 

d{y) = {P{Ai\y), P{A2\y), P{A^\y)]; y^T 

and 

Yi P^Mi) 
; = 1 

There are two types of error associated with a linkage rule. A Type I error occurs if an unmat
ched comparison is erroneously linked. It has probability 

P{Ai\U) = Yt "<T) • P{Ai\y) 
7€r 
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A Type II error occurs if a matched comparison is erroneously not linked. It has probability 

P{Ai\U) = Y '"(T) • P{A2\y). 
yiT 

Fellegi and Sunter (1969) define a linkage rule LQ, with associated decisions >11, A2, and 
A J, that is optimal in the following sense: 

THEOREM (Fellegi-Sunter 1969). Let L' be a linkage rule with associated decisions >1 {, 
Ai, and A3 such that it has the same error probabilities P{A2\M) = P{A3\M) and 
P{A{\ U) = P{Ai\ U) asLQ. ThenZ-ois optimal in that P(^2l t^) ^ P{Ai\U) andP{A2\M) 
< P{Ai\M). 

In other words, if Z.' is any competitor of LQ having the same Type I and Type II error rates 
(which are both conditional probabilities), then the conditional probabilities (either on set U 
or M) of not making a decision under rule L' are always greater than under LQ. LQ is described 
in subsection 2.3.1. 

The Fellegi-Sunter linkage rule is actually optimal with respect to any set Q of ordered pairs 
inAxBifv/e define error probabilities PQ and a linkage rule LQ conditional on Q. Thus, it 
may be possible to define subsets of y4 x fi on which we make use of differing amounts and 
types of available information. 

For instance, if we have a set of pairs in which telephone number is present, we might 
use telephone number and a few characters from the name to designate links. With other 
pairs, we may additionally have to utilize information from the street address and the 
city name. 

Sets of ordered pairs Q on which the Fellegi-Sunter linkage rule is applied are often 
obtained by blocking criteria. Blocking criteria are sort keys that are used to reduce the 
number of pairs that are considered. Rather than consider all pairs in yl x B, we might only 
consider pairs that agree on the first three digits of the ZIP code or on a suitable abbreviation 
of surname. 

2.3 Computational Procedures 

This section is divided into five parts. The first part contains a description of the general 
linkage rule of the Fellegi-Sunter Model. The second contains a description of the simplified 
computational procedures when a conditional independence assumption is made. 

Background on the validity of the conditional independence assumption is presented in the 
third part. The fourth describes two general methods of adapting computational procedures. 
The fifth provides a description of the specific computational procedures of this paper. 

2.3.1 General Form of Linkage Rule 

To provide a background for understanding why specific computational procedures are used, 
we consider the following likelihood ratio 

R = R[y{a,b)] = m{y)/u{y). (2.1) 

We observe that, if 7 represents a comparison of A" fields, then there are at least 2̂ ^ pro
babilities of form m{y).\fy represents agreements of K fields, we would expect this to occur 
more often for matches M than for nonmatches U. The ratio R would then be large. Alter
natively, if 7 consists of disagreements, the ratio R would be small. 
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If the numerator is positive and the denominator is zero in (2.1), we assign an arbitrary very 
large number to the ratio. The Fellegi-Sunter linkage rule takes the form: 

lfR> UPPER, then denote {a,b) as a Unk. 

If LOWER < i? < UPPER, then denote {a,b) as a possible link. (2.2) 

If i? < LOWER, then denote {a,b) as a nonlink. 

The cutoffs LOWER and UPPER are determined by the desired error rate bounds. 

2.3.2 Simplification Under Conditional Independence Assumption 

In practice, computation is simplified two ways. The first is by the conditional indepen
dence assumption of Fellegi and Sunter (1969): 
For each 7 € F 

m{y) = /Wi(7') • ^2(7^) ••• mK{y'^) and 

u{y) = 1/1(7') • "2(7^) ••• "A:(T'^) 

where for /' = I, 2, ..., K 

m,(7') = P{y'\ {a,b)^M) and 

«/(7') = P{yUa,b)^U). 

This assumption basically is that agreement on one characteristic such as surname does not 
depend on agreement of other characteristics such as house number or age. 

The second is to use a computationally convenient function of the ratio in (2.1). Log2 is 
used. We then have 

W^ W{y) = Log2[m{y)/u{y)] ^2.3) 

= W^ -\- W^ -\- ... -\- W'^, 

where W' = Log2[/M,(7')/M,(7')] for / = I, 2, . . . , .«:. We call Wthe total comparison 
weight associated with a pair and W', / = I, 2, . . . AT, the individual comparison weights. 

For the remainder of the paper we will assume that each component y',i = 1,2, ... K, 
in 7 represents a two-state comparison {e.g., agree/disagree). For convenience, we denote agree
ment in the ith component by 7 ,̂, / = 1,2, . . . K. Under the conditional independence 
assumption, for each /' = 1,2, . . . A', we need to estimate probabilities of the forms 

P( 7 = y'g\M) and P(7 = Yg\ U). (2.4) 

Using a set of pairs for which the truth and falsehood of matches are known, for each agree
ment 7J,, / = I, 2, . . . , A, we divide the set into the four subsets determined by the 
agree/disagree and match/nonmatch statuses in (2.4) to perform the estimation. 

If no conditional independence assumption is made, we need to estimate 2 • (2^-1) pro
babilities of form (2.1) and divide the set of pairs for which truth and falsehood are known 
to 2 • (2̂ ^— I) subsets. Even with a small number of comparisons (say. 6 or less), we may not 
be able to obtain sufficiently large samples to allow accurate estimation of the probabilities. 
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2.3.3 Validity of Conditional Independence Assumption 

Winkler (1985c) has shown that the independence assumption is not valid for simple com
parisons of portions of the name and street address fields for Ust of businesses. Using similar 
portions of the name and street fields, Kelley (1986) has shown that the independence assump
tion is not valid for files of individuals. Furthermore, Kelley and Winkler have each shown 
that matching efficacy is sensitive to the set of pairs over which probabilities of the form (2.4) 
are computed. 

Fellegi and Sunter indicate that, if the conditional independence assumption is not valid, 
then estimates of weights that are obtained via formula (2.3) will lose their strict probabilistic 
interpretation. By this, they mean that the linkage rule of their theorem may not actually min
imize the number of possible links. They indicate that they believe their procedure to be robust 
to departures from the independence assumption. 

Under the independence assumption, probabilities are computed as products of probabilities 
of the form (2.4). If we have a set of pairs for which truth and falsehood of matches are known, 
then we can adjust probabilities of form (2.4) for departures from the independence assump
tion. If the total weights obtained by adjustment yield substantially smaller sets of potential 
links under fixed bounds on error rates, then the Fellegi-Sunter procedure may not be robust 
to departures from independence. 

2.3.4 General Adjustments 

There are two general adjustments to the basic methods of computing individual compar
ison weights. The first consists of dividing the subset of pairs in ̂  x 5 over which individ
ual comparison weights are computed into several subsets. The linkage rule is obtained by 
restricting the basic Fellegi-Sunter rule to correspond to the different subsets on which 
weights are computed. Individual comparison weights may vary significantly in different 
subsets. 

The second adjustment consists of modifying individual comparison weights. Under the 
independence assumption, we consider the equation 

W = Log2{P{yiBinB2n ... nBf:\M)/P{y^BinB2n ... nBjclU)) 

= W^ -^ W^ + ... + w'^, 

where, for / = I, 2, and A, W' = Log2{P{yiBi\ M)/P{y(:Bi\ U)) and B' is the set 
IT ' = Tol or its complement. We wish to find computationally tractable methods of 
adjusting the W',i = 1,2, . . . , A", so that their sum yields better linkage rules. 

If there is a sample for which the truth and falsehood of matches are known, then we can 
estimate individual comparison weights (Tepping 1968) and the adjustments. 

The simplest adjustment procedure involves a steepest ascent approach {e.g., Cochran 
and Cox 1957). To begin, we use the known truth and falsehood of matches within a 
sample to estimate probabilities of the form (2.4). The probabilities are then used in computing 
individual comparison weights that are added to obtain an estimate of total weight (2.3). 
For each pair of fixed bounds on Type I and Type II errors, the cutoffs UPPER and 
LOWER of (2.2) can be determined. The number of potential links for rules of the form (2.2) 
follows immediately. 

Next, we chose an individual comparison weight, change it by a fixed amount (say ± I), 
recompute the total weight (2.3) using the new individual weight, and find new cutoffs UPPER 
and LOWER and a new region of potential links. 
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If under fixed bounds of errors, the size of the region of possible links decreases, then we 
continue adjusting the individual comparison weight (either up or down) until the region ceases 
its decrease in size. We continue by varying other individual weights in a similar manner. 

If the size of the region of possible links decreases substantially, then we know the condi
tional independence assumption is not valid for the set of comparisons. If the conditional inde
pendence assumption were valid, then the estimated weights would accurately represent the 
true weights. The regions of possible links would be minimal by the theorem of Fellegi and 
Sunter. 

A linkage rule that is based on adjusted individual comparison weights depends on the sample 
used in the steepest ascent procedure. 

2.3.5 Specific Methods 

To describe the specific methods of computing weights and obtaining corresponding linkage 
rules used in this paper, we need some additional background. 

The only pairs considered are those that agree on at least one of the blocking criteria in 
Table 2. 

We subdivide the set of pairs obtained via the four sets of blocking criteria into the five classes 
given in Table 3. 

Table 2 
Blocking Criteria 

Characters Used 

1. 3 digits ZIP, 4 characters NAME 

2. 5 digits ZIP, 6 characters STREET 

3. 10 digits TELEPHONE 

4.* Word length sort NAME field, then use 1. 

* This criterion also has a deletion stage which prevents matching on commonly 
occurring words such as 'OIL', 'FUEL', 'CORP', and 'DISTRIBUTOR.' 

Table 3 
Sets of Pairs Determined by Blocking Criteria 

Class # pairs Determining Blocking Criteria 

1 1021 Agreeing on criterion 1 and no other or simul
taneously agreeing on criteria I and 4 and no others. 

2 624 Agreeing on criterion 2 and no other or simul

taneously agreeing on criteria 2 and 3 and no others. 

3 256 Agreeing on criterion 3 only. 

4 344 Agreeing on criterion 4 only. 

5 2240 Agreeing on at least one criterion but not in classes 
1-4. 
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Class 5 contains pairs that generally agree on two or more blocking criteria. Classes 1-5 
contain 2991 matches and 1494 nonmatches and miss 59 known matches. The determination 
of sets of blocking criteria and classes is treated in detail in Winkler (1985b. 1987). 

We classify linkage rules by the different ways in which the individual comparison weights 
are computed and how resultant linkage rules are defined. 

The first type, AA. of weight computation is an overall aggregate in all pairs. The second, 
A, is an overall aggregate in classes 1-4. The third, U, yields separate weight computations 
in classes 1-4. The fourth, C, uses steepest ascent to adjust the individual weight computation 
of Type U. 

Each successive type of linkage rule involves increasingly more complex weight computa
tions. Matches outside classes 1-5 are not considered in the results section because their number 
is constant for each of the four linkage rules. 

2.4 Evaluation Procedures 

The basic evaluation technique involves comparing sizes of the region of possible links when 
the different types of linkage rules are applied under fixed error bounds. 

Efron's bootstrap (1987, 1982, 1979) is used to estimate confidence intervals for statistics 
such as the number of possible links. As these statistics are obtained under complicated rules, 
it seems unlikely that closed-form estimates can be determined. 

If there are sets of pairs for which the truth and falsehood of matches are known, then we 
can use Efron's bootstrap to estimate the variation of parameters in the following fashion: 

1. Draw calibration samples of equal size with replacement. 
2. Estimate individual comparison weights of the form (2.4) using the known truth and 

falsehood in the sample and use them to estimate total weight via (2.3). 
3. Compute cutoffs LOWER and UPPER using each sample (in our application we allow 

at most 2 percent of the links to be nonmatches and 3 percent of the nonlinks to be matches). 
4. Using individual comparison weights from step 2, compute a total comparison weight for 

each pair in the entire selected set of pairs. Use cutoffs from step 2 to classify pairs as links, 
possible links, and nonlinks. 

5. Using estimates from individual samples, determine the means and variances of the cutoff 
weights, of the misclassification rates, and of the number of possible links. 

The bounds (2 and 3 percent, step 3) are used to try to assure that the corresponding classifica
tion error rates in the entire data base are less than 5 percent. 

Table 4 
Linkage Rules by Type of Weight Computation and 

Sets of Pairs to Which Applied 

Type Individual Weight Linkage Rule 
Computation 

AA Uniformly over all Over all pairs 
pairs in Classes 1-5 

A Uniformly over all Designate pairs in Class 5 Links, Apply Fellegi-
pairs in Classes 1-4 Sunter Rule to remaining pairs in Classes 1-4 

U Uniformly in each Designate pairs in Class 5 Links, Apply Fellegi-
Class 1-4 Sunter Rule individually in Classes 1-4 

C Uniformly in each Same as U except modify weights using steepest 
Class 1-4 ascent procedure 
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Computations and adjustments must be performed consistently across calibration samples. 
Identical adjustment procedures must be used in obtaining individual adjusted weights, total 
weights, and cutoffs. If an individual weight is adjusted upward (step 2) by amount x or per
centage 3' with one sample, then the same adjustment must be used with other samples. 

As the underlying distributions may not be normal or may be biased and skewed, we can 
use new techniques of Efron (1982, 1987; also Hall 1988) to determine confidence intervals. 
Hall (1988) has shown the theoretical validity of the nonparametric bootstrap that includes 
an acceleration-constant type adjustment for skewness of a distribution. 

3. RESULTS 

The results in this section comprise three parts. The first part is an overall comparison from 
using the four different weighting methods described in section 2.3.5. The second part con
tains more details about the best two methods from the first part. The third part contains results 
from the bootstrap evaluation. 

3.1 Overall Comparison 

We place fixed upper bounds of 5 percent on the number of matches misdassified as nonmatches 
and 2 percent on the number of nonmatches misdassified as matches. As we are using discrete 
data, actual error rates will generally not equal their upper bounds (Table 5, columns 2 and 3). 

We see that, as the complexity of the application of the weighting methodology increases, 
the number of possible links (size of manual review region) decreases dramatically from 1512 
to 97. This indicates that the increasing complexity of the weight computations yields increas
ingly better decision rules. 

We see that the last two methods, which both involve computing individual comparison 
weights separately in classes 1-4, yield the smallest sets of possible links (695 and 97, respec
tively). 

3.2 Best Methods 

We consider the best two methods, linkage rules using weights of Type U and of Type C. 
in greater detail. Results from applying weights of Type U and Type C are presented in Tables 
6 and 7, respectively. In determining cutoff weights by class, we place rough upper bounds 
of 5 percent misdassified nonmatches and 2 percent misdassified matches in each class. The 
overall upper bound is maintained. 

Comparing columns 4 and 5 across tables 6 and 7, we that the corresponding numbers of 
misdassified matches and nonmatches are approximately the same. This is consistent with the 
bounding method. In every class, the Unkage rule using Type C weights yields less possible links 
than the rule using Type U weights. 

The numbers of records classified as possible links are less in classes I and 4 (83 versus 55 
and 44 versus 0, respectively) and dramatically less in classes 2 and 3 (409 versus 0 and 159 
versus 42, respectively). 

One hundred percent of the pairs in classes 2 and 4 are classified by the procedure that uses 
Type C weights. 

Two variations distinguish the linkage rule based on type C weights from the rule based on 
type U weights. First, we vary agreement weights associated with the four subfields of the 
NAME after words have been sorted by decreasing length (Table 8). The only substantial varia
tions (greater than 2.5 on the log2 scale) occur in Class 2. 
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Table 5 

Error Rates and Number of Possible Links 
from Applying Different Weighting Methods 

Weight 
Type 

Proportion 
Misclassed as 

Total Classed 

Non-
Match 

Match Non-
Match 

Match 

Possible 
Links 

AA 
A 
U 
C 

.047 

.041 

.050 

.033 

.020 

.015 

.020 

.019 

964 
952 

1083 
1441 

2009 
2481 
2707 
2947 

1512 
1052 
695 

97 

Table 6 

Results from Using a Linkage Rule Based on Type U 
Weights for Delineating Matches and Nonmatches 

(5 Percent Overall Misclassification Rate) 

Class 

1 
2 
3 
4 

Totals 

Cutoff Weights 

LOWER 

0.5 
-4.5 
-4.5 

2.5 

UPPER 

6.5 
3.5 
6.5 

11.5 

Misclassed 

Non-
Match 

39 
2 
2 

11 

54 

as 

Match 

14 
4 
1 
2 

21 

Total 
Classed as 

Non-
Match 

674 
100 
55 

254 

1083 

Match 

264 
115 
42 
46 

467 

Total 
Not 
Classed 

83 
409 
159 
44 

695 

Total 
Records 

1021 
624 
256 
344 

2245 

Table 7 

Results from Using a Linkage Rule Based on Type C 
Weights for Delineating Matches and Nonmatches 

(3 Percent Overall Misclassification Rate) 

Class 

1 
2 
3 
4 

Totals 

Cutoff Weights 

LOWER 

4.5 
2.5 

-0.5 
8.5 

UPPER 

7.5 
2.5 
4.5 
8.5 

Misclassed 
as 

Non-
Match 

28 
5 
5 
9 

47 

Match 

8 
3 
6 
4 

21 

Total 
Classed as 

Non-
Match 

692 
379 
104 
266 

1441 

Match 

274 
245 
110 
78 

707 

Total 
Not 
Classed 

55 
0 

42 
0 

97 

Total 
Records 

1021 
624 
256 
344 

2245 
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Table 8 

Steepest Ascent Adjustment to Agreement Weights 
for Subfields Obtained by Wordlength Sort 

Class 
Subfidd 

1 

2 

3 
4 

-I--I-

-f-

- H -

-1-

-1-

+ 
+ 

+ + 
+ 

1 ' • ' means deviation less than 1.0, ' + ', ' - ' mean deviation 
greater than 1.0 and less than 2.5, and '-I- + ' means deviation greater than 2.5. 

The second is that the agreement weight is only utilized if four corresponding subfields, the 
three subfields of CITY and the one STATE, agree. The variation, in effect, typically increases 
the relative distinguishing power of agreements/disagreements in subfidds other than the CITY 
field. 

The largest reduction (from 409 to 0) in the number of possible links takes place in Class 
2. A slightly higher proportion (.95 ~ 359/379) of nonlinks have an agreeing CITY field than 
links (.91«223/245). 

The following is an example of a match that is not designated as a link using the rule based 
on Type U weights but is using the rule based on Type C weights. 

NAME 

Roberts Heat Oils 
Maxwell S Robert Heat Oil 

STREET 

167 Sycamore St 
167 Sycamore St 

CITY 

Dayton 
Dayton 

STATE 

OH 
OH 

ZIP 

53315 
53315 

The first six digits of the telephone number also agreed. 
The following is an example of an erroneous match using Type C weights. 

NAME STREET CITY STATE ZIP 

Molar Petro 167 Sycamore St Dayton OH 53315 
Petrochem 167 Sycamore St Dayton OH 53315. 

These two companies do business from the same location and also have identical phone 
numbers. 

The following is an example of an erroneous nonmatch using Type C weights. 

NAME STREET CITY STATE ZIP 

Johns Geo M 167 Sycamore St Springfield OH 53315 
Geo M Johns Jobber 167 Sycamore Spring Field OH 53315. 

Insertion or deletion of blanks in corresponding fields typically causes record pairs to be 
designated as a nonmatch. 
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Table 9 
Bootstrap 90 Percent Confidence Intervals for Counts of Possible Links 

500 Replications 

Weight Class Ordinary BC BC^ 
Type Interval Interval Interval 

C 1 ( 42,117) ( 37,108) ( 37,108) 
C 2 ( 0, 0) ( 7, 7) ( 7 , 7) 
C 3 ( 31,154) ( 34,156) ( 34,156) 
C 4 ( 0, 36) ( 0, 39) ( 0, 39) 

U 1 (122,192) (128,196) (128,196) 
U 2 (383,501) (383,501) (383,501) 
U 3 (149,201) (142,197) (142,197) 
U 4 (35, 82) ( 33, 81) ( 33, 81) 

3.3 Bootstrap Variation 

The results of this section involve increasingly more sophisticated methods of computing 
bootstrap confidence intervals (Table 9). For each class, 500 replications are used in computing 
90 percent confidence intervals for estimates of the number of records designated as possible 
links. The two error bounds are fixed at 5 percent. 

The first interval is the ordinary bootstrap interval that is partially based on normal theory 
(Efron 1979). The second interval, denoted by BC, is an interval in which a bias adjustment 
has been made (Efron 1979, 1982). The third interval, denoted by BC„. is obtained using 
acceleration-constant type adjustments for bias and skewness (Efron 1987; also Hall 1988). 

Examination of Table 9 yields that each of the intervals in respective classes are approx
imately the same length. If the method of adjusting to achieve weights of Type C were highly 
sensitive to the individual samples taken for calibration, we would expect the confidence 
intervals associated with Type C weights to be larger than those associated with Type U weights. 

The fact that the intervals are large for either type of weight indicates the results are quite 
dependent on the calibrating samples. The fact that the ordinary confidence intervals are 
roughly the same as the BC and BCa indicates that the respective distributions are neither 
biased nor skewed. 

The number of possible links in intervals based on Type C weights is almost always less than 
the corresponding intervals based on Type U weights. Only the intervals associated with classes 
3 and 4 show slight overlap. Thus, it is reasonable to accept the hypothesis that the linkage 
rule based on Type C weights consistently outperforms the linkage rule based on Type U 
weights. 

4. DISCUSSION 

This section is composed of four parts. The first contains a discussion of the robustness 
of the steepest ascent adjustments. The second subsection describes the implicit type of con
ditioning imposed by the steepest ascent adjustments. The third part considers the usefulness 
of making comparisons that are partially dependent on other comparisons. The fourth subsec
tion describes methods for determining sets of blocking criteria. 
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4.1 Robustness of Steepest Ascent Adjustment 

The sizes of regions of possible links are somewhat sensitive to the set of weights that are 
varied during the steepest ascent procedure. In two cases (one of which was presented in this 
paper), the numbers of possible links were approximately 100; in two others, 200. All four of 
the steepest ascent variations yielded improvements over the 700 possible links obtained by 
the best non-steepest ascent procedure. 

The individual weights that were modified varied significantly over the four cases. In no 
case were more than eight of the 30 weights varied. 

It is reasonable to hypothesize that the steepest ascent weighting procedure will yield 
improvements when deviations from conditional independence are substantial. No bootstrap-
based significance tests were used to check the hypothesis for three of the four cases. 

Obtaining small samples that allow adjustments such as performed in this paper should be 
straightforward. Sample sizes of 100 in each class may be sufficient. The sample sizes used 
for the bootstrap results of section 3.3 were approximately 100 in each class. Comparable 
bootstrap results using samples of 30 and 50 in each class were not sufficient to show that 
adjustments yielded quantifiable improvements. Sample sizes of 200 yielded bootstrap con
fidence intervals that were almost the same as those based on samples of sizes 100. 

Many record linkage systems {e.g., U.S. Dept. Agriculture 1979; U.S. Dept. of Commerce 
1978a; Statistics Canada 1984) allow modification of matching parameters based on informa
tion from samples. Reestimation of parameters using sample information is a powerful feature 
of the Generalized Iterative Record Linkage System of Statistics Canada (1983). The parameter-
reestimation in these systems generally involves direct reestimation of the marginal probabilities 
mi{y') and u,(7'). It does not involve adjustments of weights such as given in this paper. 

4.2 Type of Conditioning Represented by Modified Weights 

To prepare for the discussion in this section, we need two sets of facts. The first set involves 
the conditional discriminating power of components of 7. Let ff be a vector with components 
a\ a^, ..., a'^ that consists of a reordering of the components 7' , 7^ 7*̂  of 7- Then 

. P{y\M) = P{a\M) = 

P{a' = al a' = al...,a'' = a^\M) = (4.1) 

P(a ' = a},\M) • P{a^ = al\a\M) ... P{a'^ = a^a\a^, . . . , cr^"', M). 

The component a' might refer to first name, a^ to house number, a^ to age. and so on. 
For each a we can call P{a' = a'o\ a\ a^ CT'"'. M) the successive conditional incre

mental discriminating component of a' in M. / = 1, 2, . . . . A. These incremental probability 
components are dependent on the reordering a', CT^. . . . . a'^. Each component on the right 
hand side of (4.1) is independent of the others. In a similar manner, we can consider incremental 
components in U. 

The basic purpose of a reordering is to consider one specific pattern of conditional pro
babilities for 7€r. For the single reordering we let a = a{y) vary in ff(r) as 7er. Then for 
alla€a(r), 
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IV ^ PF(7) = Log2lni{y)/u{y)] 

= A^ -{- A^ -\- ... + A", 
(4.2) 

where>l' = Log2[P(a'• = 4|a ' ,ff^. . . , a'-\ M)/P{a'= a'o\a\ ff\ . . ., a '" ' , U)] for 
/ = 1,2, . . . , A . 

The second set of facts involves transformations that map the ratio R given by (2.1) to real 
numbers which we call weights. For each pair of Type I and Type II errors, we consider any 
transformation that places weights associated with links in the highest interval, weights 
associated with nonlinks in the lowest interval, and weights associated with possible links in 
the interval between the upper and lower intervals. Such a transformation yields rules that can 
be represented in forms similar to form (2.2) and are equivalent to the Fellegi-Sunter rule at 
the same fixed pair of error levels. If the transformation is monotone, then the new weights 
yield rules that are equivalent to the original Fellegi-Sunter rule for all error levels. 

The steepest ascent weight adjustment procedure implicitly determines a transformation of 
the ratio R and a single reordering that is fixed for all 7€r and the same in M and U. The fact 
that the steepest ascent procedure adjusts weights sequentially assures that there is a single 
reordering. The adjusted weights W' ± c, are estimates that replace the W' in (2.3) for some 
real constants c„ / = 1, 2, . . . , k. 

The fact that the adjusted weights yield smaller regions of possible links means that, at a 
fixed pair of error levels, the new total weights more accurately represent a transformation 
of the Log2 of the ratio of the true probabilities given by the left hand of (4.1). The new total 
weights represent estimates that transform the right hand side of (4.2). 

The adjustment procedure allows us to utilize better the incremental distinguishing power 
of one field given another, a second field given the first two, and so on. We note that we do 
not need to know the specific transformation or the specific pattern of conditioning induced 
by the reordering. 

The adjustment procedure is similar to new bootstrap procedures (Efron 1987; Hall 1988). 
The validity of the bootstrap procedures is dependent on the existence of monotone transfor
mations, bias constants, and acceleration constants that yield the exact correspondence of con
fidence intervals of the original distributions with confidence intervals of specified normal 
distributions. The transformations and constants need not be known. 

4.3 Value of Dependent Comparisons 

The intuitive idea of making a number of comparisons, some of which may be partially 
dependent on other comparisons, is that they may, when used in properly adjusted rules, yield 
additional distinguishing power. Newcombe and Kennedy (1962, see also Newcombe et al. 1983) 
have given examples of comparisons of portions of name fields that intuitively may be depen
dent on other comparisons. The additional comparisons, nevertheless, may yield better linkage 
rules than those rules that do not utilize the same additional comparisons. 

The chief difficulty in using additional comparisons is properly utilizing their incremental 
distinguishing power. This paper's set of comparisons - in particular, of subfields of the name 
field - is not independent in the sense of equation (2.3). The primary purpose of the set is to 
illustrate methods for systematically obtaining better linkage rules when the conditional inde
pendence assumption is not valid. 
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4.4 Additional Blocking Criteria 

There are two conflicting goals when a set of blocking criteria is used to reduce the number of 
pairs inA X B that receive further processing. The first is the need to reduce (drastically) the number 
of pairs that are processed and to obtain a set in which linkage rules can accurately delineate matches 
and nonmatches. The second is to obtain a set that contains as many matches from Mas possible. 

To determine whether it is feasible to look for additional sets of blocking criteria, it is first 
necessary to find estimates of the number of matches missed by a given set of blocking criteria. 
If the estimates are acceptably small, then it is not necessary to look for additional criteria. 

To estimate the number of matches missed by given sets of blocking criteria, Scheuren (1983) 
suggested using standard capture-recapture techniques such as given in Bishop, Fienberg, and 
Holland (1975, Chapter 6). Winkler (1987) applied the techniques to the same empirical data 
and four sets of blocking criteria as in this paper. 

The best fitting loglinear model for the table of counts of records captured and not cap
tured by the four sets of blocking criteria was used in obtaining a confidence interval for the 
number of matches missed. Based on assumed asymptotic normality, a 95 percent confidence 
interval (27.160) was computed. The interval represents between I and 5 percent of the matches. 

5. SUMMARY 

The results of this paper show that the conditional independence assumption is not always 
valid. When the assumption is not valid, it is possible to develop adjusted linkage rules that 
improve on the standard linkage rule. Under fixed bounds on error rates, the improved rules 
reduce the size of the region of possible links. 
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Automated Quality Assurance Procressing of 
Administrative Record Files 

JAMES R. JONAS and PAUL S. HANCZARYKi 

ABSTRACT 

The Census Bureau makes extensive use of administrative records information in its various economic 
programs. Although the volume of records processed annually is vast, even larger numbers will be received 
during the census years. Census Bureau mainframe computers perform quality control (QC) tabulations 
on the data; however, since such a large number of QC tables are needed and resources for program
ming are limited and costly, a comprehensive mainframe QC system is difficult to attain. Add to this 
the sensitive nature of the data and the potentially very negative ramifications from erroneous data, and 
the need becomes quite apparent for a sophisticated quality assurance system on the microcomputer level. 
Such a system is being developed by the Economic Surveys Division and will be in place for the 1987 
administrative records data files. The automated quality assurance system integrates micro and main
frame computer technology. Administrative records data are received weekly and processed initially 
through mainframe QC programs. The mainframe output is transferred to a microcomputer and for
matted specifically for importation to a spreadsheet program. Systematic quality verification occurs within 
the spreadsheet structure, as data review, error detection, and report generation are accomplished 
automatically. As a result of shifting processes from mainframe to microcomputer environments, the 
system eases the burden on the programming staff, increases the fiexibility of the analytical staff, and 
reduces processing costs on the mainframe and provides the comprehensive quality assurance compo
nent for administrative records. 

KEY WORDS: Mainframe-microcomputer integration; Systematic data verification; Timeliness. 

1. INTRODUCTION 

The Bureau of the Census makes extensive use of administrative record information in our 
economic programs. The data originate from the business-related tax collection processes of 
the Internal Revenue Service (IRS) and, to a lesser extent, the Social Security Administration. 
During economic and agriculture censuses years, the volume of administrative record data 
received increases substantially. These data have enabled us to conduct economic and agriculture 
censuses on a timely and efficient basis and with a minimum of reporting burden on the busi
ness and farm communities. The success of our economic and agriculture programs depends 
to a great extent on the timeliness and quality of these administrative record files. 

It is vital for Census Bureau operations to ensure the quality of all incoming data. As in 
past economic censuses, we have developed mainframe quality assurance programs for the 
administrative record data. However, since such a large number of these tables are needed and 
resources for programming are limited and costly, a comprehensive quality assurance system 
is difficult to attain entirely on the mainframe. Add to this the sensitive nature of these data 
and the potential ramifications of erroneous data, and the need for a more sophisticated quality 
assurance system becomes apparent. The Census Bureau has developed a comprehensive quality 

' James R. Jonas and Paul S. Hanczaryk, Economic Surveys Division, U.S. Bureau of the Census, Washington, D.C, 
20233, U.S.A. 
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assurance system that manages various phases of our administrative records review process. 
This automated system will allow us to perform more thorough quality assurance within the 
bounds of restrictive budgets and limited programming resources. 

The automated quality assurance system integrates mainframe computer and microcomputer 
technology. The Census Bureau has established standards that delineate our fundamental re
quirements of the incoming administrative record data set. These standards are entered into a 
microcomputer system. After the mainframe quality assurance programs are run, the results are 
downloaded into the same microcomputer system. The reporting patterns of the actual adminis
trative record data are then compared to the predetermined standards. Mechaiucal data verifica
tion occurs as data review, error detection, and report generation are accomplished automat
ically at the microcomputer level. As a result of shifting processes from mainframe to microcom
puter enviromnents, the system eases the burden on the programnung staff, increases the flexibil
ity of the analytical staff, and reduces the processing costs on the mainframe. Moreover, the 
system provides the quality assurance component needed for thorough and unerring review of 
administrative records. Although designed specifically for the IRS business income tax return files 
used in the censuses, it can and will be adapted to all incoming administrative record files after 1988. 

2. OVERVIEW OF QUALITY ASSURANCE SYSTEM FROM 
A MANAGEMENT PERSPECTIVE 

Administrative records play a major role at the Census Bureau, a role that has steadily grown 
in importance over time. The increasing need for more and better statistics, the need to com
pile those statistics with a minimum of burden on the private sector, and the need to use our 
available human and financial resources as efficiently as possible have all contributed to the 
importance of administrative records. 

Over the past several years, the quality of the administrative records generally has been 
excellent. However, we did experience certain problems with the quality of the 1982 business 
income tax data from the IRS. The most detrimental problem was the inadequate quality of 
the principal industrial activity codes for sole proprietorships. As a result of this problem, the 
Census Bureau published only limited statistics for nonemployers in the 1982 Economic Cen
suses. If our quality assurance programs had been more sophisticated, the errors could have 
been identified earlier and the negative impact would have been minimized. 

Heading into the 1987 Economic Censuses, it was determined that additional measures were 
needed to ensure the quality of administrative record data received from the IRS. An overall 
quality management system responsive to certain factors that have adversely affected past admin
istrative data sets was necessary. The three major factors that have plagued us in the past are: 

I. Vast amounts of administrative record data 

The IRS will provide us with selected business 1987 tax return data (received in 1988) for 
various legal forms of businesses, including corporations, S corporations, foreign corpora
tions, partnerships, nonprofit organizations, and sole proprietorships. In total, the Census 
Bureau expects over 75 million tax return records in 1988. Table I details the approximate 
number of administrative records that will be used in the 1987 Economic and Agriculture 
Censuses for the various form types. Clearly, the number of data records received during 
census years is immense, but the complexity of the required quality assurance goes beyond 
sheer volume. A data record often contains several data items, each greatly increasing the 
detail of the individual records and the entire data files. Moreover, not all form types con
tain the same set of data items, nor do they have the same pattern of receipt. Consequently, 
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Table 1 
The Approximate Number of Administrative Records Used in the 1987 Economic and 

Agriculture Censuses for the Various Form Types by Tax Year 

Type of Record 

Business Income Tax Files 

Form 1040, Schedule C 
Form 1040, Schedule F 
Form 1040, Schedule SE 
Form 1120 
Form 1120-A 
Form 1120F 
Form 1120S 
Form 1065 
Form 990 
Form 990-PF 
Form 990-T 
Form 1120S, Schedule K-1 
Form 1065, Schedule K-1 

Annual Tax Files 

IRS Business Master File 
IRS Payroll and Employment File 
SSA Business Birth File 

Total 

1985 

2,617,000 

— 
2,450,000 

— 
42,000 

— 
— 

17,000 
108,000 

— 
— 
— 
— 
— 

41,950,000 

24,000,000 
17,000,000 

950,000 

44,567,000 

Number of Records 

1986 

20,051,000 

11,750,000 
2,450,000 

— 
2,550,000 

200,000 
11,000 

900,000 
1,750,000 

380,000 
35,000 
25,000 

— 
— 

43,500,000 

25,000,000 
17,500,000 
1,000,000 

63,551.000 

1987 

30,881,000 

12,500,000 
— 

10,000,000 
2,650,000 

210,000 
11,000 

950,000 
1,800,000 

400,000 
35,000 
25,000 

700,000 
1,600,000 

45,050,000 

26,000,000 
18,000,000 
1,050,000 

75,931,000 

in addition to performing quality review for over 75 million individual records, the 
Census Bureau must also be concerned with assuring the quality of the various data items 
on those 75 million records. 

Additionally, businesses file their tax returns with one often IRS centers. Each of the indi
vidual centers processes the returns, and the quality of data received from different ser
vice centers can vary. The Census Bureau reviews data at the service center level in response 
to such variation. 

Restrictive budgets 

Restrictive budgets are another major factor that contribute to the difficulty of assuring 
the quality of the administrative record data. In keeping with the overall governmental 
policy on spending, the Census Bureau is attempting to provide greater services at less cost. 
Workloads for programming staffs increase significantly during census years, yet the staffs 
do not expand proportionately. The quality assurance processing, which relies considerably 
on various computer resources, can be adversely affected. It is also important to note that 
most quality assurance processing is traditionally done at the mainframe computer levels. 
Use of the Census Bureau's mainframe computer is costly and becomes more so as increas
ingly larger data files are processed. 

Lack of communication between agencies 

Miscommunication or lack of communication between agencies has contributed to past 
administrative record problems. Clear lines of commuiucation between the Census Bureau 
and the agency providing the data during all phases of the procurement process also are 
essential for assured data quality. The agencies first must agree upon the data files and the 
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specific data items that are needed and that can be provided. Certain data that the Census 
Bureau requests may not be available or in some cases affordable. Any discrepancies must 
be resolved in time to avoid delays, which could affect data utility. Moreover, the agencies 
must agree upon the expected quantity and quality of the administrative data. Requirements 
that quantify the Census Bureau's expectations of the incoming data should be established. 

The development and implementation of the quality assurance system represent a com
prehensive response to the administrative record data problems we encountered in the past. 
The system provides for the review of large and complex IRS data files, promotes frequent 
interagency communication, and identifies errors instantly. The major element of the quality 
assurance system is the mechanized data verification. Basically, the Census Bureau establishes 
standards that detail our fundamental requirements of the incoming IRS data. The reporting 
patterns of the actual data are compared to these standards, and systematic data verification 
occurs at the microcomputer level. The Census Bureau then prepares status reports indicating 
whether the data conforms to the standards. 

Census Bureau staff members develop the standards far in advance of the actual receipt 
of the data. This gives the IRS ample opportunity to examine the requirements for 
reasonableness and request adjustments if necessary. The requirements are divided into timing 
standards and quality standards. The timing standards list the estimated total number of tax 
returns for the different types of businesses and the estimated number to be received by various 
dates. The quality standards detail the expected reporting patterns of specific data items. 

The mechanized data verification technique simplifies our analytical review process. A series 
of results tables are created that compare the actual data to the expected standards. Discrepancy 
flags are set for those data components that do not meet the standards. This approach minimizes 
the risk of analytical omissions during the review process. 

Status reports comparing the reporting patterns of actual data to the pre-determined stan
dards are sent to the IRS monthly. These status reports are a subset of the comprehensive results 
tables, detailing only the basic requirements of the IRS data set. The status reports promote 
commuiucation between the agencies. If data problems exist, they are illustrated in the report. 
Immediately, the Census Bureau and the IRS must decide upon any remedial action or recovery 
efforts necessary to prevent compromising the censuses. Timeliness is crucial because the IRS 
data tapes are not kept indefinitely. If errors are not identified early and remedial action is not 
implemented in time, recovery of the data may not be possible or may become extremely costly. 

The quality assurance system is not designed to guarantee that administrative data prob
lems will never occur. It does serve, however, to document our requirements formally so that 
the characteristics of the data set are not left to chance, and monitoring and early error iden
tification are possible. 

3. DETAILS OF AUTOMATION 

Administrative record data files are received weekly and processed initially through main
frame quality assurance programs. The mainframe programs are prepared well before the 
administrative data files are received and generate the initial quality assurance tables that are 
fundamental to the entire review process. Traditionally, mainframe programmers were respon
sible for creating the entire data tables, which included data cells and the surrounding text {i.e., 
headers and stubs). However, for the data table programs associated with the 1987 Economic 
Censuses, the two data table components are handled separately. Data tabulation is performed 
as usual at the mainframe level whereas table text is created at the microcomputer level by non 
programmers. A procedure has been developed that generalizes data tables for all administrative 
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Table 2 
Weighted Distribution of Form 1040 Schedule C Records by 

Net Receipts Size Class by Service Center 

Service Center 

All Centers 
Atlanta 
Philadelphia 
Austin 
Cincinnati 
Kansas City 
Andover 
Ogden 
Brookhaven 
Memphis 
Fresno 
Others 

Service Center 

All Centers 
Atlanta 
Philadelphia 
Austin 
Cincinnati 
Kansas City 
Andover 
Ogden 
Brookhaven 
Memphis 
Fresno 
Others 

Total 

1,327,100 
133,200 
132,100 
147,600 
153,100 
119,500 
111,100 
162,300 
119,700 
111,900 
136,500 

100 

10,000— 
24,999 

168,600 
17,000 
17,800 
18,700 
20,500 
16,200 
13,600 
17,800 
16,400 
15,100 
15,500 

0 

< 0 

200 
0 

100 
0 
0 
0 
0 
0 
0 

100 
0 
0 

25,000— 
49,999 

185,500 
19,800 
19,800 
18,500 
20,700 
15,900 
16,700 
19,500 
19,700 
14,700 
20,200 

0 

Net Receipts Size Class (000) 

Blank 
orO 

52,200 
5,100 
4,200 
6,300 
5,300 
5,500 
3,800 
7,500 
4,400 
4,700 
5,400 

0 

I— 
2,499 

149,300 
16,500 
11,300 
20,900 
14,900 
16,700 
9,800 

20,200 
12,600 
14,700 
11,700 

0 

Net Receipts Size Class (000) 

50,000— 
99,999 

225,100 
22,200 
22,700 
22,000 
27,300 
20,700 
19,500 
28,800 
20,400 
18,600 
22,900 

0 

100,000— 
249,999 

243,400 
22,200 
27,000 
24,900 
30,500 
18,300 
20,000 
33,600 
19,400 
19,000 
28,400 

100 

2,500— 
4,999 

73,900 
6,300 
5,300 
9,900 
8,700 
7,500 
6,700 
7,900 
7,100 
6,700 
7,800 

0 

250,000— 
499,999 

87,400 
8,400 

10,100 
9,100 
9,600 
6,400 
8,800 

11,200 
6,400 
6,800 

10,600 
0 

5,000— 
9,999 

98,100 
11,000 
9,600 

12,900 
9,800 
8,500 
8,200 

11,600 
10,000 
8,600 
7,900 

0 

500,000-1-

43,400 
4,700 
4,200 
4,400 
5,800 
3,800 
4,000 
4,200 
3,300 
2,900 
6,100 

0 

records fUes. This procedure has allowed the Census Bureau to design a microcomputer program 
that is capable of building table images for any administrative records file. Once built, the table 
images are uploaded to the mainframe and used by programmers to align data tabulation files. 
The job of programnung the quality assurance tables is greatly simplified, as table image forma
tion is handled by nonprogrammers, leaving mainframe programmers adequate time to concen
trate their efforts solely on data tabulations. Table 2 illustrates one of the various mainframe 
tables that is produced for each of the different forms of organization. This table shows the 
weighted distribution of Form 1040, Schedule C records by service center by net receipts size class. 

The mainframe computer performs only the basic data tabulations of the administrative 
records files {i.e., generates current tables). The output from these mainframe quality assurance 
programs is downloaded to a microcomputer, and all remaining review operations are 
automated at the microcomputer level. The various operations performed on the microcom
puter include calculating percentages used in the review of the current tables, producing 
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cumulative tables, performing key data item verification, and generating quality assurance 
status reports. Developing this systematic approach, using mostly micro-computer technology, 
has allowed greater flexibility of review as well as lessened the workload of mainframe pro
grammers. 

The mainframe quality assurance output is imported into a prestructured spreadsheet on 
the microcomputer. This spreadsheet also will contain the predetermined standards that outline 
the Census Bureau's expectations of the incoming data set. Automatically, a mechanical table 
review and data verification are performed; and inconsistencies between the actual data sets 
and the standards are identified within the results tables. The two major benefits of this data 
verification system are: 

1. It enables us to easily spot problems in the data. Data components that do not meet the 
standards are flagged for analyst review. The possibility of overlooking errors in the 
administrative data is minimized. 

2. It directs us to areas of the data that require further investigation. The results tables often
times lead us to problems even though the overall standards are met. For example, certain 
unexpected trends in the results report are reviewed in additional detail. In effect, the results 
tables enable us to concentrate on those areas that may contain problems. This may involve 
additional review at the service center level, or it may even require us to download records 
with these certain characteristics to the microcomputer. We then review these records on 
a manual basis in an effort to spot the problem. 

As previously stated, the standards detail the basic data quality requirements that are essential 
to the 1987 Economic and Agriculture Censuses. This procedure of automatic quality verifica
tion {i.e., comparing the incoming data to predetermined standards) allows us to determine 
immediately if the basic quality of the incoming data is acceptable. 

After current cycle review and verification, cumulative tables are prepared on the microcom
puter. This technique of producing cumulative tables on the microcomputer rather than the 
mainframe provides a more efficient use of our resources. First, it eliminates the need to retain 
cumulative files on the mainframe system, which reduces computer costs. In the past, these 
cumulative files were retained on the mainframe and added to each subsequent current cycle 
to form the next set of cumulative tables. Using microcomputers, simple formulas were 
established within the spreadsheet that created cumulative tables at virtually no cost. Secondly, 
the quality assurance tables for the cumulative portion do not require mainframe program
ming. A printout of the cumulative quality assurance tables are produced and retained for 
analysis and documentation purposes. 

In addition to this comprehensive set of cumulative tables, we produce a set of results tables. 
As was the case with the current cycle, these results tables detail comparisons of certain key 
data items. Table 3 shows one of the many results tables that is produced for the cumulative 
quality assurance. This table details the actual number and percent of the weighted Form 1040, 
Schedule F records by service center, together with the expected percent. As can be seen, the 
cumulative data are reasonable and fall within the acceptable standards. If inconsistencies did 
exist, the applicable service center would have been flagged. The final component of the 
automated quality review process is the generation of a report detailing the status of the 
cumulative IRS data file. This report compares the overall quality of the data set to the expected 
quality indicated in the timing and quality standards. The reports are generated and provided 
to the IRS approximately monthly. As discussed earlier, the status reports capsulize the quality 
of the administrative data for representatives of both agencies, which promote frequent 
interagency communication. 
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4. RESULTS OF QUALITY ASSURANCE REVIEW 

The timing and quality status reports can serve to alert both the Census Bureau and the IRS 
of data problems in their early stages and facilitate cooperative action by both agencies. In 
most of the cases, however, the timing and quality standards alert us of changes in respon
dent reporting patterns. These circumstances require no corrective action by the IRS. but they 
may have cost and processing implications for the Census Bureau in the 1987 Economic and 
Agriculture Censuses. Tables 4a and 4b illustrates this point well. Through late May 1987, the 
Census Bureau had received approximately 697,600 Form 1120 returns {i.e.. corporations) with 
a standard of 760,000 returns. The standard for the number of Form 1120 returns was not met. 
However, the shortfall in the number of Form 1120 returns was offset by an increase in the 
number of Form 1120S returns {i.e., S corporations). The Census Bureau had received approx
imately 328,850 Form II20S returns, far exceeding the standard of 225,000. The shift in the 
number of returns for these two types of corporations resulted from the perceived advantages in 
the new tax law associated with filing Form II20S rather than Form 1120. Although this repre
sented a legitimate shift in taxpayer reporting patterns that was not a data error, the information 
was pertinent to our processing. We are implementing a procedure for 1987 that will account 
for such a shift from corporations to S corporations. Table 5 illustrates one of the various tables 
from the quality portion of the report. As indicated, the quality of these data meets the stan
dards for each of the basic data items. If an item had failed the standard, it would have been 
flagged for analyst research. 

Table 3 
Percent of Weighted 1986 Form 1040, Schedule F Records by Service Center 

Tax Year 

1986 
Count 

Percent 

Expected 
Percent 

Total 
Schedules 

2,087,200 
100.0 

100.0 

Atianta 

176,700 
8.5 

8.5 

Philadelphia 

71,600 
3.4 

3.0 

Service Centers 

Austin 

374,900 
18.0 

18.5 

Cincinnati 

262,100 
12.6 

11.5 

Kansas City 

358,600 
17.2 

17.5 

Expectation' 
Not Satisfied 

Tax Year 

1986 
Count 

Percent 

Expected 
Percent 

Andover 

118,800 
5.7 

5.5 

Ogden 

343,200 
16.4 

16.5 

Brookhaven 

40,300 
1.9 

2.0 

Service Centers 

Memphis 

288,100 
13.8 

14.0 

Fresno 

52,500 
2.5 

2.5 

Others 

400 
0.0 

0.0 

Expectation ' 
Not Satisfied 

Acceptance interval of + or - 2.0 percent. 
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Table 4a 
The Weighted Number of 1986 Form 1120 Returns by Various Dates 

Date 

Late March 1987 
Late April 1987 
Late May 1987 
Late June 1987 
Late July 1987 
Late August 1987 
Late January 1988 
Late October 1988 

Form 1120 Returns 

Actual 

326,500 
697,600 

Required 

303,000 
760,000 
988,000 

1,190,000 
1,418,000 
1,621,000 
2,077,000 
2,533,000 

Requirement 
Not Satisfied 

Not Satisfied 

Table 4b 
The Weighted Number of 1986 Form 1120S Returns by Various Dates 

Date 

Late March 1987 
Late April 1987 
Late May 1987 
Late June 1987 
Late July 1987 
Late August 1987 
Late January 1988 
Late October 1988 

Form 1120S Returns 

Actual 

103,350 
328,850 

Required 

90,000 
225,000 
292,000 
352,000 
420,000 
480,000 
615,000 
750,000 

Requirement 
Not Satisfied 

The automated quality assurance of administrative records files will be completely opera
tional for the 1987 IRS data files. Prototypes of the system have been and are being used for 
the 1985 and 1986 IRS business income tax files. For both years the automated process and 
the entire quality assurance system have been instrumental in the successful procurement and 
review of the IRS data files received for the censuses. 

The integration of both mainframe and microcomputer technology in the automated quality 
assurance system has allowed the Census Bureau to effectively and comprehensively assure 
the quaUty of the large data files provided by the IRS. In addition, mainframe computer pro
grammer workloads have been and will continue to be lessened since much of the automation 
was designed and is controlled by nonprogramming staff and is implemented in a microcom
puter environment. Mainframe computer resources are reduced and programming burden is 
lessened allowing programmers to concentrate their efforts on basic data tabulation. Also 
important, the automated system provides the flexibility of review for different levels of person
nel. Managers can review the summarized timing and quality report and determine the status 
of the business income tax files quickly and efficiently. Subject-matter analysts will review the 
more comprehensive quality assurance reports that are produced weekly. As mentioned above, 
the quality assurance system will direct the analysts to the data elements that require further 
investigation. 
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Table 5 
Data Element Reporting Patterns of Weighted 1986 Form 1I20S Returns 

Data Elements 

EIN 
Blanks, all zeros, or nonnumerics 
Invalid IRD 

PBA CODE 
Blanks or nonnumerics 
Blanks, nonnumerics, unclassified, or 
invalid PBA codes 

GROSS RECEIPTS OR SALES LESS 
RETURNS AND ALLOWANCES 
Blanks, all zeros, or nonnumerics 

Of records with a positive numeric entry. 
the percent in various size ranges: 

- Less than $100,000 
- Greater than or equal to $100,000 and 

less than $500,000 
- Greater than or equal to $500,000 

ACCOUNTING PERIOD 
Blanks, all zeros, or nonnumerics 

Percent of 
Form 1120S Returns 

Actual 

0.0 
0.0 

0.0 

11.5 

20.9 

45.7 

36.9 
17.4 

0.0 

Required 

Less than 1.0 
Less than 1.0 

Less than 6.0 

Less than 18.0 

Less than 40.0 

30.0 — 60.0 

20.0 — 50.0 
10.0 — 30.0 

Less than 1.0 

Requirement 
Not Satisfied 

5. SUMMARY 

The Census Bureau has designed an overall quality assurance system that is comprehensive 
and responsive to the potential problems and limiting factors of complete quality assurance. 
The system responds to the large volumes of IRS data by interacting with the IRS closely and 
promptly to ensure proper data procurement. The expected quality of these large data files 
is jointly determined and agreed upon with the IRS through the timing and quality standards 
and is verified by the automated QC process. Given this automated process, data verification 
can occur within the bounds of restrictive budgets and limited programming resources. 
Microcomputer technology has increased the role and flexibility of subject-matter analysts while 
lessening the burden of mainframe programmers. Communication with the IRS is frequent 
and productive, resulting in efficient procurement procedures and improved data quality 
awareness on the part of IRS and the Census Bureau as well. This collective response to past 
difficulties will ensure the Census Bureau of receiving the data necessary to conduct the 1987 
Economic and Agriculture Censuses in the best manner possible. 
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ABSTRACT 

The Survey of Income and Program Participation (SIPP) is a new Census Bureau panel survey designed 
to provide data on the economic situation of persons and families in the United States. The basic datum 
of SIPP is monthly income, which is reported for each month of the four-month reference period preceding 
the interview month. The SIPP Record Check Study uses administrative record data to estimate the quality 
of SIPP estimates for a variety of income sources and transfer programs. The project uses computerized 
record matching to identify SIPP sample persons in four states who are on record as having received 
payments from any of nine state or Federal programs, and then compares survey-reported dates and 
amounts of payments with official record values. The paper describes the project in detail and presents 
some early findings. 
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1. INTRODUCTION 

This paper addresses issues concerning the use of records to evaluate the quality of survey 
estimates and describes a specific application to the Survey of Income and Program Participa
tion (SIPP) in the United States. 

Matching administrative records to survey observations on a case-by-case basis, which we 
call a "record check," provides useful information to survey users and designers. A record 
check enables the analyst to make a full range of measurement error parameter estimates for 
evaluation purposes. These estimates, in turn, facilitate two basic kinds of activities: 

1. quantifying the effects of measurement errors on subject-matter estimates such as means, 
proportions, correlation coefficients, and multivariate regression coefficients (and 
possibly adjusting the estimates to correct for the measurement errors), and 

2. deriving more efficient survey designs that directly address, for example, the tradeoffs 
between measurement quality and costs. 

1.1 Basic Terms 

Our focus here is on measurement (or "response") errors, although the record check method 
can be extended to evaluate other nonsampling and sampling errors also. This is not a tech
nical exposition, but we do need to define some of our basic terms first. We assume that the 
survey observation from sample element / can be expressed as the sum of the true value and 
an error, e: 

Survey,- = True, -I- e,-. 

Jeffrey C. Moore and Kent H. Marquis, Center for Survey Methods Research, U.S. Bureau of the Census, Room 
433 Washington Plaza Building, Washington, DC, 20233. This is a revised version of a paper presented at Statistics 
Canada s International Symposium on Statistical Uses of Administrative Data, November 23-25, 1987. This paper 
presents the views of the authors and does not necessarily represent official Census Bureau policy or opinions. 



130 Moore and Marquis: Using Administrative Record Data 

The average bias in a set of TV survey observations, which we call the response bias or survey 
bias, is 

e = Y ^'1^' 

and the response error variance is just Var e. 

Similarly, the measurement model for the administrative record observation is: 

Record, = True, -I- u„ 

so that record bias is fi and record error variance is Var u. 

1.2 Comparison of Evaluation Approaches 

The capabilities of the record check approach can be contrasted with other methods of 
evaluation such as reinterviews and experiments. Reinterviews and other repeated measures 
designs aim at estimating a very limited set of measurement error parameters, usually something 
called the simple response variance or the response error variance. These approaches implicitly 
make strong assumptions about true change over time and about either the true value or bias 
parameter (Marquis 1986). 

One frequently attempted remedy is to create a true value measurement as part of the reinter-
view program, for example by reconciling discrepant answers with a knowledgable respondent 
or by asking much more detailed and specific questions during the reinterview. But the validity 
of these "true value" measures is suspect. Both Bailar (1968) and Koons (1973) have shown, 
for example, that reconciled reinterview responses are biased. And while detailed, specific ques
tioning is often preferred to a more global approach, there is no independent evidence that 
it reduces measurement biases to zero — or at all. Record checks potentially provide higher 
quality criterion information requiring much weaker (and perhaps more realistic) assumptions 
for purposes of estimating survey data quality. 

A different method of evaluating aspects of surveys is the experiment, such as a fully-crossed 
factorial design or an interpenetrated design for assigning interviewers. Analysts compare 
experimental groups with respect to statistics such as subject matter means or proportions and 
draw conclusions about which treatment produces more or less reporting of the subject matter 
of interest. What is controversial, however, is determining which is "better" in a measurement 
sense, a difficulty that is much reduced when criterion data — such as administrative records — 
are available. 

Without criterion data, it is often necessary for the analyst to resort to strong assumptions 
about measurement errors, such as: 

1. more reporting is better reporting; 
2. forgetting of meaningful material increases with the passage of time; 
3. unbounded interviews contain overreports, bounded interviews don't; 
4. reporting performance decays with length of interview or time-in-sample; 
5. people are basically lazy and devious — they will lie to avoid being asked a detailed set 

of questions; and 
6. self reports are better than proxy reports. 
Indeed, these assumptions have become part of the folklore of survey design in the western 

world. And yet, it is difficult to find any support for any of these assumptions from 
appropriately designed record checks. Experiments and related arrangements are excellent 
approaches to pinpointing the sources of variation, and in untangling estimation problems of 
colinearity, but are often unnecessary and seldom sufficient for evaluating an existing measure
ment process. 
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In sum, these other evaluation approaches are forced to make strong assumptions about: 

1. the independence of the original and evaluation measures when they are clearly dependent; 
2. the relationship of the original measure to a criterion when no objective, external link 

exists; and/or 
3. cognitive processes not supported by research. 

Record checks also employ assumptions in evaluating measurements. For example, the usual 
way of estimating the response bias is to assume no record bias (« = 0) and simply calculate 
the average of the differences between the matched survey and record observed values: 

Estimated Survey Bias = ^ ^^i - Pi)/N. 

While one cannot directiy support the no-record-bias assumption, one can conduct meaningful 
sensitivity tests of the effects of possible violations of the assumption on evaluation conclusions. 

1.3 Issues in Designing Record Checks 

Several issues merit consideration in designing a record check to evaluate survey measure
ment. We comment on some of the main ones here: incomplete observation designs, matching 
errors, record errors, true value differences, and absence of repeated measures or experimental 
design features. 

1.3.1 Incomplete Observation Designs 

Past record checks have often used one-directional or partial designs for data collection, 
such as when we survey people about owning library cards and check the records for those 
who claim to have one, or sample from a list of people with a diagnosed chronic disease and 
survey them to see if they report it in a survey questionnaire. Because these partial designs do 
not observe the full range of response errors in the correct proportions, they yield biased 
estimates of such classical measurement error parameters as the response bias and the response 
error variance. One-directional designs can fail to detect some or all of the true survey bias, 
can cause the analyst to interpret up to one-half of the response error variance as response bias, 
and can predetermine the sign of the estimated response bias if the measured variable is binary 
(Marquis 1978). Full designs are a necessary (albeit not sufficient) condition for obtaining 
unbiased estimates of the desired response errors. 

1.3.2 Matching Errors 

The essence of the record check is a one-to-one matching of survey and record observations. 
This is difficult to do correctly, and matching errors (false matches, false nonmatches) will 
potentially bias the measurement error estimates of interest. Neter et al. (1965) show that when 
there are no umatched cases, the mismatches will bias the estimates of response error variance 
upward. In terms of the reliability of a dichotomous measure (which is a function of the response 
error variance), the estimate will be attenuated by exactly the match error rate (Marquis et al. 
1986). It is therefore desirable to keep match errors to a minimum and to know something about 
the errors that remain. 

1.3.3 Administrative Record Errors 

As noted earlier, one usually has confidence that the records in a record check study are 
very good measures of the trait of interest. If the implied assumptions about record measure
ment bias and record measurement error variance are violated, this can cause the response error 
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estimates to be biased away from zero. For example, bias in the record observations can appear 
as bias in the survey observations but with the opposite sign. Feather (1972) describes this effect 
in a record check of physician visits in Saskatchewan, in which an apparentiy large survey over-
reporting rate was due to the record's recording a complete treatment procedure rather than 
the individual visits for diagnosis. Similarly, the presence of measurement error variance in 
the record can cause inflated estimates of response error variance in the survey (Marquis 1978). 

1.3.4 True Value Differences 

Problems arise when the survey and record systems use different definitions. This is often 
the case in "aggregate comparisons" of population parameter estimates made separately by 
each source. A common difference is in the scope of the populations covered, such as when 
the survey frame is limited to the civilian, noninstitutionalized population and the record 
includes everybody. Case-by-case matching can minimize the threats posed by differential cov
erage, but even estimates derived from these studies can still be plagued by differences in the 
concepts or the attributes of the concept. For example. Cox and lachan (1987) report the results 
of a study which compared survey-reported health conditions with medical records. The authors 
conclude that a major reason for the lack of correspondence between survey and record reports 
was differing concepts — the survey was designed to elicit the complaints which led to doctor 
visits while the medical records focused on final diagnoses. As an example from our study, 
the administrative records often contain the date a check was written for a transfer payment, 
while our survey respondents tell us when they received the payment. Such differences can 
threaten our time-related estimates of such things as telescoping response errors. 

1.3.5 Absence of Experiments and Reinterviews 

Evaluation record checks can detect errors but are not good at evaluating the remedies for the 
errors. To know how well a different survey design might perform, one must usually either test 
the alternative design options or arrange to estimate parameters of an underlying model from 
which survey designs can be derived {e.g., a modd of forgetting effects). For example, an evaluation 
record check design can estimate and compare response errors for self and proxy respondents. 
Without heroic assumptions it cannot, however, suggest how the measurement error parameters 
would change if the survey's respondent rule were changed (say, to allow only self response). 

Similarly, a record check without a reinterview or another set of independent measures is 
limited in the number of basic error parameters it can estimate. For example, our initial defini
tions mentioned three parameters: true value, survey error, and record error. Without a reinter
view (or other independent measure) there are only two measures with which to estimate the three 
unknowns. An additional measure can help identify the estimates of the parameters in the model. 

2. CHARACTERISTICS OF SIPP 

Here we briefly describe the main features of SIPP — the Survey of Income and Program 
Participation — as a prelude to discussing the record check evaluation design. 

2.1 Overview of SIPP Contents 

The purpose of SIPP is to provide improved information on the economic situation of people 
and households in the United States. It collects comprehensive longitudinal data on cash and 
noncash income, eligibility for and participation in Government transfer programs, assets and 
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liabilities, labor force participation, and a host of related topics. SIPP data assist the evaluation 
of the cost and effectiveness of current Federal government programs, the potential impacts of 
proposed program changes, and the actual impacts of changes when implemented. In general, the 
Census Bureau and other Government agencies which have fostered and supported the develop
ment of SIPP expect it to be an invaluable tool for domestic policy planning (Nelson et al. 1985). 

Core SIPP questions — repeated in each wave of interviewing — cover labor force participa
tion and amounts and types of income received, including transfer payments and noncash 
benefits from various programs for each month of the reference period. The core questions 
cover nearly 50 sources of income, including Government transfer payments from retirement, 
disability and unemployment benefits, and welfare programs such as Aid to Families with 
Dependent Children. Information is also gathered on noncash programs such as food stamps, 
Medicare and Medicaid; private transfers such as pensions from employers, alimony, and child 
support; ownership of assets that produce income, such as interest, dividends, rent and royalties; 
and on miscellaneous sources of income, such as estates. 

2.2 SIPP Data Collection Design 

SIPP started in October 1983 with a sample of approximately 25,000 designated housing 
units (the "1984 Panel") selected to represent the noninstitutional population of the United 
States. In February 1985 a new and slightly smaller panel was introduced. Additional panels 
are to be introduced each February throughout the life of the survey. Due to budget reduc
tions, the sample size for new panels is currently about 15,000 households. 

Each sample household is interviewed by personal visit once every four months for 2-1/2 years, 
resulting in a total of eight interviews. The reference period for each interview is the four months 
preceding the interview month. At each visit to the household, each person fifteen years of age 
or older is asked to provide information about himself/herself. Proxy reporting is permitted for 
household members not available at the time of the visit. Information concerning proxy 
response situations is recorded and is available for analytical purposes. 

To facilitate field operations, each sample panel is divided into four subsamples ("rotation 
groups") of approximately equal size, one of which is interviewed each month. Thus, one 
"wave'' or cycle of interviewing is conducted over a period of four months for each panel. This 
design produces steady field and processing workloads, but it also means that each rotation 
group uses a slightly different four-month reference period. 

Beginning with the second wave of interviewing in the 1984 panel, SIPP conducts reinterviews 
with a small sample of households about a subset of items (including program participation). These 
data are used to check for interviewer falsifications and perhaps to estimate response inconsistencies. 

3. RECORD CHECK DESIGN 

The purpose of the record check is to provide an evaluation of some of the income data 
gathered in SIPP. We highlight important features of the design of the record check next, 
covering the samples, the administrative records, the matching approach, and the analysis. 

3.1 Record Check Samples 

The SIPP Record Check uses a "full" rather than a one-directional design; that is, the records 
allow us to validate all observed values in the survey. Design options we did not choose include: 

1. checking records only for people who claimed to be participating in a program, or 
2. drawing a sample of known recipients and interviewing them to determine how truthfully 

they report. 
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Both of these designs are incomplete and will result in biased estimates of the response error 
parameters. 

The Record Check Study restricts attention to a subset of available SIPP data from the 1984 
Panel. First, the sample of people is restricted to households in four target states: Florida, New 
York, Pennsylvania, and Wisconsin. In the 1984 Panel this translates to approximately 5,000 
households. Second, the study's sample of time periods includes only the first two waves of 
the 1984 Panel. Figure I illustrates the wave, rotation group, interview month, and reference 
period structure for the target survey data. 

Third, the SIPP Record Check Study focuses on the quality of recipiency and amount 
reporting for selected Government transfer programs. It compares survey reports and 
administrative records for five Federally-administered programs (Federal Civil Service Retire
ment, Pell Grants, Social Security (OASDI), Supplemental Security Income (SSI), and 
Veterans' Compensation and Pensions), and four state-administered programs (Aid to Fami
lies with Dependent Children (AFDC), food stamps, unemployment compensation, and 
worker's compensation). 

We limited the study to four states — Florida, New York, Pennsylvarua, and Wisconsin — in 
order to keep the study to manageable proportions. Major criteria used to select these states were: 

1. the presence of a computerized, accessible, and complete record system for all target 
programs; 

2. a large SIPP sample; 
3. reasonable geographic diversity; and 
4. a willingness to share individual-level data for purposes of this research. 

Thus, the states were selected purposivdy; no attempt was made to sample states to be represen
tative of the Nation. 

We requested from each participating state agency identifying and receipt information for 
all persons who received income from the target program at any time from May 1983 through 
June 1984. The identical request was made of the participating Federal agencies, with the excep
tion that only recipients residing in one of the four selected states were to be included in the 
data extract. 

Wave 

1 

2 

Rotation 
Group 

1 

2 

3 
4 

1 
2 
3 
41 

Interview 
Month 

Oct 83 

Nov 83 

Dec 83 
Jan 84 

Feb 84 
Mar 84 
Apr 84 
May 84 

Jun Jul 

X X 

X 
^ 

Aug 

X 

X 
X 

Reference Period Months 

Sep 

X 

X 
X 
X 

Oct 

X 

X 
X 

X 

Nov 

X 
X 

X 
X 

Dec 

X 

X
X

X
 

Jan 

X
 

X
 

X
 

X
 

Feb 

X
X

X
 

Mar 

X 
X 

Apr 

X 

Figure 1. Survey Structure for Data Included in the SIPP Record Check Study. 
' Technically, rotation group 4 of the 1984 SIPP Panel was not administered a Wave 2 interview. The "missing" interview was 

transparent to respondents, however, who were simply given their Wave 3 interview at the time they would have received the Wave 2 
interview. For present purposes, the Wave 3 interview for rotation group 4 is identical to the Wave 2 interview for all other rotation 
groups, and is included in the Record Check Study in order to have two interviews from all sample cases. All references in the text 
of this paper to "Wave 2" include the Wave 3 interview for this portion of the panel. 



Survey Methodology, June 1989 135 

As noted earlier, errors in the records can cause problems for record check evaluation studies. 
Although several of the administrative record files obtained for this project contain very minor 
deficiencies, only two appear likely to pose major analytical problems: the New York worker's 
compensation file, and the Veterans' Compensation and Pensions file. Each is known to be in
complete in its coverage of recipients. The New York file excludes an unknown number of cases 
which were' 'closed" (/. e., cases which had already been adjudicated and for which payments by 
a private insurance carrier had already begun) at the time the data base was created several years 
ago. The Veteran's file excludes the approximately one percent of all recipients whose benefits were 
sent to a financial or other institution. There are no known coverage problems with any other files. 

An unavoidable problem which afflicts all of the administrative files to some extent is the 
discrepancy between payout date and receipt of payment; obviously, the SIPP respondent 
reports the latter and has no knowledge of the former, and the reverse is true for the program 
records. Where the payout date is close to the end of a month it may be difficult to distinguish 
a forward telescoping error from a legitimate difference between month of payment and month 
of receipt. Where there are definitional discrepancies, such as this payment date issue, our 
analyses will attempt to model them explicitly. 

4. MATCHING 

4.1 Introduction 
The quality of matching has important effects on some of the most critical response error 

estimates, such as the response error variance. Ideally, variables used to match survey and record 
observations are measured without error and are able to identify an individual uniquely. The 
ideal, of course, is never realized. 

However, the variables we have available to match surveys and records should go a long 
way toward minimizing the match errors. Some, such as social security number (SSN), uni
quely identify an individual even if other information such as address is outdated, garbled, 
or obliterated or missing. For purposes not directly related to this study (although certainly 
of benefit to it), the Census Bureau has taken special measures to ensure that SSN informa
tion as reported to the SIPP is complete and valid. For all Wave I and 2 sample persons, 
reported SSN's and reports of not having an SSN were verified and, if necessary, corrected, 
by the Social Security Administration. Safer (1986) estimates that as a result of this operation 
the SIPP file contains a valid SSN for about 95 percent of SIPP sample persons who have one. 

The wealth of other data — last name, first name, house number, street name, apartment 
designation, city, zip code, sex, and date of birth — is sufficient for high quality matching 
even in the absence of a unique identifier such as SSN. In addition, to aid us in evaluating the 
impact of any remaining match errors, the Census Bureau's matcher produces an ordinal 
measure of the goodness of the match/nonmatch of each survey observation to its appropriate 
administrative record counterpart. 

4.2 The Census Bureau's Computerized Match Procedures 
The Record Check Study uses computerized matching procedures applying the theoretical 

record linkage work of Fellegi and Sunter (1969). The process involves multiple discrete steps, 
but basically there are four: 

1. standardizing the common data fields in the two files which the matcher will examine 
to determine whether a pair of records is a match or not; 

2. sorting the two files into small subsets of records (or' 'blocks") which constitute a feasible 
number of pairs to be examined by the matcher; 
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3. determining and quantifying the usefulness of each data field to be considered in the 
match for identifying true matched pairs; and 

4. implementing the computer algorithms which perform the actual record matching. 

4.2.1 Standardization 

The Record Check Study processes all data files — both the SIPP files and the administrative 
record files — through an address standardizer which standardizes the format of various com
ponents of an address {e.g., street name, type, and direction; city name; state abbreviation; 
etc.) and parses each component into a fixed data field. Several programs have been devel
oped for this purpose; we use the ZIPSTAN standardizer developed at the Census Bureau. 

In addition to the standardization procedures which apply to all data files, many files require 
modifications to individual data fields to ensure a common format across files for matching. 
Common examples of variables which pose problems of this type are sex (which can be 
represented by either an alpha ("m" or "f") or a numeric ("I" or "2") code); date of birth 
(which has many variants — e.g., "mm-dd-yy," or "cc-yy-mm-dd," or the Julian format); and 
name (which may be a single field or which may have separate fields for each component). 
We prepare custom-made programs for this type of standardization. 

4.2.2 Blocking 

Blocking — establishing subsets of records for the matcher to examine in searching for 
matched pairs of records {e.g., Jaro 1985) — is necessary when matching files with large numbers 
of records. Obviously, the probability of finding all true matches would be highest if, for each 
record on one file, the entire other file were searched for a match. However, for large files 
such unrestricted searches for matched records are simply not feasible. Blocking each file into 
subsets of records makes matching large files feasible, but at the cost of excluding some records 
from the search; it thus increases the likelihood that some true matches will be missed. Ideal 
blocking components, therefore, have sufficient variation to ensure the partitioning of the files 
into many (and therefore smaller) blocks, and are effective match discriminators — that is, nearly 
always agree in true match record pairs and nearly always disagree in true nonmatch record pairs. 

The study uses multiple independent blocking strategies for each pair of files to be matched, 
thus minimizing the likelihood that a true match pair will escape detection as a result of blocking. 
One primary blocking strategy employs the first three digits of the United States Postal Ser
vice's five-digit ZIP code and a four-character SOUNDEX code derived from the sample 
person's/recipient's last name. The ZIP code is a sub-state geographic indicator which gener
ally is recorded quite accurately according to Census Bureau matching experts. The SOUNDEX 
algorithm is widely-used for creating a standard length, standard format code from input 
character strings of varying lengths; its advantage for blocking purposes is that it minimizes 
blocking errors due to misspellings, although it cannot eliminate such errors entirely. The second 
primary blocking arrangement uses the last four digits of the SSN. 

4.2.3 Data Field Match Weights 

With some variation, the data fields used in the matching of the SIPP and administrative 
record files include house number, street name, apartment number, city, ZIP code, SSN, sex, 
date of birth, last name, and first name. Intuitively, these fields are not equally useful in deter
mining whether a particular pair is a match or not — as an obvious example, agreement on 
sex is not as indicative of a true match as is agreement on SSN. Fellegi and Sunter (1969) include, 
in their presentation of a general theory of record linkage, discussions of weight calculations 
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reflecting different data fields' differing discriminating powers and how these weights feed into 
optimal decision rules. The Census Bureau's Record Linkage Research Staff has developed 
programs using Newton's method for non-linear systems (see Luenberger 1984) to solve the 
Fellegi-Sunter equations, and these programs are used in the SIPP Record Check Study to com
pute final match weights. 

4.2.4 The Computer Matcher 

The Census Bureau's computer matcher executes the Fellegi-Sunter procedures on a user-
defined set of data fields on files sorted (blocked) according to user specifications. For each 
data field to be considered in the match, the user supplies match weight seed values, defines 
the type of agree/disagree comparison (whether the fields must be exactly comparable in order 
for the matcher to treat them as agreeing, or whether only approximate comparability is 
necessary), and identifies missing value entries and specifies how they are to be treated (included 
or ignored in the calculation for a composite match weight). The user sets the composite weight 
cutoff values for matched pairs and nonmatched pairs, and generates the appropriate COBOL 
program codes to conduct a match through GENLINK, the Census Bureau's Record Linkage 
Program Generator (LaPlant 1987). 

In simple terms, the matcher: 
1. searches each data file for comparable blocks of records — that is, records which agree 

exactly on the designated blocking components; 
2. counts the number of records in found blocks to ensure that neither file's block size 

exceeds the preset maximum; 
3. computes a composite match weight for all possible pairs of records in the block; 
4. within the block, assigns each record in one file to a paired record in the other file according 

to a formula which maximizes the total composite weight for all pairs in the block; 
5. applies the Fellegi-Sunter decision procedure to determine whether a pair is a match, a 

nonmatch, or requires further review; and 
6. produces a "pointer" file map to the paired records in each file. 

5. ANALYSIS 

Our goals for the record check study are to estimate selected measurement error parameters 
for our samples of people, content, and times, and to assess how these errors relate both to 
each other and to variables that reflect survey design features. Our general plan is to use the 
matched data to estimate for each dichotomous participation variable: 

1. the response bias (using the survey-minus-record difference score); 
2. predictors of the response bias (using logistic or probit regression techniques or possibly 

LISREL techniques based upon matrices containing polyserial and tetrachoric coeffi
cients of association (Joreskog and Sorbom 1984); 

3. the response error variance {e.g., derived from regression residuals); 
4. the conditions or groups associated with very large and very small response error 

variances; and 
5. the kinds and amounts of confusion among transfer programs that contribute to the 

response errors (using covariance structure analysis procedures such as LISREL). 
(We will estimate the same parameters for reports of the amounts of money received from each 
transfer program but have not yet selected our basic estimation approach.) 
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The measurement error issues to be addressed fall into one of two categories: issues which 
apply to all time periods and issues that require comparing errors across time periods. In the 
former category are estimates of the amounts of response errors for self and proxy respondents 
or contributed by interviewers. In the latter category are the errors arising from panel surveys 
with familiar labels such as telescoping, time-in-sample bias, memory decay, rotation group 
bias, etc. — those implying that measurement errors will differ across time periods when 
everything else is held constant. To this list we add what Hill (1987) has referred to as the "seam'' 
bias in longitudinal surveys, which we discuss below. 

To appreciate the applied questions we wish to address about the different time periods, 
consider Figure 2, which presents the interview and reference month calendar for one rota
tion group of SIPP respondents: 

The figure shows two interviews. The first takes place in early October and asks about what 
happened in September (last month), August (two months ago), July (three months ago), and 
June (four months ago). Similarly, the second interview, taken four months later, asks about 
January, December, November, and October. We refer to the transition between September 
and October as the "seam" because it is between the reference periods covered by the two 
interviews. 

To investigate the internal telescoping hypothesis (which asserts that events are not forgotten, 
just remembered as having happened closer to the present time), we will be testing whether 
the response bias for the early months of the reference period (June and July in Wave 1 
and October and November in Wave 2) is negative and the response bias for later 
months (August and September or December and January) is positive, and that the two biases 
sum to zero. 

We plan to test the bounded interview hypothesis, which says that events from the remote 
past are reported as happening within an unbounded reference period (June through 
September), but that this will not happen in reference periods bounded by a previous inter
view (here, October through January). 

To examine the hypothesis about memory decay (that the probability of forgetting an event 
increases with the passage of time), we will test whether the response bias is more negative for 
the early months of each reference period than for later months. 

Reference 
Month 

Calendar 
Month 

4 mos. 
ago 

JUN 

Wave 1 

3 mos. 2 mos 
ago ago 

JUL AUG 

last 1 4 mos. 
month ago 

SEP j OCT 

1 ; 

"Seam" 

Wave 1 Interview Month 

k 

Wave 2 

3 mos 
ago 

NOV 

2 mos. 
ago 

DEC 

last 1 
month j 

JAN { FEB 

1 > 

"Seam" 

Wave 2 Interview Month 

k. 

Figure 2. SIPP Survey Time Periods for Rotation Group 1 Showing Reference Months, Calendar 
Months, Interview Months, and Interview "Seam". 



Survey Methodology, June 1989 139 

The time-in-sample and rotation group hypotheses suggest that response errors will be greater 
in the second interview than the first, after correcting for any seasonal effects. We plan to 
examine this and, if we find it to be true, test some of the ideas in the literature about why 
it may be true. Are the sample dements that survive from the first to the second interview dif
ferent, as Stasny and Feinberg (1985) suggest, or does the quality of the survivors' reporting 
deteriorate, as the Neter and Waksberg (1966) conditioning hypothesis might predict? 

We don't know yet the extent to which SIPP is experiencing these more traditional prob
lems of longitudinal surveys. One problem for which there is evidence, however, concerns the 
estimation of month-to-month changes in program participation (Burkhead and Coder 1985). 
Specifically, more changes in program participation take place at the "seam" between inter
views (between September and October in Figure 2) than between the months covered by any 
one interview {e.g., between June and July or July and August or August and September). The 
Census Bureau has not published monthly program participation transition estimates from 
SIPP yet because the estimates show a pattern that appears to be affected heavily by measure
ment error. Moore and Kasprzyk (1984) and Hill (1987) have speculated about what kinds of 
response, nonresponse, or procedural errors might be producing the pattern and which set of 
transition estimates is more accurate. By addressing the problem with administrative data, we 
hope to come much closer to a definitive explanation about the role of response and nom-esponse 
errors in producing the observed pattern. 

Related, possibly, to the seam bias issue is the better-understood phenomenon that measure
ment error variance tends to inflate estimates of gross change or underestimate stability. Recent 
literature (e.^.. Fuller and Tin 1986) suggests several possible approaches to the problem. We 
plan to begin the empirical exploration of the measurement error effects on the transition 
estimates to learn whether, for example, we can base corrections for the response errors on 
estimates from reinterviews. 

Finally, we have hinted previously at the problems that may arise in getting unbiased 
estimates of the errors if the records also contain errors. We plan, with the use of reinterview 
measures (that identify the estimate of Var e) to estimate the record error variance (Var u). 
However, we have no plans to relax the assumption that the records are unbiased. 

6. PRELIMINARY FINDINGS 

To illustrate our approach, we examine the "seam" issue with data for two Government 
transfer programs in one state. Recall that the seam problem is that monthly survey reports 
about program particiption status show more frequent status changes between months covered 
by separate interviews than between other months (covered by the same interview). With the 
administrative record data we are able to begin to answer key questions concerrung the quality 
of SIPP transition estimates: Are too many transitions reported at the seam? Are too few 
reported for other months? Does SIPP capture the right number of changes over the whole 
reference period but distribute them incorrectly? 

Figures 3 and 4 contain results of our iiutial seam bias analyses. Data for these initial analyses 
come from matched/merged SIPP and administrative record files for Aid to Families with 
Dependent Children (AFDC) and food stamps in the state of Wisconsin. 

A total of 1,632 people were eligible SIPP sample persons in Wisconsin in Wave I of 
the 1984 SIPP Panel. Of this total, 92 (6%) refused to report an SSN and were excluded 
both from the administrative record match and from the response error analyses. Also, 
the sample residing in Wisconsin is part of a national sample and is not necessarily representative 
of Wisconsin. 
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Transition Frequency 
12 

Wave 1 Seam Wave 2 Average Across 
All Months 

Figure 3. Month-to-Month AFDC Participation Transitions: Comparison of Transition Frequency at 
the Seam with the Average Frequency Within Waves 1 and 2, and the Overall Average Across 
All Months, for SIPP and Administrative Records. 

Transition Frequency 
12 

Wave 1 Seam Wave 2 Average Across 
All Months 

Figure 4. Month-to-Month Food Stamps Participation Transitions: Comparison of Transition Fre
quency at the Seam with the Average Frequency Within Waves 1 and 2, and the Overall 
Average Across All Months, for SIPP and Administrative Records. 
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SIPP procedures assume that all sample persons identified in Wave 1 were eligible sample 
persons in the same household for all months of the Wave I reference period, and that no one 
other than those eligible at the Wave I interview was a household member in the preceding 
four months. Thus, the month-to-month transition estimates within Wave I derive from a con
stant respondent base of (1,632-92 =) 1,540 people. In Wave 2, however, the fluidity of 
household composition is recognized, resulting in respondent bases which vary slightly from 
one month-pair to the next — including the interview seam. In the data below the number of 
eligible persons in both "seam" months is 1,517; within Wave 2 the respondent bases for the 
three month-pairs are 1,522, 1,531, and 1,532. (Separate analyses (not shown here) indicate 
that the trends shown in Figures 3 and 4 are not sensitive to excluding people not present in 
all eight months of the Wave I and 2 reference periods.) Because of the small number of cases 
and the unrepresentative nature of the Wisconsin sample we do not offer inferential statistics 
for this set of illustrations. 

In the figures, the striped bars indicate the number of transitions according to administrative 
records and the empty bars indicate the number of transitions according to SIPP. If there are 
too many SIPP transitions at the seam, the empty bar should tower over the striped bar for 
the comparisons labelled "Seam." If there are too few transitions reported in SIPP for the 
months covered within an interview, the empty bar should be smaller than the striped bar for the 
comparisons labelled "Wave I" and "Wave 2." And, if SIPP interviews yield approximately 
the right number of transition reports, the empty and striped bars should be approximately 
the same height for the comparisons labelled "Average Across All Months." 

Figure 3 presents the average frequency of month-to-month transitions in Wisconsin AFDC 
participation within Waves 1 and 2 for the two data sources, and contrasts those figures with 
the number observed at the Wave 1/2 interview seam. The SIPP "seam bias" problem is quite 
apparent — the frequency of transitions at the seam is greater than the average within either 
interview. Although the absolute differences with this sample size are small, the record data 
suggest that the AFDC seam bias results from a combination of too many transitions reported 
at the seam and too few in the within-interview months. The final columns of Figure 3 
suggest, additionally, a net underreporting of AFDC transitions in SIPP, in addition to the 
time placement problem. 

The Wisconsin food stamps results are summarized in Figure 4, where the seam bias effect 
in SIPP is even clearer. Once again, the administrative record data suggest a tendency for within-
interview transitions to be consistently underestimated with SIPP data. And, in this instance 
the contrast of survey and record data is even more clear in indicating that SIPP seam transi
tions are severely overestimated. Unlike the AFDC results, however, both survey and record 
contain about the same number of transitions overall, suggesting just a time placement problem 
and not a net underreporting bias. 

7. CONCLUSIONS 

After a lengthy matching and file preparation process, we are just beginning our analysis 
of this rich data set. However, with just the initial results presented here we have silready shown 
how record check findings can contribute to our understanding of important measurement error 
issues — in this case, the SIPP seam bias. There are many more tests to be done and many 
hypotheses to explore before we can draw definitive conclusions about the nature of SIPP 
measurement errors and their probable causes. We are confident that the SIPP Record Check 
Study will allow us to make important advances toward understanding the sizes and forms of 
these survey errors and perhaps suggest their causes. 
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The Use of Administrative Data for Initial and 
Subsequent Profiles of Economic Entities 

COLLEEN CLARK and ROBERT LUSSIERl 

ABSTRACT 

Statistics Canada is currently rebuilding its central register of economic entities. The new register views 
each economic entity as a network of legal and operating entities whose characteristics allow for the delinea
tion of statistical entities. This network view, the profile, is determined through the 'profiling' process 
which involves contact with the economic entity. In 1986 a list of all entities in-scope for a profiling con
tact was required so that profiles could be obtained to initialize the new register. Administrative data 
were used to build this list. In the future, administrative data will be a source of information on changes 
that may have happened to economic entities. They may thus be used as a source of direct update or 
as a signal that a review of the structure of an entity is required. The paper begins with the objectives 
of the profiling process. The procedures for constructing the frame for the initial profiling process using 
several administrative data sources are then presented. These procedures include the application of con
cepts, the detection of overlap between sources, and the evaluation of data quality. Next, the role of 
administrative data in providing information on changes to business entities and in requesting profiles 
to be verified is presented. Then the results of a simulation study done to assess this role are reviewed. 
Finally, the paper concludes with a series of questions on the methodology of using administrative data 
to maintain profiles. 

KEY WORDS: Administrative data; Central register; Profile. 

1. INTRODUCTION 

Statistics Canada is in the process of reorganizing its programme of economic surveys. The 
new programme will result in an increased use of administrative data. These data will be part 
of a Central Frame Data Base (CFDB) from which economic surveys will draw samples. 

Administrative data will also be used to maintain the CFDB. This and other elements of 
the reorganization strategy are contained in Colledge and Lussier (1985). Experiences in the 
implementation of the strategy are contained in Colledge (1987). 

One of the first steps was to formulate definitions of the CFDB units. A fundamental unit 
is the business entity. A business entity is defined in Statistics Canada (1987) as 'an economic 
transactor having the responsibility and authority to allocate resources in the production of 
goods and/or services, thereby directing and managing the receipt and disposition of income, 
the accumulation of property, the borrowing and lending of capital, and the maintenance of 
complete financial statements accounting for their responsibilities'. 

The Central Frame Data Base currently being built by Statistics Canada attempts to repre
sent the structure of the Canadian economy. It recognizes that this economy is dominated by 
a small number of large business entities who account for the majority of the activity within 
the economy. The CFDB is divided into two components paralleling this dichotomy. 

One component, the Integrated Portion (IP), provides coverage of the small number of large 
or otherwise important business entities, while the other, the Non-Integrated Portion (NIP), 

' Colleen Clark, Social Survey Methods Division, Statistics Canada, 4-CI Jean Talon Building, Tunney's Pasture, 
Ottawa, Ontario, Canada, KIA 0T6; and Robert Lussier, Business Survey Methods Division, Statistics Canada, 
11-M R.H. Coats Building, Tunney's Pasture, Ottawa, Ontario, Canada, KIA 0T6. 
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covers the remaining large number of smaller entities. The entities in the former component 
are more complex. Hence, the identification of those portions of the complex business entity 
that are of interest to a particular survey requires substantial effort. 

The Integrated Portion (IP) of the CFDB attempts to represent the complex structure of 
business entities through the use of an Information Model. The model consists of five struc
tures linked together which describe a business entity. These structures allow survey popula
tions to be accurately identified. The five structures are: 

i. The legal structure which describes the legal representation of the business entity. It is com
prised of legal entities and their relationships of ownership and control. Examples of legal 
entities are incorporations under federal or provincial charter. 

ii. The operating structure which describes how the business entity operates and how it 
organizes its accounting system. It is comprised of operating entities. This structure 
organizes and controls the production of goods and/or services. It is an attempt to struc
ture the business entity as it sees itself. Examples of operating entities are divisions, profit 
centres, and plants. 

iii. The statistical structure which consists of a hierarchy of statistical entities. These entities 
are derived from the associated operating structure depending on the units within the 
operating structure for which records for a particular set of data are maintained. 

iV. The reporting structure which consists of reporting arrangements for each selected statistical 
entity by survey. The data available in the accounting system of the business entity are col
lected from the reporting entities. 

V. The administrative structure which contains administrative data such as income tax data 
collected from legal entities and payroll deduction account data collected from operating 
entities. 

Entities on the statistical and reporting structures are generated by Statistics Canada for 
the purpose of collecting, editing, estimating, and tabulating economic data. The entities on 
the other three structures are externally defined. 

The complex process of determining the boundaries of the business entity and of delineating 
its five IP structures and their associated links is termed 'profiling'. This network view of the 
business entity is the 'profile'. The data to construct a profile are obtained through a contact 
with the business entity or some component of it. The entity's legal and operating structures 
as well as some administrative structure data items are obtained, or, reviewed and updated 
during the interview. The statistical structure is then generated or updated automatically from 
the new operating structure. Finally, default reporting entities are created for new selected 
statistical entities using selected fields from the legal, operating or administrative structures. 
These entities may subsequently be updated as a result of the first survey contact with the 
respondents or of special arrangements negotiated with the respondents. 

The type of profiling contact used depends on the entity's complexity and any special 
reporting arrangements. The most complex and important entities will receive a personal visit 
from either Head Office or Regional Office personnel. The remaining entities will be contacted 
by telephone. Entities will be contacted about once every two years, or more often, depending 
on how quickly their structures change. 

Cyclical profiling, whereby business entities are periodically contacted, is one method that 
will be used to keep the IP of the CFDB current. A survey feedback process and data from 
administrative sources will also be used. 

The design and construction of the CFDB is taking place over three years culminating in 
a data base that will be available for integration into survey programs. At implementation stage. 
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most of the data in the Integrated Portion of the CFDB should have come from a profiling 
process that began in April 1986. However, no single list of business entities in-scope for a 
profile was available in April 1986. 

Administrative data played a major role in initiating the profiling process. It was used as 
a starting point to construct the current Statistics Canada view of the business entity. A list 
of business entities in-scope for an initial profile was assembled from administrative data 
sources. Section 2 describes how this was accomplished. Section 2.1 gives the frame 
requirements. A description of the data sources used to build the frame follows in Section 2.2. 
Section 2.3 shows how the frame unit was constructed and how the various data sources were 
combined to build the frame. 

Section 3 describes how administrative data will be used to detect potential changes in a 
business entity and then to initiate the maintenance profiling process. The results of a 
simulation study done to quantify the proposed use of administrative data sources are 
then presented. The paper concludes with a discussion of several issues that this study 
has raised. 

2. USE OF ADMINISTRATIVE DATA FOR INITIAL PROFILING 

2.1 Frame Requirements 

The first step in building the frame for initial profiling was to define the frame unit. The 
ideal one would be the business entity. However this entity was not available either internally 
or externally to Statistics Canada. The units available to us were essentially legal entities. It 
was necessary, then, to group legal entities to approximate business entities. The frame unit 
was defined as a grouping of legal entities subject to the following constraints: 

i. The definition of the business entity implies that it covers all legal entities linked through 
ownership where ownership is defined as the owning more than 50% of the voting rights 
of a legal entity. The grouping of legal entities through this ownership rule is restricted 
to one level of foreign ownership outside Canada. 

ii. There has to be a single Canadian legal entity that owns all other Canadian legal entities 
in the business entity. This is necessary because profiting contacts with the business entity 
could only be made in Canada. 

The next step was to determine which frame units would comprise the frame and what data 
was required for each. The frame from which business entities would be selected for an initial 
profiling contact and from which the initial picture of the business entity would be generated 
would contain all business entities in-scope for a contact. 

Business entities are in-scope for a profiling contact if they qualify to be members of the 
Integrated Portion of the CFDB. Membership is determined by criteria applied to the legal 
structure that describes the legal representation of the business entity. 

Legal structures can become members of the Integrated Portion in one of two ways. First, 
if the structure consists of only one legal entity then the legal entity is part of the Integrated 
Portion if its revenue during its fiscal year of interest is above a prespecified value. This 
prespecified value depends on the legal entity's major industry and the location of its head 
office. Alternatively, if the legal structure consists of more than one legal entity then the legal 
structure is part of the Integrated Portion if at least one of the legal entities in the structure 
has a revenue above its appropriate prespecified value. 
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Therefore, in order to determine which business entities are in-scope, the following infor
mation was required for every legal entity: 

i. Relationships of ownership between legal entities. 

ii. Revenue in the fiscal year of interest, primary industry, and head office location. 

For business entities that qualify to be on the frame and, hence, to receive an initial pro
filing contact, information was required to select and contact the entity. The following was 
required to select the entity: 

i. All industries in which the business entity was involved so that the Wholesale and/or Retail 
industries could be contacted first. The surveys of these industries required a set of statistical 
entities that had been generated from a profiling contact before other surveys did. 

ii. The number of physical locations of all business entities that consist of one legal entity 
or that consist of two legal entities of which the owner is foreign. This data item deter
mined the type of profiling contact that would be made as either a telephone contact by 
Regional Office staff or a personal visit by Regional or Head Office staff. 

iii. The province in which the ultimate Canadian corporate ownership was based. The prov
ince was used to distribute the workload of making the profiling contacts to regional offices 
according to their capacities. 

In order to contact the business entities, name and address were required for the legal entity 
at the top (excluding foreign owners) of the business entity. Contact data and any special 
reporting arrangements that surveys had recently used would be desirable. 

2.2 Data Sources 

The data sources which could be used were restricted, primarily, by the frame coverage 
requirements. This restriction eliminated sample lists and many industry specific lists such as 
survey frames. Only data sources that were lists of all legal entities potentially in-scope for a 
profiling contact that carried, at least, some of the required data items could be considered. 
The data sources that could at least be partially integrated by computer were: 

i. The Inter-Corporate Ownership Database (ICO) which is a list of all legal entities operating 
in Canada that are owned by either foreign or Canadian legal entities and their owners. 
The coverage of foreign legal entities is required to determine the ultimate owner. 

ii. The Current Business Register (BR) which is primarily a list of all legal entities that are 
employers. The number of physical locations of a legal entity, contact data (address and 
reporting arrangements) used by surveys, and the industries in which the legal entity operates 
are available here. 

iii. The Corporation Tax Base (CORP) which is a list of all legal entities that filed a corporate 
tax return with Revenue Canada, Taxation in a given year. The primary industry, the loca
tion of the Head Office, and revenue for the fiscal year are carried on this data source. 

iv. The Individual Tax Base (IND) which is a list of all individuals who filed a tax return with 
Revenue Canada, Taxation in a given year. Individuals who report self-employed income 
on their return are legal entities of interest to Statistics Canada economic surveys. Primary 
industry data and contact data are available from this tax base for each individual reporting 
self-employed revenue as is his/her revenue from self-employment. 

Both of the tax base data sources (CORP and IND) are administrative data files. Admiiustra
tive data received monthly from Revenue Canada, Taxation regarding an employer's payroll 
deductions are used to update the BR. The ICO data source is a census survey response file. 
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None of these data sources provides complete coverage and all the required data items. 
Rather, coverage could only be obtained by combining these data sources. The same is true 
for some required data items while for the rest more than one source could provide them. The 
strategy used to combine these data sources to obtain the best coverage and data quality is 
presented in the next section. 

A fifth source, the Quarterly Survey of Financial Statements provided information on legal 
entities that prepare consolidated financial statements. This source was used in manually 
refining the business entities on the frame. 

2.3 Frame Creation Procedures 

The challenge in creating the frame for initial profiling contacts lay in integrating four data 
sources that had each been designed for different purposes and had never been integrated to 
this extent before. This situation is common to users of administrative data. The task was even 
more complex because this was the first time many concepts established for the CFDB were 
applied. 

The constraints of limited time and resources forced the project team to make some assump
tions when creating the frame. However, the assumptions were justifiable since the picture used 
on the frame would be corrected through the profiling process. A simple description of the 
procedures used is presented in this section. 

There were three steps in the frame creation process, each of which is discussed in the 
following sections. 

i. Construct a list of all potential frame units; 

ii. Determine which are in-scope; and 

iii. Acquire selection and contact data. 

2.3.1 Create Potential Frame Units 

The frame unit was constructed by grouping legal entities in the following manner to create 
business entities. The legal entities were first grouped into legal structures. One legal structure 
consisted of that set of legal entities related via ownership of more than 50%. Relationships 
involving foreign legal entities were accepted only if the foreign legal entity owned or was owned 
by a Canadian legal entity. When a foreign entity owned more than one Canadian entity, the 
legal structure was divided into as many business entities as there were Canadian entities directly 
owned by the foreign entity. In this way, a profiling contact would be made with the ultimate 
Canadian owner of each resulting business entity. Examples are provided in Figure 1. 

Individuals who reported self-employed income were considered as a legal structure con
taining only one legal entity. The ownership of corporations by individuals as well as relation
ships of joint venture between corporations were not considered in constructing business 
entities. 

Therefore, we can think of the set of business entities in-scope for an initial profiling con
tact as two mutually exclusive groups. The first group consists of legal entities that represent 
individuals who report self-employed income. The Individual (IND) tax base contains a list 
of all potential frame units in this group. 

The second group consists of legal entities that represent corporations operating in Canada. 
The Inter-Corporate Ownership (ICO) data source was manipulated to provide a list of cor
porations that belonged to legal structures containing more than one legal entity. A list of all 
legal entities that are not owned by any other legal entity was obtained from the Corporation 
tax base after elimination of those legal entities that were owned by other legal entities or were 
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Figure 1. Defining Business Entities 

owners themselves. That is, it was necessary to match the ICO source and the CORP Tax base 
to identify the overlap between them. Legal entities that appeared on both sources could thus 
be identified to ensure that they would only appear once on the frame. Linkage between the 
two sources was not straight- forward and involved a clerical process because a common iden
tification number was often not available. 

2.3.2 Determine In-Scope Frame Units 

The data required to determine if individuals reporting self-employed income were in- scope 
was on the IND tax base. It was a simple step to determine if a legal entity was above its 
appropriate prespecified cut-off. 

The situation was more complex for corporations. The linkage achieved between ICO and 
CORP provided the data required to apply the cut-off rule. However, about 20% of the cor
porations on ICO could not be linked to CORP. In these cases an assumption was made which 
led to an overestimation of the set of business entities in-scope for an initial profile. It was 
assumed that legal structures which contained at least one unlinked corporation satisfied the 
frame inclusion conditions. Otherwise, legal structures were frame members if at least one cor
poration satisfied the cut-off rule. 
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2.3.3 Acquire Selection and Contact Data 

The result of the previous step was a proxy list of all business entities in-scope for an initial 
profiling contact. The data required for selection and contact described in Section 2.1 that are 
not already on the frame were available from the BR. The frame and the BR overlap because 
a majority of the frame units representing corporations and a smaller proportion of the frame 
units representing individuals are employers. Linkage between the frame and the BR was 
required so that data from the BR could be added to the frame for uiuts found on both sources. 
That is, it was necessary to detect duplication between the two sources. 

It was even more difficult to link these two sources than it had been to link the ICO and 
CORP sources. This was due not only to the frequent absence of common identification 
numbers as in the ICO-CORP case but also because the BR resembles a business entity's 
operating structure more than its legal structure. The name and address from the BR were used 
for linking when no common identification number was available. However, the names and 
addresses on the BR often refer to 'trade' or 'operating' locations which are sometimes dif
ferent from the 'legal' names and addresses on the ICO and CORP sources. When this occurred 
it was difficult to establish a link and hence eliminate duplication. 

There were some frame units for which no link to the BR was achieved either because they 
were non-employers and therefore not on the BR or the linkage procedures could not estab
lish the link. In these cases subsequent stages in the initial profiling process were amended to 
accommodate the frame limitations. Contact data of a lesser quality were taken from the tax 
base. The selection criteria were changed to reflect the absence of data on industrial breakdown 
and physical locations for these legal entities. 

CURRENT 
BUSINESS 
REGISTER 

CORPORATIONS 
TAX BASE 

IP 

INDIVIDUAL 
TAX BASE INTERCORPORATE 

OWNERSHIP 
DATA BASE 

Figure 2. Frame for Initial Profiling 
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When a legal entity was involved in only one industry, the primary industry was available 
from both the tax bases and the BR. It was necessary, then, to reconcile this common data 
item when they were different. In this case the BR industry was used since it was considered 
more reliable. 

A pictorial representation (not to scale) of the resulting frame is shown in Figure 2. 

2.3.4 Evaluate the Frame 

The quality of the resulting frame was assessed by three projects. First, the consistency of 
the frame with the specifications for creating it was verified. 

The second project involved comparing various distributions of the legal entities on the frame 
with the same distributions produced from an independent simulation of the Integrated Por
tion. The distributions did not differ significantly. 

Lastly the frame was assessed by comparing it with the BR. A sample of 30 of the larger 
units in the BR was matched to the frame for initial profiling. All of the entities were found 
but with great difficulty because the two sources use different concepts. 

2.4 Conclusion 

The frame strategy just described was based on some simplistic assumptions regarding cov
erage, data quality, and the way in which business entities operate. 'Shortcuts' were often used 
to satisfy the frame requirements. It was felt that this approach was justified because of the 
role of the frame as a provider of initial pictures of business entities that would be updated 
during the profiling process. The implications of making these assumptions are discussed in 
this section. 

The population of business entities in-scope for an initial profiling contact may contain 
duplicates and out-of-scope units. If so, then more profiling contacts than necessary will be 
made. This would increase Statistics Canada's production costs. It would unduly burden the 
respondent with duplicate requests. Finally, the image of Statistics Canada could be adversely 
affected. 

The population may be underestimated. Nevertheless, the missing units will be profiled at 
a later date. This would delay the introduction of new large units into the Integrated Portion 
of the CFDB. The missing units would be covered by the Non-Integrated Portion in the interim 
rather than the Integrated Portion. 

Inaccurate selection and/or contact data could complicate or delay contact until accurate 
data could be found. The consequence in these cases is also an inaccurate CFDB until the pro
file is completed. 

These experiences demonstrate the complications introduced when administrative data are 
used. They also illustrate the care that must be taken in ensuring the compatibility of 
administrative data with one's requirements. Examples were provided of the types of ensuing 
compromises that must be made when such a compatibiUty cannot reasonably be reached. 

3. USE OF ADMINISTRATIVE DATA IN SUBSEQUENT 
MAINTENANCE PROFILES 

3.1 Cyclical and Reaction Profiling 

There will be two types of subsequent maintenance profiling, namely cyclical and reaction 
profiling. Each of these is explained below. 
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Cyclical profiling is the process that will ensure that all business entities in the profile popula
tion get reprofiled within a certain period of time. It is expected according to current budget 
forecasts that this period of time will be two years. Time elapsed since the business entity's 
last profile will be the factor that determines eligibility for cyclical profiling. Other factors will 
be taken into account to prioritize the eligible units within cyclical profiling. 

Reaction profiling is the process that will profile a business entity as a result of informa
tion through a source other than profiling that changes may have occurred to that business 
entity and that the statistical image of the business entity on the register may not be valid any 
longer. Reaction profiling will keep the CFDB more up-to-date than if only the cyclical pro
filing mechanism were used. Some of the sources of information on changes are the various 
files of administrative data received regularly at Statistics Canada. 

3.2 Sources of Administrative Data That Can be Used 

The three sources of administrative data that Statistics Canada can use to update its cen
tral register that are discussed in this paper are: 

- the Individual Tax Base; 

- the Corporation Tax Base; and 

- data on payroll deduction accounts captured by the tax authorities. 

Generally, individuals and corporations file a single tax return for a reference year. How
ever, it is possible to have more than one return for a reference year if, for example, a cor
poration changed its fiscal year end with the approval of the tax authorities. Nevertheless, one 
can say that tax returns are an annual source of changes. 

The receipt of the tax bases at Statistics Canada does not occur at a single point in time. 
In fact. Statistics Canada receives files of tax data regularly for a reference year over a period 
of two years. Thus, one could perform monthly updates to the register from tax data but each 
register record would generally be updated only once a year. 

On the other hand, an employer is generally expected to send remittances for his payroll 
deduction accounts on a monthly basis. In turn. Statistics Canada receives a file of payroll 
deduction account data once a month. Thus, monthly updates can be made to the register from 
payroll deduction account data and each register record can in theory be modified every month. 

Note that there are other sources of administrative data that could be used. They are not 
discussed in this paper because they are not obtained on a universe basis or on a regular basis. 
They are nevertheless worth mentioning. These are: 

- limited information on corporations that have not filed a tax return but are believed to 
be active, captured by the tax authorities; 

- additional data captured from a sample of tax returns by Statistics Canada; and 

- data on a tax authority form filled out by employers when they request a payroll deduc
tion account, captured by Statistics Canada. 

3.3 Signals of Change 

Signals of change were developed from the administrative sources described in the previous 
section. These signals identify administrative records for which changes to their associated 
statistical entities may have occurred. They also inform the register that reaction profiling may 
be desirable for these entities to keep the register up-to-date. 
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Table 1 
Signals by Administrative Source 

Administrative 
Source 

Annual Individual Tax 
Returns 
Annual Corporation Tax 
Returns 
Monthly Payroll Deduction 
Accounts 

Number Of 
Distinct Signals 

50 

49 

38 

Examples 

Change from single province of 
taxation to multiple jurisdiction 
Start of a joint venture 

New account with descriptions 
in the name that identify a 
corporation 

The signals are administrative source dependent. For each of the three sources listed in 3.2 
the signals consist of comparison tests between new data received for an administrative record 
and the last data received for the same record from the same source. These tests may involve 
a single field or a group of fields and may be conditional on a single field or several fields. These 
comparison tests attempt to identify real world events that have an impact on the statistical 
entities and not only on the administrative entities. Remember that the statistical entities exist 
for the purpose of economic statistical programs and often are completely different from the 
legal-administrative reality. Therefore, these comparison tests should optimize the detection of 
changes in the administrative data that reflect a change in the statistical entities. As an example, 
change of ownership of a manufacturing plant may mean the deathing of an administrative 
record and the birthing of a new one. On the statistical entities, it may however mean no change 
as the same establishment with its capabilities to provide the required data may still exist. 

If the frame was updated directly from the changes noted in the administrative records, the 
consequence would be a high incidence of apparent deaths and births in the statistical entities 
and a risk of incomplete or duplicated coverage. Thus there is a requirement to contact respon
dents, or at least to perform in-house research using all available documentation, to find out 
for signaled administrative records what happened to the statistical entities. The "translation" 
process is not trivial at all and its resolution constitutes the purpose of reaction profiling. 

The number of signals that were determined from each source together with some signal 
examples are presented in Table 1. One should however note the following points in studying 
the data on the number of signals. Some signals are very refined while others are not. It was 
often decided to split an original signal into mutually exclusive sub-signals because it was felt 
that it may be more informative in determining the action to take from the signal. The most 
trivial example concerns the Payroll Deduction Accounts. Eighteen of the 40 signals repre
sent changes in the estimated number of employees covered by the account. The 18 signals 
distinguish between increases and decreases in the estimated number and the magnitude for 
each of them. It was thought that such a breakdown would be informative to prioritize the 
clerical work. Nevertheless one could consider these signals as one. 

It is expected that even though tax returns are processed regularly, a given return will gen
erally generate signals at most once per reference year while a given payroll deduction 
accountmay generate a signal or signals every month. What is of more interest therefore is not 
the number of signals defined per source but the number of records that are identified by these 
signals. This would give an idea of the amount of clerical resources that will have to be invested 
to update the register from administrative sources. A simulation study was thus undertaken 
to address this issue. 
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3.4 Simulation Study 

The simulation study consisted of applying the signals previously described to the following 
populations: 

- the individual tax returns for fiscal periods that ended in 1984 to detect changes that had 
taken place during these periods; 

- the corporation tax returns for fiscal periods that ended in 1984 to detect changes that 
happened during these periods; 

- the payroll deduction account of the beginning of October 1985 to detect changes that 
had occurred since the beginning of September 1985. 

The results of the simulation study are presented in Table 2. The following observations 
can be made on the results: 

- There are a very large number of tax returns that generate signals: only about one eighth 
of the individual tax returns and one fifth of the corporation tax returns do not generate 
any signals. 

- There are 8,258 payroll deduction accounts that generated signals for a one month period. 
If one supposes uniformity of the payroll deduction account signals over months, there 
would be almost 100,000 accounts signaled in a year. Note that it is likely that accounts 
would be signaled in more than one month and therefore there would be duplicates if one 
cumulated the signals. 

- If all records signaled in a year are added, it gives the grand total of 244,269 signaled 
records. However, it is obvious that signals are duplicated between the administrative 
sources. For example, a change to the legal name of a business could be found on the 
tax return as well as on each of its payroll deduction accounts. 

3.5 Questions Raised 

The results of the simulation study as well as an examination of the role of the signals raise 
a certain number of issues with respect to the profiling activities. 

Six of these issues are presented bpose. 

Table 2 
Results of Simulation Study 

Administrative 
Source 

Individual Tax Returns 
Corporation Tax Returns 
Payroll Deduction Accounts 

Number In 
The Profile 

Population 

72,190 
102,688 
134,973 

Number 

Signaled 

63,446 
81,727 
8,258 

Percentage 

Signaled 

87.9 
79.6 
6.1 
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3.5.1 Performance of Signals in Detecting Change(s) to Statistical Entities 

The signals will attempt to flag legal and/or operating entities involved in real world events 
that have an impact on the statistical entities. An update will then be necessary on the central 
register to maintain the quality of the statistical products. Are the signals really reflecting real 
world events that affect the statistical entities or are there some that have no impact? If some 
are useless, work will be generated for no purpose. 

A small-scale survey was conducted in 1986 to determine the usefulness of the signals with 
respect to the detection of changes to the statistical entities. However, for various reasons, the 
only signals that could be used were those of the simulation study. They refer to changes between 
tax returns of taxation years 1983 and 1984. Thus the time lag between the reference period 
of the signals and the survey period (1986) gave recaUing difficulties to the respondents. This 
led to the inclusion of events which took place after the period as well as the omission of events 
which did occur in the reference period. The survey was therefore inconclusive and no other 
attempt has been made since then. 

3.5.2 Repetitiveness of Signals 

Signals will be received over time and from different independent sources. The tax returns 
in particular suffer from noticeable time delays. As a given signal is received, the CFDB may 
have already been updated to reflect the real world event behind the signal. This update may 
have been the result of processing a signaled record from another source or of conducting 
cyclical profiling or of incorporating feedback received from surveys. Therefore, signals cannot 
be treated independently of the CFDB to decide to perform a reaction profile. However, how 
should a signal be checked against the CFDB to see if the CFDB was already updated? As an 
example, if a large increase in revenue is flagged on a corporation tax return, how should one 
check if the CFDB was already updated to reflect the real world event behind this increase when 
one does not know the real world event behind it? 

3.5.3 Omission of Signals of Change 

Similarly, some records will not get signaled. Will the absence of signals definitively mean 
that no real world event occurred that need the statistical structure to be updated? Should other 
signals be developed to cover omissions? Again, the survey previously mentioned was 
inconclusive in answering these questions. 

3.5.4 Availability of Resources to Handle Signaled Records 

As the simulation study showed, a large number of records will be signaled. These 
will require manual work. It is likely, that there will not be sufficient resources to per
form all this work. How should the total amount of resources to be devoted to reaction 
profiles be determined and how should this total amount be used to handle the signaled 
records? If constraints on resources demand that some signals be ignored, how will these 
be determined? 

3.5.5 Response Burden 

The results of the simulation study suggest that businesses will be contacted more often than 
every second year to check for frame changes other than through regular survey activity. This 
will increase response burden. Can a trade-off be established between increase in response 
burden and out-datedness of the register? What should this trade-off be? 
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3.5.6 Role of Cyclical Profiling 

The large amount of records signaled by the tax returns in the simulation study raises a ques
tion about the usefulness of cyclical profiting. The number of records subject to cycUcal pro
filing and not to reaction profiling can be deduced to be very small. First, suppose the results 
of the simulation study in terms of numbers hold for a second year. Then suppose the records 
signaled in the second year are not all the same in the first year but that there are new records 
signaled and that there are last year's records not signaled the second year. Then it can be safely 
assumed that the number of records which will not get a signal over two years will be very small. 
There may be only a few records left which will not be signaled on either one or the other year. 
This will in fact represent the maximum target population for cyclical profiling. Will it be 
necessary to perform a profile for these entities, knowing that they are not signaled by the 
Payroll Deduction Accounts nor by the tax returns? 

4. CONCLUSION 

Section 2 has shown how administrative data were used to build a frame for initial profiling. 
Administrative data offered extensive coverage. However, it was also seen that conceptual dif
ferences between one's requirements and administrative data can lead to complications requiring 
simplifying assumptions and compromises. 

The resulting frame supported the initial profiling of all business entities except the most 
complex ones. In these cases the approximation given by the frame could not be accepted. 
Rather, extensive research was conducted on each business entity using elements such as public 
annual reports and survey responses. 

The frame also played an important role in initiaUzing the CFDB. It was used along with 
the Business Register to identify the members of the Integrated Portion. 

The method by which administrative data will be used to initiate a maintenance profile was 
described in Section 3. Signals of change will be derived from various administrative sources 
and will generate requests to verify profiles. Many issues were raised in this respect. These issues 
are being addressed by the various design teams responsible for implementing the CFDB update 
strategy. A solution being investigated to solve some issues is to prioritize signals depending 
for example on the length of time since the entity was last profiled. Another solution is to 
develop a self-learning process. Experience will dictate which signals are useful and should be 
kept. Therefore, substantial work is still required before the process stabiUzes in production. 
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