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In This Issue 

In this issue's special section, we take a look back and a look forward. Our contributors to this 
section are weU-known survey statisticians who bring a wealth of experience and knowledge. By 
looking back with clarity to developments in our field, they enable us to look forward to areas 
of emerging interest. With one exception, each paper has discussants, with a reply by the authors. 

Rao and Bellhouse present an historical perspective on sample survey theory and methods. 
Beginning with a discussion of some of the earUest developments in the field, they then take us 
through the design-versus model-based debate, variance estimation methods, analysis of survey 
data and recent developments in computer software. The paper includes an extensive 
bibUography. Smith's comments complement the paper, providing a somewhat different perspec­
tive, including some thoughts on the position of sample survey theory relative to "mainstream" 
statistics. 

Beginning wUh a discussion of the role of governments and social researchers in the earUest 
sample surveys and censuses, Fienberg and Tanur describe the institutional bases for survey 
research, particularly in the United States. Among the organizations considered are government 
agencies, statistical associations, polUng firms and uiuversities. The authors discuss recent 
developments including increased telephone interviewing and cogrutive aspects of surveys. They 
end by discussing Unks among the various sectors which make up the field. In his discussion. 
Groves also looks at the sectors and states that movement of people among them has been less 
common than Fienberg and Tanur's examples suggest. He also adds substantially to the Ust of 
recent developments. 

Whereas Fienberg and Taniu- look at government institutions as one component out of several, 
BaUar focuses on the unportant role played by the U.S. Bureau of the Census in the development 
of sample survey methods. She discusses the motivation for, and development of, various 
methods and approaches including sampUng and seasonal adjustment. The paper concludes with 
a look to the future. Brackstone emphasizes that practical problems gave rise to the advances 
discussed by BaUar. He also adds several other contributions made by Statistics Canada and other 
agencies to those mentioned by Bailar. Brackstone also points to the importance of a suitable 
environment to encourage innovation. 

Kish discusses altematives to current periodic censuses. He rekindles the debate on the 
feasibihty of replacing them by rolling censuses. He discusses the use of administrative data in 
this context, pointing out the existence of good sources of data in some countries. An important 
issue is how to cumulate data from rolUng samples and censuses. Various alternatives are 
discussed. In his discussion, Scheuren points out that Kish is, in effect, advocating a major shift 
in our way of thinking - al\yays a difficuU task. While Scheuren feels that pure roUing censuses 
are likely to be too expensive, variations, along with the use of improved administrative data, 
should be feasible. Both authors agree that there is much research required for further progress. 

We are pleased to have Morris Hansen, who participated in many important developments 
mentioned by the authors, as a discussant of aU the above papers. He adds important historical 
detaUs and corrects some errors and misconceptions. One item of particular interest is Hansen's 
discussion of the reluctance to introduce sampling - something which we now tend to take for 
granted. His insightfiU comments on individual topics are too numerous and varied to summarize 
here. 

Dalenius and Samdal initially intended to discuss Bailar's paper, but their paper metamor­
phosed into a history of sampUng techtuques in Sweden. As such, it serves as a summary and 
update of Dalenius's 1957 book. 



2 in This Issue 

The remaining papers in this issue of Survey Methodology deal with a diversity of topics. Kott 
proposes an unbiased estimator of variance for a two-phase sampling design where both phases 
are stratified simple random sampUng. Such designs are commonly used, especiaUy in agricultural 
surveys. 

Two-phase sampUng with stratification at both phases is also the subject of White's paper. 
An estimator due to Vardeman and Meeden which uses prior informafion is studied via simula­
tion. Some theoretical results are also given for the case where the prior information is not used. 

JuUen and Maranda describe the sample design used for the National Farm Survey since 1988. 
The efficiency of the new design is evaluated by comparing the precision of the survey estimates 
for 1988 to those for 1987, as weU as to the expected precision obtained during the development 
of the new design. 

The results of a study in Saskatchewan are analyzed by Hay to examine the effects on responses 
of the method of data collection: self-administered questionnaire versus personal interview. 
Although statistically significant differences are found, they are not of sufficient magnitude to 
be of practical importance. 

Langlet studies the use of cluster analysis to deal with the problem of imputation for item 
nonresponse. This technique would be especiaUy usefiU m situations where the niunber of imputa­
tion classes is rather large. 

B61and and Theberge use randomization tests to compare two questionnaires which were used 
to study the questions likely to be asked in the 1991 census. Since tests of this type may not be 
familiar to many survey methodologists, this paper wiU serve as a useful introduction. 

In his paper, CantweU derives a sunple variance expression for a general composite estimator 
commonly considered for rotating designs. He deals with both smgle-level and multi-level rotation 
plans. 

The EdUor 
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History and Development of tlie Tlieoretical 
Foundations of Survey Based 

Estimation and Analysis 

J.N.K. RAO and D.R. BELLHOUSEi 

ABSTRACT 

Early developments in sampling theory and methods largely concentrated on efficient sampling designs 
and associated estimation techniques for population totals or means. More recentiy, the theoretical foun­
dations of survey based estimation have also been critically examined, and formal frameworks for inference 
on totals or means have emerged. During the past 10 years or so, rapid progress has also been made in 
the development of methods for the analysis of survey data that take account of the complexity of the 
sampUng design. The scope of this paper is restricted to an overview and appraisal of some of these 
developments. 

KEY WORDS: Foundations of inference; Analysis of survey data; Computer software. 

1. SOME EARLY MILESTONES 

The motivation behind much of the work in survey sampling prior to the 1950's or 60's was 
the desire to obtain reasonably efficient estimates, at a desired cost, of totals, means, or pro­
portions for large, and increasingly complex-structured, finite populations. A discussion of 
the early work in sampling human populations may be found in several review papers (see e.g.. 
Hansen, Dalenius and Tepping 1985 and Bellhouse 1988). 

The history of the mathematical theory of survey sampling has its origins in the late nine­
teenth century through the work of the Norwegian statistician A.N. Kiaer. Kiaer was the first 
to promote what was then called 'the representative method', or sampling, over complete 
enumeration. What Kiaer (1897) meant by representative sampling was that the sample should 
mirror the parent finite population. This can be achieved in two ways, by randomization or 
by balanced sampling through purposive selection. Initially, purposive selection was the 
preferred method of sample selection, but gradually randomization became a strong compet­
itor to balanced sampling for sample selection. By the I920's random sampling and purposive 
selection were both widely used as sample selection techniques. The major theoretical 
developments in both areas which occurred during this era are summarized in Bowley (1926). 
This summary includes the development of stratified random sampling with proportional alloca­
tion and the derivation of formulae to obtain the precision of an estimate from a purposively 
selected sample. 

The equal footing of random sampling and purposive selection gradually changed after the 
publication of Neyman's (1934) classic paper. Neyman was able to show, both theoreticaUy 
and with practical examples, why random sampling was preferable to purposive selection for 
the large-scale sampling problems of the day. With the publication of the 1934 paper, Neyman 
also opened up new avenues of development for random sample selection techniques. 
Previously, Bowley and his followers used only sampling designs with equal inclusion 

' J.N.K. Rao, Department of Mathematics and Statistics, Carleton University, Ottawa, Ontario, KIS 5B6. 
D.R. Bellhouse, Department of Statistics, University of Western Ontario, London, Ontario, N6A 539. 
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probabiUties for every population unit. TheU reasoning was that this method of sampling would 
provide a representative sample of the universe. Neyman (1934) broke out of this sampling 
straitjacket with his theories of stratified sampling with "optimal" allocation and cluster 
sampling with ratio estimation. In both situations, "valid" estimates of population totals, 
means or proportions are obtained without reUance on a representative sample selected through 
a design with equal inclusion probabilities. Neyman's final contribution to the theory of survey 
sampUng is his introduction of cost functions to find the sample allocation in two phase 
sampling which minimized the variance subject to a fixed budget (Neyman 1938). 

Neyman's fundamental contributions inspired various important extensions of his theory. 
Among these, we should mention ratio and regression estimation with two-phase sampling 
(Cochran 1939), determination of "optimal" stratification points and "optimal" allocation 
with multiple parameters/characters (Dalenius 1957), and sampling on two occasions with 
partial replacement of units (Jessen 1942) which was subsequentiy extended by Patterson 
(1950) and Hansen et al. (1953, pp. 470-503) to sampling on more than two occasions (also 
called rotation sampling). Rotation sampling and associated "composite" estimates are now 
extensively used to estimate levels and changes from continuing large scale, multi-purpose 
surveys {e.g., the Current Population Survey (CPS) carried out by the U.S. Bureau of the 
Census). 

Neyman's work also greatly influenced Morris Hansen, WilUam Hurwitz, and their col­
leagues at the U.S. Bureau of the Census. Inspired by their practical problems in large-scale 
survey design and by Neyman's approach to sampling theory, Hansen and Hurwitz (1943) 
developed the theory of sampling with probability proportional to size and with replacement 
(also called PPS sampUng). The effect of this approach to multistage surveys is that k provides 
approximately equal interviewer work loads which makes the administration of a multistage 
survey easier. This procedure also leads to significant reductions in the variances of the 
estimates, by controlUng the variabiUty arising from unequal cluster sizes without actually 
stratifying by size and thus allowing stratification on other variables to reduce variance. The 
theory of Hansen and Hurwitz was extended by Horvitz and Thompson (1952) and Narain 
(1951) to unequal probability sampling without replacement. By making the inclusion proba­
bilities of units at each stage proportional to their sizes, the desirable features of the Hansen-
Hurwitz method are retained, using the so-called Horvitz-Thompson estimator of a population 
total. The basic work of Horvitz and Thompson and Narain stimulated many theoretical and 
applied contributions to unequal probability sampling without replacement. Brewer and 
Hanif (1983) and Chaudhuri and Vos (1988) have provided comprehensive accounts of these 
developments. 

Madow and Madow (1944) have given the basic theory of systematic sampling, and 
introduced population models to examine the features of systematic sampUng. Cochran (1946) 
introduced the "superpopulation" approach in which the finite population is regarded as being 
drawn from an infiiute superpopulation having certain properties. The expected (or anticipated) 
variances under the superpopulation model are then compared to study the relative efficiency 
of ahernative sampling strategies. His 1946 paper stimulated much subsequent research in the 
use of superpopulation models in the choice of sampling strategies and also for model-dependent 
or model-assisted inference (see Section 2). 

Mahalanobis (1946) developed the technique of interpenetrating subsamples, and used it 
extensively in large-scale surveys in India for assessing both samphng and non-sampUng errors. 
This technique consists of drawing the sample in the form of two or more independent sub-
samples according to the same sampling scheme such that each subsample provides a valid 
estimate of the parameter of interest. By assigning the subsamples to different interviewers 
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(or interviewer teams), a valid estimate of the total variance can be obtained that takes proper 
account of the correlated response variance component due to interviewers. Deming (I960) 
used this method (sometimes called replicated sampling) extensively to obtain simple estimates 
of variance. It has led to resampUng techniques such as the jackknife, balanced repeated repli­
cation and the bootstrap for getting variance estimates of complex non-linear statistics (see 
Section 3). 

Yet another milestone in the emergence of ideas and theory surrounding complex surveys 
is the concept of design effect (DEFF), due to Leshe Kish (see Kish 1965, sec. 8.2). The design 
effect is defined as the ratio of the actual variance of a statistic under the specified design to 
the variance which would be achieved under a simple random sample of the same size. The 
concept of design effect has been found to be especially useful in the presentation and modelUng 
of sampling errors, and also in the analysis of survey data involving clustering and stratifica­
tion (see Section 4). 

2. THEORETICAL FOUNDATIONS 

Although Neyman (1934) and others obtained best linear unbiased estimators for simple 
designs using the standard Gauss-Markov set-up, the development of traditional sampling 
theory progressed more or less inductively. Estimators (and designs) which appeared reasonable 
were considered and their relative properties carefully studied by analytical and/or empirical 
methods, mainly through comparisons of bias and mean square error, and sometimes also 
using anticipated mean square error or variance under plausible superpopulation models. As 
noted by Hansen et al. (1983), unbiasedness of estimators under a given design was not insisted 
on since it "often results in much larger mean square errors than necessary". Instead, asymp­
totic design consistency of estimators was insisted on, at least when aggregate estimates from 
reasonably large samples are needed, and the mean square errors of selected asymptotically 
design consistent estimators were compared to arrive at a suitable estimator (and design). 
Moreover, in large-scale surveys involving a great many statistics, uniform estimation pro­
cedures are often insisted on at the expense of variance inflation for some statistics (compared 
to alternative estimators tailored to each statistic), due to time, cost and other operational 
constraints. 

Despite the usefulness of the traditional approach, the need for a formal framework for 
inference from survey data was long felt. Realizing this need, several statisticians have made 
important contributions to the theoretical foundations of inference from survey data, especially 
during the past 10-20 years. Several review papers (see e.g., Chaudhuri 1988) and two books 
(Cassel et al., 1977; Chaudhuri and Vos 1988) discuss various aspects of the theoretical 
foundations. 

Most papers on the theoretical foundations of sampUng theory have assumed the following 
somewhat idealistic set-up. A survey population t/consists of N distinct elements identified 
through the labels j = I, ..., N. The characteristic of interest yj (possibly vector-valued) 
associated with element j can be known exactly by observing element j . Thus response or 
measurement errors are assumed to be absent or ignored if present. The parameter of interest 
is the population total Y = yi -{• ... + j/v or the population mean F = Y/N (if N is 
known). A sample is a subset s of L^and the associated;'-values, /.e., {(i,yi), i € s], selected 
according to a sampling plan which assigns a known probability ;!7 (5) to 5 such thatp{s) s 0 
for all .s € S (the set of all possible s) and T,sisP{s) - 1 • The selection probability p{s) can 
depend on known design variables z = {Zi, ..., ZN)', such as stratum indicator variables 
and size measures of clusters, i.e.,p{s) = p{s \ z) where Zj is possibly vector-valued. For 
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probability sampling, the inclusion probabUities itj = I,{s:jis]P{s) are positive, which 
permits unbiased or consistent estimation of Yin the traditional sense. It is also customary 
to impose the condition that the joint inclusion probabilities Xy = I,{s:u,j)is]P{s) be 
positive, which permits unbiased or consistent variance estimation in the traditional sense. 

The basic problem is to make inferences (estimation, variance estimation and constructing 
confidence intervals), about the total Y by observing a sample selected according to a specified 
sampUng planp{s) and also using available supplementary data. This involves essentially three 
steps: (i) choice of a sampling plan; (ii) choice of an estimator Y; (iii) choice of a variance 
estimator and confidence intervals. There are essentially three different approaches to imple­
ment these steps: (i) design-based approach, also called probability sampUng approach or ran­
domization approach; (ii) model-dependent approach, also called prediction approach or 
probability speculation approach (Hdjek I98I), (iii) a hybrid approach, called model-based 
approach or model-assisted approach. Developments to date under each of these three 
approaches are discussed below. 

2.1 Design-based Approach 

This approach uses probability sampUng both for sample selection and for inference from the 
data. The probabihty sampling distribution provides valid inferences irrespective of the popula­
tions-values, even in complicated situations, in the sense that the pivotal/ = {Y — Y)/s{f) 
is approximately ̂ (0,1), at least for large samples, where s( Y) is the standard error of Y. This 
approach has been critized on the grounds that such inferences, although assumption-free, refer 
to repeated sampUng from the survey population involving all samples s€ S and the associated 
probabilities p{s), instead of just the particular .s that has been drawn. This criticism can be 
countered to some extent by using either conditional design-based inference referring to a subset 
of S that is "relevant" to the particular .y or by a model-assisted approach. 

Horvitz and Thompson (1952) made a basic contribution to foundational aspects of design-
based inference by formulating three classes of linear estimators of Y, and then raising the 
possibility that the best (minimum variance) estimator among all possible linear unbiased 
estimators of F may not exist, even for simple random sampling. Prompted by the Horvitz-
Thompson formulation, Godambe (1955) proposed a general class of linear estimators given 
by ^6 = I iis bsiYi, where the weight 6 ,̂ is attached to element / if s is selected and / € s. He 
proved that no best unbiased estimator of 7 could exist in this class, for any sampling plan 
p{s). Since the criterion of minimum variance had failed, several alternative criteria for the 
choice of an estimator were proposed. Among these, the admissibUity criterion is of some use 
but is not sufficiently selective in distinguishing between the merits of estimators since too many 
estimators are admissible. Ghosh (1987) provides an excellent survey of results on admissibUity 
and related criteria in finite population sampUng. New criteria that give rise to a unique choice 
of estimator in the Godambe class for any sampling plan have also been put forth, but the 
optimality properties established have questionable relevance (see Rao 1971, Rao and Singh 
1973). Basu's (I97I) well-known "elephants" example demonstrates the futility of two such 
criteria, viz. necessary bestness and hyperadmissibiUty. 

Godambe (1966) obtained the Ukelihood function from the sample {{i,yi), i 6 s] regarding 
the A'-vector 7 = ( j j , . . . , y^^j)' as the parameter of interest, but it provides no information 
on {y,: Us), and hence on the total Y, since the /^ population units are essentially treated 
as N separate post strata. A way out of this difficulty is to ignore some of the data to make 
the sample non-unique and arrive at an informative likelihood function (Hartley and Rao 1968; 
Royall 1968). Another route is to combine the uninformative likelihood function with ex­
changeable priors via Bayes theorem to arrive at informative posterior inferences (Ericson 1969). 
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Conditional inference has attracted considerable attention (and controversy) in classical 
statistics since Fisher (1925). The choice of a relevant reference set for making conditional 
inference is not always clear-cut, but in the context of post-stratification it seems sensible to 
make design-based inferences conditional on the realized strata sample sizes (Durbin 1969). 
Holt and Snuth (1979) provide the most compelling arguments in favour of conditional design-
based inference, although their discussion was confined to post-stratification of a simple 
random sample. Rao (1985) considered a number of real examples involving random sample 
sizes to illustrate conditional design-based inference and associated difficulties. 

Robinson (1987) considered conditional design-based inference from a simple random 
sample when oiUy the population total A' of a concomitant variable x is known. By conditioning 
on the observed sample mean Jf, he showed that the usued ratio estimator Y^ = (J'/.^)A'is con­
ditionally biased. He obtained a conditional bias adjusted ratio estimator given by 

Yr{adj) = Yr^ N{r - b){X - X)X/X, (2.1) 

where r = y/X and b is the sample regression coefficient. He also showed that a customary 
variance estimator 

s^Y) = NHI - n/N) Y, (Yi " rXi)^'n{n - I) (2.2) 
' / iis 

is conditionally biased, (while another classical variance estimator 
I 

sl{Yr) = {X/x)^sl{Yr) (2.3) 

is in fact conditionally unbiased, for large n. Robinson also showed, through a simulation study, 
that sl{Yr) is very close to the estimator of conditional variance of Yr{adj). 

2.2 Model-dependent Approach 

A strict model-dependent approach involves purposive sampling, and the model distribu­
tion (generated from hypothetical realizations of y = {yi, ..., y^)' obeying the model) pro­
vides valid inferences referring to the particular sample 5 that has been drawn. 

The model-dependent approach was first proposed by Brewer (1963) and extensively studied 
by Royall and his co-workers, starting with Royall (1970). It is best illustrated under a simple 
regression model 

E„{yi) = pXi, i = I, ...,N; 0 > 0, x, > 0 (2.4) 

where E^ denotes the model expectation. It is further assumed that the model variance 
^m{yi) = <^f where of is known except for a multiplicative constant, and that the model 
covariance cov„{y,, yj) = 0, / ?i j . Royall (1970) showed that the customary design-
unbiased estimator, Ny, under simple random sampling is biased under the model given by 
(2.4), and that Np leads to serious underestimation if the observed sample contains mostly units 
with small sizes, x,. These results can also be shown under the conditional design-based 
approach without assuming a model (Rao 1985). 

The best linear model unbiased estimator (or prediction estimator) of Y under the model 
(2.4) is given by 

F = D 7, + D ^x, (2.5) 
iis as 
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which reduces to the usual ratio estimator Y^ if a} = a^x,, where s = U - sis the set of non-
sampled units and ^ is the best hnear unbiased estimator of /3. The uncertainty in y is measured 
by E^{Y - Y)^ = V„{Y - Y) which in the case of Y, reduces to 

K„(f - Y) = [X{X - nX)/{nX)W. (2.6) 

Since (2.6) decreases as X increases, the optimal design is a purposive sample consisting of the 
n units whose x-values are largest, assuming that the population x,'s are known. A model 
unbiased estimator, sl,{Y - Y),ofV„{Y - K) is obtained from (2.6) by replacing CT^ with 
its weighted least squares estimator d\ and the resulting pivotal/„ = {Y - Y)/Sm{Y - Y) 
is approximately N{0,1) under the model distribution. These theoretical results are impressive, 
but such model-dependent strategies could lead to serious biases if the assumed model is not 
completely correct. 

To protect against model misspecifications, Royall and Herson (1973 a,b) considered model 
deviations consisting of second or higher order polynomial terms in x (say ^-th order) or an 
intercept or both, and demonstrated that a balanced sample for which X^^ = X^\ j = I, 
..., q provides robustness in the sense that f^remains model unbiased, whereX^^ = Y,ns 
xj/n and X^'' = Y. auXJ/N. Further, they have shown that stratification on x with optimal 
aUocation and balanced sampUng within each stratum together with the separate ratio estimator 
of Y provides increased efficiency. Purposively chosen balanced samples have a number of 
difficulties, nevertheless. First, due to lack of rigorous rules in the sample selection one might 
be tempted to select units whose x, are close to X (in the case of q = I) which can produce 
an unrepresentative sample if y is positively correlated with x (Yates I960, p. 40). Second, 
balancing is sensitive to departures from the polynomial regression model (Madow 1978, 
p. 320). Balance is required on the alternative model, which may contain higher-order poly­
nomial terms or other variables or both, and the extra variables in the alternative model must 
be known in advance. Third, balanced sampling is not feasible for surveys with multiple 
characters of interest since different samples may be required for each variable. 

If the extra concomitant variables z in the model are unknown or unmeasured, Royall and 
Pfeffermann (1982) recommend simple random sampling since it provides "grounds for con­
fidence that the selected sample is not badly unbalanced on z", but more recently Royall and 
Cumberland (1988) seem to favour some form of restricted randomization: "Many techniques, 
including restricted randomization, stratification and systematic sampling, can be used to help 
achieve balanced samples. We are not advocating one scheme over another; . . . " . In any case, 
it appears that most advocates of the model-dependent approach seem to recommend pro-
babUity sampling in some form, as noted by Smith (1984), and hence the main difference 
between the probabihty sampling approach and the model-dependent approach is in the choice 
of the pivotal involving the estimator Y and a measure of its uncertainty. 

Despite the above-mentioned limitations, the model-dependent approach is useful for 
studying the conditional performances of conventional procedures, under different plausible 
models. For instance, the variance estimator Sa{Yr) is consistent with the behaviour of the 
conditional variance V„{Yr - Y) under the model (2.4) with af = o^x,, while Sc{Yr) is 
model-biased (RoyaU and Eberhardt 1975). The variance estimator s^{Yr) is also robust to 
deviations from the assumption af = o^x,. 

2.3 Model-assisted Approach 

Hansen, Madow and Tepping (1983) illustrated the dangers in using model-dependent 
strategies even when the model is apparently consistent with the sample data. By introducing 
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a misspecification to the model (2.4) which is not detectable through tests of significance from 
samples as large as 400, they showed that the design-based coverage of the confidence intervals 
derived from the model-dependent pivotal tr = {fr- y)/Sa{ Yr) is substantially less than 
the desired level and that it becomes worse as the sample size increases. The poor performance 
of tr was due to the asymptotic inconsistency of the estimator Y^ with respect to their stratified 
random sampling design. 

The model-assisted approach considers only asymptotically design consistent estimators f 
that are also model unbiased under an assumed model. Variance estimators that are consis­
tent for the design variance of f and at the same time model unbiased (at least approximately) 
for the conditional variance V„{f - Y) are also constructed. Thus the resulting pivotal leads 
to valid inferences under an assumed model and at the same time protects against model 
misspecifications in the sense of providing valid design-based inferences irrespective of the 
population ^values. However, very little attention has been given to studying conditional 
design-based properties of model-assisted strategies under model misspecifications. 

Godambe (1955) assumed the model (2.4) with K„(j,) = a}andcov„{yi,yj) = 0,/ ^ j , 
and obtained a lower bound, Ziwi^ /T , - I )af, to the anticipated variance of any design 
unbiased linear estimator, Y^. He also showed that any fixed sample size plan with Tr, = 
{nxj) /A'together with the Horvitz-Thompson estimator, YjfT = I nsyi/T^i > attains the lower 
bound, provided fff = tr̂ xf. "Optimal" design unbiased strategies do not exist if fff 9^ a^xf, 
and as a result asymptoticaUy optimal strategies were developed by relaxing the restriction to 
design unbiased estimators and considering asymptotically design-consistent estimators. The 
generalized regression estimator 

Yreg = X) yi/'^i + ^ ( ^ - E Xi/^^ (2.7) 
iis ^ iis ' 

for any fixed sample size plan with TT, proportional to a, is asymptotically optimal {i.e., 
the asymptotic anticipated variance attains the lower bound), where /3 is a linear model un­
biased estimator of |S and £';^p(/3 - /3)^ - Oas« - 00, where£'p denotes the design expec­
tation (Sarndal 1980). In particular, the best model unbiased estimator (8 = ( EfeW,A:,>',)/ 
( Y.iis'^ix}) with w, = Ma] may be chosen. 

If 3 = (EtoM'/.'f,J;/'r,)/(EteM',xf/7r,) withw, = I/x, is chosen, then ŷ ^̂  reduces to the 
simpler form (ratio estimator) 

freg =X$ = J^gsiyi/TT,, (2.8) 
iis 

where g^i = A'/( EtaJC/Zir,) and g^j converges in probability to 1 as n — oo (Sarndal and 
Wright 1984). Sarndal, Swensson and Wretman (1989) proposed a new variance estimator for 
estimators f of the form (2.8) which is design consistent and at the same time approximately 
unbiased for the condUional variance V„{Y - Y). Their variance estimator for f„g is given by 

suites) = 2 ] ('T/Ty - 7r,y)7r,7'(&,e,- - g,jej)^ (2.9) 
i<Jis 

where e, = {y, - /3x,)/x,. For simple random sampling, 5 (̂ f^g) reduces to Sa{ Yr), given 
by (2.3), which was justified under the prediction and conditional randomization approaches. 
Kott (1987) proposed a ratio adjustment to the conventional Yates-Grundy variance estimator, 
S\'G( Y), of any model unbiased asymptotically design consistent estimator f. His variance 
estimator 
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4 G ( Y) = 4 G ( n [ K„( f - Y)/E^s]rG( Y)] (2.10) 

is model unbiased and at the same time asymptotically design consistent. However, for 
estimators of the form (2.8) Sarndal etal. variance estimator appears simpler since it is obtained 
simply from the conventional variance estimator S]'G{ Y) by changing e, to gsie,. 

The conventional regression estimator is obtained by first considering a fixed constant B 
in place of /3 in (2.7), and then substituting a consistent estimator of Rgp,, the value of B 
minimizing the design variance. This estimator does not depend on the validity of any model. 
However, the optimal design variance can be approximately attained in the model- assisted 
framework by modifying the model (2.4) to E{yi) = |3x, -f 7x, and then using (^,7)' , the 
weighted regression estimator of (/3,7)' wUh weights w, = l/irf. The resulting estimator of 
y reduces to (2.7) with /3 changed to jS (Isaki and Fuller 1982; Montanari 1987). Any other 
choice of 3 in (2.7) will give a larger asymptotic design variance. 

Little (1983) argued that only models that yield asymptotically design consistent, best linear 
model unbiased estimators should be used since the latter estimators are optimal if the model 
is in fact true. One way to accomplish this is by introducing an additional auxiliary variable 
«, = af{l - Tti)/iri into the model (2.4), i.e. by using £'(j,) = )3x, -1- yu, (Sarndal and 
Wright 1984). If we change the model to £•(>>,) = /3x, -I- yaf/Tt, -I- 5af by adding two 
auxiliary variables af/ir, and af to the model (2.4), then we get an asymptotically design 
consistent, best linear model unbiased estimator of the form f = E usEsiyi/^i (Sarndal and 
Wright 1984). The lower bound to asymptotic anticipated variance is also attained if we choose 
a sampling plan with TT,- proportional to a,. The above desirable properties, however, are 
obtained at the expense of a slight increase in the model variance under the original model (2.4). 

Godambe and Thompson (1986) employed the theory of estimating functions to derive design 
consistent estimators through an 2issumed model. For example, ify, is expected to be unrelated 
to TT, for some character >> in a multisubject survey, then the "optimal" estimating function ' 
gives the Hdjek (1971) estimator of Y: 

h= ( i ; ^ / / ' r / ) / ( i ; i /T / ) . (2.11) 
^ iis / I ^ iis ' 

The superpopulation model here is given by j',^= S -I- e,, with independent errors e,, which 
reflects the situation at hand. The estimator Y^ avoids the difficulties associated with the 
Horvitz-Thompson estimator YHT/N, as iUustrated by the "elephants" example of Basu 
(1971). The method of estimating functions looks promising, but further work remains to be 
done on its use in getting "better" estimators or pivotals or both. It is interesting to note that 
the well-known Fieller method of computing confidence limits for a ratio (Fieller 1932) and 
the method of Woodruff (1952) for computing confidence limUs for medians are essentiaUy 
equivalent to the method of estimating functions. 

The results in Sections 2.2 and 2.3 use models appropriate to unistage sampling. In the case 
of multistage sampling, the models are more complex due to intra-cluster correlations (Scott 
and Smith 1969; Montanari 1987). The resulting best Unear model unbiased estimators or predic­
tion estimators involve weighted combinations of estimators, where the weights depend on intra-
cluster correlations which can be estimated from the sample data. Bellhouse and Rao (1986) 
investigated the relative efficiency of such estimators, under the repeated sampUng framework. 
Their empirical results suggest that the prediction estimators may not be significantly more 
efficient than the customary estimator in two-stage sampling with PPS sampling of clusters 
and simple random sampUng within sampled clusters. 
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If the clusters are regarded as strata and if the strata means are the parameters of interest 
as in small area estimation, then the prediction estimators of strata means are likely to be 
significantly more efficient than the customary design-based estimators since the prediction 
estimators "borrow strength" from all the strata unlike the customary estimators. In the case 
of two-stage sampUng with cluster means as parameters of interest, only a prediction estimator 
for the nonsampled clusters can be implemented. 

3. VARIANCE ESTIMATION AND CONFIDENCE INTERVALS 

3.1 Linear Statistics 

A substantial part of traditional sampling theory is devoted to the derivation of mean 
square errors or variances of linear estimators of a total Y, and their estimators. Rao (1979) 
developed a unified approach for estimators belonging to Godambe's general linear class, 
^6 = Hiis^isYi' which enables the derivation of mean square error in a straightforward 
fashion, and also exhibits the necessary form of any non-negative quadratic unbiased estimator 
of the mean square error. For multistage designs, a general estimator of Y is of the form 
Ybm = E iis f'is Yi, where s now denotes a sample of primary sampling units (psu's) and f, is 
an unbiased linear estimator of psu total Y, based on subsampling the psu. Unified variance 
formulae for multistage designs have been worked out by Raj (1966) and Rao (1975). 

Large scale surveys often employ many strata, L, with relatively few psu's n/,, sampled 
within each stratum h. In fact, it is a common practice to select n^ = 2 psu's within each 
stratum to permit maximum degree of stratification of psu's consistent with the provision of 
a vaUd variance estimator. If the psu's are sampled with replacement with probabilities p^i in 
stratum h, then the estimator of total y is given by f = EA''/I. and an unbiased variance 
estimator is simply obtained as 

SHY) = D f D ('•/,, - fH)^l[n,{n, - I ) ] l , (3.1) 

where F^ = Yirhi/nH.rhi = Yhj/Phi and f̂ , is an unbiased estimator of the i-th psu total in 
stratum h{i = I, ..., nf,; h= I, . . . , £ ) . This stratified design is frequently used in com­
paring methods for nonlinear statistics (Section 3.2). Because of its simplicity, s^{Y) is often 
used even when the psu's are sampled without replacement. This procedure leads to overestima-
tion of variance, but the relative bias would be small if the first stage sampling fraction is small. 

3.2 Non-linear Statistics 

Many non-linear, finite population parameters of interest, d, such as ratio, regression 
and correlation coefficients, can be expressed as smooth functions, g{Y) of totals Y = 
{Yi, ..., Yg)' of suitably defined variates such that g{Y) oc g,(y,/M, . . . , y,_,/A/), 
where Yg = M, the population size. The parameter d is estimated by g( Y) « gi {fj/M, . . . . 
fg-i/M). Such estimators are well-behaved even when the variates attached to the elements 
t are not related to the inclusion probabiUties TT, (/ = 1, ..., M) since g (Y) is a function only 
of the Hdjek-type estimators Yj = Yj/Mof the means ?j. As an example of g(Y), the esti­
mator of a finite population regression coefficient 5 = E ( /̂ - X){y, - T)/Y {Xi - J^)^ 
can be written as 

B = [Z/M - {X/M){Y/M)][W/M - {X/M)^] -\ (3.2) 
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where fc, 1 and Ware the estimators of the totals X, Z and Wof the variates x„Zt = VtXt 
and w, = xf respectively. 

Variance estimation methods for non-linear statistics, g(Y), include the well-known 
linearization method and resampUng techniques hke the jackknife, balanced repeated repUca-
tion (BRR) and the bootstrap. The linearization method is applicable to general sampling 
designs, but it involves a separate variance formula for each statistic. On the other hand, 
resampling methods use a single variance formula for all statistics. The jackknife and BRR, 
however, are strictly appUcable oiUy to those designs in which the psu's are sampled with replace­
ment (or the first-stage sampling fractions are negligible). The bootstrap seems to be more gen­
erally appUcable, but it is computationally more cumbersome and its properties have not yet 
been fully examined. 

Linearization method 

If we denote the variance estimator of f = Y{yt) for a general desigii as v(;',), the 
linearization method provides a variance estimator for a nonlinear statistic ^as v{Zt) for a 
suitably defined synthetic variable z, which depends on the form of §. For a general statistic 
^ = g(Y), the variance estimator is given by 

sl{9) = v{zt) with z, = X) :>''/^/(*). (3-3) 

(Woodruff I97I), where>>,; is the value of itb character for ttb unit, and g,(Y) is the partial 
derivative bg{\)lbYi evaluated at Y = Y(/ = 1, . . . , q). One drawback of the formula 
(3.3) is that the evaluation of partial derivatives may be difficuh in some cases, although useful 
approximations to the desired partial derivatives can be obtained using numericed methods 
(Woodruff and Causey 1976). The variance estimator can also be obtained in many cases, 
without actually evaluating the partial derivatives g,, by recasting ^ as a ratio-type statistic and 
using the usual variance formula for a ratio. For example, the sample regression coefficient ^ 
may be expressed as .§ = y(zi,)/y(Z2r) withz,, = {y, - Y){Xt -k) and Zit = {x, -X)^, 
so that 

sl{B) = v{zu - Bzi,)/[Y{Z2,)]\ (3.4) 

SimUar techtuques can be used for other statistics hke the multiple regression coefficients (Fuller 
1975; Folsom 1974). Binder (1983) extended the scope of linearization method to statistics 
defined implicitly as the solution of a set of nonUnear equations. His formulation covers fiiute 
population parameters derived from generalized Unear models which include the linear regres­
sion model and the logistic regression model. 

Resampling methods 

We now turn to resampling methods for the commonly used stratified muUistage design 
of Section 3.1. Letting d''' be the estimator of d computed from the sample {r ,̂) after omit­
ting r,,, = Yhi/Phi' a jackknife variance estimator of fl = g( E f/,) is given by 

sHe) = D [(«/, - I)/"/.] D (^'•' - e)\ (3.5) 
h / 

Several variations of (3.5) can be obtained; for instance, 6 in (3.5) may be replaced by $'' -
lie'"/n,. 
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McCarthy (1969) proposed the BRR method for the important special case of n^ = 2. A 
set of 7 "balanced" half-samples is formed by deleting one psu in the sample from each stratum. 
This set may be constructed from Hadamard matrices. The BRR variance estimator is given by 

sW{e) = XJ (^^^ - ^)^'J> (3.6) 
j 

where ^'^' is the estimator computed from they-th half sample. Again, several variations of 
(3.6) can be obtained. The BRR method has been extended recently to the general case of une­
qual /I/,, using asymmetrical orthogonal arrays (Gupta and Nigam 1987; Wang and Wu 1988). 

The bootstrap method for the stratified design involved the following steps (Rao and Wu 
1988): (i) Draw a simple random sample [rli\1'=i of size m^ with replacement from (r^,),"^,, 
independently for each h. Calculate 

fhi = fA + {mh/{nh - 1)] ''''(r̂ ,- - h)Jh = niT^ ^ r^ 
i 

and 6 = g{Y,fh)-{^) Independently repUcate step (i) a large number, B, of times and calculate 
the corresponding estimators P, ..., P. (iii) The bootstrap variance estimator of ^is given by 

SIOOT{0) = D {e" - e)^/{B - 1). (3.7) 
6 

Confidence intervals can also be obtained by approximating the distribution of / = {6-6)1 
Sj{6) by its bootstrap counterpart t = {6 - 6)/Sj{6), where Sj{6) is obtained from sj{6) 
by jackknifing the particular bootstrap sample (r^,). Two-sided 1 - a level "bootstrap-^' 
confidence intervals on 6 are then given by 

{6 - tupSj(6),6 - ^LowSy{6)], (3.8) 

where L̂OW and f̂ jp are the lower and upper a/2 points of fobtJiined from the bootstrap 
histogram of / ' , .. .,P. One-sided confidence intervals can also be obtained from the 
bootstrap histogram. Also, one could use the Unearization variance estimator instead of the 
jackknife variance estimator in constructing the confidence intervals. For confidence intervals 
we need a much larger number, B, of bootstrap samples than for variance estimation. Regarding 
the choice of bootstrap sample sizes W/,, the choice /M/, = /!/, — 1 is attractive since it gives 
ihi = r^/. 

Comparison of the methods 

Theoretical properties of the methods reported in the literature include the following: 
(I) All the variance estimators reduce to the "standard" one, s^{f) given by (3.1), in the 
linear case g (Y) = Y.{2) For smooth functions g (Y), all the variance estimators are asymp­
totically design consistent (Krewski and Rao 1981). The jackknife variance estimator, how­
ever, is known to be inconsistent for nonsmooth functions like the quantiles, even in the case 
of simple random sampling. Hence, caution should be exercised in using jackknife software. 
(3) If «;, = 2 for aU h, then the jackknife and linearization variance estimators are asymp­
toticaUy equal to high order terms for smooth functions g (Y), indicating that the choice between 
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these methods in this important special case should depend more on other considerations like 
computational costs (Rao and Wu 1985). Turning to empirical studies, Kish and Frankel 
(1974) studied the linearization, jackknife and BRR methods, using data from the Current 
Population Survey and sample designs with n/, = 2 clusters from each of L = 6, 12 and 30 
strata. They evaluated the empirical coverage probability of the 1 — a level confidence 
intervals, 6 ± 1^/25{6), for ratios, regression and correlation coefficients, where t^/i is the 
upper a/2-point of a Nvariable with L degrees of freedom and s^ {6) is anyone of the variance 
estimators. The BRR method performed consistently better, in terms of coverage probability, 
than the jackknife which in turn was better than the linearization method; the observed dif­
ferences were small for ratios. The methods performed in the reverse order with regard to 
stability of variance estimator. Other empirical studies in the literature reported similar results. 
Regarding the bootstrap, a simulation study by Kovar, Rao and Wu (1988) indicates that the 
bootstrap ^intervals track the nominal error rate in each tail better than the intervals based 
on the normal approximation to / = {6 - 6)/s{6), but the bootstrap vEuiance estimators are 
less stable than those based on the linearization or the jackknife. The second order equivalence 
of the latter two variance estimators for the special case /i/, = 2 is also confirmed. 

Computationally simpler methods of variance estimation than the previous methods have 
also been proposed in the literature, e.g., random group method and partially balanced repeated 
replication, but these variance estimators do not reduce to the "standard" one in the linear 
case. Methods of constructing models from which sampling errors can be imputed have also 
been proposed. Such methods are useful in producing "smoothed" standard errors for 
estimators for which direct computations have not been made, and also in presenting stan­
dard errors in a concise form {e.g., graphs) in published reports. 

Wolter's (1985) book gives an excellent introduction to recent developments in variance 
estimation, and illustrates the methods on data from a variety of large-scale surveys. Recent 
review papers on variance estimation include Rust (1985) and Rao (1988). 

4. ANALYSIS OF SURVEY DATA 

Standard methods of data analysis are, in general, based on the assumption of simple random 
sampling. These methods have also been implemented in standard statistical packages, including 
SPSS^, BMDP and SAS. Application of standard methods to survey data without some 
adjustment for survey design, however, can lead to erroneous inferences, since most such data 
are obtained from complex sample surveys involving clustering, stratification and unequal pro­
bability sampling, and as a result do not satisfy the assumption of simple random sampling. 
In particular, standard errors of parameter estimates and associated confidence intervals can 
be seriously understated if the effect of design is ignored in the analysis of data. Similarly, the 
actual type I error rates of tests of hypotheses can be much bigger than the nominal levels. 
Standard exploratory data analyses, such as residual analysis to detect model deviations, are 
also affected. Kish and Frankel (1974) and others drew attention to some of these problems 
with standard methods and emphasized the need for new methods that take proper account 
of the complexity of survey data. During the past 10 years or so, rapid progress has been made 
in developing such methods for the following types of analyses: (a) analysis of multi-way con­
tingency tables; (b) analysis of domain means or domain proportions; (c) linear regression 
analysis; (d) multivariate analysis including principal component analysis and factor analysis. 
A brief account of some of these developments is given in this section, and the reader is referred 
to review articles by Nathan (1988), Rao (1987) and Smith (1984), and a book edited by C.J. 
Skinner, D. HoU and T.M.F. Smith (1989). 
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4.1 Analysis of Multi-way Contingency Tables 

Chi-squared tests (or likeUhood ratio tests) are frequently used for the evaluation and selec­
tion of parsimonious models on p, the population cell probabilities, in a multi-way contingency 
table with r cells. For this purpose, loglinear models are convenient because of their close 
similarity to analysis of variance in systematically providing test statistics of various hypotheses 
associated with a multi-way table. Rao and Scott (1984) made a systematic study of the impact 
of survey design on the standard chi-squared test of goodness-of-fit of a loglinear model, 
denoted by X^. They showed that X^ is asymptotically distributed as a weighted sum, E 5/W .̂ 
of T — r — 1 independent xf variables W,, where the weights 6, are the eigenvalues of a 
"generalized design effects" matrix and T — r — I is the degrees of freedom. This general 
result shows that the survey design can have a substantial impact on the type /error rate of X^. 
For instance, under a constant design effects clustering model, 6, = X for all /, the actual type 
/error rate, for nominal level a, is approximately given by Pr[x\-r-i > ^~ 'xr - r - i («) ] 
which increases with the clustering effect, X. 

Rao and Scott (1984,7) obtained simple first-order corrections to X^ which can be comput­
ed from published tables that include estimates of design effects (or standard errors) for cell 
estimates p and their marginal totals, thus facilitating secondary analyses (see also Fellegi 1980, 
Gross 1984, and Bedrick 1983). A first-order correction refers X^/S. to Xr-r-i. where 8. is 
an estimate of the average design effect 6. = E 5// (T' — /" — 1) or an estimate of an upper 
bound on 5.. The corrected test is asymptotically valid in the case of constant design effects 
clustering, and in general it should perform well when the variability of the 6,'s is small. More 
accurate, second-order corrections that take account of the variability in the 6,'s can also be 
obtained by using the Satterthwaite approximation to the weighted sum of independent x^ 
variables (Rao and Scott 1984). These tests, however, require the knowledge of a full estimated 
covariance matrix of p. Alternative methods that take account of the survey design include 
the Wald statistics based on weighted least squares (Koch, Freeman and Freeman 1975) and 
the jackknife chi-squared tests (Fay 1985). The latter tests are applicable to survey designs 
permitting the use of a replication method, such as the jackknife or the BRR. The Wald tests 
require the full estimated covariance matrix of p, whereas the jackknife tests require access 
to cluster-level estimates. 

Fay (1985) and Thomas and Rao (1987) showed that the Wald test which refers to xr-r-1> 
although asymptotically correct, can become highly unstable as the number of cells in the 
multi-way table increases and the number of sample clusters decreases, leading to unaccep-
tably high type /error rates compared to the nominal level, a. On the other hand. Fay's jack-
knife tests and the Rao-Scott corrections performed well under quite general conditions. A 
simple modification to the Wald test which refers to an F distribution on T - r - 1 and 
/ — T -\- r -\- 2 degrees of freedom performed better than the Wald test in controlling the type 
/error rate, where/is the degrees of freedom for estimating the covariance matrix of ^. 

4.2 Analysis of Domain Means or Domain Proportions 

Analysis of domain (or subpopulation) proportions associated with a binary response 
variable is of considerable interest to researchers in social and health sciences, and other sub­
ject matter areas. Logistic regression models are extensively used for this purpose in conjunc­
tion with standard statistical methods for binomial proportions. Rao and Scott (1987) obtained 
simple first-order corrections to standard chi-squared tests of goodness-of-fit and of nested 
hypotheses which can be computed from pubUshed tables that include estimates of design effects 
(or standard errors) of domain proportions. Roberts, Rao and Kumar (1987) derived more 
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accurate second-order corrections to standard tests, but these require access to a full estimated 
covariance matrix of domain proportions. Diagnostics for detecting outlying domain propor­
tions and influential points in the factor space were developed as weU, again taking the s£unpUng 
design into account. 

Koch, Freeman and Freeman (1975) used weighted least squares methods to analyze domain 
means of a quantitative variable, y, and developed Wald tests of goodness-of-fit of the model 
and of linear hyptotheses on the model parameters. The performance of Wald tests can be 
improved, as in Section 4.1, by using an F-modification. 

4.3 Linear Regression Analysis 

In Section 3.2, we considered design-based inferences on nonUnear, finite population 
parameters such as the finite population simple regression coefficient B. The pivotal t = 
{S — B)/s{B) is approximately N(0,1), where.5is the design-consistent estimator, (3.2), of 
B, and its standard error, s{S), can be obtained either through the linearization method as 
in (3.4) or by using one of the replication methods. This approach readily extends to multiple 
regression coefficients. The design-weighted estimator B or its multiple regression analogue 
can be obtained by the weighted regression option of standard packages by using the survey 
weights attached to the sample elements as the weights in the regression. However, the stand­
ard error of 6 resulting from this routine remains incorrect. 

Some people argue that most users are concerned with inferences on parameters of an 
appropriate superpopulation model rather than inferences on finite population parameters like 
B. However, the interest in B can also be justified by considering it as the least squares estimator 
of the superpopulation parameter jS in the model 

yi = a -^ ^Xi -I- e, with £•„(€,) = 0 , / = I N. (4.1) 

If the population size is large, then estimating B is effectively equivalent to estimating /3, while 
if the model (4.1) is misspecified to the extent of making /3 meaningless, then B may still be 
of interest as the slope of the least squares Une fitted to the TV-pairs (7,,x,) (Godambe and 
Thompson 1986). 

Scott and Holt (1982) used a model-dependent approach to investigate the effect of two-
stage sampling on standard regression analysis. They assumed a regression model of the form 
(4.1) with equi-correlated error terms e, within each cluster, as in Fuller (1975). This model 
also holds for the sample pairs (j,,x,), i^s, if the selection probabUities are not related to the 
dependent variable, as in the case of two-stage random sampling. The results of Scott and Holt 
indicate that the effect of a positive intra-cluster correlation is to understate the standard errors 
of parameter estimates, and consequently inflate the type /error rates of customary tests. Wu, 
Holt and Holmes (1988) made a systematic study of the effect of two-stage sampling on the 
customary F-statistic, and proposed a correction for the F test for unknown intra-cluster cor­
relation, as an alternative to iterative generalized least squares (GLS) procedure. Both the GLS 
procedure and the F-correction require known cluster labels which may not be available when 
the survey data are used for secondary analysis. 

If the regression model includes all the design variables z related to the dependent variable, 
such as stratum indicator variables and size measures of units, and the errors e, are indepen­
dent with a constant variance a^, then standard regression analysis is valid under the model-
dependent approach (Pfefferman and Smith 1985). However, such models may involve too 
many parameters to be useful. Also, the design variables may not be of intrinsic interest to 
the user, or may not be available in secondary analysis. In such situations, we axe often interested 
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in models of the form (4.1), where x is not a design variable. The sample pairs (>',,x,),/ € s 
however, may not satisfy the model due to sample selection bias. Nathan and Holt (1980) pro­
posed an adjusted regression approach to take account of selection bias, and compared it with 
ordinary least squares and the design based approach based on S and s{S). This approach 
assumes specific relationships between the regression variables and the design variables. Their 
empirical results indicate that ordinary least squares inferences can be highly unreliable, that 
the design-based approach is basicaUy reliable except under extreme selection schemes, and 
that the adjusted regression approach performs well. Pfefferman and Holmes (1985) study the 
robustness of these procedures to misspecification of relationships between the regression 
variables, and conclude that the adjusted regression approach is very sensitive to model 
misspecification. The design-weighted estimator B is robust, but a more efficient estimator 
is obtained by modifying the adjusted regression estimator to be design-consistent for the finite 
population regression coefficient, B. 

4.4 Multivariate Analysis 

The methods in Section 4.2 for the analysis of domain means can be extended to the 
multivariate case of domain mean vectors, but no detailed studies of such extensions have been 
reported in the Uterature. The literature on multivariate atdaysis of survey data is largely devoted 
to the analysis of covariance structures, in particular to principal component analysis and factor 
analysis. Bebbington and Smith (1977), Tortora (1980) and Skinner, Holmes and Smith (1986) 
investigated the effect of sample design on standard principal component analysis. Their results 
indicate that the application of standard methods, without some adjustment for the sample 
design, can lead to erroneous inferences. In particular, the estimators of eigenvalues and 
eigenvectors of the covariance matrix, E -̂. can be severely biased for non-self-weighting 
sample designs. Skinner, Holmes and Smith (1986) proposed maximum likelihood (ML) 
estimators, under a multivariate normal model, and probability-weighted (or design-based) 
estimators, to adjust for the effects of the sample design. Their simulation study indicates that 
both estimators perform weU unconditionaUy, whUe the probability-weighted estimators exhibit 
a conditional model bias. The ML estimators, however, may be sensitive to model misspecifica­
tion. A probabiUty-weighted version of the ML estimators may be more robust, as demonstrated 
by Pfefferman and Holmes (1985) in the context of the adjusted regression approach (section 
4.3). Fuller (1987) derived design-based estimators of the parameters in factor analysis, and 
the estimated covariance matrix of the estimators. He showed that the estimated variances based 
on normal theory can seriously underestimate the true variances of the factor estimators. 

5. COMPUTER SOFTWARE 

Several computer package programs for variance estimation in complex surveys were 
developed in the mid to late I970's, often in conjunction with programs for regression analysis 
of survey data. Wolter (1985, pp. 393-412) reviewed the latest versions of these programs to 
about 1985. Among the programs listed by Wolter, the ones most commonly used are 
CLUSTERS (Verma and Pearce 1977), the programs &PSALMS and &REPERR in the OSIRIS 
IV system (Vinter 1980 and Lepkowski 1982), SUDAAN (Shah 1981a, 1981b, 1982 and HoU 
1979), HESBRR (Jones 1983) and SUPER CARP (Hidiroglou, Fuller and Hickman 1980). 
The programs HESBRR and the OSIRIS IV program &REPERR use balanced repeated repUca-
tion as the variance estimation technique; the remaining three use the Taylor linearization 
method. 
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Cohen, Burt and Jones (1986) evaluated the variance estimation programs for means and 
ratios, with the exception of CLUSTERS, using a large data set from the National Medical 
Care Expenditure Survey. They found that the programs SESUDAAN and RATIOEST in the 
SUDAAN coUection were the most efficient in terms of CPU time usage and easier to program 
than the others. 

One major current trend in software development is the development of menu-driven 
packages on micro-computers. Variance estimation and specialized survey analysis software 
is no exception to this trend. A notable enhancement to the commonly used variance estima­
tion programs since 1985 is the introduction of PC CARP (Schnell et al. 1986 and Schnell 
et al. 1988), avaUable on IBM AT/XT or compatible micro-computers with a math co­
processor. This package, like its predecessor SUPER CARP, uses Taylor Unearization methods 
for variance estimation. A second variance estimation package is also available on micro­
computers. The package listed as BELLHOUSE in Wolter (1985, p. 399) has been adapted 
for IBM micros with or without a co-processor by Rylett and Bellhouse (1988) under the pro­
gram name TREES. This software uses tree structures to mimic the structure of stratified 
multistage samphng designs and appUes tree traversal algorithms, in conjunction with general 
results on variance estimation in multi-stage sampling (see section 3.1), to the calculation of 
variance estimates. 

A second trend in the computer implementation of survey variance estimation and survey 
analysis techniques is the integration of survey software with widely used statistical analysis 
systems. A leader in this trend from the early 1980's is the SUDAAN system, which is com­
prised of a series of several SAS procedures. Freeman etal. (1985) and Hidiroglou and Paton 
(1987) both used the PROC MATRIX procedure in SAS to obtain survey variance estimates, 
the former by balanced repeated replication and the latter by Taylor linearization. Mohadjer 
et al. (1986) report the development of a new SAS procedure WESVAR to obtain survey 
variance estimates by balanced repeated replication. 

A variety of packages and computing techniques are available to carry out the analyses of 
survey data reviewed in Section 4. Among the available specialized packages, the most com­
prehensive appears to be the PC CARP. The original program, SUPER CARP, was designed 
to carry out regression analyses developed by FuUer (1975); the PC version retains this option. 
The current version now contains additional options for categorical data analysis, and inferences 
on cumulative distribution function and associated quantiles, foUowing methods given by Fran­
cisco and Fuller (1986). For categorical data, there is an option for the analysis of two-way 
contingency tables, based on the Rao-Scott corrections to chi-squared test of independence. 
The program can also be manipulated to perform factor analyses of survey data. 

There are four other specialized packages for the analysis of survey data; between them 
they cover topics in regression and categorical data analysis. The &REPERR program in 
OSIRIS IV and the SURREGR procedure in SUDAAN both calculate standard errors of 
regression coefficients so that regression analyses can be carried out. The programs CPLX, 
developed by Fay (1982), and RSPLX, also by Fay, handle categorical data analyses of log-
Unear models for two and multi-way tables. The analysis in CPLX is carried out using jack-
knifed chi-square statistics, while RSPLX applies second order Rao-Scott corrections to the 
usual test statistic. 

The four programs for the regression analyses for complex survey data were evaluated 
by Cohen, XanthopouUs and Jones (1988). The older version, SUPER CARP, was included 
in this analysis rather than PC CARP. Similar to the earlier study of Cohen, Burt and Jones 
(1986) on variance estimation, data from the National Medical Care Expenditure Survey were 
used. Once again, a program in the SUDAAN suite of programs, SURREGR, was the most 
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efficient in terms of CPU time usage and easier to program than the others. However, the 
efficiency of the SUDAAN programs might be balanced by the flexibility of the PC CARP 
program, depending upon the survey analysis required. 

Significant enhancements to SUDAAN are provided in the new SUDAAN system under 
development (LaVange et al. 1989). Variance estimation and data analysis methods not avaUable 
in SUDAAN are among the many modifications incorporated into the new SUDAAN System. 

Running almost parallel to the emerging trend in the calculation of variance estimates, 
there is pagea move towards incorporating methods for the analysis of complex survey data 
into standard statistical packages and systems. FoUowing on their variance estimation methods 
using SAS procedures, Hidiroglou and Paton (1987) describe further SAS procedures to 
carry out log-linear analyses, with Rao-Scott corrections, of multi-way contingency tables. 
Likewise, Freeman (1988) notes that he used the SAS procedure PROC MATRIX for both 
variance estimation and for the analysis of variance of his survey data. Similarly, Mahodjer 
et al. (1986) describe two other new SAS procedures in addition to the variance estimation 
procedure WESVAR. These are the previously mentioned NASSREG and NASSLOG which 
carry out weighted least squares regression analyses and logistic regression analyses respec­
tively. Both procedures depend on balanced repeated replication for variance estimation 
of the model parameters. An alternative approach to using SAS procedures is to use the 
matrix algebra language GAUSS (Piatt 1986). Based on their own experience, Rao and 
Thomas (1988) favorably report on the use of this language for categorical data analysis in 
complex surveys. 

6. CONCLUDING REMARKS 

The early mUestones in the development of efficient sampUng designs and associated estima­
tion techniques for population totals and means have firmly established sample survey theory 
and methods as a major discipline in statistics. Subsequent developments in theoretical foun­
dations of sampUng theory have provided useful insights into inferential aspects. In particular, 
the model-assisted approach and the conditional design-based approach appear to be promising 
since they attempt to fill the "gap" between the traditional approach and the model-dependent 
approach by retaining the desirable features of both approaches, but more research is needed 
in this area to handle complex sampling designs. Recent advances in variance estimation and 
confidence intervals for nonlinear statistics and the associated computer software, are also 
equally impressive. It is also gratifying that rapid progress has been made in the development 
of methods for the analysis of survey data that take account of the complexity of the sampling 
design, and the associated computer software. 

We can expect to see important new developments in the next 10 years or so in the areas 
of variance estimation for nonlinear statistics (especiaUy, nonsmooth functions), analysis of 
survey data (especially, multivariate analysis), and other topics not covered here (especially, 
sampling in time and small area estimation). 
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COMMENT 

T.M. FRED SMITRi 

Sample surveys are one of the most important areas of the appUcation of statistics. The paper 
by Professors Rao and BeUhouse is an exceUent review of the theoretical development of sample 
surveys and I find k hard to be critical; but in the best traditions of the Royal Statistical Society 
I shall make the attempt in as constructive and a controversial manner as possible. In any review 
paper the choice of topics, especiaUy relating to recent work, must be to some extent subjec­
tive. This affords a discussant an easy target; criticize the authors for their sins of omission. 
Also a review must be wide ranging and this allows discussants freedom to ride their own hobby 
horses over the range. I shall adopt both approaches and my objective in so doing is to iden­
tify some additional issues which I believe are important thus wideiung the review still further. 

There is now general agreement about the milestones of our subject. These are associated 
with the names of Kiaer, Bowley, Neyman, Cochran, Hansen, Hurwitz, Madow, Mahalanobis, 
Horvitz and Thompson - an international coUection dominated, latterly by contributions from 
the USA. Kiaer and Bowley's work was fundamental because they demonstrated that valid 
conclusions could be drawn from representative samples of quite small size drawn from large 
populations with arbitrary values. Representative samples were stratified samples with pro­
portional allocation, and Bowley derived the appropriate theoretical resuUs. Neyman and subse­
quent authors argued the case for random sampling and developed a comprehensive theory 
of randomisation inference appUcable to most sampUng schemes. Durbin (1953) completes the 
theory with his multi-stage sampUng results. Despite the importance of these results sample 
surveys became a Cinderella subject on the fringes of mainstream statistics, and even today 
most university departments do not have a sampling statistician on their staff. Why is this? 

One reason is that sample survey theory has developed mainly within social science and 
official government statistics, whereas most statisticians have a training within mathematics 
and physical science. Although all experimental scientists deal with samples very few seem to 
recognise this exphcitly and those that do, such as geologists and biologists, have developed 
their own theory of sampling and estimation. In my view it is time to bring together sampling 
experts from aU areas of scientific enquiry to share ideas and experiences and hopefully to estab­
lish a global theory of sample surveys. 

A second reason is that sample surveys starts with a population which is a real fixed finite 
population of units. Samples are then drawn from this population according to specific rules. 
In most scientific enquiries the position is reversed; the population is not well defined and the 
scientist starts with a sample. One view of the role of the statistician, as enunciated, for example, 
R.A. Fisher, is to define the hypothetical population from which the sample data can be viewed 
as a random sample. This approach begs the question whether this hypothetical population 
has any scientific value. Arguably the sample survey approach of starting with the population 
has much to commend it. 

A third reason is that since the finite population units can take arbitrary values the popula­
tion cannot be summarized by a few parameters. Notions like sufficiency have little value in 
sample survey theory, and sample data are usually summarized by a mass of cross-tabulations. 
The estimation of a large number of cell proportions is the primary aim of sample surveys and 
the object of inference is usually descriptive rather than explanatory. 

A final reason for the separation of sample surveys from mainstream statistics is that the 
randomisation theory of sample surveys is so complete. It is a closed theory which if accepted 

T.M.F. Smith, Department of Mathematics, The University, Southampton, S09 5NH, U.K. 



Survey Methodology, June 1990 27 

has few remaining problems to be solved. The chief concerns of randomisation researchers 
since Horvitz and Thompson (1952) provided the general theoretical framework have been the 
construction of xps sampUng schemes with non-zero joint inclusion probabilities, the produc­
tion of methods and programs for variance estimation and the construction of estimators which 
employ aiudUary information but can never be generally efficient because of Godambe's result. 
All of these problems are important, but they are not exciting, they lack the philosophical and 
mathematical depth to capture the imaginations of young mathematical statisticians. 

These reasons are my explanation why sample surveys have been seen in the past as an 
activity on the fringe of mainstream statistics. The position is changing now and I detect 
a coming together of the branches of statistics. Much recent work in sample surveys has 
attempted to integrate surveys into mainstream statistics and many areas of statistics now 
recognise the importance of selection effects. Has the sample survey Cinderella been invited 
to the Statisticians's Ball? 

In addition to his non-existence theorem Godambe has also shown that within the randomisa­
tion framework the likelihood is proportional to the probability of selection, p{s \ z), where 
z is the prior information on which the design was based, which for fixed .s is a constant. Thus 
the Ukelihood is completely uninformative. In the same set-up Basu (I97I) showed that the 
sufficient statistic is ((i,yi) :i€s}, namely the complete data tape including the labels. Although 
these results are also negative, highlighting the distinction between randomisation inference 
and other forms of inference, they did stimulate interest amongst a wider group of statistician 
and so had a positive value. My own interest in the theory of sample surveys was stimulated 
by Ericson (1969), in particular by the way he incorporated the uninformative likelihood into 
a positive framework via Bayes theorem and exchangeable priors. Ericson's use of 
exchangeabiUty deserves consideration by all statisticians, not just Bayesians. Is it reasonable, 
is it even possible, to have a valid theory of predictive inference without some form of 
exchangeability? If there is no function of the unit values which is exchangeable how can you 
predict the unobserved values from the sample values? My opinion is that Ericson's work was 
a milestone in the development of sample survey theory. 

The uiunformative nature of the randomisation likelihood led some statisticians to ques­
tion the role of randomisation. Godambe himself refers to "the problem of randomisation" 
and developed alternative theoretical approaches which required randomisation. Ericson also 
found a role for randomisation within his exchangeable set-up. He argued that if you employ 
your prior information, z, to form groups of units which are approximately exchangeable a 
priori then the use of simple random sampling will guarantee exchangeability. Royall (1970, 
1973), however, made the mistake of advocating purposive sampling within his model-based 
framework. He touched a raw nerve and brought down upon his head the wrath of the ran­
domisation establishment. I thought that Royall had asked some serious questions which 
deserved an answer and the strength of the reaction surprised me. Why did academic survey 
samplers and those from government agencies in North America feel so strongly about ran-
donusation? Their coUeagues in market research seemed happy with quota samples which could 
be viewed as a special case of balanced sampling. In Europe many official surveys are based 
on quota samples. What is so special about official statistics in North America? 

I think the answer lies deep in the American political psyche. Thoughtful Americans are 
democratic in the true sense of that term. They believe in individual freedom and the right to 
information, they are also deeply suspicious of governments. They recognise the need within 
a democracy for reliable statistical information. To the official statisticians randomisation is 
the guarantee of the objective reliability of their data. It is a key source of their professional 
integrity and any attack on randomisation was seen as potentially dangerous however well 
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intentioned. I admire this position and it has helped to convince me that randomisation is one 
of the great contributions of statistics to science. 

I have expressed myself wUh some feeling because I am so unhappy about the present posi­
tion of official statistics in the U.K.. The tradition in the U.K. is not naturally democratic, 
we are still a monarchy, we respect authority rather than the individual. This tendency is being 
exploited and there is now a serious erosion of public confidence in the Government's use of 
statistics. It has been argued that official statistics in the U.K. are collected to aid the deci­
sions of government, not to help parliament or to inform the electorate. Key series have been 
stopped, definitions have been changed, information is presented by mirusters in ways which 
are patently false, yet no government statistician can complain pubhcally because of the Official 
Secrets Act. There is a dangerous public cynicism about statistics and George Orwell's predic­
tions in his novel 1984 may be closer to the truth than we reaUse. I apologise to the authors 
for this digression, but I said I would ride some hobby horses, and the issue of the integrity 
of official statistics is of great importance. 

Before leaving randomisation theory I would like to make some comments about repeated 
surveys and rotation sampUng. Again this is an area which the authors have excluded although 
they did note Patterson (1950) as a milestone paper. Randomisation theory has been devel­
oped within the framework of the one-off cross section survey. The extension to repeated 
surveys is non-trivial for it is difficult to retain the probability structure over time under rota­
tion sampling when the population changes, FeUegi (1963). For the measurement of gross flows, 
or transition probabilities, the role of the randomisation inclusion probabilities is not clear. 
The beautiful simplicity of randomisation theory for one-off surveys is destroyed when they 
are repeated over time. But most important surveys are repeated surveys, especially in the 
government sector, so what are the implications? 

As always the answer is that it depends. If the primary purpose is to produce descriptive 
statistics of the state of the system at each time period then the surveys can be considered as 
repetitions of a cross-section survey and each one can be analysed independently. Although 
composite estimators or time series estimators may be more efficient they should be viewed 
as secondary estimators rather than primary estimators. If I wanted to use repeated survey data 
within an econometric model I would prefer to input the cross-section estimates with their 
known correlation structure rather than complex composite estimates. On the other hand if 
I wanted the best estimate of the current value of, say, unemployment, for a particular pur­
pose, not for public consumption, then I would use the most efficient procedure available. 
Similarly if I wanted to explain the change in value of some estimates over time then I would 
need to go beyond simple randomisation analysis. Thus the problems with randomisation 
inference for repeated surveys occur mainly for secondary analyses. However, there remains 
the important issue of which estimates should be reported to the public. 

Section 2 of the paper is devoted to work on the theoretical foundations of inference from 
survey data carried out during the last 30-40 years. The authors have chosen to distinguish three 
approaches, design-based, model-dependent and model-assisted, the latter being an attempt 
to find a compromise solution between the other two. PersonaUy I prefer to go for a GUT 
(Grand Universal Theory) approach integrating both design and models into one framework. 
The important influences on my thinking in this area, in addition to Ericson, have been Scott 
(1977) and Rubin (1976). In the GUT approach the survey variables, the sampling mechanism, 
and any other selection and measurement mechanisms are all introduced explicitly into an 
overall model. If Yisthe nxp matrix of measured survey variables, z is the prior information, 
s denotes the sample, s* C s denotes the respondents, then the joint distribution of all these 
variables is 
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f{Y\z;e)g{z;<t>)p{s I z)q{s* \s,z,Y,;v), 

where the survey design, represented by p{s | z), is of the so-called uninformative type such 
as random sampling. The design is uninformative because z is assumed known and includes 
all the usual information on stratification, clustering and measures of size. This general for­
mulation forces statisticians to face up to all their assumptions. Non-response must be modeUed 
explicitly. Measurement errors must be included in the structure o f / ( Y | z;0)g{z;<t>). The 
decision to use randomisation inference is then an explicit statement that given z the values 
of Yean be treated as unknown constants; they are arbitrary values about which we have no 
additional information. A modeller, on the other hand must specify the model to the level 
needed for inference, for example, by an exchangeable model. Both design-based and model-
dependent approaches condition on the same prior information, z, and so both should employ 
similar, possibly identical, structures. In fact I would rarely expect the point estimators using 
the different approaches to differ very much in practice. The issue thus becomes that iden­
tified by the authors as the choice of a measure of uncertainty. Model-dependent procedures 
employ condUional variances, strict design-based procedures are unconditional. How to 
construct conditional design-based inferences is still an open question, but the approach of 
Robinson (1987) looks promising. The GUT model shows the design-based versus model-based 
controversy to be what it is, namely a relatively small philosophical dispute within the much 
bigger framework of total survey analysis. 

The failure of both theoretical and practical statisticians to integrate sampling and non-
sampling errors into measures of total survey error even after 50 years of intensive research 
must be noted as one of the failures of this important branch of statistics. But again things 
are changing and the mood now is no longer merely to report sampling errors and in addition 
to give vague warnings about the potential size of non-sampling errors but it is to attempt to 
measure total survey error recognising that some non-sampUng biases can far exceed sampling 
errors. 

Section 4 of the paper is devoted to the analysis of survey data, to the analytic rather than 
descriptive uses of surveys. Here the design-based, model-based dispute pales into 
insignificance. Analysts must face up to all the classical problems of model choice, estimation 
and testing, residual analysis and so on, which make up mainstream statistics. Cinderella is 
at last dancing with the Prince. 

My final comments are again personal. If you look at the references at the end of the paper, 
and if you consider the additional areas which I have discussed, then you will see that Jon Rao 
has contributed important papers in every area. I think that it was particularly appropriate 
that he was invited to write this paper. I congratulate both authors on their fine paper. 
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ABSTRACT 

The basic theme of this paper is that the development of survey methods in the technical sense can only 
be weU understood in the context of the development of the institutions through which survey-taking 
is done. Thus we consider here survey methods in the large, in order to better prepare the reader for 
consideration of more formal methodological developments in sampling theory in the mathematical 
statistics sense. After a brief introduction, we give a historical overview of the evolution of institutional 
and contextual factors in Europe and the United States, up through the early part of the twentieth 
century, concentrating on governmental activities. We then focus on the emergence of institutional bases 
for survey research in the United States, primarily in the 1930s and 1940s. In a separate section, we take 
special note of the role of the U.S. Bureau of the Census in the study of non-sampling errors that was 
initiated in the 1940s and 1950s. Then, we look at three areas of basic change in survey methodology 
since 1960. 

KEY WORDS: Censuses; Cognitive aspects of survey design; Non-sampling errors; Probability sampling; 
Survey organizations. 

1. INTRODUCTION 

The development of survey methods in the technical sense can only be well understood in 
the context of the development of the institutions through which survey-taking is done. The 
purpose of this paper is to consider survey methods from this broader perspective in order to 
better prepare the reader for consideration of more formal methodological developments in 
sampling theory in the mathematical statistics sense that are described in numerous texts on 
sampling as weU as in Rao and Bellhouse (1990). Although our viewpoint and organization 
is somewhat new, we have reUed heavUy on secondary sources which provide detailed exposi­
tions alternative to ours. Our paper focuses on the American experiences in the development 
of survey methodology, but it sketches some background of the much broader social science 
and institutional settings out of which survey methodology grew. 

In the next section we present a very brief historical overview of the evolution of this institu­
tional and contextual background, up through the early part of the twentieth century. We see 
two broad strands - social research and censuses. We begin with a short synopsis of the early 
history of European social research, turn to a brief overview of census-taking, especially in 
the context of the United States, and then take up the role of the International Statistical 
Congresses in the late nineteenth and early twentieth century in establishing the importance 
of sampling. Even following these congresses, the possible role of probabihty in sampling was 
not broadly understood. Further steps required an institutional base. 

In section 3, we focus on the emergence of other U.S. instUutional bases for survey research 
in the 1930s and 1940s. In particular, we note that a missing institutional ingredient was pro­
vided by the creation of the U.S. statistical agencies at the beginning of the twentieth century. 

' Stephen E. Fienberg, College of Humanities and Social Sciences, Carnegie Mellon University, Pittsburgh, 
Pennsylvania 15213-3890, U.S.A.; Judith M. Tanur, State University of New York, Stony Brook, U.S.A. 
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Then a number of factors, including the depression of the 1930s, the development of probabUity 
sampling methodology, and a U.S. federal statistical coordinating function came together to 
launch the modern era of survey methodology in the U.S. We also review market research and 
the universities as institutional bases. In section 4, we take special note of the role of the U.S. 
Bureau of the Census in the study of non-sampling errors that was initiated in the 1940s and 
1950s. In section 5, we look at some of the basic changes in survey methodology since 1960, 
focusing on technological advances, the role of longitudinal surveys, and the recent movement 
to explore cognitive aspects of surveys. 

2. A HISTORICAL OVERVIEW OF THE INSTITUTIONAL BACKGROUND 
FOR MODERN SURVEY METHODS 

2.1 Institutional Bases in Early European Social Research 

One set of roots of the U.S. tradition of survey methodology and data coUection technology 
is in early European social research {cf. Lecuyer and Oberschall 1978, from whose work we 
have drawn). 

In England that tradition can be traced to the seventeenth century. The research, dubbed 
political arithmetic, was based on administrative records (especially parish records) and per­
sonal observation. It was usually carried out by dedicated individuals, such as John Graunt 
who pubUshed his Natural and Political Observations Made Upon the Bills of Mortality in 1662. 
Until the beginning of the eighteenth century, the parish was the unit of local government and 
administration, so that it was sensible to use the clergy as informants for many inquiries. With 
the industrial revolution and the rise of cities, this convenient arrangement broke down, 
necessitating the institution of house-to-house surveys. 

By the 1830s statistical societies were formed in England to investigate social problems. They 
organized committees, which in turn hired agents to go door-to-door to collect data. Although 
the statistical societies disbanded when the social problems seemed solved, similar procedures 
were revived towards the end of the nineteenth century when Booth (1889-1891) sent school 
attendance officers door-to-door to study London's poor. 

In France, where the government was more highly centralized, early social research was car­
ried out by the government. District administrators were used as informants to fill out ques­
tionnaires on the demographic and economic conditions of their districts. By the mid-eighteenth 
century what we might consider an early study of the effects of mass communication was 
carried out in France. Administrators were instructed to spread rumors of increases in taxes 
and of military conscription and to report on the reactions of the populace. 

In the Napoleonic period following the revolution, the French government established a 
national office responsible for gathering survey-like data on population, social situation, 
agriculture, and industry and commerce (Bourguet 1988). While this effort was not fully suc­
cessful, and while it fell short of census methods as we now understand them, it did set in place 
an institutional structure. During the nineteenth century, France continued the tradition of 
government responsibility for statistical functions through reporting of data by prefects and 
in its Bureau de Statistique. The Napoleonic effort also launched a social science data enter­
prise in France that exphcitly rejected the ideas from the theory of probability as it was then 
known. The French interest in social statistics affected many scientists, such as Laplace and 
Quetelet (a Belgian who studied in France under Laplace), who in turn contributed in major 
ways to the art and science of census-taking, attempting to reintroduce ideas from probability, 
through the use of what we now know as ratio estimation (see Stigler 1986, Chapter 5). After 
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the revolution of 1830, the Academic des Sciences Morales et Politiques sponsored prize com­
petitions that encouraged statisticians to undertake their own research. 

In Germany, the origin of "statistics" (collection of data on the state) was in the univer­
sities as early as the end of the seventeenth century. By the early nineteenth century this work 
was spht into three parts, with descriptive political science and historical/quantitative political 
economy remaining university-based but statisticians coUecting data in census bureaus and other 
government agencies. 

In 1872, the Verein for Socialpolitik was founded - part pressure group, part professional 
organization, part research organization. It drew up questionnaires to be answered by sup­
posedly knowledgeable informants such as landowners, ministers, and notaries. Problems of 
informants' possibly inaccurate information, haphazardly grouped and imprecise questions, 
and low response rates dogged these efforts. By the early twentieth century, Levenstein (1912) 
published what was probably the first large scale attitude and opinion survey, for which he 
used a snowball sampling technique. At about the same time Max Weber attempted a survey 
of industrial workers, planning to get some information directly from respondents but finding 
that the majority did not care to cooperate. 

2.2 Censuses: A Prelude to Survey-Taking 

Another set of roots of survey methodology is intertwined with the history of methods for 
census-taking and thus we present a brief overview on censuses and census-taking infrastruc­
tures. Many others have observed that the origins of the modern census are found in biblical 
censuses described in the Old Testament (Madansky 1986) as well as in censuses carried out 
by the the ancient Egyptians, Greeks, Japanese, Persians, and Romans (Taeuber 1978). The 
emphasis in the biblical accounts of censuses seemed to be on the results of the enumeration, 
rather than on how the counting was done, although in several instances we are told about 
the rapidity of the process. For most practical purposes we can skip from biblical times to the 
end of the eighteenth century and the initiation of census activities the United States of America, 
although there is some debate as whether Canada, Sweden, or the United States should be 
credited with originating the modern census (Willcox 1930). 

In the United States, the first census was taken in 1790 (in 1990 the U.S. government will 
take its bicentennial census) by State officials who were then reimbursed by the Federal 
government. Then, in the next census of 1800, the enumerators were deputies or assistants to 
Federal marshals (Duncan and Shelton 1978). It was only with the 1880 census that the central 
Census Office gained control over field operations and secured the authority to appoint 
enumerators. 

Prior to 1850 the U.S. decennial census considered the family as the unit of interest and 
reported few data on persons. The change to an individual-focus in census-taking was strongly 
influenced by the work Lemuel Shattuck, one of the of ASA's founders who had earlier con­
ducted the Boston census of 1845 (Anderson 1988, pp. 36-37), as weU as that of Quetelet, who 
helped to organize the 1846 Belgian census (Willcox 1930). 

Progress on the methodology of census-taking continued, as every 10 years, a special oper­
ation was mounted to fulfiU the constitutional obhgation of an enumeration of the U.S. popula­
tion; however, there was a clear lack of continuity from one census to the next (American 
Economic Association 1899). It was only after the first 12 censuses had been taken that the 
Bureau of the Census was created in 1902 as a permanent agency. Over this period there was 
a steady expansion of the number of censuses of other sorts and the broadening of topics covered 
in addition to simple enumeration. 
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2.3 International Statistical Congresses 

The move from censuses to sample surveys was slow and laborious. Kruskal and Mosteller 
(1980) trace some of this movement, especially as U was reflected in the discussions regarding 
surveys that took place at the meetings of the International Statistical Institute (ISI), and our 
exposition here owes much to their work. The groundwork for these meetings was laid in the 
1850s by Quetelet who helped to organize the first of a series of International Statistical Con­
gresses in 1853. After nine such Congresses from 1853 to 1876, the ISI was founded in 1885. 
It is interesting to note that there is only one index entry for sample surveys in Stigler's (1986) 
history of statistics before 1900 - to 1830s work of Quetelet Unked to a census method sug­
gested by Laplace - and only two index entries in Porter's (1986) history - one to a 1900 paper 
by Karl Pearson and the other to the work of Kiaer and the ISI. 

As early as the 1895 ISI meeting, Kiaer (1895-1896) argued for a "representative method" 
or "partial investigation", in which the investigator would first choose districts, cities, etc., 
and then units (individuals) within those primary choices. The choosing at each level was to 
be done purposively, with an eye to the inclusion of all types of units. That coverage tenet, 
together with the large sample sizes recommended at all levels of sampling, was what was judged 
to make the selection representative. 

The idea of less than a complete enumeration was widely opposed, but Kiaer presented 
arguments for it (with some members agreeing and others disagreeing) at ISI meetings in 1897, 
1901, and 1903. Towards the end of this period, the idea of probability sampling entered the 
discussion, but the topic of the representative method seems absent from the records of the 
ISI meetings until 1925. By then the record suggests that the representative method was taken 
for granted, and the discussions centered around how to accomplish representativeness and 
how to measure the precision of sample-based estimates (Bowley 1926; Jensen 1926). Notions 
of clustering and stratification were put forward, but purposive sampling was still the method 
of choice. 

It was not until Gini and Galvani made a purposive choice of which returns of an Italian 
census to preserve and found that districts chosen to represent the country's average on seven 
variables were, in that sense, unrepresentative on other variables, that purposive sampUng was 
definitively discredited (Gini 1928; Gini and Galvani 1929). Soon thereafter Neyman pubUshed 
his groundbreaking 1934 paper that demonstrated, among other thing, the vntues of probability 
sampling. 

3. THE DEVELOPMENT OF INSTITUTIONAL BASES FOR SURVEY 
RESEARCH IN THE UNITED STATES 

Survey research in the Umted States grew from a blending of the same three institutional 
bases that had been influential in Europe - private individuals acting as entrepreneurs in the 
private sector, universities, and the government. Early social research in this country (before 
World War I) seems to have followed the earlier British model, being carried out by social 
workers, pubUc health workers, and reformers. An early university involvement was the hiring 
by the University of Pennsylvania in 1899 of W.E.B. DuBois to carry out his study of the 
PhUadelphia Negro, conducted as a house-to-house survey. Starting in the I930's, and especially 
in the period after World War II, the U.S. experienced a flowering of survey methodology in 
the three broad institutional bases: market research and poUing, universities, and government. 
But before we describe that flowering we shall take a step backwards and note the estabUsh-
ment of the U.S. government statistical agencies. 
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Recently, Jean Converse (1987) has written an extremely scholarly and graceful study of 
the roots and emergence of survey research in the United States, with special focus on market 
research and polUng and on universities. Our exposition on these bases closely follow hers. 
We have separated out the institutional bases both to reflect a social reality and to structure 
our exposition. But there is another social reaUty that we ask the reader to bear in mind; the 
membranes separating the institutions are permeable. They not only permit the flow of cross-
fertUizing ideas and methods in aU directions; they also permit a somewhat lesser flow of people, 
as individuals move from one sector to another over the course of their careers. 

3.1 The EstabUshment of U.S. Statistical Agencies 

The estabUshment of American statistical agencies effectively began in 1863, when the newly 
created Department of Agriculture released the first crop and livestock report to provide infor­
mation on Union food supplies during the Civil War. This report was based on data from a 
purposive sample of 2,000 farmers in 22 states. This agricultural statistical reporting activity 
has existed in the Department of Agriculture on a continuing basis to the present day and is 
now known as the National Agricultural Statistical Service. By the late 1920s, correlational 
and regression methodology was well estabUshed in the work of agricultural statisticians 
(Duncan and Shelton 1978). 

In 1884, Congress voted to establish a Bureau of Labor (later renamed the Bureau of Labor 
Statistics, BLS) to "collect information" on the earnings and the working conditions of 
' 'laboring men and women.'' Under the leadership of CarroU Wright, the first Commissioner, 
BLS expanded its statistical activities to cover such issues as depressions, strikes and lockouts, 
women's wages, marriage and divorce, and the domestic liquor trade (Norwood and Early 
1984). 

With the creation of the Bureau of the Census in 1902, there were three major U.S. agencies 
in place, each with a mandate to coUect national data on a regular basis. During the first three 
decades of the twentieth century, the role of government statistical agencies expanded con­
siderably and, at the time of the stock market crash of October 29,1929, data on various facets 
of economic and social life were avaUable. As late as 1932, however, there were few examples 
of probability sampling anywhere in the Federal Government (Duncan and Shelton 1978). 

Difficult though it is to conceive in a period when we are used to receiving reliable readings 
on the unemployment rate monthly, there was no comparable survey data resource available 
in the 1920s and early 1930s. Except for selected monthly non-survey data gathered by BLS 
from most manufacturing industries and some nonmanufacturing industries, there were no 
regular national unemployment figures. In the 1920 census the question on unemployment was 
dropped because of statistical concerns regarding the accuracy of the resulting data. This 
question was restored to the 1930 census because of the wide-spread concerns regarding the 
employment situation. The extensive controversy that surrounded the 1930 unemployment data 
(Van Kleeck 1930) and those from the special January 1931 Unemployment Census was espe­
ciaUy acrimonious (Anderson 1988), and played a role m the 1932 presidential election campaign. 

3.2 The ASA-SSRC Committee and the Institutionalization of Probability Sampling: 
An Early Bridge 

Thus, at the beginning of the Great Depression of the 1930s in the United States, the federal 
statistical agencies had difficulty responding to the demand for statistics to monitor the effects 
of the programs of President Franklin Roosevelt's New Deal. In 1933, Secretary of Labor 
Frances Perkins asked Stuart A. Rice, the ASA president, to set up an advisory committee on 
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the programs of BLS. This committee grew into the Committee on Government Statistics and 
Information Services (COGSIS), sponsored jointly by ASA and the Social Science Research 
CouncU (SSRC). Duncan and SheUon (1978) give a detaUed account of the activities of COGSIS, 
and for our discussion here two outcomes are worthy of note. 

First, in 1933, COGSIS recommended the creation of a Central Statistics Board (CSB) to help 
coordinate govermnent statistical activities. With the groundwork laid for a coordinated federal 
statistical system, COGSIS and CSB proceeded, in early 1934, to arrange for an interagency 
agreement through which Census would coUect basic data on production and labor for BLS. 

Second, COGSIS helped to stimulate the use of probability sampling methods in various 
parts of the Federal government, and it encouraged research on sampling theory, to be done 
by employees of statistical agencies. For example, to estabUsh a technical basis for unemploy­
ment estimates, COGSIS and CSB organized an experimental Trial Census of Unemployment 
as a Civil Works Administration project in three cities using probability sampling, carried out 
in late 1933 and eariy 1934. The positive resuUs from this study and the interagency arrange­
ment mentioned above led in 1940 to the first large-scale, ongoing sample survey on employ­
ment and unemployment using probability sampling methods. This survey later became the 
Current Population Survey. 

Another somewhat indirect outcome of the COGSIS emphasis on probability sampling took 
place at the Department of Agriculture Graduate School where W. Edwards Deming organized 
a series of lectures in 1937 on sampling and other statistical methods by Jerzy Neyman (1938). 
These lectures had a profound impact on the further development of sampling theory across 
the government as well as in universities. 

What we see happening in this period is the confluence of a number of factors that served 
to launch the use and development of sampling methods in the U.S. government statistical 
agencies. A key prerequisUe was the existence of the agencies themselves. A second was the 
methodological advances in samphng theory as encapsulated in Neyman's landmark 1934 paper. 
What was required to bring these together was the Great Depression, a new administration 
hungry for quality data to assess the impact of its social programs, and the joint ASA-SSRC 
Committee on Government Statistics and Information Services. 

3.3 Market Research and Polling 

The institutional base of survey methodology in U.S. market research and polling traces Us 
own pre-history to election straw votes coUected by newspapers, dating back at least to the begin­
ning of the nineteenth century. Often publicity and circulation boosting were more important 
than accuracy of prediction. Converse,(I987) points out, however, a more serious journalistic 
base; election poUs were taken and pubUshed by such reputable magazines as the Literary Digest 
(which had gained a reputation for accuracy before the 1936 fiasco). Then, as now, election 
forecasting was taken as the acid test of survey validity. A reputation for accuracy in "calling" 
elections was thought to spill over to a presumption of accuracy in other, less verifiable areas. 

There was a parallel tradition in market research, dating back to just before the turn of the 
century, attempting to measure consumers' product preferences and the effectiveness of adver­
tising. It was seen as only a short step from measuring the opinions of potential consumers 
about products to measuring the opinions of the general pubUc about other objects, either mate­
rial or conceptual. By the mid 1930s there were several well established market research firms. 
Many of them conducted election polls in 1936 and achieved much greater accuracy than did 
the Literary Digest. It was the principals of these firms {e.g., Archibald Crossley, George 
Gallup, and Elmo Roper) who put poUing - election, public opinion, and consumer - on the 
map in the immediate pre-World War II period. 
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Data coUection technology developed broadly in the market research and polling organiza­
tions in this era. Samphng was either by purposively selected groups or by quota. Samples were 
large, with the size enlarged sequentiaUy until the law of large numbers caused the mean or 
percentage being estimated to stabilize. Some questionnaires were very informal with the inter­
viewer instructed to bring certain topics into a conversation - what we might now call an 
unstructured interview. Others were more standardized, but shorter, actual forms. The pro­
gression seems to have been that as interviewers became more distanced from the primary 
investigators - in space, in education, in training, in identification with the research project, 
and perhaps in their very numerousness - the interview became more standardized. 

The same kinds of vaUdity issues that interest survey researchers today surfaced in the period. 
What shoiUd be the balance between open and closed questions? (Practice seems to have favored 
a combination; the device of the ' 'opinion thermometer'' to calibrate answers was first devel­
oped by the Literary Digest in 1925.) The pollsters tackled the problem of how to ask sensitive 
questions - about age, income, occupation, and home owiung - by providing check lists, func-
tioiung much like contemporary visual aids. Experiments in question wording were carried out 
in the polling houses. 

Market research in this early period, as now, of necessity put a premium on the timeliness 
of results. Then, as now, this tended to create some tension between academics and market 
researchers, with academics believing commercial workers to be corrupted by money and thus 
too far from basic science and commercial workers beUeving academics were overly concerned 
with the abstract. It is noteworthy, however, that one of the earliest homes of public opinion 
and market surveys was the Psychological Corporation, an organization of academic 
psychologists committed to plowing part of their profits back into the research process. The 
Psychological Corporation carried out its surveys from its Market Surveys Division, orgaruzed 
and run by Henry C. Link. 

3.4 The Universities 

But the universities were hardly totally above the polling movement. As early as 1911 the 
Harvard Graduate School of Business established a Bureau of Business Research to carry out 
consumer research. Such household names of social science as Paul Lazarsfeld, Hadley Can-
tril, and Rensis Likert moved to university affiliations and attached research institutes. 
Lazarsfeld came to the United States in 1933 determined to bring the techniques developed 
in market research to the basic scientific endeavor. He went on to form the Office of Radio 
Research, later to be called the Bureau of Applied Social Research, at Columbia University. 
His myriad contributions included the use of panels and a system of causal analysis. 

Hadley Cantril was an academic who early on collaborated with Lazarsfeld on research on 
radio Usterung. When the two had a falhng out, Cantril estabUshed the Office of Public Opinion 
Research at Princeton University. Here studies were carried out to improve data collection tech­
tuques. For example, in investigating the effects of question wording, Rugg and Cantril (1944) 
found that in 1940 - 41 over a six-week period, the percentage of Americans who favored 
"giving aid [to Great Britain] even at the risk of war" varied between 56% and 78%. At the 
same time, the percent in favor of "entering the war immediately" ranged from 8% to 22%. 

Rensis Likert started out teaching at New York University and with a connection to the 
surveys of the Psychological Corporation. Moving to business, he carried out a survey of life 
insurance agents' attitudes, comparing qualitative and quantitative (mostly questionnaire) 
methods. He then became Director of the Division of Program Surveys at the Department of 
Agriculture. There he worked to standardize questionnaires. When Likert left the Department 
of Agriculture after World War II, he brought his group to the University of Michigan to form 
the Survey Research Center. 
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4. FROM SAMPLING THEORY TO THE STUDY OF 
NON-SAMPLING ERROR 

As we have seen above, the introduction of probability sampling into government surveys 
in the mid-1930s came at the time of rapid development in many areas of statistics, and the 
development of a foundation for experimentation and inference more broadly under the leader­
ship of such statisticians as R.A. Fisher, Walter Shewart, Jerzy Neyman, and Egon Pearson. 
Among those who worked on the probability-sampUng-based trial Census of Unemployment 
at the Bureau of the Census were Calvert Dedrick, Morris Hansen, Samuel Stouffer, and 
Frederick Stephan (Anderson 1988; Duncan and Shelton 1978). Hansen was then assigned with 
a few others to explore the field of sampling for other possible uses at the Bureau, and went 
on to work on the 1937 sample Unemployment Census. After working on the sample compo­
nent of the 1940 decennial census (under the direction of Deming), Hansen worked with others 
{e.g., Jerome Cornfield, Lester Frankel, WUUam Hurwitz and J. Steven Stock) to redesign 
the unemployment survey based on new ideas on multi-stage probabUity samples and cluster 
sampling (Hansen and Hurwitz 1942, 1943). They expanded and applied their approach in 
various Bureau surveys, often in collaboration and interaction with others, and this effort 
culminated in 1953 with the publication of a two-volume compendium of theory and method­
ology (Hansen, Hurwitz and Madow 1953). The recent interview with Hansen (Olkin 1987) 
and the Duncan and Shelton (1978) volume provide interesting and detaUed descriptions of 
the developments during this period. 

Virtually independent and often complementary contributions to sampling theory came 
via the statistical sampUng work in agriculture by P.C. Mahalanobis and students in India and 
by Frank Yates and WUUam Cochran in England. Cochran's 1939 paper is especially notable 
because of its use of the anjdysis of variance in sampling settings and the introduction of super-
population and modeUng approaches to the analysis of survey data (see Fienberg and Tanur 
1987, 1988 for related discussion on the design and analysis linkages between sampUng and 
experimentation). In the 1940s, as results from these two separate schools appeared in various 
statistical journals, we see some convergence of ideas and results. 

The 1940s saw a rapid spread of probabUity sampUng methods to other government agen­
cies. It was only after the fiasco of the 1948 presidential pre-election poU predictions (MosteUer 
et al. 1949) that market research firms and others shifted towards probability sampling. 
Even today many organizations use a version of probability sampUng with quotas (Sudman 
1987). 

Amidst the flurry of activity on the theory and practice of probability samphng during the 
1940s, attention was also being focused on issues of nonresponse and other forms of non-
sampUng error. In a review of work on errors in surveys, Deming (1944) listed 13 factors affec­
ting the ultimate usefulness of surveys (note that most of these are nonsampling errors): 

1. variabUity in response; 
2. differences between different kinds and degrees of canvass; 
3. bias and variation arising from the interviewer; 
4. bias of the auspices; 
5. imperfections in the design of the questionnaire and tabulation plans; 
6. changes that take place in the universe before tabulations are available; 
7. bias arising from nonresponse (including omissions); 
8. bias arising from late reports; 
9. bias arising from an unrepresentative selection of date for the survey, or of the period 

covered; 



Survey Methodology, June 1990 39 

10. bias arising from an unrepresentative selection of respondents; 
11. samphng errors and biases; 
12. processing errors (coding, editing, calculating, tabulating, tallying, etc.); 
13. errors in interpretation. 

Most of the errors described in this hst either had been or would become the focus of research 
by statisticians at the Bureau of the Census. 

A milestone in this effort to understand and model non-response errors was the develop­
ment of an integrated model for sampling and non-sampling error in censuses and surveys, 
in connection with planning for and evaluation of the 1950 census (Hansen, Hurwitz, Marks 
and Mauldin 1951). This analysis-of-variance-like model, or variants of it, has served as the 
basis of much of the work on non-sampling error over the past 35 years, both inside and out­
side the Bureau of the Census. An excellent qualitative analysis of the error structure of the 
Current Population Survey is given in Brooks and Bailar (1978), and reviews of the non-
sampling error literature are given by MosteUer (1978) and Fienberg and Tanur (1983). Finally, 
we note that Groves' (1989) recent book gives an updated approach to a variant of this census 
model, making a careful distinction between random and fixed components that arise from 
the various sources of error. 

The paper by Bailar (1990) in this issue contains a detailed discussion on non-sampling error 
from the perspective of the Bureau of the Census. 

5. CHANGING DIMENSIONS OF SURVEY METHODOLOGY 
AFTER 1960 

The decades of the 1960s and 1970s saw polls and surveys becoming an all-pervasive fact 
of American life, beginning with the hard-fought presidential election of I960 in which both 
candidates (Kennedy and Nixon) commissioned and relied on private polls of the electorate. 
Here we focus on three major areas of innovation during recent decades. We refer the reader 
to other presentations for such important topics as imputation for incomplete data and the 
ever-present controversies surrounding inferences from survey data {e.g., see Fienberg and 
Tanur 1983, 1986). 

5.1 Mode of Interviewing: The Role of Telephones and Computers in Surveys 

The development and diffusion of technology, especiaUy telephones and computers, strongly 
influenced survey practice in these decades. U.S. telephone coverage, which was estimated to 
have been only 35% in 1936 and hence contributed to the Literary Digest's problem (Massey 
1988), reached 75% by I960 and 88% in 1970 on its way to around 93% in 1986 (Thornberry 
and Massey 1988). Thus telephone surveys, often based on random digit dialing (RDD) tech­
niques, became increasingly prevalent and accurate. The movement began among commer­
cial survey researchers, with governmental and academics lagging behind because of their 
concerns over differential coverage by such variables as income and race (Trewin and Lee 1988) 
and accompanying fears of lack of "representativeness". Indeed, most government uses of 
telephone interviewing remain as follow-ups of initial in-person contacts (as in the Current 
Population Survey which has been using telephone interviewing for households in later months 
of the survey since 1954). Only recently has there been a marked shift towards the use of RDD 
for govermnent surveys. Groves and Kahn (1979) provide a review of work on telephone inter­
viewing and, by and large, they document the comparability of survey results through com­
parisons of data gathered by personal interviews and by telephone. 
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The advent and proliferation of the computer meant that the tasks of analyses of survey 
responses could be carried out much more rapidly and broadly than ever before. This led to 
an increase in the number of surveys carried out under all institutional auspices. In retrospect 
it seems ordy natural that computer technology should be combined with telephone technology 
to produce systems of computer assisted telephone interviewing (CATI). These systems 
provide automated questionnaires that carry out skip patterns and display the appropriate 
question on a monitor screen, schedule (and often actually place) calls and callbacks, carry 
out randomizations, and automate data entry, in addition to other functions. CATI systems 
were developed by U.S. market research organizations in the early 1970s in part to keep track 
of respondent chairacteristics and thus ensure that quotas are precisely and efficiently met 
(NichoUs 1988). Chilton Research was one of the commercial CATI pioneers, using a CATI 
system for surveys intended to determine the level of customer satisfaction with services 
provided by the telephone companies (NichoUs and Groves 1986). Largely independently, 
university survey organizations began to develop their own CATI systems in the mid-1970s, 
and introduced them to the larger statistical community with an emphasis on their usefulness 
for documentation, standardization, and interviewer flexibility. While government agencies 
exhibited early interest in CATI, they have only recently begun to actually employ systems, 
sometimes on an experimental basis and often in tandem with other data collection 
methodologies, as in panel designs where the first interview is carried out in person. At this 
writing we see the beginnings of a movement to the use of computer-assisted personal inter­
viewing (CAPI), a development made possible by the technological advances that produced 
truly portable laptop computers. 

5.2 Longitudinal Surveys 

While panel surveys were conducted in connection with the 1924 and 1940 U.S. presiden­
tial election campaigns (Rice 1928; Lazarsfeld et al. 1944), interest in over-time survey data 
did not really become fashionable in social research until the 1960s. This is all the more 
surprising when we reaUze that the Current Population Survey has traditionally had a 
rotating-panel structure and, since 1953, many respondents are interviewed as many as 8 times 
over a 16 month period. This rotating-panel structure was originally intended to produce 
estimates of change in aggregate quantities that had smaller variances than those from repeated 
cross-sections but, in principle, the CPS could have been analyzed in panel form on a regular 
basis. The fact that the CPS is a survey of sample addresses and not individuals or households 
is a major obstacle to the use of it as a panel survey (see related comments on the National 
Crime Survey in Fienberg 1978), but this has not prevented the elaborate use of the CPS to 
study gross flows in individual employment status {e.g., see Abowd and ZeUner 1985 and Stasny 
1988). 

Not all survey attempts to measure change need be based on longitudinal data; often repeated 
cross-sections can do at least as well if not better in measuring aggregate change. By the 1970s 
the Gallup Poll and others had developed a tradition of asking the same questions repeatedly 
and reporting the results in newspapers. These estabhshed time series became incorporated into 
the burgeoning Social Indicators movement. In 1972 the Nation2d Opinion Research Center 
first fielded the General Social Survey (GSS), funded by the National Science Foundation. GSS 
was designed by a broadly based group of academics to provide periodic readings on social 
indicators and to provide an original data set for use by students and academics doing modestiy 
funded research. For purposes of continuity, the designers incorporated into GSS many ques­
tions first developed by Gallup and other commercial pollsters, yielding a fruitful cross-
institutional collaboration {e.g., see Smith 1975). 
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The basic idea behind the conduct of longitudinal surveys of panels, however, is to measure 
changes over time, not by comparing the changes in aggregate quantities, but by focusing on 
individual change. Such surveys typically focus on changes in status, the duration of activities, 
and events occurring over time. The rise of interest in longitudinal panel surveys occurred 
primarily outside the government, and early examples are the Panel Study of Income Dynamics, 
conducted by the Institute for Social Research at the University of Michigan annually since 
1968; the National Longitudinal Surveys of Labor Market Experience, sponsored by the Center 
for Human Resources Research at Ohio State University beginning in 1966, and currently 
funded by BLS; and the Longitudinal Retirement History Survey, sponsored by the Social 
Security Administration from 1969 to 1979. The 1970s saw expanded use of longitudinal panel 
surveys, especially under government auspices {e.g., see Boruch and Pearson 1988), but the 
basic survey methodology used often resembled that for traditional cross-sectional surveys. 
Only in the late 1970s did researchers begin to question the coventional wisdom about 
longitudinal survey design and analysis and to explore such fundamental issues as the defini­
tion of a longitudinal family (for a discussion, see Fienberg and Tanur 1986). 

In the 1980s, interest in longitudinal panel surveys expanded and considerable attention was 
focused on aspects of non-sampUng error such as attrition and on issues of data management 
and analysis. Kalton et al. (1989) includes a number of papers on these topics. 

5.3 Cognitive Aspects of Surveys 

As a result of systematic efforts to improve survey methodology over the past forty years, 
survey researchers have evolved a highly developed art of questionnaire design and interview 
procedures to reduce nonsampling errors, such as those described in Deming's list above 
{e.g., see Payne 1951), and they have carried out many scientific studies to test aspects of that 
art {e.g., see Sudman and Bradburn 1974, Bradburn and Sudman 1979, and Schuman and 
Presser 1981). UntU recently, however, research on understanding the survey interview situation 
has been relatively unsystematic. The recent change came, in part, through the recogrution that 
other fields, in particular cognitive psychology, had insights that would assist survey resear­
chers in examining the interview process. 

Among non-sampUng errors are those occasioned by the cognitive processes that respondents 
and interviewers are required to exercise in the survey interview situation. Respondents must 
often recall events and make judgments or estimates, and must always face issues of comprehen­
sion of the questions asked - their meaning to respondents as well as their meaning to inter­
viewers. Survey researchers are now beginiung to draw on the concepts of cogrutive psychology 
and the expertise of cognitive psychologists to investigate more systematically these issues of 
non-sampling error. We note especially that the exploration of meaning is not new to the enter­
prise of survey research. Indeed, Cantril (1944) devotes two chapters to reporting the results 
of experiments on the meaning and wording of questions. These experiments used many of 
the same probing and paraphrasing techniques used in today's cognitive laboratory. 

This explicit movement to study cognitive aspects of surveys originated in a 1981 conference 
sponsored by the Bureau of Social Science Research and the Bureau of Justice Statistics that 
brought together cogiutive psychologists and survey researchers to concentrate on the National 
Crime Survey. A more intensive 1983 conference, sponsored by the Committee on National 
Statistics (CNSTAT) of the National Research Council, concentrated on the National Health 
Interview Survey (Jabine et al. 1984). From the beginiung the movement was, by design, a part­
nership between people from academia, from research institutes and other academic institu­
tions, and from the government. 



42 Fienberg and Tanur: Instituhonai Bases for Survey Research 

A direct outgrowth of the CNSTAT conference was the establishment of a Questionnaire 
Design Research Laboratory at the U.S. National Center for Health Statistics under the leader­
ship of Monroe Sirken to do pretesting (in parallel with fuU scale field testing) of major govern­
ment surveys. It employs government personnel, brings in visiting scholars, and contracts with 
academics and people in research institutes to carry out its mission. This has been followed 
by the establishment of similar laboratories at the Bureau of Labor Statistics and the Bureau 
of the Census. Another outgrowth is the estabUshment of the Social Science Research Council's 
Commktee on Cognition and Survey Research, which is, itself, both cross disciplinary and 
cross institutional. The Committee has fostered research in such directions as the interactive 
process of the survey interview, the uses and pitfalls of retrospective memory, and issues in 
measuring pain in a survey context. Examples of other outgrowths of this movement are (a) 
an investigation by the OECD's Working Party on Labor Statistics of cognitive aspects of labor 
surveys, addressing such issues as the meaning of "looking for work" - a knotty conceptual 
problem within a culture, and even more problematic across cultures (Schwarz 1987), (b) work 
at combining the cognitive perspective with statistical work on the embedding of experiments 
within surveys (Fienberg and Tanur 1989), (c) international conferences on work at the inter­
face of cognition and survey methods {e.g., see Hippler, Schwarz and Sudman 1987). 

At the same time that methodological techniques of the cognitive laboratory are being used 
to shape questionnaire design, findings from the cognitive psychology laboratory are being 
taken into the field in order to test their generalizability and thus enrich the academic field 
of cognitive psychology, as well as to ascertain their usefulness for the survey enterprise. Here 
is yet another instance of interaction between the academic world and the government. For 
example, a laboratory finding is that people recall visits to health care providers more easily 
and accurately if they begin with the earliest first (Fathi, Schooler and Loftus 1984). A recent 
investigation explores whether this advantage holds in the field situation of the pre-test of the 
NHIS (White and Berk 1987). 

The movement to integrate methods from the cognitive sciences into the design of sample 
surveys is important for several reasons. First, it has brought a renewed scientific base to the 
problems of questionnaire design. Second, it has opened up the survey domain to the study 
of selected cognitive phenomena. But most important, it had brought new vigor to the survey 
enterprise and raised anew issues about the structure and format of the survey interview, going 
far beyond questionnaire design, that many statisticians thought were resolved in the 1940s 
and 1950s. 

6. COMMENTS 

Traditional reviews of the history of survey methods have focused on the role of probability 
sampling and Us refinements, and occasionally on the study of non-sampling errors. Here we 
have attempted to set this methodological history in the context of the tradition of social science 
research that evolved over the nineteenth and early twentieth centuries and the institutions, 
in and outside of government, that facilitated and occasionally directly spawned the 
methodological developments. This perspective should help remind readers that factors other 
than the advance of statistical theory have helped to shape the survey domain as we know it 
today. It should also help them follow the evolution of survey theory and practice as it con­
tinues to be shaped by institutional change. 

There is an additional facet of institutional shaping of the survey enterprise that we have 
not addressed heretofore. We wrote above about the permeability of the membranes separating 
the three sectors: government, market research (the private domain), and the universities and 
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other academic institutions. We believe that these membranes are becoming even more 
permeable with the increased presence of a fourth kind of institution, which we shall refer to 
as a "bridge". We saw earlier how the ASA-SSRC Committee on Government Statistics and 
Information Services, a bridge between academia and government, prepared the ground for 
federal statistical coordination. ASA and SSRC continue to provide bridging functions, but 
other such institutions also exist. 

Some vivid examples of other bridges come to mind. For over 40 years the American 
Association for PubUc Opiruon Research has been bringing together survey practitioners from 
all sectors in local chapters and in national conferences at which new findings are disseminated 
and issues of common concern are discussed. The National Science Foundation program on 
Measurement Methods and Data Improvement (MMDI), under the direction of Murray 
Aborn, has explicitly seen as part of its mandate the fostering of government/academic 
collaboration. The mission has been implemented, for example, through the funding of 
research by academics that both uses and improves government databases (the 1983 seminar 
on cognitive aspects of survey methodology was sponsored by MMDI) and the funding of 
an ASA-sponsored feUowship program. That fellowship program places academic researchers 
for a semester or a year in government statistical agencies to carry out their own research, 
bring new ideas to the agency, and return to their academic bases with new knowledge and 
contacts in the federal agencies and new awareness of government data bases and statistical 
concerns. The National Research Council, an arm of the National Academy of Sciences, 
maintains a Committee on National Statistics that brings statisticians from academia and the 
private sector together to interact with representatives of the government agencies. Here, in 
formal panel studies and informal interaction, individuals come to know one another and 
common problems are tackled. 

WhUe these and other bridges wUl surely not totaUy erase the boundaries between the sectors, 
we see their existence as a positive force for progress in the development of survey method­
ology. Developments in one sector move more quickly to others across these bridges, but 
perhaps more important, the bridges facilitate a process whereby problems faced by any sector 
become legitimate research questions in all sectors. 
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COMMENT 

ROBERT M. GROVES^ 

The writing of histories of the development and use of survey methods signals a certain 
maturation of the field. Currently, we are seeing the fiftieth anruversary of several important 
survey innovations - Neyman's breakthrough papers in stratification, the start of the U.S. 
Current Population Survey, and the greater visibility of election polling. With our attention 
called to such developments it is natural to review the interveiung years, seeking to find some 
theme for events affecting the field. Professors Fienberg and Tanur have completed such an 
exercise in their paper. 

My comments will review key parts of the work, offering comments as I proceed, and then 
note some errors of nonobservation, misplaced emphases, and other minor quibbles. 

Fienberg and Tanur express the purpose of their paper in two ways "to note that technical 
developments in surveys can be understood only in the context of institutions within which 
they occur "(p. 31) or at another point to note that "factors other than the advance of statistical 
theory have shaped the survey domain" (p. 42). Consistent with this they note: 

1. the role of ruling, governing institutions which perceive a need for information on the 
population's welfare or its reaction to taxation; 

2. later, the role of academics in the social sciences in framing central statistical and measure­
ment issues in surveys; 

3. the role of mass media use of surveys for election and current events monitoring; and 

4. still later, the use of surveys by commercial entities in the market economy. 

They document the resolution of controversies in the goveriunent sector about use of probabihty 
samphng. 

Along the way we learn some interesting facts - for example, that for 12 U.S. censuses 
(120 years) there was no permanent organization for the Census Bureau; that the Department 
of Agriculture data collection began with need for information about food supplies in the Civil 
war; that another boost for surveys occurred in the New Deal's creation for government pro­
grams. There seems to be a recurring theme here that governments emphasizing services for 
the welfare of the populace demand more information about their societies than do those 
pursuing other goals. In addition, we see that governments most sensitive to public opinion 
demand more measures of that opinion (that reminds this reader of Gallup's early metaphor 
of the survey as a voting analog). 

The focus in the paper on the role that institutions played in the development is convincing 
only for parts of the review. For example, the institutional focus is appeaUng in describing 
Lazarsfeld's evangelical efforts to bring commercial survey and academic inquiry together. 
The role of the Bureau of AppUed Social Research at Columbia University in his partial success 
at that is enlightening. So too the move of Likert and others from a government agency home 
(U.S. Department of Agriculture) to academia in order to spread the method to new domains 
is largely a story of groups of people and organizations which make them effective. 

However, the identification of organizations or institutions as the focus can be 
misunderstood as the stimulus to developments. Nothing I read in the paper changes my opi­
nion that the survey field at its origins attracted broad, creative thinkers. Many were inteUigent 
and charismatic; they led by ideas and mobilized others to work diligently at the definition 
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of the new field. Institutions permitted this to happen. They didn't produce the developments. 
They were homes for the best and brightest. 

Within the focus on the institutional, I wished the emphasis of the paper might have been 
placed more on two related points: 

1. Different tasks were more easily accomplished in the different domains. For example, 
government agencies were by their nature restricted to questions of monitoring social welfare, 
the commercial, to newsworthy or doUar worthy interests, and the academic to longer term, 
more basic social issues. Those involved in early developments shaped their agenda to the 
goals of the organization. 

2. Stories of the early days of survey research, as told by those who Uved them are filled with 
the excitement of a new field. I missed in the paper sufficient acknowledgement that the 
young researchers involved in the work shared an evangelical mission - spreading the gospel 
of probability sampUng, inventing new methods of interviewing because nothing existed. 
The institutional focus misses the human drama of those days. 

Fienberg and Tanur also note "the membranes separating the institutions are extremely 
permeable". That is, researchers move back and forth between the institutions, contributing 
to each of them, and transferring knowledge as they move. The evidence the authors cite is 
the experience of Lazarsfeld addressing basic design issues while conducting radio audience 
research within an academic setting and of Likert moving from the insurance industry to the 
Department of Agriculture to the University of Michigan. These moves seem the exception 
rather than the rule. I have not conducted the appropriate careerUne research to demonstrate 
this, but my impression is that the fences between the sectors have been and remain high and 
painful to transgress. Further, movement among academic government, commercial is asym­
metric. Rarely is there movement from the commercial or government sector to the academic 
sector (current demands on pubUcation history prevent this). The govenunent-commercial inter­
change is larger. 

The result of this insularity is the development of techniques not shared across the different 
sectors (edit and imputations schemes, nonresponse reduction techniques). The three sectors 
to some extent have developed their own language to describe their work {e.g., "stem and 
banners", "tabs" versus "contingency tables"). 

The membrane metaphor also fails to observe the large differences in the centraUty of surveys 
to organizations in the three sectors. Academic survey research is not central to any university 
in the world. It was not central early in the history of the method (viz. the inabUUy of the Likert 
group to obtain university parking stickers because of their nonfacuity status). Even now it 
is often viewed as a haven of technicians (several steps below the chemistry laboratory staff) 
currently on many campuses. In contrast there are government and commercial organizations 
fuUy devoted to survey design, collection, and analysis. These have decision-making hierar­
chies constantly monitoring cost and error structures of surveys without the ongoing debate 
about the relative worth of the enterprise. 

The paper ends with a discussion of three developments since I960 that are important to 
understanding surveys. At this point, the institutional context is dropped as the organizing 
principle of the paper and innovations are the focus. Three developments are highlighted: 
a) the use of the telephone as a data coUection medium and later developments in computer 
assisted telephone interviewing (CATI); b) the use of longitudinal surveys to study micro-
level change over time; and c) the application of cognitive psychologicjd concepts to survey 
methods. 
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The authors note the movement of mode of data collection from face to face to phone and 
development of CATI, but they faU to note that this is largely a US phenomenon in the academic 
and government sectors (the commercial side had done it years ago). Indeed, it is an example 
of distinctive methodologies pursued by the three sectors. I share their belief that the merits 
of longitudinal surveys are increasingly being recognized and note that the 1980's is seeing this 
spread internationally. The Fienberg and Tanur team was instrumental in launching the U.S. 
effort the apply cognitive psychological concepts to survey measurement, and we are in their 
debt for this. 

The paper does not make U clear whether the authors beUeve the CATI, longitudinal surveys, 
and the effort to "cognitize" survey methodological research are the most important three 
developments in surveys, but they clearly omit several other important ones. We can all choose 
our three most important developments since 1960; here are some other candidates: 

1. Development of Generalized Statistical Software Packages 

This development greatly expanded the number of researchers who could directly pose and 
answer questions using survey data. In the statistical and social sciences at this writing, it is 
common for undergraduates to perform analyses of survey data whose complexity would have 
prevented their being done 25 years ago. 

2. Existence of Survey Data Archives 

The archiving of survey data on computer media was a further democratizing force in survey 
analysis. With those developments replication and extension of analysis, a key component of 
the structure of scientific advance, became trivial. Unfortunately, there were also deleterious 
effects. Analysts of survey data could do their work in complete ignorance of the survey design, 
of the interviewer training and supervision guidehnes, of nonresponse rates, and of a host of 
other design features known by those conducting the survey. 

3. Growth of Commercial and Nonprofit Industry to do Government Surveys 

The U.S. is distinctive in its reUance on academic and commercial groups to conduct surveys 
on behalf of government agencies. Some of this exists in many Western countries, but to a 
much smaller degree. This suggests that a cross-cultural strain in the paper might be interesting -
to identify unique histories of survey research in various societies. 

4. 1960 as Beginning of Widespread Acceptance in Academic Circles of the Social 
Psychological Model of the Interview 

This typically describes survey interviews as "conversations with a purpose" and focuses the 
researcher's attention on the role of the two actors in the errors produced during measurement. 

5. Ubiquity of Surveys 

Survey measurement is now a way of life for most large corporations (prior to the breakup 
of ATT in the U.S. the corporation conducted over 7 million customer satisfaction interviews 
annually). Surveys are viewed as irreplaceable sources of information about customers, sup­
pliers, and the general society. 

6. Nonresponse and the Growing Reluctance of the Population to be Measured 
This is certainly a phenomenon of great import to survey reseju-chers in most Western coun­

tries. WUh statistical inference to large populations one of the key virtues of surveys versus other 
data coUection schemes, this issue strikes at the heart of the tool. Again, a cross-national theme 
to the paper would have highUghted these issues. 
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We can apply the superpopulation metaphor to any historical account - that is, any series 
of events (which later we call history) is but one realization of an infinite set of possible series 
which defines the universe of possible realities. This fits the set of questions that remain 
unanswered. 

1. Why after almost a century hasn't survey research fully evolved into a profession (with 
specified standards and training criteria)? 

2. Why is there so littie formal educational structure for survey researchers to get their knowl­
edge base? Why are there departments of communications, operations research, naval 
architecture but none of survey research (teaching sampling, questionnaire design, data 
analysis)? 

3. Would public education about surveys and statistics Gike the ASA/NSF program in quan­
titative literacy) have made an impact on acceptance of surveys? 

We are indebted to the Fienberg/Tanur team for reviewing our collective past. They have 
helped chronicle the birth and first 50 years or so of what is now an important component in 
most societies of the world. I do hope that the year 2040 will see the need to ask Fienberg and 
Tknur to update their paper for that occasion. I hope they wUI be able to report innovation during 
those 50 years that made a difference in survey methods. 
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ABSTRACT 

Drawing upon experiences from developments at the U.S. Bureau of the Census, the paper briefly traces 
some contributions made by practitioners to the theory and application of censuses and surveys. Some 
guesses about future developments are also given. 
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1. INTRODUCTION 

In the United States, the federal govermnent has led the way in the development of statistical 
methodology in censuses and surveys. I will confine my remarks to examples from the U.S. 
Bureau of the Census and will discuss four main areas of work - the development of sampUng 
methods, non-sampUng error, seasonal adjustment, and the development of methods to protect 
the confidentiality of respondents, usually called disclosure avoidance techniques. Finally, I 
will venture to hazard some guesses about future development. 

2. SAMPLING 

The story of samphng in the U.S. federal government is primarUy the story of a remarkable 
group of people at the Census Bureau, led by Morris Hansen and WUUam HurwUz. When one 
considers that the Census Bureau was committed to probability sampUng in the early I940's, 
one wonders: how could an innovation of this type have occurred so quickly in such a conser­
vative institution? The adoption of innovative methods often takes a very long time and I 
suspect the Bureau is much slower in adopting and promoting new methodology today. Hansen 
has given three reasons why he thinks sampling was accepted relatively quickly by the subject-
matter divisions of the Bureau. They are: (1) support from the top, (2) conscious development 
of a team-work approach with the subject-matter divisions, and (3) the development of a corps 
of sampUng experts Qater, methods speciaUsts) in the subject-matter divisions who were respon­
sible to the Statistical Research Division (SRD) on technical matters. I think he left out one 
key ingredient and that is the force and the spirit of the dynamic duo and their cohorts. 

In 1936, the Bureau began exploration of sampUng and potential applications. Some 
sampling was already in use, but not probabiUty sampling. There was judgment sampling and 
sampUng of some large estabUshments. However, there was little or no theory to guide sampUng 
approaches. In 1937, Congress authorized a national voluntary registration of the unemployed 
and partiaUy employed. A questionnaire was to be delivered by the Post Office to every 
household. There was some concern that this voluntary registration could have some bias, so 
an enumerative check census was put in place in a sample of areas. The check census required 
interviewing all households within a probabiUty sample of postal delivery routes. The maU 
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carriers did the interviewing and identified and sorted the voluntary mail returns. They then 
provided separate counts for each postal route, including the sample postal routes. This then 
gave an independent variable to use in the estimation, one of the earliest demonstrations of 
ratio estimation. The results of the check census were convincing on the usefulness of sampling. 
However, the entire effort was remarkable in many ways: 

• the effects of nonresponse from a voluntary census were anticipated; 

• the use of ratio estimation; 

• the speedy results. 

Hansen, in an interview in Statistical Science (Olkin), reports that the registration took place 
the week of November 20, 1937; that the household canvas was done during the week of 
December 4,1937; and preliminary resuks became available on New Year's Eve, 1937.1 don't 
think the Census Bureau could beat that record now. 

Hansen attributes the success of the 1937 enumerative check census as a demonstration of 
the use of sampling as key in gaining acceptance within the Bureau. Before then. Bureau staff 
believed that complete coverage was necessary and that sampling would discredU the Bureau. 
The success of the study helped gain the acceptance of sampling in the 1940 census, the first 
census in which some questions were asked of only a sample, not the entire population. Unfor­
tunately, in the last few months, some at Census have dragged out the old chestnut about 
needing to do the vacant delete check on a 100% basis because a census has less error than 
a survey. Let's just assume that was a temporary aberration caused by litigation. 

A great deal of the theory of sampling was developed in conjunction with the Labor Force 
Survey. The Works Progress Administration (WPA) sponsored a survey to measure unemploy­
ment. In 1942, when the WPA was abolished, the survey was moved to the Census Bureau. 
The sampUng procedures were evaluated and many improvements were made. Several impor­
tant contributions to sampling theory came from that revision. Some of the sampUng prin­
ciples introduced into the 1942 revision were: enlarged primary sampUng units, sampling with 
probabilities proportionate to a measure of size, and area substratification. These principles 
were discussed in a 1943 paper by Hansen and Hurwitz in the Annals of Mathematical Statistics. 
Rereading this paper, "On The Theory Of SampUng From Finite Populations," always pro­
vides new insights. The article seems to be the first published by federal employees on the topic 
of sampling of finite populations. Though the concepts had been discussed by others, the 
extension of theory was new. Also, a haUmark of Hansen and Hurwitz, the results were 
discussed in a series of practical comparisons highlighting the advantages of the recommended 
procedures. 

Improvements in the Labor Force Survey continued over the years. Composite estimation, 
using the system of sample rotation to improve the estimates, was introduced. The Current 
Population Survey, as the Labor Force Survey is now called, has undoubtedly led the way 
throughout the world in setting the standards for a labor force survey. 

Surveys of business estabUshments presented new sampUng problems, also undertaken by 
the Statistical Research Division. The attitude frequently encountered was that sampUng might 
be all right with relatively homogenous populations such as people but they would not work 
with highly skewed populations such as businesses. Working with the acknowledged skewness 
of the population, the sampUng group stratified the retail stores by size. The largest stores were 
necessarily included in the sample, and the smaller businesses were sampled with probabiUty 
proportionate to a measure of size. 

It was also apparent that businesses came into being and died frequently. A static sample 
would not be able to capture this turnover. Therefore, an area sample to provide estimates 
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for new stores was incorporated. The Monthly Retail Trade Survey has seen many innova­
tions, but these basic cornerstones remain. The Retail Trade Survey also makes use of com­
posite estimation to provide more precise estimates. 

Many other instances of sampling innovations could be mentioned. Many descriptions are 
given, and the theory and practical appUcations are described in the book Sample Survey 
Methods and Theory in two volumes, by Hansen, Hurwitz, and Madow (1953). Though the 
iUustrations are seriously outdated, the books still provide more practical sampling appUca­
tions than any other books I know of. I only regret that they were never updated. 

3. NON-SAMPLING ERROR 

Another major advance in sample surveys and censuses was to look beyond sampling error 
to try to control the errors arising from other sources, such as the interviewers, processors, 
questionnaires, and so forth. Hansen and Hurwitz moved in that direction before the 1950 
Census, incorporating many experimental studies in the census designed to estimate the effect 
of measurement errors in the census. Total survey error became a strong focus at the Census 
Bureau. The measurement and control of nonsampling errors became a regular feature of 
Census Bureau work. 

An impetus to this nonsampling error work was the recognition that measurement errors 
could have a much stronger effect on data than sampling errors, especially at larger levels of 
aggregation. Hansen, Hurwitz and Bershad (1961) developed an integrated model for censuses 
and surveys that explicitly incorporated sampUng error, response error, and bias. The response 
error component contained what are now known as a simple response variance and a correlated 
response variance. The simple response variance reflects the basic trial-to-trial variability that 
arises from differences in respondent reporting, different respondents, different interviewers, 
and the like. The term has also been generalized to include the variance that arises from trial-
to-trial variability in coding. The correlated response variance refers to the variance that arises 
from a factor that pushes responses into a certain pattern. The most studied factor is that of 
the interviewer. By having certain expectations or from experience interviewing at a few 
households, the interviewer can push responses into certain categories. We see wide variabUity 
among interviewers working in the same areas on nonresponse rates, on questions about educa­
tional attainment, and many other items. 

This model was first tested in the 1950 census and was a major factor in the decision to move 
from an "enumerator census" where an interviewer went to every household, asked the ques­
tions, and recorded the answers, to a "mail census", where the questionnaires are sent to every 
household and householders are asked to fill out the forms and return them by mail. 
Experiments in the I960 and 1970 censuses show a large reduction in this variance component 
when self-enumeration is used (U.S. Bureau of the Census 1968, 1970). 

In addition, Hansen and Hurwitz encouraged work on coverage error. The Census Bureau 
has invested a large amount of time in investigating the effects of coverage error, both in 
censuses and surveys. After the 1950 census, using a model developed by Ansley Coale at 
Princeton University, the Census Bureau was able to measure the amount of undercounting 
in the decennial census at the national level, by age, race, and sex. This method, known as 
demographic analysis, showed that there was a differential undercount that affected blacks 
much more severely than whites (Citro and Cohen 1985). In addition, the Census Bureau 
started development of a post-enumeration survey to learn more about the uncounted popula­
tion. At first, the Bureau relied on a "do-it-better" approach, but in recent years has turned 
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to a "do-it-again" approach. This latter emphasis wiU be used in the 1990 census. Similarly, 
coverage losses in surveys spurred work on ratio estimation procedures that would dampen 
the effect. Most Bureau household surveys use those procedures. 

The Bureau of the Census now is well known for its work on measurement error. In addi­
tion to work on response error and coverage, it has encouraged work on time-in-sample biases 
that affect the estimates from surveys in which respondents are contacted more than once. The 
labor force survey, in which respondents are kept in sample four successive months, dropped 
for eight months, and then contacted for four additional months, has been carefully studied. 
BaUar (1975) showed the difference between the higher estimates of employment and unemploy­
ment for those in sample for the first time and those in sample for later times. These differences 
affect the levels of employment and unemployment, though probably not the estimates of 
month-to-month change. 

These are only a few examples of the work begun at the Census Bureau on measurement 
errors. Now work is carried on at all the statistical agencies. 

4. SEASONAL ADJUSTMENT 

The history of seasonal adjustment in the government began with the efforts of JuUus Shiskin 
when he was at the Census Bureau. He was responsible for introducing computerized seasonal 
adjustment. Now the X-II method is used around the world. 

According to Julie Shiskin, in the I950's the Federal agencies were under pressure from the 
CouncU of Economic Advisors to produce seasonally adjusted time series. The Census Bureau 
got the first electrotuc computer dedicated to data processing, the UNIVAC I, in 1953 and Julie 
heard a lot about how difficuU it was to program from Eli Marks who was in his car pool. 
It dawned on Julie that the computer could be used for making the seasonal adjustments, so 
he checked with a computer technician and found that it would take I minute to do a 10-year 
series. Of course, it takes less than that now. 

Seasonal adjustment is still somewhat of an art form, since the X-II program provides so 
many options, and the analyst can choose among them. However, there was skepticism at the 
beginning of this computerization about whether a machine could do what a skilled techni­
cian could. Julie decided to challenge the Federal Reserve Board. He proposed that they take 
any series and spend as much time as they wanted adjusting it. Then he would run the same 
series through the computer. Both series would be plotted and given, without identification 
of who did the adjustment, to a smaU, very distinguished group at the Federal Reserve Board 
who would judge the results. The result was a unanimous decision that the computer method 
was superior. 

The government now seasonally adjusts thousands of time series annually. Model-based 
methods, because of computer limitations, seemed impractical for many years. Also, new sea­
sonal adjustment factors were developed every year, based on historical experience. For 
example, a factor to be used in the computation of the seasonally adjusted figures for July 
would be developed in December of the preceding year. No new data based on more recent 
events were allowed to influence the adjustment. This made sense when it took several days 
to prepare punch cards and run the series. But within the last ten years, that method received 
more criticism and the method of concurrent seasonal adjustment was promoted. The time 
series staff at the Census Bureau, led by David Findley, dia a thorough investigation of the 
merits of concurrent seasonal adjustment on Census Bureau series, and led the way for the 
adoption of that method by the Bureau. 
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The time series staff has also asked some very key questions that are central to seasonal 
adjustment. First, what kind of standard exists to judge whether or not a series should be 
seasonally adjusted? Second, given that there are several methods for adjusting time series, 
how do you evaluate the different methods? In a key paper, BeU and Hillmer (1984) question 
the need for seasonal adjustment if series can be adequately modeled. They also describe some 
criteria for evaluating seasonal adjustments. I must be quick to point out that the Census Bureau 
is not the orUy government agency that has done ground-breaking work in this area. In fact, 
one very useful accomplishment of the time series staff at the Census Bureau is to hold regular 
meetings of interested and involved experts throughout the government. Thus, people at the 
Federal Reserve Board, Bureau of Labor Statistics, Energy Information Administration, and 
the Bureau of Economic Analysis, to name only a few, all participate and keep up-to-date on 
new developments. Estella Dagum at Statistics Canada has led many very successful efforts, 
including the development of the X-II ARIMA method. 

5. DISCLOSURE AVOIDANCE 

Whether or not one agrees with the Census Bureau on its policies about keeping data 
confidential one must agree that the Bureau has promoted disclosure avoidance techniques 
to protect data. Disclosure avoidance is an attempt to protect the answers of individual 
respondents. It has long been a problem in censuses, but is also a problem in surveys, especially 
surveys that are longitudinal in nature or where records exist that could be linked to the survey 
results. 

Disclosure avoidance problems in the population censuses focus on disclosures that would 
occur from the publication of very small frequencies. These small numbers lead to the poten­
tial identification of single respondents or small groups of respondents. In addition, zeros in 
cells may also lead to disclosure. Disclosure in frequency tables is usually defined in terms of 
a threshold rule that states that disclosure occurs if, given any tabulation cell X, one can infer 
that the number of respondents in A îs less than a predetermined threshold value. In 1980 decen­
nial census publications this predetermined threshold value was defined separately for 
households and persons. 

Methods for controlUng disclosure in frequency count tables fall into three categories: sup­
pressing aU values, perturbing cell values, and replacing numeric cell values by intervals. Cell 
suppression insures that numeric values are not given and that inferences cannot be derived 
from manipulation of Unear relationships between unpubUshed and pubhshed ceU values. Data 
perturbation means adding or subtracting a small amount from most cell values so that infer­
ences regarding the tabulated values cannot be made with certainty. The third method, replacing 
point estimates by intervals, is not useful for many data users for cross-classifications. 

CeU suppression was the main techruque used by the Census Bureau through 1980. Additive 
restraints along rows and columns of the table generate a series of linear constraints. Once the 
primary disclosures have been suppressed, mathematical programming is used as a disclosure 
audit on the table. Though this method was used on an ad hoc basis for years. Cox and his 
colleagues at the Census Bureau derived the mathematical underpinrungs (Causey, Cox and 
Ernst 1985) and showed how complex cell suppression actually was. 

Data perturbation methods, including random rounding, have been developed and used in 
the United Kingdom, Sweden, and Canada. All of these methods depend on adding or sub­
tracting a small value, sometimes zero, from table cells, with a specified probability. 

For data such as sales, value, inventory, and financial information from manufacturing and 
retail establishments, the Census Bureau is concerned about being able to identify the amount 
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from respondents. If a competitor reviews a tabulation and subtracts the amount for his firm, 
the amount for another respondent may be identified. Cell suppression techniques are used. 
The so-called {n, A:)-rule states that A" is a disclosure cell if a fixed number of respondents n 
account for more than a fixed percentage of k of the total ceU value. This rule belongs to a 
class of cell dominance rules, all of which are additive. 

Disclosure avoidance work is going on all over the world, primarily in government offices. 
No doubt this reflects the fact that these offices have serious problems that have been pushed 
to the fore by the demand for microdata. 

6. A LOOK TO THE FUTURE 

AU four areas presented so far have relied on the development of mathematical models. 
Sampling, of course, rehes on randomization methods, but the control of total survey error 
led to the formulation of a survey error model, first described by Hansen, Hurwitz, and 
Bershad (I96I). That model and the experiments used to estimate the parameters were the basis 
for many poUcy decisions on the conduct of censuses and surveys. 

Time series models are used widely around the world, replacing empirical methods such as 
the A-11. Researchers are now urging that time series methods become integrated with survey 
estimation methods to produce more accurate results. It will be interesting to observe how or 
whether this melding will take place. 

Another area of active modeUng within government agencies is to produce small-area data. 
Data are often collected for larger areas of aggregation, such as states, and then data needs 
are expressed for smaller areas, such as counties. Conferences have been held comparing and 
evaluating different techniques for producing smaU-area data. The Census Bureau used 
empirical methods to develop population estimates during the decade. Several models were 
explored as part of the undercount research at the Census Bureau, and much was learned about 
the problem. 

Ad hoc methods for editing and imputation are now being carefuUy scrutinized and 
mathematical models are being developed. We shall undoubtedly see more modeUng of this 
type in the future. 

Thus, the future, as I see it, wiU be a further expansion of models. This is not to denigrate 
the empirical methods used now. Statisticians have always recognized that theory and prac­
tice go hand in hand. Empirical methods that seem to work lead to modeling and theoretical 
developments that are tempered by practical experience. The government agencies have many 
fascinating statistical problems that wiU lead the way, as they have in the past, in certain areas 
of statistical methodology. 

REFERENCES 

BAILAR, B.A. (1975). The effects of rotation group bias on estimates from panel surveys. Journal of 
the American Statistical Association, 70, 23-30. 

BELL, W.R., and HILLMER, S.C (1984). Issues involved with the seasonal adjustment of economic 
time series. Journal of Business and Economic Statistics, 1, 291-317. 

CAUSEY, B.E., COX, L.H., and ERNST, L.R. (1985). AppUcations of transportation theory to statistical 
problems. Journal of the American Statistical Association, 80, 903-909. 

CITRO, C.F., and COHEN, M.L. (eds.) (1985). The Bicentennial Census. Washington, D.C: National 
Academy Press. 



Survey Methodology, June 1990 57 

DUNCAN, J., and SHELTON, W. (1978). Revolution in United States Government Statistics. 
Washington D.C: U.S. Government Printing Office. 

HANSEN, M.H. (1987). Some history and reminiscences on survey sampling. Statistical Science, 2, 
180-190. 

HANSEN, M.H., and HURWITZ, W.N. (1943). On the theory of sampUng from finite populations. 
Annals of Mathematical Statistics, 14, 333-362. 

HANSEN, M.H., HURWITZ, W.N., and BERSHAD, M.A. (1961). Measurement errors in censuses 
and surveys. Proceeding of the International Statistical Institute, 38, 358-374. 

HANSEN, M.H., HURWITZ, W.N., and MADOW, W. (1953). Sample Survey Methods and Theory, 
Vols. 1 and 2. New York: John Wiley and Sons. 

OLKIN, I. (1987). A Conversation with Morris Hansen. Statistical Science, 2, 191-210. 
U.S. BUREAU OF THE CENSUS (1968). Evaluation and Research Program of the U.S. Censuses of 

Population and Housing. 1960: The Effect of Interviewers and Crew Leaders. Series ER 60 No. 7. 

U.S. BUREAU OF THE CENSUS (1979). Evaluation and Research Program of the U.S. Censuses of 
Population and Housing, 1970: Enumerator Variance in the 1970 Census. PHC(E) No. 13. 



58 Bailar: Statistical Methodology from the U.S. Government 

COMMENT 

G.J. BRACKSTONEl 

1. Introduction 

This paper confirms the significant contributions to statistical methodology made by the 
Bureau of the Census over the past 50 years. The four examples chosen by Bailar to illustrate 
these contributions are striking, not only in their intrinsic importance, but also in their variety. 
These are not variations of a single methodological breakthrough; they are fundamental con­
tributions in four distinct areas. They are perhaps themselves illustrative of the wide variety 
and challenging nature of methodological problems faced by government statistical agencies -
a variety and level of challenge that belie any suggestion that government statistics involves 
only the routine and the mundane. 

Of particular interest in the description of these examples are the insights into the 
environments in which these developments came about. While the methodological contribu­
tions have themselves yielded benefits far beyond the original problems they were designed 
to address, the processes that led to these original contributions are themselves worthy of 
attention to identify the circumstances that need to exist to make such breakthroughs possible. 
I will return to this theme below. 

During this same period, the Bureau of the Census was also making significant contribu­
tions to the automation of statistical processes. Having pioneered the development of punched 
card sorting and tabulating equipment in the earUer part of the century, the Bureau of the Census 
was responsible for the introduction of the first computer into a statistical agency in the 1950s. 
Subsequently in the 1960s, the Bureau also led the way in the automation of data entry by 
developing FOSDIC, a device for reading a microfilm copy of a marked questionnaire. Clearly 
the innovative contributions of the Bureau of the Census permeate many aspects of the work 
of government statistical agencies. 

2. The Diffusion of New Methodology 

Each of the contributions to statistical methodology described by Bailar originated with a 
real practical problem faced by a statistical agency. The need to collect additional data at 
reasonable cost and with acceptable tuneliness motivated the development of samphng methods; 
the need to improve data quality by understanding, measuring and reducing non-sampUng errors 
led to work in this area; seasonal adjustment developments seem to have been prompted by 
a need to speed up and standardize a skilled manual procedure; the problem of defining a 
rational and efficient process for ensuring the confidentiality of individual information in 
statistical outputs inspired the research on disclosure avoidance. Each of the many other 
examples that could have been cited share this characteristic of having had a real practical 
problem as catalyst. 

The successful development of statistical methodology to address problems such as these 
is clearly of direct benefit to the statistical agency involved. But have these contributions had 
benefits more broadly? Have they added to the body of knowledge and methodology known 
as Statistics? It wiU be argued that these developments have had significant and broad benefits 
to statistical agencies engaged in the production of social and economic data, but that their 
impact on the subject of Statistics as treated in universities, while growing, has not been as 
influential as it might have been. 

' G.J. Brackstone, Assistant Chief Statistician, Statistics Canada, Ottawa, Ontario. 
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Firstly, consider other government statistical agencies. In most countries the government 
statistical agency is a unique organization dealing with the problems of running regular large 
household and business surveys, integrating data from various sources, maintaining and 
analyzing time series, and making large volumes of data available to the public. (In this respect 
the United States is an exception in having several major organizations involved in this type 
of activity in different subject areas.) In most countries, therefore, statistical agencies have 
to look abroad for experiences simUar to their own and for peer discussion and review. The 
network of interaction between government statistical agencies is extensive among developed 
countries. Contacts may be bUateral or multilateral. The long-standing and continuing exchange 
of information and experience between Statistics Canada and the U.S. Bureau of the Census 
is an example of the former. Statistics Canada has benefitted greatiy from being able to adopt, 
and in some cases extend, statistical methodologies developed at the Bureau of the Census, 
including aU of those described by Bailar; equally, I believe, the Bureau of the Census has 
benefitted from methodological developments at Statistics Canada. 

On the multUateral level, several organizations provide regular fora for the exchange of infor­
mation between statisticians in government agencies. These include the United Nations and 
its regional and specialized bodies, the International Statistical Institute, particularly its sec­
tions for Survey Statisticians and Official Statistics, and the professional statistical societies 
of several countries. In addition, both U.S.B.C. and Statistics Canada have instituted annual 
symposia or research conferences at which new developments and experiences are exchanged. 
All in all, this mixture of bilateral and multilateral contacts serves well to ensure that contribu­
tions to statistical methodology emanating from any agency - and many agencies are making 
significant contributions - are freely shared and utilized in other agencies. 

But what has been the impact of such developments on the statistical profession outside 
government statistical agencies? Here we will use the specific examples cited by Bailar for 
illustration, though there are many other areas (some of them listed in Section 4) for which 
similar arguments would apply. In the case of sampling, the influence on the profession has 
been far-reaching. The topic of sampling from finite populations is now an established part 
of many university statistics curricula and is the subject of numerous textbooks. The 
developments initiated in a government statistical agency have been absorbed and extended 
by the profession. Indeed, some might argue that they have in some respects been taken far 
beyond the practical needs of survey- takers. In the case of non-sampling errors, the story is 
different. These developments have not yet led to a well-established body of theory and 
methods. That is not to say there have been no developments. On the contrary, there has been 
a wealth of work. However, much of it has been survey specific. It has improved, one hopes, 
many individual surveys, documented a great deal of experience, and generated a certain 
amount of applicable wisdom. But the topic has not yet found a secure niche in statistics cur­
ricula. Indeed, the accrued wisdom is often associated with particular areas of application 
(sociology, demography, etc.) rather than with Statistics as a subject. 

Seasonal adjustment provides yet another story. With its origins as a rather empirical process 
used in statistical agencies, it has attracted increasing attention in recent years with attempts 
to provide it with a sound statistical basis. Bailar refers to some fundamental questions about 
objectives and yardsticks for seasonal adjustment that are now being addressed. Model based 
alternatives to the traditional XII approaches are also being investigated. This is an area of 
statistical research that has attracted attention among time series experts in universities. Seasonal 
adjustment techniques clearly have applications well beyond government statistical agencies. 

Finally, the most recent example that Bailar describes is disclosure avoidance. This is a 
problem largely confined to agencies operating under a confidentiality code that prohibits 
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divulgence of any identifiable individual information. Most of the research in this area is taking 
place in statistical agencies. The tools being used, however, tend to be from the fields of com­
puter science, numerical analysis and mathematics. This is a relatively new field that has not 
yet attracted much attention outside government statistical agencies. 

These examples show that methodological contributions from government statistical agencies 
not only solve problems for these agencies but can also lead to significant advances in the field 
of statistics more generaUy. Of course, not all such contributions have wide applicability and 
some may remain confined essentially to statistical agencies. A continuing chaUenge for govern­
ment statisticians is to generate interest among other statisticians, particularly those in univer­
sities, in research problems arising in government work. 

3. An Environment for Innovation 

Innovative contributions rarely arise by chance. A suitable environment that allows ideas 
to develop and research to flourish is required. This is not always easy within an organization 
whose primary mission is the regular dissemination of data according to pre-determined 
schedules. Bailar refers to three reasons given by Hansen why sampUng was accepted relatively 
quickly in the Census Bureau. In essence, these same three reasons define prerequisites for an 
innovative research environment in a statistical agency: 

(a) management support in the sense of a willingness to invest in research activity; 

(b) co-operative clients in the sense that successful research needs a particular application that 
represents the initial problem and sets the research schedule - the manager of this program 
has to be an enthusiastic guinea pig; 

(c) competent research staff, not just in terms of expertise in particular areas, but also in terms 
of the ability to recognize problems susceptible to generalization and solution through 
statistical methodology. 

While these three conditions will help to provide an environment conducive to research, 
further effort may be required to ensure that research results are in fact used, and used 
appropriately. This requires persuasiveness and good communication skills on the part of the 
statistician, as well as adequate institutional support for the new methodology. 

4. Other Contributions 

Bailar was not trying to be exhaustive in her examples of contributions to statistical meth­
odology. It is worth noting some other areas of statistical methodology in which statistical 
agencies have made significant contributions. Some of these are mentioned as future topics 
by Bailar, but pivotal contributions have already been made. The following areas would find 
a place on a Statistics Canada list. 

(a) Methods for analyzing data from complex surveys Of great relevance to users of most 
government statistics, these methods aim to adapt or replace traditional methods of 
statistical analysis that assume simple random sampling. This is an area of work that has 
attracted the interest of university researchers who have also made many contributions to 
the topic. 

(b) Record linkage This technique is used in deriving statistics from administrative records, 
in micro-matches to assess qualUy, and in list frame maintenance. The development of a 
general theory for record Unkage has provided a basis for software to support this activity. 
Most of the work on this topic has emanated from statistical agencies. 
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(c) Editing and imputation Widely used in many surveys, this technique lacked a sound 
statistical basis until theory was developed in the 1970s. Since then methodologies and 
systems have been developed to provide general facilities for performing these functions 
in a variety of surveys. This topic has generated substantial interest and further work out­
side statistical offices. 

(d) Small area estimation In recent years the production of estimates for areas smaller than 
could be supported by direct estimation from sample surveys has received increasing atten­
tion. Statistical offices have developed a variety of methods to address this problem and 
university researchers have participated actively in this work. To date the utilization of 
such methods for production purposes has been limited, partly due to lingering concern 
about the probity of government agencies producing model-based estimates. 

(e) Statistical use of administrative data As another means of reducing data coUection costs, 
the statistical potential of existing administrative records has been exploited. Such sources 
present a different array of coverage and data quality problems, from those experienced 
in surveys. While administrative data may be used alone to produce statistical data, they 
may more effectively be used in combination with survey or census data in estimation 
systems that take advantage of the relative strengths of each. Most of this work has taken 
place in government statistical agencies. 

5. Future Areas 

In looking to the future, Bailar foresees increased use of models. This is almost certainly 
correct as statistical agencies strive to extract the maximum information out of existing data 
and minimize the increasing costs of data collection. In particular, she refers to the melding 
of time series methods with survey estimation methods, an area now being explored in several 
statistical agencies. I would add three other domains of activity in which we might look for­
ward to significant developments in the long run, each of them requiring an interaction of 
statistics with other disciplines. 

The first is the application of expert systems to certain activities in government statistical 
agencies. To use an example already discussed, the choice of the appropriate options or models 
to use in seasonally adjusting a time series could weU lend itself to such an approach. The second 
area is the use of cognitive methods for understanding and improving the response process. 
Work in this area is underway at a number of statistical agencies. Drawing on the expertise 
of psychology, it may provide a basis for enabling statisticians to develop better models of the 
response process - probably the least well understood component of the survey process. The 
third area is the development of integrated statistical information systems that combine models 
of social or economic systems with databases on which the impact of different policy assump­
tions can be simulated. Such systems serve to facilitate the use of an agency's data for policy 
analysis, and also help it to recognize data gaps in current programs. 

To echo Bailar's conclusion, the problems are fascinating and there are more than enough 
to go around. 
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Rolling Samples and Censuses 

LESLIE KISHl 

ABSTRACT 

Rolling censuses combine Fnonoverlapping periodic samples of 1 /Feach, so designed that cumulating 
the F periods yields a complete census of the whole population area with F/F = 1. Intermediate cumula­
tions of k samples would yield samples of k/Ffor more timely uses (annual or quinquennial censuses). 
Area sampling frames would cover the national territory for naturaUy mobile populations. These methods 
may often be preferable to other alternative methods for censuses, also discussed. Asymmetrical cumula­
tions are also recommended to counter the problems of small sample cells for area domains (provinces, 
regions, states) common to most countries and to other population units. Split-panel-designs offer another 
use for cumulating periodic surveys by combining nonoverlapping portions a — b — c — d — with 
panels p for partial overiaps, pa - pb - pc - pd - , for multipurpose designs. 

KEY WORDS: Periodic samples; Time sampling; Cumulations; Split-panel designs; Asymmetrical 
cumulations; Multipurpose designs. 

1. INTRODUCTION AND DESCRIPTIONS 

Several uses and methods for cumulating data from periodic samples are discussed below. 
This has been a rather neglected subject, as the literature on periodic and rotating samples has 
concentrated on the statistics for net changes and for current ("cross section") estimates; not on 
cumulations. The first concern here is on rolling censuses and samples, and let me attempt a 
defitution of rolling censuses: a combined (joint) design of F separate (nonoverlapping) periodic 
samples, each a probability sample with fraction / = l/Fof the entire population, so designed 
that the cumulation of the F periods yields a detailed census of the whole population with 
/ ' = F/F = 1. Intermediate cumulations of A: < /"periods should yield rolling samples with 
/ ' = k/F and with details intermediate between I and Fperiods. We may appreciate that defini­
tion by looking at examples and counterexamples. We shall also examine possible variations 
that would satisfy the defitution and confUcting needs that roUing samples can be aimed to meet. 

Imagine a weekly national sample, each with epsem selection rates of I /520, and so designed 
that in 520 weeks they are "rolled over" the entire population and the cumulation yields a com­
plete census of the population averaged over ten years. Each year would yield national and local 
samples with selection rates of 52/520 = l/IO. The design would combine weekly national 
samples into an averaged decennial complete census, and into sample censuses of ten percent 
each year. 

The Heahh Interview Surveys of the National Center for Health Statistics (1958) cumulate 
52 weekly samples of about 1,000 households each. These samples select about / = 1 /80,000 
weekly; thus 520/80,000 represents cumulations of nonoverlapping periodic samples over ten 
years. But they are confined to a set of PSU's for reasons of cost chiefly, but also for better 
estimates of net change and for current estimates. However, rolling samples may better be 
reserved for samples designed for maximizing (increasing) the spread (representation) of the 
samples cumulated over national (or broad) populations. The words in the parentheses indicate 
that rolling samples constitute a special case of the more general cumulated periodic samples 
and that the boundary of the subset need not be precisely clear. 

Institute for Social Research, The University of Michigan, Ann Arbor, U.S.A. 48106. 
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For overlapping between periodic surveys, the requirements for the selection of units of 
cumidated designs are diametricaUy opposed to the requirements for the objectives and substan­
tive content of the interviews (the observations, variables). The content of the surveys must 
be as simUar, standardized, identical as possible for the cumulations to be meaningful. Using 
periodic panels of the same elements for different contents could broaden the scope of surveys, 
but would not contribute to increasing the sample size for survey statistics. Most periodic surveys 
collect similar variables, though some may also have other contents attached at times. How­
ever, changes of methods, questions, and variables would cause conflicts and problems. Per­
haps such changes should be introduced only with extended intervals of "spUcing", using both 
the new and the old methods to study the differences. These problems are fundamentaUy simUar 
to those faced when measuring differences from periodic surveys, but they seem more novel. 
I insist (Section 6) that solutions to such problems must be taUored to specific situations. 

On the other hand, the cumulation of the same elements (persons, households) does not 
increase proportionately the sample size (base), and panels of the same elements would not 
help roUing samples. Many periodic surveys {e.g., labor force surveys of Canada, the USA 
etc.) have partly or largely overlapping fractions of segments (ultimate clusters), and those tend 
to contribute little toward increasing the sample size. Even in surveys with nonoverlapping 
segments (like the HIS of the NCHS (1985)), the segments are confined to the same first stage 
(and second-stage?) units; in these the positive correlations (clustering effects) tend to reduce 
the "effective" sample sizes for overall statistics. Furthermore, those periodic samples, con­
fined to samples of primary units fail to meet the needs of rolling samples for spreading over 
the entire (national?) population. 

A few more remarks may help to broaden our frame of reference. (I) The discussion often 
assumes area samphng, but the concept can be generalized to other frames. (2) Equal selec­
tion rates for elements are often used, but cumulations may be modified to unequal selection 
probabilities. (3) The concept may be generalized from regular periodic samples to cumula­
tions over less regular periods. (4) Cumulations over the entire time span (year or ten years) 
come most readily to mind, but we may envisage systematic sampling of the span; e.g., labor 
force surveys cover only single weeks of the months over the year. 

2. ALTERNATIVE METHODS FOR CENSUSES 

Rolling censuses would be expensive, and the reason for such an innovation should include 
the acknowledged relative weaknesses of the decermial censuses now widely used, and of sample 
surveys and administrative registers, which are proposed at times as possible alternatives. The 
chief reason for censuses is the need for detailed information, especially for smaU areas; and 
the chief weakness of decennial censuses is their obsolescence between censuses and their great 
total cost that prevents more frequent censuses. Sample surveys have many advantages for 
national statistics and for large regions, but they lack geographical and other details. Good 
registers are rare and they provide few variables beyond a few, bare demographic data. 

Decennial censuses of population, housing, agriculture, industry and others, first and 
foremost, have spread into most countries in the last two centuries, and especially in the last 
two generations with the help of the United Nations State Statistical Office. In addition to 
detailed data for small domains, censuses often may obtain better coverage than samples, due 
to the concentrated pubUcity and the national "ceremony" connected with censuses; the Chinese 
census of 1982 is a good example (Kish 1979, 1989). The efforts of the census also yield lower 
unit costs (for short forms) than surveys, but much higher total costs than sample surveys, 
because of much greater size. At 2.6 billions, the 1990 censuses of the USA wiU cost $10 per 
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capita or $30 per household. That cost of about half to one hour of the median hourly wage 
per capita (once in ten years) seems to hold in international comparisons, though the number 
and complexity of census variables is one of the cost factors. RolUng censuses would probabily 
be proposed and designed for surveys fairly rich in the numbers and complexity of variables. 
In Canada 260 weekly samples of 32,000 households would cumulate to the national popula­
tion. In the USA 520 weekly samples of 160,000 would be needed by decennial cumulations 
to 80,000,000 households; the CPS surveys have 100,000 with state supplements. 

No detailed comparison of decennial censuses with roUing censuses is possible here, but the 
issue of timeliness must be mentioned, because that is the chief issue in the comparison. Up 
to now the periods for using data from decennial censuses have varied from a start of 1-4 years 
to 14 year or more. Even with faster computers the start is slower for complex social statistics 
than for mere head counts; and the obsolescence over the ten intercensal years becomes worse 
with higher population mobiUty in our modern civilization. The biases due to obsolescence 
wiU be monotonic, if not linear, functions of elapsed time. The sizes of the biases will differ 
with variables, populations, etc.; but they wiU be present and considerable, I believe; often 
perhaps greater even than the famous biases due to under coverage (Kish 1981, 1979). 

Increasing and rapid obsolescence of decennial census data should chiefly motivate the 
searches for alternatives, such as in A Study on the Future of the Census of Population: 
Alterative Approaches (Redfern 1987). "A serious weakness of the census is that it occurs 
relatively infrequently". About a "roUing census" it states: "The merit of this proposal is 
that . . . a much smaller, better trained orgaiuzation and more experienced staff could be 
deployed both for the fieldwork and for processing . . . the public awareness of the rolling 
census would not be highly peaked. Whilst that might weU lessen the risk of public protest, 
the reduced publicity would adversely affect the level of coverage achieved . . . (The method) 
woiUd comphcate the interpretation of the census results, especiaUy comparisons between areas. 
Simultaneous national coverage, one of the virtues of the census, would be lost. The idea of 
a roUing census has not yet been developed and appUed". 

Most countries wUI probably stiU need censuses in 2000 AD. They are being replaced by 
population registers in the Nordic countries and stUl need to be introduced in some Third World 
countries in 1990. They have been stopped by opposition and by obstacles in a few. But most 
countries need and wiU have them in 1990. They have been a great and useful invention - like 
the steam locomotive, and at about the same time. However it is possible that the censuses 
also may be phased out gradually by some of the alternatives here considered. 

Quinquennial annual censuses have been proposed, and quinquennial censuses have been 
initiated or carried out in a few countries, including Canada and Turkey. But these are not 
destined for quick acceptance, I suspect. They seem too costiy: ten percent samples in two coun­
tries had half of the costs of complete censuses. Also they stiU leave a great deal of obsolescence. 
On the other hand, much smaller {e.g., 5 or 1 percent) yearly sample censuses would fail to 
offer enough geographic detail. The one percent "microcensus" of West Germany provides 
yearly sample data. China had a one percent census in 1987; their yearly samples of 1/2,000 (also 
about 500,000 people) coUect chiefly fertility data only (State Statistical Bureau 1987; Kish 
1989). Quinquennial censuses are not frequent enough and yearly censuses would be too costly. 

Administrative registers provide a great deal of diverse data in many countries, and they 
are Ukely to spread in the future. ExceUent population registers exist in the Nordic countries 
of Sweden, Norway, Denmark, and Finland, and perhaps in some other countries of Northern 
Europe. Their completeness is based on cooperation, motivation (with social incentives), and 
Uteracy; in a few cases they are replacing censuses with data from the population registers. In 
other situations their coverage, quality, and updating are far from adequate. We can expect 
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future improvements in the quaUty, spread, and use of population registers but not quickly and 
not widely. We should not expect them to replace censuses even in developed countries like the 
USA and Canada, and their use in less developed countries soon is even less Ukely (Redfera 1989). 

Furthermore, even after population registers become adequate in quality and coverage, they 
wiU contain and supply oiUy a few, bare demographic variables: head counts, age, sex and Uttle 
more. Thus, they wUI faU to meet the demands of modern society for richer sources of statistics. 
For these the registers will serve only as auxiliary variables. 

Synthetic, ratio regression, and raking estimators are being used increasingly for small area 
statistics (Platek et al. 1987; PurceU and Kish 1980). Census data are usually obsolete, data 
from registers inadequate, and sample data lack details for smaU areas. The weaknesses and 
strengths of the three methods are complementary, hence combining the advantages of the three 
methods seems like good strategy. This is the common purpose of the several methods of small 
area estimation: to provide estimates for small areas and for other smaU domains that are cur­
rent, accurate, and relevant. 

These methods are now being used for local area estimates of population counts for the 
intercensal years, in order to compensate for the obsolescence of the decennial censuses,thus 
sometimes calledpostcensalestimates. They also have other uses in increasing numbers, e.g., 
they have been proposed to compensate for undercount biases. However,those methods have 
all combined censuses with sample surveys and registers. Therefore.they should not yet be 
considered as alternatives to censuses. Nevertheless, we may raise the question whether roUing 
censuses would perform better or worse overall than decennial censuses in those combinations. 
The answer is uncertain, but I believe that the balance of variance components would favor 
roUing censuses in most cases. However, theoretical as weU as empirical investigations wiU be 
needed to decide this question as well as several others here. 

Partially overlapping samples from multipurpose designs must be considered because they 
exist in many countries for several purposes and they absorb some of the funds available for 
national statistics. These multipurpose surveys often.provide labor force statistics and other 
valuable data. They vary in parameters between countries but they also have several basic 
features in common with those of the USA and Canada. They are periodic samples with overlaps 
that are constant and for fixed periods (but all three parameters differ between countries). They 
use area segments for bases, but not panels of households (movers are not foUowed). The over­
laps are usually large and these are generaUy justified with references to reductions of variemces 
from positive correlations in the overlaps. But an even greater advantage of overlaps may be the 
lower costs of interviewing in later calls, especially where telephone calls follow first caUs on 
foot. These "rotation designs" have dominated practice and literature and they represent an 
important innovation (by H.D. Patterson 1950 and R.J. Jessen 1942). They are designed for 
measuring net changes and current (level) statistics, but not for cumulations. However, the 
variances (per household) would not be greatly increased for overlaps of even a smaU fraction 
(< 0.3), when compared to the large overlap (> 0.7) commonly used. This is particularly true 
for many variables Uke being unemployed, which have low correlations between periods. Fur­
thermore the overlaps could be changed in other ways (Section 5). Therefore it is possible that 
these surveys could be combined with the cumulations needed for rolling samples and censuses. 

3. CUMULATIONS OVER TIME AND SPACE 

Changes in populations and in their variables are often recognized as of three kinds: 
"secular" trends, which are more or less smooth and monotoiuc, like "growth"; periodic and 
"cyclical", such as seasonal fluctuations; and irregular variations which are difficult to describe 
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and often treated as' 'random". Designs for cumulating, averaging, and samphng over temporal 
variations face psychological obstacles that differ from our acceptance of designs for varia­
tions over spatial variations. Spatial variations can be large and sometimes accountable, but 
more often irregular. However, we have learned to accept samples, averages, and cumulations 
over them in population (national) aggregates and averages. 

The psychological blocks stiU facing rolling samples and censuses may be countered with 
both theoretical and pragmatic arguments. The theoretical and philosophical arguments are 
hinted at above and in later discussions of alternatives (Kish 1987,6.IB). The pragmatic and 
empirical arguments may be buttressed with several types of uses we recognize as common and 
successful. The same periodic samples for obtaining current data and for measuring changes 
can also be used for aggregates needed for spatial and domain details. Furthermore, by 
averaging (over a year or longer) the temporal variations (seasonal or cyclical or erratic) are 
smoothed over in the moving averages. 

Retrospective data. "Children ever born" to women who completed fertility over the entire 
fertile span of 30 years may represent an extreme for retrospective spans; but other individual 
interview data aggregated over Ufe spans include serious diseases, education, etc. Interviews ag­
gregated over yearly spans include farm production, work history, income, home and auto pur­
chases. Of course, all these data have imperfections, which differ across variables, respondents, 
methods, etc. But even cumulations over a week or over a day (such as purchases of bread or 
cigarettes) have errors. Multiroundsurveys are used for cumiUating short term data; for example, 
births during the past month have been cumulated from 12 monthly samples over the year. 

Cumulating rare elements from periodic surveys has often been used to deal with these dif­
ficult and expensive problems. The topic has been dealt with and iUustrated in pubUcations 
on rare items (Kish 1965 11.4; Kalton and Anderson 1986). Statistics for small domains may 
also benefit from cumulations, and single years of birth may exempUfy such small domains, 
which consist of "crossclasses". But geographical and administrative units are "proper 
domains"; for these the periodic samples are not adequate, because those domains need the 
designs of roUing samples or censuses. 

Cumulations from periodic samples. The Health Interview Survey (NCHS 1958), described 
above, may be the best known example with yearly cumulations of weekly samples of about 
1,000 households from nonoverlapping area segments. It is designed for multipurpose objec­
tives (Uke most periodic surveys) including cumulations for some rare diseases, but also estimates 
of current levels and net changes. It provides some estimates for larger domeuns, as well as 
national estimates for the common diseases. To convert it into a roUing sample, by increasing 
the spread of the yearly samples, would increase field costs, especially in that portion (about 
30 percent only) where the PSU's are counties (not self-representing). 

A traffic survey provides an interesting example of cumulations, because the population 
is very mobUe within the sampUng frame of sampUng ututs of locations x hours (Kish, Lovejoy 
and Rackow I96I). The general concept is appUcable to nomads and other mobUe populations. 
It may also serve less mobile general populations over a longer period, such as the decennial 
spread. 

The earliest cumulation I found is for a sample of California in 1952 (Mooney 1956). "The 
samples were selected in such a manner that they resulted in a uniform overall sampling rate 
of 1 in 385. For purposes of enumeration, the sample was divided into 52 equal subsamples, 
and a different subsample was enumerated during each week of the survey year. Consequently, 
each week's enumeration was based on a sample of I in 20,020". For smaUer states (populations) 
and/or larger samples one may imagine weekly samples of I /520, and complete roUing samples 
in the 520 weeks of the decennial census period. It is Ukely that such roUing samples have been 
designed for smaUer populations. 
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The above examples refer to nonoverlapping periodic samples. Cumulations from partially 
overlapping samples have been used, but with the "effective sample sizes" reduced by the 
amount of the overlap (Ericksen 1974). Furthermore, this paper concerns cumulations of indi­
vidual cases, but periodic or repeated surveys may also be used for combining statistics from 
them (Kish 1987, 6.6) as in "meta-analysis". 

4. ASYMMETRICAL CUMULATIONS 

This term denotes a proposed method of cumulation for problems that arise because"nat-
ural" subpopulations generaUy vary greatly in size. For example, I have been faced within the 
past few years with ranges of 50 or even 100 to I among the provinces (or states) of Canada, 
USA, Australia and China; and those ranges of relative sizes are similar for the provinces of 
most countries. Those inequaUties arise because administrative units tend to be created roughly 
equal in areas, but spread over lands with highly unequal population densities. They also exist 
for districts, counties, etc. within most provinces. They also arise for other social units and 
social organizations, like firms, hospitals, universities. But not for aU: miUtary units, census 
enumeration districts and elementary schools are created roughly equal. 

For many other frequency distributions rough equalities of classes are created with tradi­
tionally accepted cumulations over roughly logarithmic scales; e.g., income, city size, etc. are 
often tabulated in classes Uke 10-25,25-50,50-100,100-250,250-500, 500-1,000,1,000-2,500, 
etc. This shows a sensible method of cumulation that creates roughly equal cells on a roughly 
logarithmic scale, and they are traditionaUy accepted and understood, although highly 
asymmetrical. 

Note also that ceUs in tables for sample data are generally cumulated over both space and 
time. For example, monthly surveys of labor force often show labor force statistics cumulated 
over the month (or over a week as a "sample" of the month), and also over the provinces (from 
a sample of sampUng units). Quarterly and yearly statistics show further cumulations, as do 
the national statistics. The spans of cumulations must balance three parameters of restraints: 
the span of the reference period that may be relatively flexible; the domains of subpopulations, 
which may be more rigid, like provinces; and the sample size expressed in sampling units and 
variance components. Other variables, such as cost factors and "required precisions", tend 
to be expressed through the basic three parameters of cell size. 

Decennial censuses of the population counts represent extremes by emphasizing locational 
detaU: persons are placed in homes as of the reference date (April 1 in the USA). But yearly 
and longer cumulations are possible for income, etc. Time gets sacrificed in obsolescence, and 
sample sizes and costs in complete coverage. At the other extreme are monthly sample surveys 
for labor force and health variables, and myriad other variables, where the emphasis is placed 
on timeUnes and reduced costs, but at great sacrifice of spatial detail. 

Population inequaUties between provinces impose severe restraints on timeUness and sample 
sizes. Often higher sampling rate are introduced for the smaller provinces, but such "optimal" 
selection rates bring disadvantages in increased variances both overall and for cross-provincial 
"crossclasses" (age, sex, etc.) (Kish 1988, Section 5; Trewin 1987). Thus those mUdly unequal 
rates fjul to solve conflicts in provincial sizes of 50:1 or 100:1. 

Because of those conflicts the tables for monthly surveys commonly present cells for small 
provinces with inadequately smaU sample sizes. Two alternative procedures have been advanced 
and practiced for such small cells. A. Release the same data for smaU cells as for large ceUs, 
and let the reader (user, consumer) beware, caveat emptor, with perhaps warnings posted 
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to appendixes to sampUng errors. B. Don't release, but suppress small ceUs, leaving them blank, 
after applying some declared curtaUing limits. Readers may be directed to other released publica­
tions, based on cumulated data (quarterly, annual). 

Asymmetrical cumulation proposes a compromise between symmetrical releases (A) and 
asymmetrical suppression (B). 

C. Asymmetrical cumulation proposes to release for small cells the specZ/ierf cumulations 
of periodic data. These cumulations may be flexible: for example, quarterly for small cells and 
yearly for very small ceUs, instead of the monthly data for large cells. The readers may be 
notified (with * or italics or other signs); thus they may choose either C (cumulation) or B 
(disregard). 

AC. This procedure would allow readers to choose either A or B or C by publishing both 
the current monthly data A and the cumulated C data. 

Procedures B and C have the disadvantage that the cells do not sum to the marginals. But 
AC Uke A do sum to the marginals. Some iterative method could overcome these disadvan­
tages of B and C. 

5. MULTIPURPOSE SPLIT PANEL DESIGNS (SPD) 

In order to find adequate funds for rolling samples and censuses it is desirable to consider 
how they could be combined with the periodic surveys now being funded and conducted in 
many countries. These are either monthly or quarterly surveys (sometimes yearly or weekly). 
They are typically partiaUy overlapping samples designed for improved estimates for current 
level and net changes. However they are not designed either for cumulated roUing samples, 
or for panel studies based in the overlaps. I proposed SPD as the design for providing data 
for all those four purposes; and also for some fringe benefits (Kish 1987, 6.5). 

a. Combining two separate periodic samples forms the basis of SPD: to add a panel p to 
a parallel series of nonoverlapping samples a — b — c — de^c, with the combination then 
denoted as/»a — pb — pc — />rfe/c. The panel/? provides individual (micro) changes and the 
nonoverlaps can be cumulated into larger samples and rolUng samples. The combined samples 
provide the partial overlaps best for current estimates and for net changes; thus they C£m replace 
the usual rotating samples. This combined use is a main feature of SPD,together with the pro­
vision of a flexible and potentiaUy large sample of nonoverlapping portion for use in cumulating 
samples. 

b. The designs for p and for a — b — c can be separate and distinct, each "optimized" 
for its own objective. But they must also be combined for joint estimates of net changes and 
current levels; and for that purpose the populations covered and the measurements used must 
be similar enough for the combination. 

c. SPD has considerable advantages because its overlaps exist for o//periods, whereas they 
are rigidly fixed in classical rotation designs. This advantage is clear and important for net 
changes because it exists for aU desired comparisons. But it also exists for current levels, because 
the correlations may differ among variables. 

d. Including proper panels p of elements necessary for measuring individual (micro or gross) 
changes would be a great advantage for SPD over partial overlaps now used. However, the 
other features can be satisfied with overlaps p ' of area segments as at present. Furthermore 
a modest and slow rotation can be built into the design of either the panel p or the overlap 
j?', so as to retain most of the gains from covariances and from panel information. Perhaps 
some alternation may be introduced to reduce panel fatigue or deterioration. Several surveys 
have used both the overlap/?' and panel/? by following as many movers as possible. Most 
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households belong to both samples. The extra cost for the panel depends on the proportion 
of movers and their cost (Kish 1987, 6.2, 6.4). 

e. The advantages and problems of panel interviewing pose difficult problems, with a large 
and varied literature and conflicting results (Kish 1987, Sections 6.4, 6.5). The number and 
spacing of reinterviews that are possible, desirable, and reUable need to be established. 

SPD has an advantage in separating the panel p whose cumulated data may be checked 
against the nonoverlaps for "panel biases", and perhaps even for adjustments of biases when 
those are measured adequately. 

Another useful modification may be to recruit sampling units into the panel by different 
("optimal") selection rates on the basis of their being "screened" in the nonoverlaps. 

/ .The size of a — b - c - rf need not always be the same; this flexibility of SPD, which 
differs from the rigidity of rotating designs, may be used for needed sample enlargements or 
for cost retrenchments. Such changes would raise weighting problems (solvable) for 
cumulations. 

g. The relative size of the panel/? against the nonoverlap a — b — c — rf portions depends 
on feasibilities and costs and needs study (Section 6). For individual changes we need larger 
/?, but for cumulations larger a - b - c - d. The larger/? portions now common may be 
favored by lower field costs for telephone reinterviews. 

Lower values of/? than are now common are good enough for current levels and for net 
changes with weighted estimates; the optima are insensitive and/? between I /4 and I /2 are aU 
neju-ly best; lower/? may also be used where the emphasis lies in nonoverlaps ff — b — c — d 
for cumulations. 

6. CONCLUSIONS AND QUESTIONS 

Cumulated samples provide the bases for four new methods proposed here: rolUng samples, 
rolling censuses, asynunetrical cumulations, and split panel designs. RolUng samples have been 
designed, but the other three stiU await practical applications. Meanwhile we should welcome 
methodological developments that would outUne the parameters of feasibiUty. 

However, the chief tasks for these methods must be found in the detaUs of specific situa­
tions rather than in theoretical generalities. The factors of costs, variances, biases, feasibiUties, 
and public acceptance for novel procedures must be worked out specifically for each situa­
tion. We can do no more than raise a few questions as examples, in addition to those raised 
implicitly or explicitly in the preceding sections. 

1. For roUing samples and censuses what kinds of moving averages may prove most useful? 
For national aggregates the latest month (or quarter or year) may receive the full weight. But 
for small local areas the data may be cumulated over ten years; with equal or with increasing 
weights? Are "shrinking" (Stein-James) estimators useful? 

2. How to deal in the aggregates with changes in the population, in methods, in variables? 
3. For asymmetrical cumulation similar questions arise. Should the latest monthly estimates 

(A) be printed together with the cumulated (C)? Methods are needed to make the cells and the 
marginals consistent. 

4. For the spUt panel design, how large should the overlap (/?) be? Can it be a panel or merely 
overlapping segments? Or must we, can we, have both? How does it depend on the correla­
tions for diverse variables? How do we balance the four chief purposes of periodic surveys? 

There wiU be other interesting questions but this essay must come to an end before they do. 
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COMMENT 

FRITZ SCHEURENi 

The statistical literature has neglected the idea of cumulative samples. LesUe Kish, in several 
previous papers and in the present one, has tried to rectify matters. Ever forward-looking and 
practical, he makes a persuasive and compeUing case for more work on the design and analysis 
issues raised by cumulation. 

His writing is so down-to-earth that readers may miss the fact that Kish is not just advo­
cating a few minor additions to the already large supply of survey designs and estimation 
methods. He asks us to look very hard at the topology of the space/time/content trade-offs 
in surveys - especiaUy in censuses. In fact, Kish seems to be advocating what might be called 
a "paradigm shift" in census-taking, at least in developed countries like Canada and the 
U.S. 

The word "paradigm" deserves some elaboration (Barker 1988). A paradigm is a way of 
thinking and then doing, a pattern of belief and behavior, a way of seeing reality and using 
that sense to accomplish something. Paradigms are common - the way we get to work would 
be a humble example. Conventional census-taking, under this definition, could be characterized 
as a major scientific and techiucal paradigm. 

As long as our paradigms work weU for us, we tend not to change them. Occasionally, how­
ever, paradigms break down and have to be replaced. The bridge goes out and we need to find 
another route to work. As Kuhn pointed out in his seminal book on the structure of scientific 
revolutions, paradigms break down in science, as well (Kuhn 1970). Perhaps the most famous 
example of this is the revolution in the thinking of astronomers that occurred when the Ptolemic 
earth-centered view of the universe was replaced by the Copernican view of an earth that 
revolved, with the other planets, around the sun. 

Kish, in his paper, argues that major problems exist with the conventional census-taking 
paradigm. He then goes on to consider two possible alternatives: rolling censuses and 
administrative registers. My objective here wUl be to round out and occasionally balance Kish's 
presentation of these topics. 

Conventional Census-Taking 

Conventional censuses, Uke those in Canada and the U.S., continue to do many things very 
well. Indeed, at present, we have no adequate substitute for them; nonetheless, Kish's point 
of view on the need for at least some change seems compelling. Rising costs are a big factor. 
There have been many improvements in census-taking in this century; stUl, in both Canada 
and the U.S., total costs and even costs per person have risen sigtuficantly: 

• The 1990 decennial census in the U.S. is budgeted at about $10 (U.S.) per person. Even 
adjusting for inflation, this is a four-fold increase over what the per capita expenses were 
in I960. Item content differences between the two censuses are smaU and essentially not 
a factor in explaining the difference. Both the I960 and 1990 Census, for example, asked 
oiUy 7 population questions of everyone (U.S. Bureau of the Census 1989). The Census 
long-form sample in 1960 contained 35 questions and was to be completed by 25 % of the 
population. For 1990, the Census long-form sample was given to 16% of U.S. households 
and had 33 questions. 

' Fritz Scheuren, Director, Statistics of Income Division, Internal Revenue Service. The opinions expressed here are 
those of the author and do not necessarily represent the position of the Internal Revenue Service. 
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• The situation in Canada is similar with regard to the costs of census-taking. For example, 
the 1991 Canadian Census is budgeted at about $9.50 (CAN) per person. Like the U.S. 
Census, there are again just 7, albeit somewhat different, population items that are asked 
of everyone. Like the 1990 U.S. Census, questions on housing are included for everyone 
(2 in Canada and 7 in the U.S.). In Canada, a 20% long-form sample will be employed 
in 1991. The Canadian long-form questionnaire has 45 items for 1991. The 1961 census 
in Canada was quite different from that planned for I99I and, thus, meaiungful cost com­
parisons are hard to make. Nonetheless, looking back 30 years in Canada, the same long-
term trend in census-taking costs seems to exist; however, per capita costs have been 
roughly the same - even declining slightly - in the last two or three censuses. 

The U.S. Census Bureau has looked at the growing cost of conventional census-taking and 
concluded that a major change may be needed (Browne 1989). Labor costs have grown 
appreciably in recent decades in both Canada and the U.S. Technological improvements have 
not been great enough to offset these costs, though some, like TIGER (Topographically 
Integrated Geographic Encoding and Referencing) and CATI (Computer-Assisted Telephone 
Interviewing), offer promise. Greater attention in the U.S. to improved population coverage 
is another important factor (Anderson 1990). The degree of public cooperation in the census 
also seems to be dropping, at least as reflected by the poorer than anticipated mail response 
rate for the 1990 U.S. census. (It should be noted that, in Canada, public cooperation has fluc­
tuated, with no clear tendency.) 

Increasing cost is not the only major problem facing conventional census-taking. Perhaps 
of even greater importance, as Kish notes, is the growing rate of obsolescence of the informa­
tion coUected. The combination of rising costs and growing information obsolescence has had 
the effect of reducing the benefit/cost ratio for conventional censuses steadUy and dramatically. 

To obtain more frequent smaU area data, some countries have introduced qxunquennial cen­
suses. For example, in Canada this was first done nationally in 1956. Budget problems led to 
the 1986 Canadian Census being canceUed and then reinstated. Indeed, it is unclear whether 
there will be a Canadian Census in 1996. While a quinquennial census was also legislated in 
the U.S., funds were never made available. 

Rolling Censuses 

As Kish rightly observes, conventional census-taking, of necessity, must sacrifice both 
timeUness and item content (on a 100% basis) to achieve complete spatial det2ul and high popula­
tion coverage. 

One of the alternatives that Kish asks us to look at is a "rolling census." His proposal envi­
sions the sampUng of a country over a decade in such a way that every area is eventually covered. 
In its purest form, space and time become a single dimension and content remains fbced, such 
that, at decade's end, we have obtained cumulative information on the entire country for a 
given set of items. 

The chief advantage of a rolling census is that it can avoid the problem of information 
obsolescence at national and major subnational levels. For small geographic areas, though, 
there would, of course, stUl be only one observation per decade. Urdike a conventional census, 
comparisons among small geographic areas would be very difficult to interpret because the 
data are being coUected at different points in time (Fellegi 1981). 

For a roUing census or survey, uiut costs could be higher, as Kish notes, than in a more con­
ventional enumeration (indeed, ceteris paribus, maybe even higher than the cost of existing 
survey efforts). In an age of fixed or declining resources, therefore, it might not be possible 
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to do acomplete "enumeration" each decade, even if content were significantly scaled back. 
Rolling samples would seem to have their greatest attractiveness not as a replacement for con­
ventional censuses, but, say, as part of a strategy to link together census-taking with ongoing 
surveys and local area population estimates for the intercensal years (Herriot, Bateman and 
McCarthy 1989). 

Both the United States and Canada employ monthly surveys to estimate the national (and 
some subnational) labor force characteristics. The Canadian Labor Force Survey (LFS) of 
64,500 households covers 0.67% of the total Canadian population each month. "Given the 
rotation pattern in effect for the LFS, the 0.67% sample per month rolls up into a 6.7% sample 
of unique households over a 5-year period" (Drew 1989). In the Canadian context, at least, 
Kish's proposal may be feasible. A sample survey vehicle could be designed, with some reduc­
tion in the month-to-month household overlap, which could achieve many of the benefits he 
has stated for a roUing sample, while also meeting the information needs currently met by 
ongoing household surveys (Drew 1989). This sample would not replace the 100% census count 
data, itself, but, might be a/?flr//a/substitute for Canada's 20% long-form census sample. 

Because the Uruted States has a population about 10 times larger than Canada, the tradeoffs 
involving roUing samples and overall country coverage are not as favorable as they are in 
Canada. The U.S. Current Population Survey (CPS), for instance, at about 60,000 households, 
covers oiUy .06% of the total U.S. population monthly. Even if cumulated over a whole decade 
(but, with no change in its rotation pattern), the CPS would cover just roughly 1 % of all U.S. 
households. This does not compare weU in size to the overall 16% long-form sample being con­
ducted as part of the 1990 U.S. Census. 

To bring the roUing sample population coverage nearer to the 1990 U.S. decennial sample, 
major changes in the CPS rotation pattern, like those Kish asks us to look at, would be needed. 
Other U.S. Census Bureau surveys might also have to be redesigned if the objective were to 
achieve even a partial substitute. Despite these changes, moreover, the resulting decade-long 
sample would still be only a small percent of the total U.S. population - perhaps, at best, in 
the 2% to 3% range, assuming resources and other requirements remained essentiaUy fixed. 

In both Canada and the U.S., the likely higher unit costs of a rolling sample may need to 
be addressed by changes in survey procedures: how area segments are listed (Royce and Drew, 
1988); how first contact with households is made, etc. Where is it written, for example, that 
a personal interview contact is needed before using other modes of coUection? 

It wiU be no mean chaUenge to keep effective sample sizes equal for the major level and 
change components now obtained from ongoing surveys {e.g., Tegels and Cahoon 1982). Some 
compromise may be needed, moreover, in the extent to which the basic content of the current 
long-form Census samples can be included. Despite these challenges, or perhaps because of 
them, Kish's ideas on rolUng samples deserve continued serious attention and should be the 
focus of extensive practical experimentation. 

Administrative Registers 

With the flowering of scientific sample survey methods in the I940's (BaUar, 1990), the use 
of administrative records for statistical purposes became relatively less important in many 
national statistics programs. By the early I980's, however, at least in the developed countries, 
the pendulum had begun to swing back. Kish recogtuzes this trend and rightly quotes Philip 
Redfern, who has been the major chronicler of this phenomenum internationally (Redfern 
1987). WhUe the Danes seem to have gone the farthest (Jensen 1983 and 1987), major efforts 
have been made in Canada {e.g., Statistics Canada 1990) and even some in the U.S. {e.g., Alvey 
and Kilss 1990). 
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A good summary of most of the key barriers to the greater use of administrative registers 
for census-taking is found in Redfern (1989), including the extensive discussion published with 
that paper. Perception bju-riers by the citizens {e.g., in Germany) are mentioned as problems. 
Psychological barriers by the national statistical service may, however, be of equal or even 
greater importance. Major scientific "paradigm shifts" generally have this problem (Kuhn 
1970). Certainly, this seemed to be part of the reason for the reception given to the proposal 
(made by me in 1980) to explore the feasibUity of making administrative records an integral 
part of the U.S. Census of Population. While a sketch of such a proposal was eventually given 
at the 1982 American Statistical Association meetings (Alvey and Scheuren 1982), it seems, 
with a few fairly limited exceptions {e.g., Irwin 1984, Citro and Cohen 1985), that serious 
interest at the Census Bureau has been notably lacking. 

Suffice it to say that in the U.S. very little of the needed research has been undertaken. This 
is true, despite continuing efforts to give the proposal prominence (Jabine and Scheuren 1985 
and 1987) and to get it discussed widely (Butz 1985). Sadly, therefore, I have to agree that Kish 
is probably right that in the United States, at least for the year 2,000, " . . . we should not expect 
[administrative registers] to replace censuses." 

The 1990 U.S. decennial census could have been used as a proving (or disproving) ground 
for some of the needed research into administrative record altematives. Why that didn't happen 
is a matter that can only be speculated about. A contributing factor, quite possibly, is a case 
of "paradigm paralysis" (Barker 1988). The literally decades-long controversy about whether 
to adjust census "counts" seems to have locked the U.S. Bureau of the Census into what some, 
at least, would call an increasingly sterile intellectual position (Fienberg 1990). The viewpoint 
that they have adopted makes it very hard for them to see £my alternative, like a (partial) admin­
istrative record approach, that starts out with the notion that adjustments would be required. 

The situation is different in Canada. Since the late 1970's, Statistics Canada has assembled 
many of the buUding blocks needed to conduct an administrative record census {e.g.. Drew 
1989; Podoluk 1987; Verma and Raby 1989). While much remains to be done, such a change 
could even happen as early as 1996. For example, the coverage of the Canadian tax return 
system, alone, is quite high and growing. In 1987, for instance, it has been estimated that the 
coverage was about 94% - i.e., about 3% less than the 96.8% coverage achieved in the 1986 
Canadian Census. By I99I, tax return coverage, alone, should be up to about 97% or better, 
with overall administrative record coverage stUl higher and Ukely to grow further in the 1990's. 

Kish expresses concern that administrative registers, even after they become adequate in 
quality and coverage, will "supply only a few, bare demographic variables: head counts, age, 
sex and little more." An immediate observation concerning his remark is that conventional 
censuses do little more than this, themselves, at least for the 100% items. It is also evident that, 
while the variables on administrative records are not the same as those coUected in a traditional 
census, there may already be more available than Kish realizes {e.g., Meyer 1990; Alvey and 
Scheuren 1982). 

More important even than any current item content comparison is the need to emphasize 
that the proposal to use administrative registers in census-taking does not envision that 
administrative records have to be used as they are. Administrative records will need to be 
changed. In my personal opiiuon, limited optinusm about achieving needed changes is justified. 
However, without a doubt, it is too much to expect of admirustrative records that they will 
be able to capture exactly the same concepts now measured in censuses and surveys. Addi­
tionally, there 2dmost certaiidy wiU need to be special efforts, using existing census-taking tech­
niques, to separately enumerate certain groups. The efforts in the 1990 U.S. Census to count 
the homeless would be one such example. 
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Censuses and administrative records each have inherent limitations. Unavoidable concep­
tual differences wiU be a major barrier to any shift from one medium to another. Adnunistrative 
feasibiUty is another issue; however, some hard-to-duplicate census concepts {e.g., households) 
may not be as important to the measurement process as formerly. 

Shifts in methodology (from a conventional census to administrative records) for some uses 
would potentiaUy be accompanied by a paraUel shift in the underlying concepts measured. Some 
concepts may alter or expand in meaning, including our abiUty to measure them {e.g., fami­
lies). We also must ascertain the extent to which respondents answer survey questions the same 
way they fill out administrative forms that may have real direct impact in their lives. 

In recent years, traditional survey methodology has been enhanced by new tools from the 
field of cognitive psychology. These cognitive research tools could be used to understand any 
conceptual differences between the meaning of terms when they are used in surveys or drawn 
from administrative records. We may not have what we think we have anyway (Bates and 
DeMaio 1989). In any case, there is already an extensive body of cognitive research that can 
be drawn on {e.g., Dippo 1987; Fienberg and Tanur 1989; Jobe and Mingay 1990). 

Kish is close to the mark when he goes on to say that admirustrative registers "will fail to 
meet the demands of modem society for richer sources of statistics." Such demands, of course, 
appear to be insatiable. Even if they were not, administrative records will never have the flex­
ibility and responsiveness of surveys. Registers, however, (including partial ones Uke those that 
exist in the U.S.) when Unked to survey data, can be extremely important as auxiUary variables 
in making improved direct national survey - and even subnational survey - estimates. The U.S. 
Census Bureau's Survey of Income and Program Participation research on the use of Internal 
Revenue Service data for improving the precision of national survey estimates is a good recent 
example (Huggins and Fay 1988). Indirect {e.g., synthetic) estimates for small areas would stiU 
be needed for variables not on the administrative registers (Platek, Rao, Sarndal, and Singh 
1987). The registers, though, might provide a source of valuable symptomatic indicators. 

Concluding Observations 

The case Kish makes for considering a "paradigm shift" in census-taking seems compeUing, 
at least in developed countries like Canada and the U.S. The rolling census alternative he pro­
poses is probably too expensive to fuUy implement as a complete substitute for a census. RolUng 
samples do offer real promise, however, if they can be integrated into the current ongoing survey 
operations of Canadian and U.S. national statistical programs. Such samples could provide 
a needed link in addressing small area estimation needs that might otherwise not be met. Less 
pronusing, but stUI possible, is their use as a (partial) substitute for the census long-form samples. 

Kish may be unduly pessimistic about admirustrative registers. The Cemadian situation, how­
ever, differs from the United States: 

• In Canada, it is already within the realm of feasibility to combine rolling samples with 
administrative records as an alternative to conventional census-taking. This is not to say 
that enormous practical challenges don't remain. The 100% count portion of the Cana­
dian census, though, could be done with administrative records as a starting point, aug­
mented by a large-scale survey to measure and potentially adjust for undercoverage. The 
Canadian 20% census long-form sample might be, at least partially, replaced by a roUing 
sample. The content of the Census long-form is considerably richer than that of household 
surveys, but the content differences could be made up through additional questions "piggy­
backing" the on-going surveys at regular intervals. Coverage issues surrounding the use 
of administrative records could also be addressed directly with roUing samples, especiaUy 
to calibrate for changes in administrative records between censuses. 
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• In the United States, the U.S. Census Bureau has begun to look at alternatives other than 
conventional census-taking (Bounpane 1988). Unfortunately, the research needed to look 
at an administrative register alternative has barely begun. Whether the Census Bureau 
will find a better approach than the use of administrative records and rolling samples 
remains to be seen (Browne 1989). Whatever other alternatives they study, however, the 
use of administrative registers as a partial replacement for the conventional 100% counts 
definitely needs to be considered. A preliminary research agenda updating earlier ideas 
is given in Scheuren, Alvey and Kilss 1990. 

Kish is right in saying that, with the radical proposals he (and I) are discussing, the answer 
is uncertain. Like him, I believe that "the balance of variance components" favors a change 
from conventional census-taking in most cases. "However, theoretical as well as empirical 
investigations will be needed to decide matters." 

In a change as big as the one proposed here, the "balance" that needs to be struck goes, 
of course, well beyond looking at variance (and bias) components. Kish recognizes this in 
numerous ways in his paper. One issue that needs to be emphasized more, though, is that some 
aspects, at least, of the paradigm shifts being considered could go to the heart of the social 
contract that exists between national statistical agencies and the people that those agencies have 
a mission to serve. For instance, in the U.S. Constitution, there is a requirement that an 
' 'enumeration" of the population take place every ten years. Would the use of administrative 
records or rolling censuses fit within this "Constitutional paradigm?" Perhaps the starting 
place is to adopt a broader definition of "enumeration." 

Another example where social contract issues arise is the extent to which the greater use of 
existing (or expanded) administrative data for statistical purposes might be seen as an 
unwelcome increase in the intrusiveness of the State into the private lives of its citizens (Grace, 
1989). As legitimate as concerns about "intrusiveness" might be, though, there is no evidence 
in a North American context, at least, that they pose an insurmountable barrier. On the con­
trary, there have been virtually no adverse pubUc reactions to past U.S additions to 
administrative records for statistical purposes {e.g., of residential address information in 1972, 
1974 and 1980 tax returns). To my knowledge the issue, so far, has not come up directly yet 
in Canada, at least at the Federal level. 

In summary, to make changes of the types being discussed by Kish, there is, as he points 
out, the need for a lot more scientific research. Studying the implementation technologies will 
be an even bigger job. Finally, the issues go beyond our profession and may well be settled 
in other arenas. Wherever they are decided, it is incumbent on us, as statisticians, to frame 
the debate in terms of feasible options. Kish has taken us a long way down that path and is 
to be greatly congratulated. 
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Comments on Articles in the Special Section 

MORRIS H. HANSEN^ 

These are excellent papers that I enjoyed reading. Three of these papers focus primarily on 
historical and current developments and to some extent looking to the future. The paper by 
Kish is focused on and is an effort to influence some important future developments. I will 
attempt to add a litUe clarification from my own personal history and point of view on the 
historical summaries, and a Uttle perspective, again from my personal point of view, on Kish's 
proposal for rolling censuses to replace the more traditional censuses. 

Rao and BeUhouse have given a compact but useful survey of sampling development. Their 
summary begins, after a few preUminaries, at about the time that I first began to participate 
in censuses and sample surveys, and their improvement. 

Their survey is done about as well as can be accomplished in such a compact summary, 
without elaborating on detaUs. However, I would Uke to provide a sUghtly different view than 
they present on the development of sampling with probabiUties proportionate to size or to 
measures of size (PPS). They accurately indicate that we (Hansen and Hurwitz) developed the 
theory for PPS sampUng with replacement as an approximation. We were unsuccessful in 
solving the problem of variance estimation with varying probabilities when sampling without 
replacement that was soon solved by Horvitz-Thompson and others. However, with possibly 
rare exceptions, we never proposed the use of or used samphng with replacement. In practice, 
we did PPS sampling without replacement, usually either by choosing two or more units from 
a stratum by a systematic sampUng procedure with the units arranged in a random or systematic 
sequence, or by choosing one unit per stratum. Units that would have had high probabilities 
of selection were selected with certainty. We prepared estimates of aggregates and functions 
of these by weighting by the reciprocals of the probabUities, exactiy as in what has come to 
be referred to as the Horvitz-Thompson estimator. The variance estimators resulted in moderate 
overestimates because they assumed sampUng with replacement as a simpUfication. Ordinarily, 
we have not regarded moderate overestimates of variance as a serious concern. The ultimate 
cluster variance estimator was often used. This is a very simple approximate variance estimator 
that involves weighting (if subsampUng has been used) within the first stage units up to the 
first stage unit level, and then computing the variance between such first-stage unit estimates 
(see Hansen, Hurwitz, and Madow, p. 257). Horvitz and Thompson provided the initial 
breakthrough in variance estimation when sampUng more than one unit per stratum with 
varying probabilities. 

SampUng with PPS had the advantages that Rao and BeUhouse briefly describe. In addi­
tion, its use was a great convenience in multistage sampling, with probabilities proportionate 
to measures of size at each stage up to the final. The probabiUties at the final stage were often 
set to achieve uniform overall probabiUties of selection of the elementary units. 

I add one other comment on their paper with respect to jackknife variance estimation. They 
indicate that the jackknife variance estimators are known to be inconsistent for nonsmooth 
functions like quantiles, even in the case of simple random sampling. They might have said, 
especially in the case of simple random sampling of the elements that are the units of analysis. 
We have recently demonstrated empirically that variances of medians and (in this case) 
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of 10th and 90th percentUes can be well estimated with the usual ultimate cluster jackknife 
variance estimation procedure with multistage sampling in which two or more first-stage units 
or combinations of them are identified in a stratum (one dropped and the other doubled, to 
form a replicate). We hypothesize that jackknife worked weU in these appUcations because 
each ultimate cluster associated with a first-stage unit contains a substantial number of ele­
mentary units in the sample. We anticipate that it would work equally well, although we have 
not demonstrated it, when the jackknife repUcates are formed by another procedure often 
followed, in which a simple random (or stratified random) sample is divided into m simple 
random subsamples (or stratified random subsamples utUizing the same strata to the extent 
feasible), and dropping one subsample at a time. 

Fienberg and Tanur have presented an interesting perspective on the influence of the institu­
tional setting in which survey research has developed. I agree with their view that an improved 
understanding of the development of survey methods is achieved by an understanding of the 
institutions through which survey research and surveys are done. At least those survey 
developments in which I have participated have arisen largely out of the institutional setting, 
and the need and opportunity to solve problems that occurred in accomplishing programs of 
the institution. Again, I have comments on some of the details in the developments in which 
I was a participant. 

Fienberg and Tanur property indicate that the design of what is now known as the Current 
Population Survey or CPS (earlier known as the Labour Force Survey) had a key role in the 
evolution of sampling theory and its application that has influenced other developments. How­
ever, they incorrecUy suggest that its principal origins were in the experimental Trial Census 
of Unemployment carried out in late 1933 and early 1934 as a Civil Works Administration 
(CWA) project in three cities. There is some confusion in their paper of the 1933-34 CWA trial 
census with the 1937 "Enumerative Check Census" that accompanied the 1937 "Unemploy­
ment Census". It was the latter that, as they mention, Dedrick, Hansen, Stouffer, and Stephan 
jointiy worked on, and that was the progenitor of the CPS. The 1937 Unemployment Census 
was a national registration done through the Post Office. The Enumerative Check Census was 
taken by mail carriers in a national probabiUty sample of postal routes - they took a complete 
census of each postal route in the sample. New concepts for measuring labour force and 
unemployment were developed and appUed in it based on behavior in a prior week. It was also 
a first application of nationwide area probability sampling. Its purpose was to evaluate the 
1937 national registration of the unemployed (as discussed in the accompanying paper by 
Barbara Bailar). That sample survey taught us much, and was the seed for the monthly Labor 
Force Survey, later to become the Current Population Survey. Again, I was an active partici­
pant. Bailar desbribes it well. Stock, Frankel, and Webb and others at the Work Projects 
Administration (WPA) also had a role in the design of the national registration and of the 
Enumerative Check Census. Those were the days of dire unemployment, and the need for a 
continuing measure was obvious and urgent. 

With this experience Stock, Frankel, and Webb, along with their colleagues at WPA 
perceived the opportunity and need for a continuing survey. They initiated a monthly unemploy­
ment and labor force survey, introducing some imaginative concepts in survey design (but also 
some problems that needed later correction). The monthly survey was just getting weU esta­
bUshed when Pearl Harbor and U.S. entry into World War II occurred, and the needs for infor­
mation were radically changed. Labor shortage rather than high unemployment became the 
problem. The WPA was no longer needed and was aboUshed, and the survey was transferred 
to the Bureau of the Census to become a labor force survey to measure especially war-time 
impUcations of labor force participation and employment. When the survey was transferred 
to the Bureau of the Census we perceived some problems in the original design and developed 
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solutions to them, which led to the introduction, among other things, of PPS sampling and 
other design innovations. These developments for the labor force survey (now the CPS with 
a much broader role) have had a substantial impact on sample methodology, and more impor­
tant, on meeting the needs of the nation for up-to-date information, not only on labor force 
but on many other subjects - demographic, social, and economic. 

Feinberg and Tanur might also have emphasized the remarkable consequences of bringing 
together census-taking and sampling, along with computerization and automated reading of 
position marks on census questionnaires. In modern censuses in the United States, beginning 
with the I960 Census, the questionnaires used for collecting information from all households 
are relatively brief in content. The principal content of the censuses is now obtained through 
samples taken simultaneously with and as part of the census, and, of course, on an exceedingly 
large scale in order to produce useful data for perhaps 40,000 small areas. A related develop­
ment was the introduction in the I960 Census of self-enumeration methods. The decision to 
introduce self-enumeration was guided by the apphcation of the response error model to which 
Feinberg and Tanur refer, and by associated research and experiments on response errors, and 
especially on the correlated response errors associated with the work of enumerators. These 
innovations were guided by large-scale experiments that were done prior to and as part of the 
1950 Census and in later censuses as weU as in separate experiments. Another contribution was 
FOSDIC (Film Optical Sensing Device for Input to Computers), a device for reading position 
marks designed by the Bureau of Standards at the Census Bureau's request, in response to 
Census Bureau needs to replace the massive key-punching effort in a census. A consequence 
of the innovations that were introduced was more timely results and generally more accurate 
censuses, as weU as lower costs. The opportunities for progress arose in view of the problems 
of large-scale census taking, and how they might be solved with the application of sampling 
and self-enumeration, along with the remarkable advances made possible by the development 
and apphcation of electronic computers and FOSDIC, in which the Census Bureau was a 
pioneer. 

In the late I930's, some of the top Census Bureau staff, as well as members of Congress, 
were reluctant to see sampling introduced into the work of the Census Bureau. Complete 
enumeration had been the tradition. The use of probabUity sampling in the 1937 enumerative 
check census associated with the national unemployment registration was an important factor 
in achieving the acceptance of sampling as a methodology appropriate to the Bureau of the 
Census, again as more fully told in the accompanying paper by Bailar. The 1940 population 
census was a pioneering effort in the apphcation of sampling in the coUection of supplemental 
Uems of information in a census. In this effort Deming and I worked as colleagues. I was 
working with Calvert Dedrick, and Deming with PhUip Hauser, with effective consultation 
and advice from Fred Stephan, and we all worked as a team in developing this important 
mUestone in the application of sampling. 

I have littie in the way of comments to add to the paper by Barbara Bailar. As the paper 
indicates, I was an active participant along with Bill Hurwitz and our colleagues, in the 
developments she describes so well. I do have a minor correction. Feinberg and Tanur cor­
rectly identify the 1951 paper on response error models by Hansen, Hurwitz, Marks, and 
Mauldin as the original publication on the model, which Bailar credits to a later (I960) paper 
by Hansen, Hurwitz, and Bershad. The later paper elaborated those results, and included 
empirical data from the appUcation of the model in large-scale randomization experiments 
involving the random assignment of enumerators in the 1950 Census. Analysis of these results 
as summarized in the I960 paper showed the substantial and striking impact on smaU area census 
statistics of correlated errors within the work of interviewers. Earlier memoranda containing 
the results reported in that paper, and associated studies, were the principal vehicles that led 
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to the use of self-enumeration as the procedure for collecting the principal content items in 
the I960 Census. They also led to transferring the collection of much of the information to 
a large sample instead of a complete census, with substantial cost reduction implications, 
improved timing, and generally improved quality. Bailar's paper provides an excellent sum­
mary description. 

I should note, in this connection, the remarkable contribution to these developments that 
came from Bill (William N.) Hurwitz. He and I worked as a team that was far more effective 
than the sum of our individual contributions. In addition, I cannot give enough credit to our 
coUeagues that we recruUed and helped to stimulate and to some extent train, and who became 
the backbone of developments in the Census Bureau in the application of sampling, quality 
control, and operational research methods to the successful design and conduct of samples 
and censuses in wide ranging subject areas. Leaders among these colleagues included Max 
Bershad, Joseph Daly, Leon Gilford, William Madow, EU Marks, Harold Nisselson, Jack 
Ogus, Leon Pritzker, Joseph Steinberg, Benjamin Tepping, Joe Waksberg, Ralph Woodruff, 
and others. I often get much of the credit, but without BUI HurwUz, especiaUy, and our col­
leagues, it could not have occurred. 

I should mention that we benefited greatly, also, from the participation and advice from 
a panel of statistical consultants, with Bill Cochran (WiUiam G. Cochran) as chairman, over 
the years from 1955 until I left the Bureau in 1968. Other principal members included Fred 
Stephan (Frederick F. Stephan) and Bill Madow (WilUam G. Madow) for the full time period, 
and Ivan FeUegi from Statistics Canada, H.O. Hartley, and others for part of the time. All 
were exceedingly able. However, we did not look to them as experts whose advice would simply 
be sought and generally followed. Instead, we operated on an interactive basis. We discussed 
specific issues or problems as well as aU phases of total survey design for a particular survey, 
experiment or census. We received much useful advice; they also learned from us. 

The paper by Leslie Kish moves the emphasis from historical background and recent and 
current advances to proposals for taking censuses of the future, through the introduction of 
what he calls rolling censuses. He also describes rolling samples in various forms. 

Each of the kinds of rolling samples that he discusses, wUh and without overlapping panels 
are, as he indicates, in use for various purposes at the present time, and his discussion of these 
does not propose anything new. I suppose he introduces them for generality and as a means 
of suggesting their potential relationship to a rolUng census. 

The particular rolling census he describes is a weekly sample, with the total population of 
housing umts at each point of time subdivided into 520 subsamples, one to be covered each 
week over a 10-year period. Thus, the entire population of housing units would be covered 
in a decade except for new additions of housing units in samples that had already been covered 
earUer in the decade. If the procedure were continued over time, then at any point in time the 
aggregate of the 520 samples for the prior ten years would provide average census results, 
representing the average sUuation over the prior lO-year period. It is an interesting and 
imaginative proposal. However, there are also problems. 

He suggests a rolUng census wUhout any overiap in the coverage in successive weeks or other 
periods, except after the fuU decade when it starts aU over again. Such an approach would pro­
vide a large national cross section sample each week, as well as average or aggregate results 
for each month, each year, and for other periods. However, without any overiap in the samples, 
it will be a relatively crude instrument for measuring changes occurring in small areas from 
week to week, from month to month, or even from year to year. Overlapping samples might 
be introduced, as he indicates, but would add greatly to costs. Of course, changes can be 
measured with the proposed rolling samples, but without partially overlapping samples the 
resuk would be large sampling errors of estimates of change for small areas. Providing data 
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for small areas is a primary purpose of the Decennial Census. I believe that reliably measuring 
such changes may be as important as providing aggregate measures for points in time. While 
Kish recognizes this, he seems to dismiss it. 

Undercoverage of the population woxdd Ukely be a particularly serious problem with a roUing 
census. Because of the general recognition by the pubUc of the need for censuses, along with 
the intense publicity that is feasible for a census, the completeness of coverage of the censuses 
has traditionaUy been much greater than that in even the best sample surveys (although cov­
erage still remains a problem in the censuses). The problem of net undercoverage in sample 
surveys is quite general - even including the Current Population Survey in the U.S. which is 
often taken as a model. Public interest with continuing weekly publicity for a roUing census 
could not conceivably be maintained. 

Another issue in my judgment is the Ukely high cost of such a system. Kish recognizes this, 
also, and then seems to dismiss it. WhUe I have not seen any cost estimates, I would not be 
surprised that over a decade the rolling census would cost substantially more than the cost of 
taking complete censuses quinquenniaUy, plus the cost of relatively large-scale monthly samples 
to provide measures of change and information on various subjects for states and large areas 
within most states. Moreover, I anticipate that quinquennial censuses would be easier to inter­
pret and more useful by providing measures for small areas at points in time, or for short 
intervals of time, rather than providing average measures over periods up to ten years. 

The Census Bureau, influenced, in part, by Kish's earUer recommendations for such a rolling 
census, and the desire to spread the workloads has come up with some proposed alternatives 
for consideration for taking a brief decenrual census along with rotating censuses. They con­
sider some alternative approaches to rotating censuses of whole states over a decade. It is an 
innovative proposal intended to spread the workload while avoiding the high cost of a rolling 
census such as described by Kish. 

I am one who believes that a quinquentual census, along with ongoing large-scale current 
surveys, are well worth a substantial cost. However, I believe that if a rolling census were 
adopted, as proposed by Kish, overlapping samples should be used. A rolling census, even 
without overlapping samples, may cost considerably more than the cost of the current census 
program extended to include a quinquennial census. I question if it is worth the added cost, 
or that it has advantages over a quinquennial census plus substantial intercensal samples. I 
anticipate that the roUing census approach would yield less useful information than quinquen­
nial censuses for most purposes because it would provide complete census counts only for 
averages over a 10-year period. Quinquennial censuses, along with sufficiently large current 
samples to provide relatively up-to-date information for large areas, along with other procedures 
for providing data for state, county, and perhaps also small area population estimates, seem 
to have advantages from a cost-benefit point of view. 

Kish is to be commended for his efforts to solve some of the census problems by a radical 
new approach. However, to me, the roUing census does not appear to be the answer. Perhaps 
more effective utilization of administrative records can provide resuUs that hold more promise, 
again along with current samples and a decennial, or, hopefully, quinquennial censuses. Per­
haps the remarkable new computerized mapping and coding system (known as TIGER) devel­
oped by the Census Bureau for the 1990 Census holds much promise for improving 
census-taking, and for current sample surveys. In addition, incorporating the TIGER 
geographic coding into the major administration records systems might make them more 
accessible for population estimates and for other uses. Up-to-date maintenance of TIGER, 
along with a currently maintained address register, are hopefully to be included in the Census 
Bureau's future plans. 
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J.N.K. RAO and D.R. BELLHOUSE 

We thank the discussants, Hansen and Smith, for their useful comments. 

Hansen provided important observations on the development of PPS sampling. He is cor­
rect in saying that Hansen and Hurwitz (1943) did not propose the use of sampling with repla­
cement and that only for variance estimation they assumed sampling with replacement. 
IncidentaUy, Murthy (1967, p. 184) notes that Mahalanobis (1938) has referred to PPS sampUng 
and the associated unbiased estimator of a total in the context of sampling plots for a crop 
survey. 

Hansen also made some interesting observations on the use of delete-I cluster jackknife 
variance estimator for nonsmooth functions like quantiles. It is now well-known that the 
delete-I jackknife variance estimator of a quantile is inconsistent under simple random 
sampling. Empirical results in Kovar, Rao and Wu (1988) indicate that it is also inconsistent 
under stratified simple random sampling. It is also likely inconsistent under stratified cluster 
sampUng if the subsamples from the clusters are small or if the intra-cluster correlations are 
significant. In Hansen's appUcation the subsamples from the clusters are quite large and the 
intra-cluster correlations very small. In this case, the delete-I cluster jackknife variance esti­
mator may be well-behaved in view of Shao and Wu's (1989) resuk that the delete-rf jackknife 
variance estimator, under simple random sampUng, is consistent, provided n''^/d ^ 0 and 
n-d — 00 as the sample size n — oo. 

The method of dividing a simple random sample into m subsamples, each of size d say, and 
dropping one subsample at a time, as suggested by Hansen, is similar to Shao and Wu's delete-d 
jackknife except that they consider all {"f) subsamples in constructing the variance estimator. 
However, the delete-rf jackktufe variance estimator is Ukely to be more stable. Shao and Wu 
also consider balanced subsampling requiring only b subsets of size n-d, where b {>n)istbe 
number of blocks in a bsdanced incomplete block design. 

Smith provided some important observations on the foundational aspects of sample survey 
theory, in particuljir, on the importance of Ericson's (1969) work on Bayesian estimation of 
a total under exchangeable priors. In this connection, we note that equivalent results for the 
posterior mean and the posterior variance, under simple random sampling, were also obtained 
by Hartley and Rao (1968). A. Scott pointed out the similarity of the two approaches in his 
discussion of Ericson's paper. However, an advantage of the Hartley-Rao approach is that 
the inferences depend on the sample design, unlike Ericson's approach. Their approach also 
yields useful classical inferences. Rao and Ghangurde (1972) extended the Hartley-Rao results 
to stratified random samping, double samping with unknown strata sizes, the Hansen-Hurwitz 
method for handling nonresponse, and two-stage random sampling. 

The GUT approach for inference, proposed by Smith looks very promising. We agree with 
Smith that the point estimators using the different approaches rarely differ very much in prac­
tice, and that the issue essentially reduces to the choice of a measure of uncertainty, as noted 
in our paper. 

We also agree with Smith on the importance of measuring total survey error from ongoing 
surveys. 
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STEPHEN E. FIENBERG and JUDITH M. TANUR 

We are grateful to Bob Groves and Morris Hansen for their insightful comments and to 
the editor of Survey Methodology for the opportunity to update our thinking in 1990 rather 
than waiting for 2040. Groves and Hansen make several important points; we shall attempt 
to react to them in turn. 

We very much like Groves' summary to the effect that governments emphasizing service 
for the welfare of the populace demand more information about their services than do those 
pursiung other goals. Consistent with this thesis is the fact that the most substantial new national 
survey launched in the United States during the 1980s, a decade not noted for an emphasis 
by the federal government on expanding welfare services, was the Survey of Income and 
Program Participation, one of whose primary purposes has been to monitor the impact of 
government welfare programs on income and assets. Moreover, as the countries of Eastern 
Europe democratize and turn to the West for assistance in upgrading their statistical systems, 
including the development of infrastructures for the conduct of large scale surveys, we see addi­
tional support for such a thesis. Thus it seems to us that Groves shares our belief that the 
institutional bases for survey research shape the content and direction of such surveys. Whether 
they provided homes or incubators for the best and the brightest seems to us akin to the nature/ 
nurture debate - more a framework for discussion than an either-or choice. Indeed, we agree 
with Groves that the purposes of the various sectors shaped their choice of tasks, at least in 
part. In Une with his urging of a cross national perspective, however, we note that institutional 
roles differ across countries. For example, there has been a widely-held view in the United States 
that the Federal government should not be in the business of coUecting survey data on subjec­
tive phenomena (e.g., see Turner and Martin 1984, 31-39) - a quite different stance has been 
taken by the British government, especially in connection with its annual report. Social Trends 
(Turner and Martin 1984, p.4). 

Groves suggests that the membranes between sectors (academic, commercial, and govern­
mental) are less permeable than we suggest. Neither we nor he have coUected systematic 
empirical evidence on this question, but we point again to our concept of bridging institutions 
which bring together representatives of the various sectors, for the interchange of ideas if not 
personnel. And we hasten to point out that Groves' own recent appointment to the position 
of Associate Director of the U.S. Bureau of the Census, as well as Hansen's movement from 
that position into the commercial domain back in 1968, indicate the value, if not the ease, of 
membrane crossing. 

Groves indirectly spectUates that we choose to focus on technological advances, longitudinal 
surveys, and cognitive aspects of surveys because these are our areas of interest and experience, 
and he suggests several other developments that are worthy of consideration. Of course he is 
correct in suggesting that we have focussed on the developments that fit with our interests, 
but surely technological advances as a topic subsumes Groves' first two additional areas of 
importance: (I) development of generalized statistical software packages and (2) existence of 
survey data archives. We wonder, however, if the technological advances we both note, coupled 
with the ubiquity of surveys that we also both note, do not have negative as well as positive 
consequences. For example, the complex analyses of survey data by undergraduates (or indeed 
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any beginners) using statistical software packages often show neither an understanding of the 
data being analyzed nor the appropriateness of the packaged statistical methods used. 

The ubiquity of surveys is a consequence not only of the demand for information but also 
of the relative ease with which surveys can be carried out and the data analyzed given current 
technology. (And we believe that the availability of survey data for reanalysis wiU only increase 
with the advent and adoption of new storage technologies such as CD-ROM and optical disks). 
Such ease is a mixed blessing. As Groves notes, the 1980s have seen a growing problem of 
nonresponse in the United States, a pattern that manifested itself earlier and (so far) more 
seriously in Europe. We do not need to postulate a growing trend toward demands for privacy 
to explain this decline in response rates, though such a trend may well exist. We need only look 
at the major nonresponse problems currently being encountered in the conduct of the U.S. 
1990 decennial census, in both the mail-out-mail-back and in the door-to-door phases, to see 
evidence to support the contention that respondents are merely getting tired of being surveyed 
so frequently. 

Further, as Groves points out, survey research has not been central to the self-image of 
academe, because survey research has not fully evolved into a separate identifiable discipline, 
with specified standards and training criteria. Since there are no departments of survey research 
on university campuses, almost anyone who cares can mount a survey or carry out analyses 
of survey data. While some people do these tasks well, others do them poorly thereby giving 
the whole survey enterprise a bad name. Thus, if we are to present the optimistic report on 
the state of the survey enterprise in 2040 that Groves envisages, it seems to us that the innova­
tions in education and training that neither he nor we are currently able to chronicle will have 
to become institutionalized. 

We are especiaUy pleased to have Hansen's embellishment on our brief account of the 
development of the survey enterprise in the U.S. government in the 1930s and 1940s. His com­
ments supply some of the human drama that Groves says is lacking in our institutional focus. 

Hansen also expands on our account of the link between censuses and sampling and the 
introduction of self-enumeration into U.S, censustaking, that was guided by the study of 
response errors. The major decline in completion rates for self-enumeration in the 1990 
decennial census suggests the need to reexamine the implications of the various components 
in the Hansen-Hurwitz-Marks-Mauldin model for non-sampling errors. In addition we note 
that as part of the 1990 census, the Bureau of the Census will mount a new Post-Enumeration 
Survey (PES) of 150,000 households whose results wUl be used to evaluate census coverage. 
The technological advances in computerized data management and in computer-based matching 
of files between the PES and the census were essential ingredients to the launching of this major 
new government survey and its planned use to measure both under-and over-coverage of the 
household-based population. 
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BARBARA BAILAR 

The comments from the discussants describe even more contributions of the Federal Govern­
ment to the world of statistics. I am very grateful to Gordon Brackstone and Morris Hansen 
for mentioning these additional topics. The topic I omitted that may have had the biggest impact 
on statistics as well as other quantitative fields was the development of the computer for data 
processing and data analysis purposes. Again, the team of Hansen and Hurwitz were the prime 
movers, lu-ging and funding the development of UNIVAC I and then bringing it into the Census. 

Morris Hansen describes the remarkable team at Census who worked with him and Bill 
Hurwitz on so many topics. I feel very fortunate that I began my career at the Census Bureau 
when these people were there and that I was able to work with most of them for many years. 
It is rare that one gets that kind of apprenticeship. 

Gordon Brackstone questions whether the statistical methodology developed by the Census 
Bureau had a benefit to the wider world of statistics. Certainly, given the amount of interaction 
among government statistical offices, the Bureau of the Census has influenced government 
statistical operations in other countries. Brackstone finds the impact of the Census Bureau 
development on university statistics departments rather mixed. He may be correct as far as 
course offerings are concerned, but I believe the ASA-NSF-Census FeUowship program and 
the Agriculture Fellowship program have had a big impact. More university professors and 
graduate students are aware of and working on non-sampling error, disclosure avoidance, and 
time series problems. The recent addition of FeUowship programs at the Bureau of Labour 
Statistics and the National Center for Education Statistics have also highlighted these research 
areas. The NSF now receives many proposals based on research started at one of the govenmient 
agencies. 

The main problem now is to make sure that research results are used. Many government 
programs are slow to accept new methodology because change is disruptive. Yet, to make sure 
that methods are improving, change is necessary. 





Survey Methodology, June 1990 9 3 
Vol. 16, No. 1, pp. 93-94 
Statistics Canada 

Reply 

LESLIE KISH 

In his fine discussion Fritz Scheuren complements our comparisons of alternative census 
methods by advocating admiiiistrative registers for the USA. I support his expert plea to study 
what these methods could offer as additions, as complements to the decennial censuses. They 
are coming to many countries and we would like to know where, when, and how? It is even 
likely that they will not only complement, but even replace decennial censuses soon in some 
places. When in the USA? I don't know; we were comparatively slow and late in adopting a 
successful registry of births and deaths. And even now their reporting is rather slow. 

Rolling samples could be designed for quick reporting, and timeliness is only one of the 
advantages of rolling samples. Thus it is biased to compare rolling censuses with traditional 
censuses, both as regards costs and benefits, only on the basis of the single output for which 
decennial censuses are designed. It would take detailed, technical investigations to compare 
the factors of costs, coverage, timeliness, content, etc. of rolling versus decennial censuses in 
the USA. But 10 to 15 million dollars monthly can go far. The issue of adequate censuses is 
most salient in 1990 in the USA and elsewhere, but the other uses of samples should not be 
forgotten, as we plan for the last decade of our twentieth century. 

My contribution aims mairUy to advance the diverse advantages of cumulations from periodic 
samples, which have been neglected in favor of the other benefits that can be obtained from 
the growing numbers of periodic surveys. Rolling censuses may become someday one of those 
benefits, and rolling samples have been used already - though not often enough, I believe. 
Asymmetrical cumulations may exist rarely and obscurely, and the split-panel designs that I 
propose, not at all. 

Furthermore my scope is not merely national (the USA), nor even continental (North 
America): it is intercontinental and international. For example, registers have come to the 
Nordic countries and they may come to Canada before the USA. Rolling censuses pose a much 
smaller expansion of the Labour Force survey in Canada because it is one-tenth the size of 
the USA, as Fritz and I both show. But some other country may well use them before either. 

Not only international, rolling samples and cumulations are also aimed to be inter-
discipUnary, not only for making population counts. Good many of the other needs of statistical 
offices - and of other institutions for data collections! - would be better served by a trained 
"permanent" staff than by a hurriedly hired huge army whose training time roughly equals 
their brief employment. 

Scheuren is most complimentary when he calls rolling censuses a new paradigm. It is true 
that, as all new paradigms, they meet three big mental blocks when I present cumulations and 
rolling samples: a) averaging of variable data instead of an arbitrary date like April 1, of the 
decenrual year; b) accepting some of the mobility of human populations instead of fixing them 
to unique sites; c) rolling samples to replace fixed primary sampling areas. So it may seem 
paradoxical when Morris Hansen notes that my "discussion of these does not propose anything 
new." Hansen may have encountered aU of these proposals, and perhaps dismissed some of 
them. Personally I have described rolling samples since at least 1961 and proposed roUing cen­
suses since 1965. But I also found that for many people they come as new ideas, and often as 
strange new ideas. 



94 Kish: Reply 

Finally let me only add two important origins in the '40's for sampUng, although for me 
personalities and priorities are only minor aspects of the history of any science. Iowa State 
at Ames should be mentioned, where, under George Snedecor and Henry WaUace, BiU Cochran 
started in the spring of 1939 the first course of sampling and turned out pioneer MA's, then 
PhD's in sampling. Then Henry Wallace (again) in the US Dept. of Agriculture started the 
Division of Program Surveys, hired me in 1941 and Steve Stock in 1942 for the first national 
samples in Washington in 1942, foUowed by the 1943 sample at the USBC. Stock, Frankel and 
Webb (from the WPA samples) began the second sampUng course in fall 1939 at the USDA 
graduate School, which became famous and productive under Hansen, Hurwitz and their 
Census staff. Among influential courses there I shaU testify especially to those of Deming, the 
major figure at the school. The teaching and learning of samples in the forties was done mostly 
at Ames and in the USDA, as weU as at the USBC. 
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their Use in Official Statistics in Sweden 

TORE DALENIUS and CARL-ERIK SARNDALi 

In this paper we present some important features of the history of sample surveys in Sweden, 
and we comment on related developments of sampling techniques (methods and theory) in 
official statistics. The account is organized into three periods as follows: (i) before 1900; 
(ii) 1900-1950; and (Ui) after 1950. The emphasis is on the third period. 

I. THE PERIOD BEFORE 1900 

1. A summary view. As described in Dalenius (1957), there was a noticeable resistance against 
sample surveys in traditional fields of official statistics, especially among statisticians in 
leading positions. Sample surveys were considered justified primarily in cases where cir­
cumstances did not admit total surveys. In other fields there were, however, signs of 
appreciation, as illustrated in the next section. 

2. Two classic illustrations. In the 1820's, the area of meadowland in Sweden was estimated 
using the following technique. For each county separately, the ratio of meadow acreage 
to arable land was computed for a sample of farms. This ratio was then applied to the 
total arable land acreage of the county, for which a separate estimate was available. And 
in 1830, the proposal was made by an official in a forestry board to estimate the volume 
of timber in a forest by means of a "strip survey method". 

II. THE PERIOD 1900-1950 

The main features. The potential of sample surveys in official statistics was slowly being 
understood. To the extent that sample surveys were used during this period, the design 
typically called for systematic sampUng, whenever this was operationally feasible. In many 
applications, the sampUng fraction was I/IO or 1/5. In the I940's, a major factor favouring 
total surveys was the war-time economy with its regulations and ratioiung. This influence, 
which lasted roughly until the end of that decade, was however counteracted by the 
introduction of Gallup polls into Sweden and especiaUy by the spectacular accuracy of 
the GaUup Institute's forecast of the 1944 election. In particular, these trends were foUowed 
with interest by official statisticians. 

The 1911 Forest Survey in Varmland. The essential feature of the design was that the 
volume of timber was measured on sample plots along 10 meter wide strips covering the 
areaof VarnUand. It is worth noting that the "representative characteristics" of the survey 
were analysed by means of probability theory. 

' Tore Dalenius, Brown University, Carl-Erik Sarndal, University de Montreal. 
The circumstances did not permit the authors to discuss the contents of this paper with representatives of Statistics 
Sweden. 
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5. The 1911 Housing Survey in Goteborg. This survey was carried out by the municipal 
statistical office in Goteborg. The selection of the sample of apartments was based on an 
urn scheme. Each building in Goteborg was represented by a sUp with identification data. 
The slips were thoroughly mixed in an urn and a 20% sample of slips was selected. The 
motive behind the scheme was to avoid that the survey be criticized for using a biased 
sample. The urn scheme was described by the person in charge of the survey as the only 
method "which can be called representative". 

6. The 1935-36 Partial Population Census. This sample census used an elaborate scheme of 
controlled selection. The results from this census played a decisive role in an intense debate 
in Sweden concerning a "population crisis'' which was feared as a result of low birth rates 
at the time. 

III. THE PERIOD AFTER 1950 

7. The beginnings of a new era. The greatly improved international communications after 
the end of World War II contributed to making the statistical community in Sweden aware 
of the recent advancements in sample survey theory, methods, and applications in the 
United States and India, to mention two of the leading countries. The new developments 
were studied and discussed, for example, at the conference of the Scandinavian statisti­
cians in Helsinki in 1949. Statisticians were proud to be able to "talk sample survey 
methods"; to be sure, in some cases this ability was limited to knowledge of certain tech­
nical terms, notably "stratification''. Mention should also be made of the influence exer­
cised by the United Nations and affiliated agencies such as the Food and Agriculture 
Organization. In the following we give some examples of sample surveys and related 
developments of methods and theory. For cases dating to the early I950's, details are found 
in Dalenius (1957). 

8. The 1950 sample inventory of acreages and livestock. In the I930's, sample surveys were 
used to estimate acreages of various crops and animal stocks. These surveys were referred 
to as "representative counts". They were based on nonprobability selection of farms. The 
aim, which however was not achieved, was to select I/IO of the farms in each of several 
size-groups into which the farms had been divided. In the I940's, these surveys were carried 
out on a total basis. A decision was made for the 1950 survey to return to sampling. The 
design that was suggested and largely implemented for the 1950 survey represented a partial 
break with the classical tradition of selecting every tenth unit. While the total sample size 
was fixed by the government authorities to be I/IO of the total number of farms in the 
target population, the new design called for stratifying the farms by size groups based on 
acreage and using minimum variance allocation, which implied a selection of relatively 
speaking more large farms than small farms. It is interesting to note that the government 
authorities responsible for assessing the design felt it necessary to consult the U.N. Sub-
commission on Statistical SampUng about the appropriateness of the drastic deviation from 
the "every tenth unit rule". The Subcommission wholeheartedly endorsed the design. 
Consequently it was accepted in principle. The design provided considerable opportunity 
for research. In fact, three contributions to the theory of stratified sampling emerged, 
namely, (i) how best to divide a population into L strata; (ii) the best choice of the number 
of strata; and (Ui) sample allocation to the strata for estimation of several parameters. The 
suggested design also called for addressing the problem of "measurement errors" in the 
acreage, and a special calibration survey was proposed. However, the authorities rejected 
this proposal. 
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9. Yield estimation. During World War II, the yield of various crops was estimated using 
data coUected by "eye estimates" of the yield per unit area. By 1950, it was realized that 
this data collection method could be seriously biased. In the beginning of the I950's, time 
was ripe for considering a different approach, namely, crop estimation based on harvesting 
sample plots, referred to as "objective crop estimation". Accordingly, a pilot study was 
carried out to test the use of this approach. The outcome of the test was convincing. From 
then on, the "objective" method has been used. As part of the pUot survey design, a scheme 
was developed for without replacement selection ofn = 2 farms from a stratum with pro­
babilities proportional to size, as discussed in Dalenius (1953). The scheme caUed for 
dividing each stratum at random into two parts, and selecting one farm from each part. 

10. Developments relating to nonsampUng errors. In the eariy I950's, the problem of non-
response received considerable attention in Sweden as in other countries. Surveys with 
20-30% nonresponse were not unusual. This generated a vivid and sometunes heated debate 
in the statistical community about the distortion of the estimates. For a while, the sta­
tisticians seemed to have the problem under their control. The public concern about inva­
sion of privacy has lately changed this picture; nonresponse has again become a serious 
problem. In the last 15 years, several contributions were made in the area of control of 
nonsampling errors. The problem of "evasive answer bias", to use the term introduced 
by S. Warner in connection with randomized response, was addressed in Swensson (1976). 
And Lyberg (1981) successuUy tackled the problem of controlling the coding operation 
in a population census or in a survey with interviews. 

11. Respondent burden. In recent years there has been a growing concern about respondent 
burden and its negative effects on response rates. For example, the target population in 
many business surveys is the same, rather limited population. The problem can be aUeviated 
by special sample selection techniques. The SAMU system for business surveys at Statistics 
Sweden permits "negative coordination" of samples, in the sense that samples without 
overlap can be selected wUh the technique known as J ALES. To each unit in the sampling 
frame, a uniformly distributed random number is attached. This number stays with the 
unit, and is used in the selection of samples over time. 

12. ModeUng in combination with traditional probabUity sampUng principles. Since the I950's, 
the methodology for surveys had closely foUowed the strong probabihty samphng tradition 
established by Neyman and by Hansen and his co-workers in the United States. However, 
sometimes modeling is necessary in surveys when the traditional probability sampling 
theory is not sufficient. Since the I970's the use of modeling in surveys has been explored. 
The book Foundations of Inference in Survey Sampling by Cassel, Sarndal and Wretman 
(1977) exposed the new trends. Also, a number of papers by these and other Swedish 
authors showed how models may assist in inference from surveys. In recent years, method­
ologists at Statistics Sweden have shown unusual openness to incorporating modeling in 
the making of survey estimates. An early example where design-based and model-based 
ideas were combined is the "Oresund survey" for measuring traffic flow between Sweden 
and Denmark. The design is discussed in Cassel (1978). Some surveys are now designed 
wUh the aid of modeling assumptions, as in the work force survey described in Lundstrom 
(1987) and in an ongoing project of restructuring of the business survey sector. 

13. Safeguarding privacy in surveys. In the last two decades, the general public has become 
increasingly concerned about invasion of privacy in connection with surveys, including 
population censuses, carried out by Statistics Sweden. As a result, there has been a trend 
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towards increasing nonresponse rates in some surveys. Several measures have been taken 
to deal with the problem: (i) Statistics Sweden has adopted the Ethical Declaration of the 
International Statistical Institute (1986); a translation of that declaration was distributed 
to aU employees; (ii) In 1987, Statistics Sweden held an international conference which 
focused on poUcy issues (as distinguished from "techniques"); the discussions at the con­
ference are summarized in Statistics Sweden (1987); (iii) Statistics Sweden has promoted 

' the development of new safeguards for privacy in its surveys and has taken active steps 
to apply them. A review is given in Dalenius (1988). Of special interest are papers by Block 
and Olsson (1976), who describe a measure for the identifying power of quasi-identifiers, 
and Cassel (1976), who discussed probabiUty-based disclosure. 

14. Specific events. The increasing appreciation of sample surveys since around 1950 led to 
the creation of the Survey Research Center at Statistics Sweden in 1953. A similar inter­
pretation may be given to the establishment of a professorship in "statistics, especially 
official statistics" at the University of Stockholm in 1965. Also, professorships in survey 
methodology were recentiy created at Statistics Sweden. 
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Variance Estimation when a First Phase Area 
Sample is Restratified 

PHILLIP S. KOTTl 

ABSTRACT 

This paper proposes an unbiased variance estimation formula for a two-phase sampUng design used in 
many agricultural surveys. In this design, geographically defined primary sampUng units (PSUs) are first 
selected via stratified simple random sampling; then secondary sampUng units within sampled PSUs are 
restratified based on their characteristics and subsampled in a second phase of stratified simple random 
sampUng. 

KEY WORDS: Two-phase sample; Primary sampUng unit; Secondary sampUng unit; Unbiased. 

1. INTRODUCTION 

Suppose we have a sample of geographically defined primary sampUng units (PSUs) drawn 
from a stratified area frame. Each sampled PSU contains a number of secondary sampUng 
units (SSUs) which are restratified based on their characteristics. Subsamples of the SSUs are 
then drawn within each new stratum. To avoid confusion, only the original area strata will 
hereafter be referred to as strata; the new strata based on SSU characteristics wiU be referred 
to as domains. Stratified simple random sampling (srs) without replacement is performed at 
both phases of the sampling design. 

This article derives an unbiased variance formula for the estimation strategy described above 
which is used in many agricultural surveys (for example, see Kott and Johnston 1988) but is 
not restricted to such surveys. The formula is a generalization of a suggestion by Cochran and 
Huddleston (1969, 1970), who assumed unstratified srs in the first sampUng phase. It is also 
a special case of a variance formula m Samdal and Swensson (1987). The Samdal and Swensson 
formula (their equation (4.4)) depends on the calculation of a joint inclusion probabUity for 
each pair of subsampled SSUs. This proves cumbersome for the particular application under 
study because there are sk distinct situations which need to be considered (depending on whether 
or not the two SSUs come from the same PSU, stratum, and/or domain). The derivation 
presented here follows a different Une of reasoning entirely. 

2. PRELIMINARIES 

Suppose we start with an area survey consisting of n^ (out of N,,) PSUs from each of H 
strata. The SSUs within sampled PSUs are then restratified into D domains. Within domain 
d, ma (out of Af,,) SSUs are subsampled. Both phases of the sampling design are stratified srs 
without replacement. 

Let us concentrate on estimating the total for a particular item of interest. To this end, 
let 

f^? h^?^}' ^'^°^ Mathematical Statistician, Survey Research Branch, National Agricultural Statistics Service, 
USDA, S-4801, Washington, DC 20250, USA. 
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S' = denote the set of all SSUs wUhin a PSU selected in the first phase of sampling whether 

these SSUs are in the subsample or not, 

Shj = denote the set of subsampled SSUs in PSU j of stratum h, 

Sf,. = denote the set of all subsampled SSUs in stratum h, 

Ra = denote the set of all subsampled SSUs in domain d, 

Xj = denote the value of interest for SSU /, 

e, = {Nh/nh){Md/md)Xi {assuming i^Sh.riRa) bethe"fullyexpanded" value of interest 
for SSU/, 

^dhj = XI ^''' 
iiShjDRd 

edh- = YI ^" 
iiSh.riRd 

ed- = Y e,, 
URd 

e-hj =. 

e-h. = Y e,. 
iiSh. 

Note that when S^j is empty, Cdhj and e.hj. are zero. Likewise when S/,. is empty, ê A. and e./,. 
are zero, and when R^ is empty Cahj, ê A., and e^.. are zero. 

An unbiased estimator for X, the sum of x, values across all SSUs in the population, is 

=̂ i: E '̂•, ^'^ 
d=l URd 

To see this, observe that X = l, ,̂ 51 {No/nD)Xi is an unbiased estimator of X with respect to 
the first phase of sampling, while X is an unbiased estimator of X with respect to the second 
sampling phase. Mathematically, Ei{X) = X and E2{X) = X, which implies E{JC) = 
EiE2{X) = X. 

3. VARLVNCEOF^ 

From any of a number of textbooks on sampUng theory {e.g., Cochran 1977, p. 276), we 
know that the variance of a two-phase estimator like X is 

var(;?) = vari[£:2(^)] -t-£'i[var2(^)], (2) 

where E^ and var;t denote, respectively, expectation iand variance with respect to the A:' phase 
of sampling. 
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The first term in equation (2) is often called the first phase variance because it equals the 
variance that woiUd be obtained if every SSU within a sampled PSU were part of the subsample. 
The second term in (2) is often called the second phase variance. It is easier to estimate than 
the first phase v2U'iance and we wiU attack it first. The problem with first phase variance estima­
tion is that total value of interest for a PSU in the first phase sample can only be estimated 
using the subsample. As is well known, putting an estimated PSU total in place of a real total 
in the usual one-phase variance formula biases the resulting estimator. 

3.1 Second Phase Variance Estimation 

An unbiased estimator of var2(^) given any original sample is automatically an unbiased 
estimator of £1 [var2(..V) ] . To see this, suppose that V2 is an unbiased estimator of var2(^) 
given any sample. Since E2[v2 — var2(^)] = 0 for every possible S', the first phase 
expectation of £'2[v2 — var2(.^)] must also be zero. Consequently, £'(V2) = £'i£'2(v2) = 
Ei[var2{X)]. 

Now given our particular S', 

var2 = f; (1 - ma/Ma)[md/{ma - DI [ f D efi - e^.^/m^ (3) 
d=l L L i^jf^ J J 

is the conventional unbiased estimator for var2(A'). Moreover, equation (3) would hold what­
ever first phase sample obtained. As a result, var2 is also an unbiased estimator for 
Ei[var2{X)]. 

3.2 First Phase Variance Estimation 

Consider a PSUy within stratum h. The value e.hj is an unbiased estimator of {N^/ni,) 
times the total value among all SSUs in PSU j whether in the current subsample or not. 
Consequently, £2(^/17) is exactly equal to (N^/nh) times the total value among all SSUs in 
PSUy. With this in mind, the following would be an unbiased estimator of the first phase 
variance of X: 

vari[E2{X)] = 

2^ (I - « A / N A ) [ « A / ( « A - 1)] £ [E2{e.hj)]^ - [E2{e.H.)]^/nA. 
h=l L ,=1 J 

(4) 

Taken as is, equation (4) is of Uttie use since U supposes we know what the (£'2(6./,;)) ̂  and 
{£'2(e./,.) )^ are. Nevertheless, it does suggest that varj [E2{X)] would be estimated in an 
unbiased manner if one could find unbiased estimators for the [Ei{e.i,j)]^ and {£'2 (e./,.)) ^ 
to plug into (4). 

Observe first that e./,ŷ  and e.^.^ are not unbiased estimators of {£'2(6./,^))^ and 
[E2{e.t,.)V. In fact. 

E2{e.Hj^) = [E2{e.hj)]^ + vB.r2{e.„j), •hj ) - t^2Kt:-hj)) -I- v-ai2Ke.hj) 

while (5) 

E2{e.h.^) = {£'2(e.A.)P + var2(e.A.). 
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These equations hint towards alternative estimators for [E2{e.f,j)]^ and [E2{e.i,.)]^. If 
V2hj and V2h, say, were unbiased estimators of vai2{e.i,j) and var2(e./,.), respectively, then 
^•h/ - V2Ay would be anunbiased estimator of {£'2(^•Ay))^ whilee./,.^ — V2Ay would be an 
unbiased estimator of [E2{e.f,.)]^-

From Cochran (1977, p. 143, eq. (5A.68)), one can see that 

var2/,y = f ) d - mrf/Af,,) [/«rf/(/Wrf - DI | f ^ '̂ i ~ W / ' " r f l 
d=l '-^iiShjClRd ^ -• 

and (6) 

var2A = f j (1 - ma/Ma){ma/{ma - D] | f ^ ^ ' ' ] ~ ^""-^'"^A 

are, respectively, unbiased estimators of var2(e.fty) and var2(e./,.). 

3.3 Putting It AU Together 

Observe that combining equations (3) and (6) can yield (after some manipulation) this 
estimator for the second phase variance of X: 

H nn 

var2 = J ] [« / , / («*- I)] ^ var2A; - \ar2h/{nh - 1) + 
h=l J=l 

ma/Ma)[l/{ma - I)] 
d=l 

( f; [«/ , /(«/ ,- 1)] [ f £ W ] - e^H.^/n^ -ea..^\}. (7) 

By plugging e.ft/ - varzAyande.ft.z _ vary, respectively into {£'2(eA;))^and {£'2(e.A.))^ 
of equation (4), we have the following estimator for the first phase variance of JC: 

H 

var,[£'2(^)] = 2 ] (1 - nh/Nh)[nh/{nh - 1)] 
h = l 

\\TI ^XJ^ ~ ^^^^j\ - {(^•'••^ - var2A))//iA 
j=i 

This can then be added to (7) to yield the foUowing estimator for the variance of ^ i n (I): 

vSr = ^ -f JB + C, (8) 
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where 

A 
h = l L V y ^ i 

B = XI 1<1 - '"d/J^d) lV{md - 1)] 
d=l 

= f; [«/,/(«*- 1)1 [ f £ e.^/l - e.A.V/tJ , 
h=i L ^ .=1 ^ -I 

° C 
= E ( 

d=l ^ 

( f; [«*/(«* - 1)] r r 5] W l - e^H.^/nA - ed.^\\ . 

H r "h -| 

C = - X; /AnA/(«A - 1) ^ [e.Hj" - varzA,) - (e.^.' - var2j/«A , 
h = l Ly=i J 

fh = "A /^A is the first phase sampUng fraction in stratum h, and var2hj and var2h are defined 
by equation (6). 

Observe that if all the first phase sampUng fractions are very small, then the contribution 
of C to (8) can be ignored. In any event dropping C would at worst give var an upward bias, 
since ̂ (C) < 0. 

Observe further that var would collapse to >1 if - in addition to C being ignorably small -
the sampling design had been conventional two-stage sampUng; that is, if each domain had 
been contained within one of the originally sampled PSU's so thatj'rf.. = y^hj = Ydh- and 
B = 0. This should not be surprising, since A is the standard variance estimator in two stage 
sampling when the first stage is srs with replacement (Cochran 1977, p. 307). Ignorable first 
stage sampUng fractions blur the distinction between srs with and without replacement. 

The right hand side of (8) can, in principle, be negative. This is because B is often negative 
(sincey^.. ^ Ydh- ^ Ydhj) > whUe A can theoreticaUy be as small as zero. Kott and Johnston 
(1988) applied a formula simUar to (6) to data from a US Department of Agriculture survey. 
In the 41 cases they examined the absolute value of S was always less than 7% of ^4. 

One final note. Since JB < 0 and £( C) < 0, using A alone provides a conservative, unam­
biguously nonnegative, estimate for var(^). 
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Estimation Using Double Sampling and 
Dual Stratification 

DONALD B. WHITE* 

ABSTRACT 

The problem considered is that of estimation of the total of a finite population which is stratified at 
two levels: a deeper level which has low intrastratum variabiUty but is not known until the first phase 
of sampUng, and a known pre-stratification which is relatively effective, unit by unit, in predicting the 
deeper post-stratification. As an important example, the post-stratification may define two groups cor­
responding to responders and non-responders in the situation of two-phase sampUng for non-response. 
The estimators of Vardeman and Meeden (1984) are employed in a variety of situations where different 
types of prior information are assumed. In a general case, the standard error relative to that of the usual 
methods is studied via simulation. In the situation where no prior information is available and where 
proportional samphng is employed, the estimator is unbiased and its variance is approximated. Here, 
the variance is always lower than that of the usual double sampling for stratification. Also, without prior 
information, but with non-proportional sampUng, using a slight modification of the second phase 
sampling plan, an unbiased estimator is found along with its variance, an unbiased estimator of its 
variance, and an optimal allocation scheme for the two phases of sampling. FinaUy, applications of these 
methods are discussed. 

KEY WORDS: Two-phase sampling; Prior information; Variance estimation; Optimal allocation; 
Non-response. 

1. INTRODUCTION 

Various stratified sampling designs employ various types of prior information. For example, 
the usual stratification model assumes fuU prior knowledge of individual stratum memberships. 
Post-stratification is useful when there is global information on stratum sizes but no informa­
tion on individuals. Double sampling for stratification, on the other hand, assumes no prior 
information on strata. Further, some knowledge of the population values is necessary, for 
example, for the allocation of sampUng resources among strata (see, for example, Cochran 
1977, pp. 96-99 and 331-332). 

The rigid assumptions inherent to these sampling designs and population models often are 
not satisfied due to the discrepancy between the population under study and the (possibly dated) 
prior information. Seeking to appropriately handle this discrepancy, Vardeman and Meeden 
(1984) have introduced a pair of estimators which combine information on stratum member­
ships, stratum sizes, and stratum averages with analogous information gained from the cur­
rent sample. Their two estimators apply to two essentially different situations. The first is where 
the prior information is global only, i.e., only on stratum sizes and averages. The second 
estimator apphes where there is also partial information on individual stratum memberships. 
Here, the population is stratified according to various factors, some of which are known and 
some of which, though not known, may be inexpensive to determine on a first phase of 
sampling. 

' Donald B. White, Department of Statistics, State University of New York at Buffalo, 249 Farber Hall, Buffalo 
New York 14214. 
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As an example, consider the use of sampUng to determine the spread of an infectious disease. 
If detection of infection is expensive, then stratification, according to risk categories, is desUable 
to reduce the second phase sample size. Factors determining risk categories may include gender, 
age, place of residence, ethnicity, health habits, and contact with potential carriers. As some 
of these factors are not known prior to sampling, the model of Vardeman and Meeden can 
be employed since the true risk categories can be predicted by the known factors. 

Another example is two-phase sampUng for non-response. Extending the method of Hansen 
and Hurwitz (1946), we have a population which is divided into two post-strata, i.e., responders 
and non-responders. The methods discussed here apply when there is some prior information 
which classifies units into pre-strata which are then used to predict whether or not the unit wiU 
be in the group of responders. 

The notion of employment of prior information in two-phase designs is not without prece­
dent in the sampling literature. As an example, Han (1973) has used prior information on an 
auxUiary regression variable (to be measured in a first phase sample) to construct a simple 
hypothesis (say .HQ) regarding the mean of that variable. The first phase sample measurements 
are then used to test HQ. If HQ is accepted, the value specified by HQ is used in the estimator; 
if it is rejected, the sample average is used. 

A discussion of the use of the first estimator of Vardeman and Meeden (global informa­
tion only) can be found in White (1987). There, optimal choices of the weighting constants 
for prior information relative to the information contained in the current sample were 
determined. Here, the situation considered is where prior information is also available on 
individual stratum memberships. After introducing the necessary notation in Section 2, we 
explore a simulated example in Section 3. In Section 4, in two different sampUng situations, 
unbiased estimators are analyzed in terms of variance, unbiased estimation of the variance, 
and optimal allocation of sampling resources. In Section 5, appUcations of these techniques 
are discussed. 

2. THE POPULATION MODEL AND SAMPLING SCHEME 

We now present the population model and the proposed sampling design. We begin with 
a finite population P of units labeUed 1,2, . . . , A'̂  with associated unknown values ;'), y2, 
...,yN- Denote the population total by T = E /li>',. For I < / < N, unit / also possesses 
an unknown post-stratum membership y,, I < j , < 7, and a known pre-stratum membership 
ki, I < ki< K. 

A variety of population quantities require a specialized notation. Such quantities include 
sizes of groups, group averages and group variances. Subscripts will identify the group 
involved: no subscript impUes reference to the entire population, "k-" refers to pre-stratum 
k,l < k •< K,''-j" refers to post-stratum y, \ < j < J, and the subscript "A:/' refers to 
the intersection of pre-stratum k with post-stratum y. The base symbols TV, F and S^ refer 
to number of elements, ̂ -average, and finite population variance, respectively. Also, we let 
P,Pic., P.J and P^ denote the subsets of P corresponding to the four categories given above. 
For example, we have 

Sl= ' — D {Yi - n.f 
Nk-
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Also, we can write 

J 

We finally let W^j = N^j/N^., i.e., W^j is the proportion of units in pre-stratum k which fall 
into true stratum y. 

We now discuss the sampling technique. In the first phase of sampling, a stratified simple 
random sample without replacement s' is selected, with nj^. units (first phase sampling frac­
tion denoted by f^. = n'^./Nj^.) selected from pre-stratum k. Samples from different pre-
strata are independent. For these n' = Y.icn'k. units, post-strata,y„ are observed. Following 
the notational pattern given above, we let /lyy denote the number of units in .s' sampled from 
pre-stratum k which happen to fall in post-stratumy. Also, n'.j = Y,k"kj is the total number 
of units in^' which fall in post-stratum y. This set of units is denoted by .s.'y. These quantities 
are observed, whUe quantities involving7-values, such as;*' and s^' (with all four types of 
subscripts), remain unobserved. Here, and in the following, the average of any empty collec­
tion is taken as zero, and, if the size of a group is one or zero, we take its variance s^ to be 
zero. We note that for 1 < k < K, the random vectors (/i^, . . . , nkj) are independent with 
each possessing a multivariate hypergeometric distribution. 

For the second phase of sampling, we partitions' into UJ^iSj, i.e., by post-stratification. 
For eachy, let Vj{-) denote a known function on and into the non-negative integers with 
Vj{0) = Oandl < Vj{x) < xifx > 1. The second phase sample .s is also stratified, but now 
is a subsample ofs' and stratified according to the post-stratification. The sample from Sj 
is denoted s.j and is of size n.j = Vj{n'.j). Here, j'-values are observed, yielding quantities such 
as y .j and 5?y, the 7-average and fiiute population variance of the units in the phase two sample 
and stratum y. 

The estimates of T given by Vardeman and Meeden include the option of inclusion of prior 
guesses for the relative stratum sizes within each pre-stratum and for the stratum averages. 
Thus, we have prior guesses for the values Wkj and F.y which are given by Ylkj and ^.j, respec­
tively. In the estimator introduced below, these guesses are given weighting constants which 
reflect the confidence in the guess relative to the confidence in the corresponding information 
yielded by the current sample. For each k, the confidence value allotted to the collection 
(Jlku - - -> ^kj) is denoted Mk. € [0,oo] and for eachy, the confidence value given to fi.j is 
denoted M.j € [0,oo]. In the current sample, the collection (W^i, . . . , Wkj) is estimated by 
(«*! /«*•. • • •. nkj/"k-) and is based on a simple random sample of size nj^.. Thus, the con­
fidence in Ukj, say, as opposed to nkj/n'k., is reflected by the size of M;̂ . versus that of n*.. 
Similarly, in the current sample, F.y is estimated by y.j and is based on a sample of size n.j; 
thus, the relative confidence in the prior guess and the current estimate is reflected by the relative 
sizes of M.j and n.j. Any confidence weight for prior information equal to zero corresponds 
to no use of the prior information, and, as in the use of stratum sizes in the usual post stratifica­
tion model, a value of infinity implies no use of the corresponding information in the current 
sample. 

Using the prior guesses, current estimates and confidence weights, we estimate Ŵ^ and Y.j 
hytlkj = {Mk-Ukj + ni,j)/{Mk. -I- /i^)andA.y = {M.jH.j -I- n.jP.j)/{M.j -I- /j.^),respec­
tively. Finally, an estimate f of the population total T is constructed by replacing in the for­
mula (I) for T any unobserved quantity by its estimate given above. Thus, we employ 

^ = i l U-Ji>-J + ("y - «y)A., + f; {Nk. - nk.)%iL.^ 
J=i ^ *=i J 

(2) 
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Computation of the bias and variance of f in the general case is left open by Vardeman and 
Meeden. The case A" = 1 and M.j = 0,1 < j < J, has been studied in White (1987). Before 
proceeding to a result in a more complex situation, we first explore the results of a simulation 
on a hypothetical population. 

3. A MONTE CARLO STUDY 

Here we present a specific population and sampUng scheme which is modelled after the 
introductory example regarding estimation of the spread of an infectious disease. For a popula­
tion of 10,000 individuals who are susceptible, the disease is assumed to be more prevalent 
among the 5,000 who live in the western section of the area considered. Since this is a known 
characteristic, the population is partitioned according to the east-west boundary into K = 2 
pre-strata. Next, we assume that certain easily obtained additional information enables the 
sampler to categorize the individual as low, medium, or high risk for becoming infected. See 
Table I for the details of the construction of the population. 

For estimation of the total number infected (T = 2302), we assume no prior knowledge of 
the stratum proportions F.i, F.2, and F.3 and thus take Af.i = Af.2 = M.3 = 0. There 
remain four major ingredients to the estimation process: I) the prior guesses {IT̂ ^̂ : k = 1,2, 
y = 1, 2, 3) for the distribution of individuals from pre-strata to post-strata, 2) the 
weighting constants M, and M2 given to these prior guesses, 3) the first phase sample design 
and outcome, and 4) the second phase sample design and outcome. These are detaUed in the 
following. 

First, in White (1987) U was found for tbeK = I case that an effective choice of weighting 
constants was to select Mequal to the sample size on which the previous information was based. 
Following that notion, we allowed, for each simulation, the collection [Ylkj] to select itself 
through a preliminary sample of size m (either 500 or 2500) from each pre-stratum. That is, 
Ylkj is taken to be the proportion of the m individuals from pre-stratum k falling in post-
stratum y. 

Second, for each run, the weighting constants were taken as Mi. = Mj- = Mfor all M 
e {0, 100, 200, 300, . . . , 10,000, 00). Recall that M = 00 corresponds to the situation of the 
usual post-stratification where no use is made of the current sample to estimate group sizes. 

Third, the first phase sample is stratified according to pre-strata with sampling fractions 
fi taken to be f{. = fl = f, f ^ (.10, .20, .30, .40, .50). RecaU that in this phase of 
sampUng, only post-stratification is observed. This information is, presumably, inexpensive 
to obtain. 

Table 1 
Number Infected/Group Size for the Pre-strata and Post-strata Combinations 

Location of 
Residence 

Risk 
Group 

j 

East {k = I) 

West (k = 2) 

Total 

Low 
1 

40/4000 

2/200 

42/4200 

Medium 
, 2 

80/800 

80/800 

160/1600 

High 
3 

100/200 

2000/4000 

2100/4200 

Total 

220/5000 

2082/5000 

2302/10000 



Survey Methodology, June 1990 109 

On the other hand, sampUng a uiut in phase 2, where the presence of infection is determined, 
is assumed to be rather expensive. The individuals selected are a subsample of the phase one 
sample, stratified according to post-strata. The sampling fractions in various strata are again 
taken as equal {vj{n'.j) = [Cjn'.j] for «.'y large enough, and Cj = C2 = C3 = c) and so that 
different simulations can be compared, c is selected so that the fraction of the entire popula­
tion which appears in the phase 2 sample remains constant at .10. 

Now, the following process is repeated R = 50,000 times: obtain a preliminary sample of 
size m from which prior guesses 11;̂  for Wkj are constructed. Next, a sample, stratified 
according to pre-strata with sampUng fractions / , is obtained. Only post-stratification is 
observed. Then, a subsample, stratified according to post-strata with sampling fractions c, is 
obtained and units in this sample are classified as infected or not infected. Finally, on each 
run, f is obtained for each value of Mconsidered. The standard error of f is estimated using 
the R simulated values of f. Recall, however, that in a real-life application, the standard error 
of an estimate wUl depend on the particular values of Ilkj used; here, these values are different 
on each run and thus the estimated standard error should be viewed as a long run average for 
a mixture of distributions of f, mixed according to the distribution of the Ukj based on the 
preliminary sample. 

The simulations were performed on an IBM303I computer. For this example, where y, 
€ (0,1) for all /, aU random quantities are functions of independent hypergeometric or multi­
variate hypergeometric variables. Using the fact that the conditional distribution of a univariate 
marginal of a multivariate hypergeometric distribution given any subcoUection of the other 
coordinates is itself hypergeometric, aU random quantities were simulated using the IMSL 92DP 
hypergeometric simulation subroutine GGHPR. For the first combination of m and/(500 and 
.10), the simulation process was repeated five times to check internal consistency. 

Tables 2 and 3 summarize pertinent characteristics of the variation of the simulated SE(f) 
as a function of Affor the five repeated simulations (Table 2), and the simulations for various 
values of/and m (Table 3). Table 2 gives only highlights which demonstrate internal con­
sistency and confirm that the number of repetitions is chosen large enough. Note that MQ 
denotes the value of Mfor which SE(f) is minimized. In Table 3, also given is a comparison 
with the better of the possible usual techniques (regular two-phase or stratified according to 
pre-strata) relative to the ideal where the true strata are regarded as known. The standard 
error of an estimator based on stratified sampling using pre-strata only is 113.27, and for 
stratified according to true strata, it is 105.47. Thus, letting the estimator in regular two-phase 
sampling be denoted by 72 and realizing that SE(f2) depends upon / and c, the values 
appearing in the columns headed Percent Relative Reduction in SE(7) are 100 [min(SE(f2), 
113.27)] - SE(f)/[min(SE(f2), 113.27) - 105.47]. 

Table 2 

Key Features of the Repeated Runs with m = 500, f = .10 and c = 1.0 

Run# 

1 
2 
3 
4 
5 

Mo 

600 
700 
700 
600 
600 

M = 0 

113.55 
113.42 
113.92 
113.61 
113.56 

M = m 

109.67 
109.50 
109.86 
109.71 
109.74 

SE(f) 

M = Mo 

109.62 
109.45 
109.78 
109.66 . 
109.70 

A/ = 00 

112.00 
111.80 
112.00 
112.07 
112.17 
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Table 3 
Key Features of SE(f) as a Function of M 

m f 

500 .10 
500 .20 
500 .30 
500 .40 
500 .50 

2500 .10 
2500 .20 
2500 .30 
2500 .40 
2500 .50 

c 

1.00 
.50 
.33 
.25 
.20 

1.00 
.50 
.33 
.25 
.20 

SE(f2) 

126.29 
115.19 
111.80 
109.22 
107.98 

126.29 
115.19 
111.80 
109.22 
107.98 

Mo 

600 
600 
600 
750 
700 

• 
* 
• 
* 
• 

M = Mo 

109.62 
107.95 
107.87 
106.51 
106.17 

< 106.20 
< 105.76 
< 106.63 
< 105.77 
< 105.81 

^ P 
ati^if 

M = 0 

113.55 
109.02 
108.25 
106.76 
106.28 

113.33 
108.67 
108.18 
106.59 
106.34 

M = m 

109.67 
107.97 
107.87 
106.52 
106.18 

106.42 
106.02 
106.87 
105.94 
105.96 

M = 00 

112.00 
110.72 
110.38 
108.29 
107.55 

106.20 
105.76 
106.63 
105.77 
105.81 

Percent Relative 
Reduction in 

M = 0 

- 3 . 6 
54.5 
56.1 
65.6 
67.7 

- 0 . 8 
59.0 
57.2 
70.1 
65.3 

M = m 

46.2 
67.9 
62.1 
72.0 
71.7 

87.8 
92.9 
77.9 
87.5 
80.5 

SE(f) 

M = 00 

16.3 
32.7 
22.4 
24.8 
17.1 

90.6 
96.3 
81.7 
92.0 
86.5 

* - > 10,000 

A variety of important results can be discerned from Table 3. First is that for m = 500, 
MQ is very close to, although always sUghtly larger than, m. This is the result predicted by the 
K = I situation from White (1987). For m = 2500, though in every case MQ > 10,000, one 
discovers that SE(f) at Af = m is very close to the minimum at Af = Afo. 

Second is that at Af = m, the percent relative reduction in SE(f) ranges from a minimum 
of 46% to over 90%. Also, at Af = 0, corresponding to the situation of dual stratification 
with no prior information on any population characteristic, the percent relative reduction in 
SE(f) is always over 50% except in the case of the sm2dlest first phase sampUng fraction, 
/ = .10. In that case, when prior information is not avaUable and the first phase sample size 
is small, one is better off to use the pre-strata and ignore the true stratification. On the other 
hand, if one does have a set of prior guesses avaUable for the coUection of Wkj, but is uncer­
tain of what weights to attach to these values, one could use the usual post-stratification notion 
of using weight Af = oo. If the prior information is good, as in our case m = 2500, then the 
percent relative reduction in SE(f) is always over 80%. Even if the prior information is only 
moderately accurate, as in the case m = 500, the reduction in standard error is between 16% 
and 33%. 

In summary, if one is able to identify a weighting constant applicable to prior information 
on the distributions of units among strata, then a substantial reduction in standard error can 
be obtained using these methods. Even if one cannot identify such a constant or does not have 
applicable prior information, one can stUI decrease standard error using dual stratification by 
taking A/ = 0 if the prior information on Wkj is either poor or non-existent, or Af = oo with 
accurate prior information. In particular, it thus turns out that the case Af = 0 is important. 
This case is examined in detail in the next section. 

4. BIAS, STANDARD ERROR, AND OPTIMAL ALLOCATION 
WITH NO PRIOR INFORMATION 

When no prior information is available, we set Af̂  = 0 and Mk = 0 for each I < y < 7 
and I < A: < A". In this section, we at first also assume that sampUng in both phases is 
proportional to the size of the group from which the sample is drawn, that is, for each 
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k, n'k. = fNk. {i.e.,fk. = f, all k) and for eachy, n.j = cn'.j {i.e., Vj{x) = ex, ally). This, 
of course, immediately introduces an approximation (referred to in what follows as approx­
imation Al), since the resulting sample sizes are not necessarily integers. However, in reasonably 
large populations, and for reasonably large sampUng fractions/and c, this approximation has 
little impact on the derivations that follow. 

In this situation, p.j reduces to p.j and flkj reduces to nkj/nk. and, thus, we have 
f = I / / E / = I n^y.j. The derivations of the expectation and variance of f are summarized 
in the appendix. The key features are two conditioning arguments: first, we condition on 5' 
since the second phase sample is a function of s' and, second, because of the multivariate 
hypergeometric nature of the phase one sample, we condition on the values njcj, the sizes of 
the various pre-stratum and post-stratum combinations in the first phase sample. 

In the appendix, we show first that f in this case is unbiased (aside from approximation Al) 
and that an approximation of its variance is given by 

var(f) « 1 ^ X) ^*-5*- + ^ E ^-J^'j- (3> 

As discussed in the appendbc in more detail, formula (3) I) gives answers close to the simulated 
values, 2) is based on approximations whose error is smaU for large populations andVeasonably 
large samples, and 3) reduces to the exact formula in all three of the standard situations. In 
addition, it is easy to show that the variance given by (3) is always smaUer than that of the situa­
tion of regular two phase sampUng. 

Now as in any stratification model, there is a question of optimal design. The problem 
addressed here is that of minimum variance given a fixed cost. To this end, we let Ti = 
HkNk.Sl. and T2 = ^.jN.jS^j. We assume, for the design question at hand, that these are 
known. In reality, of course, oiily guesses are available. Next, we let D denote the total budget, 
do, the start-up cost, di, the cost per unit in the phase one sample, and d2, the cost per unit 
in the phase two sample. Letting Dg denote the number of doUars available for sampling per 
population unit, we have 

D - do 
Da= -—— =f{di + Cd2). (4) 

N 

With/and c subject to constraint (4), we seek to minimize (3), var(f), now given by 

v a r ( f ) « ^ ^ 7 ' , - ^ ^ 7 - 2 . (5) 
/ fc 

The solution is easily found to be given by 

^2(7-, - 7-2] 
•/̂  (6) 

with / found using (4). If Ti < Tj, we automatically take c = 1 since then the pre-
stratification is more effective than the post-stratification. 
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In the case of non-proportional sampling, the estimator given is biased and calculations of 
the bias and standard error in this more general situation are prohibitive. However, a slight 
modification of the second phase sampling design along with the associated change in the 
estimator f yields an estimator which is unbiased. Following a description of the required 
modification, we compute the variance and an unbiased estimator of the variance and we find 
an optimal method of aUocating sampling resources to the various pre- and post-strata. 

The modification to the sampling plan is to leave the second phase sample within pre-strata 
rather than pooling within post-strata across pre-strata. Thus, given nj^j units appearing in 
s' CiP^j, we have a function Vkj {•) (Uke v.j{-) in Section 2) which defines a sample size 
"Ay = ^icj {"kj) = Ckjf^kj to be taken by simple random sampling from .s' DPkj. Based upon 
this sample, we obtain the quantities JJyy and slj which were defined in Section 2. The estimator 
is now f = Ik I/fk. I,J n^jykj -

Now, since samples (and thus estimators) are independent between pre-strata, f is the sum 
of independent estimators of the K pre-stratum totals, where each estimator is based on a regular 
double sampling scheme. Thus, the results of Rao (1973) apply to each pre-stratum and we 
first observe that f is unbiased because its summands are unbiased estimators of their respec­
tive pre-stratum totals. Second, using Rao's results, we have 

var(f) = ^ l ^ N k . - nk.)Slj + ^ NkjSlj{\/Ckj - 1)1 . (7) 

Also, an unbiased estimator of var(f) is given by 

Nk. - n'k. 

Nk.{K. - I) 

We note at this point that in the case of proportional sampUng considered earlier in this 
section, we have proposed two different estimators for T, one based on a pooled second phase 
sample, the other unpooled. In both cases, the estimator was found to be unbiased, and, also, 
reduction of formula (7) to the case where/^t. = / for all k and where Ckj = c for all k and 
ally yields formula (3), i.e., the approximate variance for the pooled second phase sampling 
estimator. 

Finally, again foUowing the results in Rao, we derive an optimal allocation of sampling 
resources. Say that D dollars are avaUable for the two phases of sampling, where sampling 
a unit in phase 1 from P^. costs dk. dollars and sampling a unit in phase 2 from P.j costs d.j 
doUars. Given these costs, we wish to find the vdues of/^. and ĉ y which miiumize the variance 
of f. Using the Cauchy inequality for the phase 2 sample in each pre-stratum, we observe that 
no matter what the value of fk., the sampling fraction from post-stratum y is given by 

Ckj = Skj ( — ^ - ) '/^. (9) 

\d.j{Sl. -Y^icjSlj)/ 
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Now, the effective expected cost (over both phases of sampling) for each unit sampled in 
phase 1 and in pre-stratum k is given by 

rfi^' =rf*. + i ; W'̂ yC;̂ !̂,. (10) 
j 

When viewed in this way, for cost considerations, the first phase of sampling can be seen as 
a regular stratified sample with (effective) cost of a unit sampled in Pk. given by (10). Thus, 
Cochran (I977,p.97) provides the required formulation of the first phase allocation: 

nk. Nk. Sk./W 
(11) /?' YNk'.Sk-./JdP. 

where 

, ^ , ^ _ ^ Nk.Sk./W 
n' = Ynk-=DY p= . (12) 

k k 2]^*'.S^'./Jrfp 
*' 

FoUowing the modifications suggested by Rao, one can handle the situation where one or 
more of the Ckj turn out to be greater than one. One can also modify the results in the usual 
way to minimize sampUng cost in the case of pre-determined variance. 

5. APPLICATIONS 

One can employ the method of dual stratification presented here at two levels. At one level, 
double sampling with pre-strata can be employed with no use of prior information on stratum 
sizes or stratum averages. At a more complex level, if one has in hand prior information on 
the number of units in each stratum coming from each pre-stratum, and if the sampler has 
a level of confidence for this information, then a further reduction in standard error can be 
obtained by employing this prior information. 

This two phase sampUng and estimation technique could be used in the proposed nation­
wide survey to determine the extent of spread of the HTLV-III (Acquired Immune Deficiency 
Syndrome) virus. The extended incubation period, estimated to be on the average 4.5 years 
(Lui etal. 1986), makes the survey approach imperative, yet there are psychosocial and finan­
cial factors which make such a survey extremely difficuU to carry out. Thus, methods which 
assist in reducing sample size whUe maintaining accuracy must be pursued. 

AUen (1984) provides data which suggests a partition of the American population according 
to a variety of factors which can be used to define risk categories. Known factors, which could 
be used to define pre-strata, include age, gender, presence of certain diseases, nationality, 
immigration status, and geographical location. Unknown factors, which could be determined 
via interview, include sexual preference and drug use. Data on the prevalence of HTLV-III 
within various subgroups can be both I) incorporated into the overall estimate of prevalence 
and 2) used to determine sampUng allocations. Such data is available, for example, for blood 
donors (Kuritsky et al. 1986), miUtary results (Redfield and Burke 1987), intravenous drug 
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abusers in Queens, New York (Robert-Guroff e^a/. 1986) and male homosexuals in Greenwich 
ViUage (Casareale et al. 1984/5). Though this prior information can be used to reduce cost 
and increase accuracy, confidentiality and sensitivity/specificity of the HTLV-III test remain 
as significant obstacles which must be addressed carefuUy before such a study wUl provide mean­
ingful results. 
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APPENDIX 

Derivation of Expectation and Variance With No Prior Information and Proportional 
SampUng 

Using the notation given in Section 2, we proceed first with the derivation of ̂ (f). The con­
ditional expectation given s'is ^ ( f I s') = I//Eyrt.'yj'.'y Then, writingw.'yj?.'̂ as Y.knkjy'kj, 
we find E{f) = E{E{f \s')) = Uf Ij Ik E{nkj E{yij \ nkj)) = I / / Ey Zk E{nkj) 
Ykj = 7 since nj^j is hypergeometric with sampling fraction/ and Nkj units in pre-stratum k 
and post-stratumy. Thus, f is, in this case, unbiased (ignoring approximation Al). 

Computation of the variance is along the same Unes, yet much more technicaUy detailed. 
Only certain elements of the computation wiU be presented and particular emphasis will be 
placed on the points in the derivation where approximations are made. First, some computa­
tion using the two phases of conditioning discussed above, yields 

yar{E{f \s')) = ^ ^ ^ ^ ^ * . S i . (13) 
/ 

We next obtain 

var (r I '̂) = ^ D -P-, • [ D («*. - 1)4/ + E "^^y^j - y'j^'] • 
f^C Y «.y - 1 L r k -I 

(14) 

Our second and third approximations are to approximate n'.j/{n'.j - I) by one (A2) and 
{nkj - I) by n'kj (A3) in equation (14). We now require the expectation of the first term in 
(14) and find 

^ J ^ J k J -''• J k 

In (15), one further approximation (A4) is necessary; we ignore the possibility of n^j < I for 
any k,j. We also require the expectation ofthe second term in (14). The exact formula turns 
out to be 
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^-jf L \ L ^*>(̂ *./ - Y-J^ + «> L 5*y - «2[ 06) 

Where fli = 1 - f - E[nij{l - nkj/Nkj)/n:j] and a2 = ^[(E;t«ty(F^, - F.,))Vn.',]. 
We note first that | ai | < I and thus when combined with Nkj in (15), it can be ignored 
(approximation A5). Also, if in Oj n'.j is approximated (A6) by its expectation,/N.y, since 
E{ Ik n'kj(Ykj - Y.j)] = 0, we have 

«2»j :^var(2]«; , . (F , , - F . , ) ) = (I - / ) X : ^ ' ( 1 - W,j)(Ykj - F.,)^ 

where we have finally approximated {Nk. - 1) by Nk. (A7) in computing the variance of the 
hypergeometric variable nkj. When compared to the simUar term with coefficient Nkj in (16), 
we discover that 02 itself is approximately neghgible. Finally, once again ignoring differences 
between//;y and (N ŷ - I) or between iV.y and (Â .y - 1) (approximation A8), (15) and (16) 
can be combined to yield 

£(var(f I . ' ) ) « ^ ' D ^ ^ D [{Nkj - DSlj + Nkj {Ykj - F.,)^] 
fc 

1 - c DN.ySV (17) 
fc 

J 

Combining (13) and (17), we finally obtain 

var(f) «l^^N,.Sl + ^-^Y ^-J^'j- O )̂ 
•' k ^^ j 

The validity of this approximation rests on three facts. First, when (18) is evaluated in the 
five examples for which simulated data exists, the results compare very favorably. The approx-
unated standard error given by (12) is 113.25,108.97,108.09,106.77, and 106.32 for/' = . 10, 
.20, .30, .40, and .50, respectively. These values are nearly equal to those in Table 3 and the 
column giving SE{f) and Af = 0 with m equal to 500 or 2500. Second, the error introduced 
by each approximation made was analyzed and found, with the possible exception of approx­
imation A6, to be negligible in the case of relatively large population and sample sizes. Even 
in the case of A6, the law of large numbers indicates that n'.j wiU be well approximated by its 
expectation if the sample sizes are reasonably large. Finally, as described in the foUowing, this 
approximation formula reduces to the exact formula in all three standard situations. First, this 
situation reduces to the usual stratified sampling according to pre-strata when we take J = K, 
P.J = Pk. for j = A:, andc = I. Here, formula (18) reduces to var (f) « (I - f)/f'ZkNk. 
Sk. which is well known to be the exact formula. Also, the estimation scheme described 
reduces to the usual two phase sampling for stratification when we take K = I and (18) again 
reduces to the exact formula (see Cochran 1977, p. 329). Similarly, we obtain the situation of 
regular stratified sampUng by post-strata if we take/ = I (here. A" and the pre-stratification 
become irrelevant), and formula (18) again reduces to the exact value. 
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ABSTRACT 

The National Farm Survey is a sample survey which produces annual estimates on a variety of subjects 
related to agriculture in Canada. The 1988 survey was conducted using a new sample design. This design 
involved multiple samphng frames and multivariate sampling techniques different from those of the 
previous design. This article first describes the strategy and methods used to develop the new sample design, 
then gives details on factors affecting the precision of the estimates. Finally, the performance of the new 
design is assessed using the 1988 survey results. 
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1. INTRODUCTION 

The National Farm Survey (NFS) is a probabiUty-based sample survey focussing on several 
subjects related to agriculture in Canada. It is conducted annually in June and July in all pro­
vinces except Newfoundland, where a separate survey is carried out. 

The previous NFS sample design, dating from 1983, was based on the results of the 1981 
Census of Agriculture. A description of it may be found in Ingram and Davidson (1983). How­
ever, since 1981 the farm population has changed significantly, reducing the effectiveness of 
this design. Furthermore, the requirements ofthe survey have changed somewhat over the years, 
resulting in the need to update the samples. 

A new sample design was therefore developed based on the results of the 1986 Census of 
Agriculture, and became operational in the summer of 1988. 

2. OBJECTIVES OF THE SURVEY 

The primary objective of the survey is to provide timely, reliable estimates of levels and 
annual trends for over 100 agriculture variables. Essentially, these variables may be divided 
into three categories: cropland areas for the current year; livestock numbers on July I; and 
receipts and operating expenses for the previous calendar year. In terms of rehability, the objec­
tive of the survey is to obtain coefficients of variation (CV) below 5% at the provincial level 
for the major parameters. 

Survey data are normaUy summarized to the provincial level. However, primarily for analysis 
purposes, results for sub-provincial regions are also produced using domain estimation 
methods. 

Another important objective of the survey is to obtain a master sainple from which sub-
samples are chosen for use in other farm surveys conducted by Statistics Canada. 

C. Julian is a methodologist witli the Census Data Quality and Analysis Section, Social Survey Methods Division, 
Statistics Canada, Ottawa, Ontario, Kl A 0T6; F. Maranda is chief of the Agriculture Survey Methods Section, Business 
Survey Methods Division, Statistics Canada, Ottawa, Ontario, KIA 0T6. 
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3. TARGET POPULATION AND SURVEY POPULATION 

The target population includes aU farms in the provinces surveyed which received $250 or 
more from the sale of agricultural products during the 12 months preceding the survey. Also 
included are farms which do not meet the $250 criterion at the time of the survey, but which 
expect to earn at least this sum during the 12 months foUowing the survey. Such farms, which 
either began operating just prior to the survey or are temporarily inactive, are relatively few 
in number. 

The survey population, or the group from which the sample is selected, excludes farms 
operated by institutions as weU as those located on Indian reserves or settlements. The terms 
institution, Indian reserve and Indian settlement are defined in Statistics Canada (1987, pp. 
115-117,145,152). The cost-benefit ratio associated with coUecting data on these types of farms 
is very high. Because of this, they are excluded in order to enable more efficient use of the 
resources available for the survey. The contribution of such exclusions to national agricultural 
production is small and is estimated using adjustment factors which are based on Census data. 

4. SAMPLING FRAMES AND THEIR USE 

In theory, the survey population is divided into two groups, the first of which includes the 
farms enumerated in the Census and the second all other farms. These include the undercoverage 
from the Census and so-caUed new farms, that is, those which began operating after the Census. 

The first group is covered all or in part, depending on the province, by one or two Ust frames 
created from the Ust of census farms. To complement the Ust frames and ensure complete cov­
erage ofthe survey population, an area frame, created from the agricultural enumeration areas 
(EAs), is used. An enumeration area is the geographical region eniunerated by a census represen­
tative. Furthermore, an EA is said to be agricultural if it contains at least one census farm. 
An area frame is needed to compensate for the shortcomings of the list frames, particularly 
their difficulty to identify new farms. 

The estimation requirements of the survey and the characteristics of agriculture in Canada 
vary by region. To better account for these variations, the territory covered by the survey is 
divided into three regions and a different sample design is used in each one. The three regions 
involved are: the Prairie provinces and the Peace River district in British Columbia; Quebec 
and Ontario; and, finally, the Maritime provinces and the rest of British Columbia. The first 
of these regions is caUed the Canadian Wheat Board (CWB) region, since the entire region comes 
under the jurisdiction of this organization. 

The total sample size in each of the three regions is essentially based on the overall budget 
avaUable for data collection. Within each region, sample allocation among the various pro­
vinces and, where appUcable, among the various frames, depends on several factors. The 
primary ones 2u-e the square root rule appUed to the size of the survey population, historical 
allocations in the survey, and the results of various analyses centred on the expected precision 
ofthe estimates. 

4.1 The Canadian Wheat Board Region 

In this part of Canada, two Ust frames and one area frame are used in each province. 
The first list frame (LI list) essentially includes the large and medium-sized census farms 

in relation to key crop, Uvestock and expense variables. This list is obtained using an iterative 
process which consists in establishing a threshold for each key variable and including in the 
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list all farms that exceed at least one of these thresholds. Each threshold is adjusted separately 
upward or downward so that the LI list, once completed, includes approximately 35% of the 
survey population's farms and accounts for 50% to 90% of the total agricultural activity, 
depending on the key variable in question. These percentages are used because experience has 
shown that the resulting Ust is composed of farms which, individually, are more stable over 
time than the rest of the farms in the survey population. This stabUity leads to the creation 
of strata which remain homogeneous over the years, which is a factor in maintaining the 
efficiency of the sample design. 

In each province, the LI list is then stratified within sub-provincial regions based on nine 
key variables. A sample of farms is selected and used to obtain data on crops and livestock. 
Because data on expenses are more difficult and costly to coUect, only a sub-sample, called 
the core sample, is used to obtain this information. 

The second Ust frame (L2 Ust) includes all census farms with more than 20 acres of cropland 
which were not included in the LI list. The L2 Ust is stratified within crop districts based on 
a single key variable, namely, cropland area at the time of the Census. The L2 list is used to 
complement the LI Ust for preUminary crop data. These data must be collected within very 
tight deadlines which, for operational reasons, cannot be met using the area frame. 

The area frame includes all agricultural enumeration areas, except those on Indian reserves 
and in the so-caUed marginal agricultural regions, that is regions with Uttle agricultural activity. 
Marginal regions are found mostly in the northern parts of the provinces and in urban fringes. 
The few census farms located in marginal regions are added to the LI list, since it is the oiUy 
list used to collect data on all survey variables. 

The area frame is stratified using the same sub-provincial regions and key variables as the 
LI Ust'. It idtimately produces a sample of segments which are deUneated on topographic maps. 
The identity of the farmers operating land in one of these segments is obtained through on-site 
enumeration. Manual matching of names and addresses then enables detection of segment farms 
overlapping one ofthe list frames. This detection is essential because each time the area frame 
is used to complement a list frame, only those segment farms that do not overlap the list in 
question are used, thus ensuring that the Ust and area frames represent mutually exclusive 
domains. 

Complete information is required on aU segment farms except those overlapping the LI list, 
as the data for this list are obtained from the sample selected from it. 

4.2 Quebec and Ontario 

In each of these provinces, a single hst frame, called LI, and an area frame are used. 
The Ust frame is composed of all census farms in the survey population. The methodology 

used in sampUng from this list is similar to that used for the CWB region LI list, apart from 
two differences. First, incorporated farms, or farms founded as business corporations, are 
separated from the other farms, and strata are created independently within the two groups. 
This preUminary separation is performed because only incorporated farms are required to report 
their expenses in the survey, since the expenses of the non-incorporated farms are obtained 
from Revenue Canada tax records. It should be noted that the confidentiality of these records 
is completely protected under the Statistics Act. Second, sub-sampling for expenses is 
unnecessary because less than 25% of the farms in the survey population are incorporated. 

The area frame and its sample design have not been modified following the last Census, 
due to a lack of resources. OiUy the marginal regions were updated, resulting in their 
erUargement. 
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4.3 Maritime Provinces and the Rest of British Columbia 

In each province of this region, the sample design includes only one Ust frame, again called 
LI, which is made up of all census farms in the survey population. Given that a Ust frame tends 
to deteriorate with time and that there is no area freune to supplement it, it becomes more 
difficult to completely cover the survey population. However, because ofthe relatively small 
number of farms, under 30 000 in these provinces, more complex procedures were implemented 
to keep the Ust up-to-date. Notably, farms which were missed in the Census or which began 
operating following it may be detected through these procedures. Thus, for all practical 
purposes, the list frame is considered to ensure fuU coverage of the survey population. 

In each province of this region, the Ust is stratified and a sample of farms is selected using the 
same approach as in Quebec and Ontario. All the estimates required are produced from this 
sample. 

5. LIST SAMPLING TECHNIQUES 

Samples are taken from the Ust frames using a one stage, statified sample design where the 
farms constitute the sampUng units. The strategy and methods used to develop this design are 
essentially the same, regardless of the province and list involved. However, the combination 
of methods and key variables used may vary from case to case. 

The first step consists in identifying the farms with distinct characteristics and in 
automatically including them in the sample. There are essentially two kinds of these so-called 
self-representative or take-all farms. The first group includes those with a unique operating 
structure such as community pastures and multiholding corporations, whUe the second group 
contains the farms which clearly stand out from the majority because of their very large con­
tributions to key crop, livestock and expense variables. Due to the skewness (to the right) of 
the distributions involved, complete enumeration of these farms is an efficient way to reduce 
sampling variance. 

Farms with very large contributions are identified through an intuitively-based rule which 
produced good results in the previous sample design. This rule, called the sigma-gap rule, is 
applied separately to each key variable using all farms having a non-zero value for the variable 
in question. Farms with a sufficiently high contribution to one of the key variables, as deter­
mined by this rule, are said to be take-all. 

The sigma-gap rule, as adapted to the survey, functions as foUows. Given a univariate 
distribution of points x,, / = 1,2 N, Xj > 0 for all /, and given a as its standard devia­
tion, the points are arranged in increasing order Xi < X2 ^ . . . ^ X/.^; for the half of the 
distribution to the right of the median, the distance between each successive pair of 
points di = Xi — jc,_i is determined; given ig, the smallest / for which dj > a, all points 
/ > ig correspond to take-all farms. If dj < a for all /, no point in this distribution 
distinguishes itself sufficiently from the others to be declared a take-all farm. 

The second step consists in dividing the rest of the farms in the Ust into take-some strata. 
In most cases, the strata are formed within sub-provincial regions according to nine key variables 
representing the usual three categories: crops, livestock and operating expenses. The number 
of variables in each category is one, six and two respectively. 

The underlying principle to the stratification is as foUows. Each farm is characterized by 
nine variables, and neighbouring farms, defined in terms of Euclidian distance, are grouped 
together. Two multivariate clustering algorithms are used for this purpose. These algorithms 
are called FASTCLUS and CLUSTER, since they are available in the procedures of the same 
name in the SAS statistic^ analysis software package (version 5). 
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The FASTCLUS algorithm divides a set of observations into a predetermined number of 
mutually exclusive clusters. First, the algorithm chooses observations which serve as initial 
cluster seeds. Each observation is then assigned to the nearest seed, and once this is completed, 
the cluster seeds are updated by the means ofthe clusters thus formed. The process is repeated 
until the changes in the seeds become minimal. The FASTCLUS algorithm is based on work 
by Hartigan (1975) and MacQueen (1967). 

The CLUSTER algorithm groups a set of observations into mutually exclusive clusters in 
a hierarchical stracture. Initially, each observation forms a cluster in itself. Based on a technique 
inspired by Ward (1963), the two most similar clusters are combined into one, which subse­
quently replaces them. The process is repeated until only one cluster remains. Massart and 
Kaufman (1983) provide an introduction to this type of classification. Thus, the set of obser­
vations is broken down into as many partitions as there were observations to begin with, and 
each partition corresponds to a stratification. 

These algorithms are used successively as follows. FASTCLUS is used first to group the 
farms into 250 clusters, which are then progressively combined to form the strata using 
CLUSTER. Initial classification is performed with FASTCLUS, since using CLUSTER directly 
with a high number of records would require excessive computer time. 

Each of the three categories of variables must contribute equally to strata formation. To 
ensure this, the initial stratification variables are transformed so that the sum of the transformed 
variables in each category has a mean 0 and a predetermined variance, usually I. The crop cat­
egory with its single variable may be standardized in the usual manner by subtracting its mean 
and dividing by its standard deviation. In each of the other two categories, two successive 
transformations are performed independently. Given Xj, the initial variables of a given cate­
gory C, a principal components analysis was performed to obtain transformed variables F,. 
These new variables, with mean /i, and variance a}, are linear combinations of the former ones 
and mutually independent. The y, are then standardized to obtain final stratification variables 
Z, as follows: 

„ _ Yi- ^, 
^i — 

Thus, the mean and variance for J ,£c 2, are 0 and I respectively. 
An empirical approach is used to determine the number of strata. Several stratifications 

and allocations are performed by varying the number of strata. Then, the coefficient of varia­
tion curve is drawn as a function of the number of strata for all key variables and many others. 
These curves generally resemble Figure 1. Stratification gains are considered to have been vir-
tuaUy fully attained at the point where the majority of curves are practically horizontal. The 
number of strata chosen is a compromise between this point and the desire to avoid forming 
too many strata so as to attenuate the effects of incorrect initial classification and stratum 
jumpers over time, two major causes of outliers or influential observations. 

Sample allocation is multivariate and is generally carried out using the same key variables 
used for stratification. The allocation algorithm consists in minimizing a linear combination 
of the square of the coefficients of variation of the key variables, within the constraint of a 
fixed total sample size. Given c,, coefficient of variation for a key variable, a, > 0 as constant 
and /IQ total sample size, 2] aicf = f{n) must be nunimized within the constraint n = ng. The 
algorithm used is described in Bethel (1986). Adjustments are then made to obtain a minimum 
sample size of 4 and a maximum weighting factor of 50 in each stratum. 
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Figure 1. General Curve of the Coefficient of Variation as a Function of the Number of Strata 

Finally, once allocation has been completed, the farms are sorted wUhin each stratum by 
sub-provincial region and total operating expenses and a sample is selected using circular 
systematic sampling. For the LI Ust in the CWB region, the complete sample is chosen first; 
the core sub-sample is then selected from it using circular systematic sampling. 

6. AREA SAMPLING TECHNIQUES 

Area samples are selected according to a two-stage stratified sample design. The Census 
enumeration areas and segments represent the primary and secondary sampling units 
respectively. 

Given that the area sample design has not been modified for Quebec and Ontario, the 
following paragraphs apply only to the CWB region. 

The first step consists in measuring the agricultural activity in each of the frame's EAs by 
summarizing to the EA level the data for the census farms not included on the LI list. Excluding 
the LI list farms from the summarization process produces EA distributions which accurately 
reflect the characteristics of small farms. Subsequent use of these distributions enables an area 
sample complementing the LI list wUh respect to small farms to be selected with greater 
efficiency. 

Once the summarization process has been completed, each EA is treated as a farm for 
sampling purposes. The EA selection strategy and methods are very similar to those applied 
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to the CWB region LI list. First, take-all EAs are determined using the sigma-gap rule. The 
remaining EAs are then allocated to take-some strata within sub-provincial regions using the 
CLUSTER multivariate clustering algorithm. Preliminary classification with FASTCLUS is 
unnecessary in this case due to the relatively low number of EAs, never more than 3000 per 
province, to be processed. Furthermore, the usual standardizations suffice for transforming 
the key variables. A principal components analysis was not used because the area frame's con­
tribution to provincial estimates does not justify such an approach. 

AUocation to strata is performed with the same algorithm used for the Ust, and the minimum 
sample size is again established at 4. The sample size is then divided by four in each stratum, 
and four separate replicates are selected using circular systematic sampUng. RepUcates facilitate 
variance calculation, as a single secondary unit is often chosen per primary unit. 

Once the EAs have been selected, their boundaries are traced on topographic maps and they 
are divided into segments of approximately 7.5 km^ (3 nu^). Natural boundaries such as roads 
and rivers are used as much as possible to faciUtate the work of field interviewers. Simple 
random sampling without replacement of the segments is performed at a minimum rate of I 
out of 30 in each selected EA. There are, however, some exceptions to the rule: additional 
segments are taken so that the overall weighting factor does not exceed 180; a minimum of 
two segments are selected in each EA belonging to the strata subjected to first-stage complete 
enumeration; and, finally, when the same EA appears in more than one replicate, measures 
are taken to avoid selecting the same segment more than once. Nevertheless, these exceptions 
are rare. 

7. RESULTS OF THE SAMPLE DESIGN 

Table 1 contains the results ofthe list frame sample design. The following items are included: 
the number of farms in the Ust {N); the munber of strata {H); the number of farms in the sample 
(«); and, finally, the number of farms in the core sub-sample («-core) in those provinces where 
it applies. 

Table 1 

Results of the List Frame Sample Design 

Province 

P.E.I. 
N.S. 
N.B. 
Quebec 
Ontario 
Manitoba 
Saskatchewan 
Alberta 
B.C. (Peace)a 
B.C. (rest)'' 

Total 

N 

2,830 
4,273 
3,544 

41,380 
72,598 

6,712 
15,668 
13,928 

494 
17,042 

178,469 

H 

26 
35 
39 
80 
78 
48 
48 
63 
25 
41 

479 

LI List 

n 

451 
550 
498 

6,096 
8,401 
1,364 
3,625 
2,981 

190 
1,999 

26,155 

«-core 

490 
1,106 

909 
190 

2,695 

N 

18,058 
45,798 
38,504 

1,187 

103,547 

L2 List 

H 

29 
41 
25 

6 

101 

n 

1,161 
4,573 
2,973 

170 

9,983 

^ Peace River district in British Columbia. 
'' British Columbia minus the Peace River district. 
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Table 2 contains the results of the area sample design in those provinces where such a design 
is used. The following items are indicated: the number of EAs in the frame {N); the number 
of strata (//); the total number of EAs sampled («); the number of EAs sampled where each 
EA is counted only once when it appears in more than one replicate {n-once); and, finally, the 
number of segments chosen {m). 

8. FACTORS AFFECTING THE PRECISION OF THE ESTIMATES 

To better appreciate the results obtained from the 1988 survey, three factors affecting the 
reliability of the estimates must be discussed. These factors are the sample size, the treatment 
of the total non-response and the estimation methodology. 

First, the sample size for the LI list in the CWB region was reduced by 10% in relation to 
that ofthe corresponding hst used in the previous sample design. This reduction was prompted 
mainly by the desire to lower costs. 

Second, the methodology used to treat total non-response was modified in 1988. Previously, 
when a farm failed to respond to the survey, its data were imputed using the data from another 
farm in the same stratum. These imputed data enabled the sample to be completed to its original 
size. However, in 1988, the cases of total non-response were not imputed; instead oiUy the 
respondent sample was used and the weighting factors adjusted upward. The actual sample 
is therefore reduced in relation to the former method. 

In the 1988 survey, the total non-response rate varied between 2% and 13%, depending on 
the province. The national rate was 10%. Non-response rates are presented in detail in Table 3. 

Province 

Quebec 
Ontario 
Manitoba 
Saskatchewan 
Alberta 
B.C. (Peace)a 

Total 

Table 2 
Results of the Area Sample Design 

N 

2,065 
2,687 

794 
1,496 
1,623 

54 

8,719 

H 

43 
49 
21 
26 
32 
7 

178 

n 

191 
195 
111 
328 
328 

36 

1,355 

«-once 

182 
185 
264 
308 
319 

32 

1,290 

m 

230 
259 
305 
477 
434 

58 

1,763 

* Peace River district in British Columbia. 

Table 3 
Total Non-response Rate (<%) by Province 

Province Refusals No Contact Total 

P.E.I. 
N.S. 
N.B. 
Quebec 
Ontario 
Manitoba 
Saskatchewan 
Alberta 
B.C. 

Total 

0.00 
0.00 
0.00 
1.71 
2.27 
3.45 
4.06 
2.68 
1.78 

2.32 

3.55 
2.18 
1.61 
6.56 

11.11 
4.03 
6.46 
7.95 

10.28 

8.11 

3.55 
2.18 
1.61 
8.27 

13.38 
7.48 

10.52 
10.63 
12.06 

10.43 
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The last factor to be discussed is the estimation methodology. The usual estimators cor­
responding to a stratified simple random sample are used for list frames. For area frames, an 
estimator described in Wolter (1986 pp. 19-26) and corresponding to a sample design with 
independent replicates is used. Provincial estimates are obtained by adding the contribution 
ofthe list and area frames since, as previously mentioned, these two frames are independent 
and represent mutually exclusive domains. Details on the estimation methodology are found 
in Lynch (1988). 

9. ASSESSING THE PERFORMANCE OF THE NEW DESIGN 

To assess the performance ofthe new design, the precision ofthe estimates obtained in 1988 
is compared first to that of the 1987 survey, then to the precision anticipated during the develop­
ment of the sample design. 

9.1 The 1988 and 1987 Surveys Compared 

Two opposite tendencies are in effect in a comparison of the precision of the estimate in 
the 1988 and 1987 surveys. The 1988 estimates should be more precise because the 1987 sample 
design was already four years old. However, the two sample size reduction factors described 
in section 8 would indicate less precise estimates for 1988. 

Precision is compared using the coefficient of variation ofthe provincial estimates obtained 
by combining the LI list and area frames. The estimates used are those for several key variables 
whose coefficient of variation in 1987 did not exceed 20%. 

The precision of 234 estimates is compared in the charts in Figure 2, where each square 
represents the CV achieved in 1987 on the x-axis and achieved in 1988 on the y-axis for a given 
estimate. The frequency (as a percentage) of the key variables located within each zone 
delineated by the straight lines Y = X/2, Y = X and F = 2A' is also presented. 

Nearly 60% of crop estimates were more precise in 1988 than in 1987. The majority of those 
that were less precise were so to a small degree only. Close to 95% of livestock estimates were 
more precise in 1988 than the previous year; in fact, 32% of the estimates were even twice as 
precise. Finally, over 60% of operating expense estimates were more precise in 1988. Some 
ofthe 1987 estimates were a good deal less precise, and 7% were even two times less precise. 
The latter are from Quebec and Ontario, where data on operating expenses are collected from 
incorporated farms only. Further more, the legal status of a farm in these provinces is diffi­
cult to identify, both in the Census and the survey. 

Despite the reduction in the effective sample due to total non-response and cutbacks during 
the sample design development stage, the 1988 survey generally provided more precise estimates 
for each category of variables. 

9.2 Precision Obtained Versus Precision Anticipated 

The precision obtained is expected to be inferior to the precision anticipated for two reasons. 
First, when the weighting factors are adjusted to account for the total non-response, the variance 
increases slightly. Second, the data used to create the sampling frame were taken from the 1986 
Census of Agriculture. These data are subject to error and the sampling frame deteriorates 
with changes in agricultural activity. 

Precision is compared using the coefficient of variation of LI list frame provincial estimates 
only. These estimates are for several key variables whose anticipated CV did not exceed 20%. 
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A comparison of the precision of 288 estimates is presented in chart form in Figure 3. In 
these charts, each square represents the anticipated CV on the x-axis and the obtained CV in 
1988 on the y-axis for a given estimate. The frequency (as a percentage) of the key variables 
located within each zone delineated by the straight lines Y = X, Y = 2 ^ and Y = 3^" is shown 
in the charts. 

For the crop and livestock categories, approximately 90% ofthe estimates are sufficiently 
precise, given the non-response rate, as most ofthe key variables are located closer to straight 
line Y = A" than to straight line Y = 2X. Two tendencies can be seen for the operating expense 
estimates. Surprisingly, the CV obtained is lower than the anticipated CV in 28% of the cases, 
the vast majority of which are found in the CWB region. However, 31% of all estimates are 
more than two times less precise than smticipated. These cases are found in Quebec and Ontario 
for the reasons given in section 9.1. 

FinaUy, a complementary study was conducted in which the precision obtained was com­
pared to the anticipated precision based on the size ofthe sample actually observed. This study 
revealed that the frequency of estimates at least two times less precise than anticipated dropped 
from 12% to 5% for crops, from 9% to 5% for livestock and from 31% to 7% for operating 
expenses. 

These studies show that in general the precision obtained is acceptable and differs from the 
anticipated precision mainly because of the treatment for tot£d non-response. This indicates 
that the sample design is therefore sound and the LI list frame is adequate. On the other hand, 
less precise estimates were obtained for operating expenses due to a problem in identifying incor­
porated farms in Quebec and Ontario in the Census and in the survey. Finally, the list frame, 
which was two years old at the time of the survey, was observed to have deteriorated some­
what due mostly to bankruptcies and farm sales. 

10. CONCLUSION 

In general, survey results were substantially improved following implementation ofthe new 
sample design. Moreover, the reduction in sample sizes led to cost savings and a considerable 
reduction in the response burden on the farmers surveyed. Difficulties remain, however, 
especiaUy regarding the operating expense variables for incorporated farms in Quebec and 
Ontario. Further studies to resolve these difficulties are being envisaged. 
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Does the Method Matter on Sensitive Survey Topics? 

DAVID A. HAYi 

ABSTRACT 

The effects of utilizing a self-administered questionnaire or a personal interview procedure on the responses 
of an adolescent sample on their alcohol consumption and related behaviors are examined. The results 
are generally supportive of previous studies on the relationship between the method of data collection 
and the distribution of responses with sensitive or non-normative content. Although of significance in 
a statistical sense, many of the differences are not of sufficient magnitude to be considered significant 
in a substantive sense. 

KEY WORDS: Data coUection; Personal interview; Self-administered questionnaire; Response errors; 
Alcohol consumption. 

1. INTRODUCTION 

To "questionnaire" or to interview that is the question to be answered by researchers in 
the design and conduct of sample sxu^eys on deUcate or sensitive topics. The decision on whether 
to utilize personal or telephone interviews or a variant of the self-administered questionnaires, 
or a combination there of, is a critical decision that survey researchers have to make in attemp­
ting to optimize the quality of the resultant data. 

Encompassed by the more general problems of rehability and validity associated with self-
reports of attitudes, behaviour and other phenomena of interest to survey practitioners, is the 
question regarding the relative merits of the interview and self-administered formats in 
minimizing or reducing non-sampling biases or errors. In other words, then would different 
results be obtained from the utUization of different modes of data collection (Smith 1975)? 

As far back as 1959, SeUtiz et al. (1959) stated that most questionnaires and interviews were 
utilized without evidence of their relative merits. More recently, this position has been re-
emphasized by Knudsen et al. (1967), Alwin (1977) and Newton et al. (1982) who maintain 
that the selection ofthe survey mode to be utilized is based on convenience, relative costs and 
other practical considerations rather than on their methodological adequacy and potential 
response effects. The planning of survey research, Newton et al. emphasize should be deter­
mined by what is reliably known about the relationship between methods of administration 
and response patterns, rather than just on the issues of relative costs, respondent motivation 
and other similar considerations. 

Some studies which have compared personal interviews with more anonymous formats such 
as self-administered questionnaires or telephone interviews have found minimal and/or 
statistically non-significant differences in the responses to a variety of topics including those 
of a private or sensitive nature (DeLameter and MacCorquodale 1975; Gibson and Hawkins 
1968; Krohn et al. 1974; McDonagh and Rosenblum 1965; Metzner and Mann 1952, Newton 
et al. 1982 and Sykes and CoUins 1987.) Other researchers have observed that more candid, 
self-revelatory and informative responses are more likely to be made by questionnaire and 
telephone respondents than personal interviewees on topics concerning deviant, sensitive 
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or embarrassing behaviours and attitudes. (CanneU and Fowler 1963; Ellis 1947; Hubbard 
et al. 1976; Knudsen et al. 1967; Siemiatycki 1979; Whitehead and Smart 1972 and Wiseman 
1972). 

The conclusions of the latter studies were generally based on the untested assumption that 
the increased reporting of deviant, threatening or embarrassing information was more accurate 
(Blair et al. 1977). This point was also emphasized by Schuman (1980) who stated that fre-
quentiy no external validation data were obtained, but the researchers "assumed that the more 
such behaviour was reported, the more accurate the reports - a plausible but not air-tight 
assumption for most of the topics they dealt with." 

The present note is concerned with a further comparison of the relationship between per­
sonal interviews and self-administered questionnaires and responses obtJiined from an adoles­
cent population on a "threatening" or deviant topic, namely alcohol consumption. The resuUs 
being reported are based on a secondary analysis of data from a study of alcohol-related 
attitudes and behaviors from a sample of teenagers in a Western Canadian province completed 
in 1977-78 (Hetherington et al. 1978 and 1979). 

The study which utilized both personal interviews and self-administered questionnaires pro­
vides a unique opportunity to compare the potential effects of the mode of data collection on 
the resultant data. This type of comparison of interest to survey practitioners is generally not 
possible in the majority of surveys which tend to rely on one method of data coUection. 

A stratified random sample of 1502 students in grades 6 to 12 was selected from three school 
regions in the Province of concern. The total sample of students was randomly assigned by 
grade to either the self-administered questionnaire or to the personal interview procedure. 
Approximately one half of the students from each grade 6 to 12 were thus allocated to one 
ofthe procedures. The number of students assigned to be interviewed was 752 with 750 students 
being assigned to the questionnaire data collection. 

The questionnaire was group administered by a trained researcher in a room made available 
at each school for that purpose. The interviews were conducted by fifteen interviewers 
specifically trained for the study. 

The survey instrument which consisted of 75 questions was identical in content for both 
the interview and questionnaire data collection procedures. The majority of the questions were 
closed ended and required an average of 20 minutes for completion in both types of adminis­
tration. 

2. RESULTS AND DISCUSSION 

A comparison of the personal interview and self-administered questionnaire respondents 
on a number of personal and familial characteristics was conducted to determine if the two 
groups differed in respects other than the method of data collection. The results indicated 
that the two groups did not differ by more than could be attributed to chance on variables 
such as sex, age, grade of enrollment, parent's educational and occupational backgrounds 
and religious affiliation. A statistically significant difference was observed on the variable 
of ethnicity with a higher percentage of Canadian identities reported by the interview 
respondents. 

With the exception of ethnic background, the subsequent analysis was, therefore, based on 
the assumption that the interview and questionnaire respondents were equivalent on a number 
of variables that could potentiaUy confound the comparison of obtained responses to the two 
procedures. 
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Table 1 
Frequency Distribution and Z ProbabiUties on Selected Questions 

for Interview and Questionnaire Results 

. Interview Questionnaire Two-tailed Z 
^^"^•'l^ (« = 752) (« = 750) ProbabiUty 

Ever drink 62.63 73.73 .000 
Ever used cigarettes 29.78 37.60 .001 

2.1 Variable Distribution 

A comparison of the mean responses or frequency distributions for the interview and ques­
tionnaire respondents on a number of questions with non-normative or illegal content lent 
general support to previous research on similar issues. The questions of primary concern are 
those related to the consmnption of edcohol which are viewed as possessing a considerable degree 
of threat or deviant content for the population under consideration, the majority (99.8%) of 
whom were under the legal drinking age at the time of the study. 

The frequency distributions in Table I indicated that a significantly higher percentage of 
the questionnaire respondents reported ever having more than a sip or taste of an alcoholic 
beverage. Similar statisticaUy significant differentials were observed between the interview and 
questionnaire respondents on reported smoking. 

For those respondents reporting that they had consumed a drink of alcohol, the mean 
drinking levels and average age at first drink shown in Table 2 were also suggestive that the 
questionn2ure respondents are more Ukely to report on deviant behaviour than were their inter­
view contemporaries. The significantly higher average drinking levels for the questionnaire 
respondents reflects their reporting higher amounts and frequencies of alcohol consumption. 
The significantly higher average age at first drink for the interviewees indicates their reporting 
taking their first substantial drink at an older age than did the questionnaire respondents. 

Significant differentials between the interview and questionnaire respondents were also 
observed on the reporting of parental drinking and on the importance of religion in the home 
questions. The mean values for these three questions indicated that the questionnaire 
respondents reported higher drinking levels for their parents than did the interviewees and that 
religion was perceived as being less important in the homes ofthe questionnaire respondents. 
While not possessing the same degree of self revelation or threat to the respondent per se, the 
differentials were viewed as suggestive of an attempt on the part of the interviewees to por­
tray a more favourable or socially acceptable image about their family life. 

However, the greater importance of religion in the home reported by the interviewees was 
not carried through in their self-descriptions of the importance of religion. The statistical 
equivalence of the means values on the importance of religion to self indicated that the inter­
view respondents were no more Ukely to report that religion was important to self than were 
the questionnaire respondents. The two groups of respondents were also equally Ukely to report 
on the drinking habits of friends or peers. 

The response patterns on other questions possessing somewhat different aspects of ego-
involvement or image favourabiUty did not generaUy support the potential operation of a social 
desirabUity effect as was evident for the alcohol related behaviours. As indicated in Table 2, 
the questionnaire respondents reported receiving significantly higher school grades, had higher 
educational aspirations in terms of their future educational plans and reported more positive 
self images on 4 of the 7 self-esteem items and on the composite self-esteem index. Contrary 
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Table 2 
Means, Standard Deviations and "t" probabilities on Selected Questions 

for Interview and Questionnaire Respondents 

Variable' 

Drinking level 
Age at first drink* 
Father drinks 
Mother drinks 
Friends drink 

Grades received 
Educational plans 

Importance of religion 
in the home 

Importance of religion 
to student 

Item 1 
Item 2 
Item 3 
Item 4 
Items 
Item 6 
Item 7 
Composite 

Interview 
(n = 752) 

X 

2.31 
3.93 
1.82 
1.70 
1.92 

4.37 
3.02 

3.37 

3.22 

2.98 
2.96 
3.14 
2.98 
3.10 
2.93 
3.07 

21.17 

SD 

Questionnaire 
(« = 750) 

X SD 

Alcohol and Related Behaviour 

2.92 
1.32 
0.62 
0.50 
0.57 

1.49 
1.24 

1.16 

1.12 

0.60 
0.49 
0.55 
0.51 
0.63 
0.56 
0.54 
2.39 

2.76 3.05 
3.64 1.39 
1.90 0.58 
1.75 0.51 
1.94 0.56 

Educational Variables 

4.58 1.46 
3.25 1.24 

ReUgious Variables 

3.15 1.22 

3.13 1.18 

Self-Esteem Indices 

3.12 0.60 
3.08 0.54 
3.27 0.61 
2.05 0.57 
3.01 0.75 
2.97 0.59 
3.12 0.60 

21.65 2.85 

Two-tailed "t" 
Probabilities 

.003 

.001 

.011 

.025 

.481 

.008 

.001 

.000 

.130 

.000 

.000 

.000 

.033 

.017 

.207 

.132 

.001 

* - Mean value calculated on grouped data. 
' Variable Codes: Drinking level; composite index of frequency and volume of alcohol consumed 0 = abstainer to 

9 = frequent consumer of large amount of alcohol. 
Age at first drink: 1 = 6 years or less; 2 = 7-8years;3 = 9-10years;4 = ll-12years;5 = 13-14years;6 = 15-16 
years; and 7 = > 17 years. 
Father, mother and friends drink: 1 = never drinks; 2 = drinks sometimes; 3 = drinks a lot. 
Grades received: 1 = mostiy D's and F's; 2 = Mostly C's and D's; 3 = mostly C's; 4 = mostly B's and C's; 
5 = mostly B's; 6 = mostly A*s and B's and 7 = mostly A's. 
Educational plans: 1 = will not finish grade 12; 2 = will finish grade 12 only; 3 = will take technical training; 
4 = will attend university and 5 = will go to graduate or professional school. 
Self-esteem items and index: 1 = strongly disagree; 2 = disagree; 3 = agree and 4 = strongly agree. The additive 
index for the 7 items ranged from 7 to 28. 

to the expectation that the interviewees would attempt to portray a more favourable image, 
these results tended to indicate that they were more modest in the reporting of school grades 
received, in their educational aspirations and in their self perceptions. However, the greater 
anonymity and potential freedom afforded the questionnaire respondents to more wUlingly 
report on their alcohol related behaviors may also have resulted in a similar perceived freedom 
to aggrandize their own merits in relation to these questions on school grades, educational plans 
and their self conceptions. 
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However, the presence of a significant distributional response bias between the interview-
questionnaire data coUections is evident oidy in the statistical sense ofthe term. The statistically 
significant mean value differences on the questions of concern ranged from 0.05 to a maximum 
of 0.48 on the composite self-esteem index. Given the potential presence of other errors of 
measurement, the interview-questionnaire response differentials obtained in the present study 
are not of sufficient magnitude to be considered as indicative of a response bias effect of 
substantive or practical importance. 

Due to the unavaUabUity of reUable information on the actual drinking habits of the students 
and their parents, the school grades and other responses under consideration, it was not possible 
to conduct an evaluation of the relative accuracy of the interview and questionnaire responses. 
As a result it is not possible to indicate the relative superiority of either the self-administered 
mode or the personal interview for the question responses under consideration. Both types of 
responses may be subject to an under- or over-reporting bias of an indeterminant direction 
and/or magnitude. 

The results of this note are in general agreement with Bradburn and Sudman (1979) who 
indicate that no consistent relationship appears to exist between the method of survey admin­
istration and the over-reporting of sociaUy desirable behaviour or the under-reporting of socially 
undesirable behaviors and attitudes. As a result Bradburn and Sudman (1979) and Locander 
et al. (1976) suggest that no data collection procedure is clearly superior for all types of 
threatening or other questions of concern to survey practitioners. 
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Use of Cluster Analysis for Collapsing 
Imputation Classes 

E.R. LANGLETi 

ABSTRACT 

The problem of coUapsing the imputation classes defined by a large number of cross-classifications of 
auxiUary variables is considered. A solution based on cluster analysis to reduce the number of levels of 
auxiliary variables to a reasonably smaU number of imputation classes is proposed. The motivation and 
solution of this general problem are illustrated by the imputation of age in the Hospital Morbidity System 
where auxiUary variables are sex and diagnosis. 

KEY WORDS: Item nonresponse; AuxiUary variables; Imputation matrbt; Donors; Disjoint techniques; 
Hierarchical techniques; Cluster seeds. 

1. STATEMENT OF THE PROBLEM 

In surveys, the problem of item nonresponse occurs when some but not all information is 
collected for a sample unit or when some information is deleted because it fails to satisfy edit 
constraints. In many surveys, this problem is handled by random imputation within classes, 
a common form of hot deck imputation method. For this type of imputation, a respondent 
is chosen at random within an imputation class defined by one or more auxiliary variables and 
the respondent's value is assigned to the nonrespondent. 

The problem considered in this paper can be defined as foUows. The classifications of the 
respondents according to certain auxiliary variables form a multi-dimensional imputation 
matrix where the number of imputation classes equals the number of cross-classification cells 
defined by the auxiliary variables. If the number of imputation classes is very large, few or 
no donors may be available in several classes. In addition, manipulation of this large matrix 
could be very cumbersome computationally. These problems can be aUeviated by collapsing 
the cells of the matrbc either by grouping the cells themselves, or the rows, columns or along 
some other dimension (or combination of dimensions) so that the resulting groups will be 
homogeneous with respect to the variables requiring imputation. We propose to use cluster 
analysis to achieve the desired level of collapsing. For this purpose, the values of the variables 
of interest from donors (or respondents) for each imputation class can be used to assign 
numerical scores to each class. In this paper, measures based on empirical distribution func­
tion for respondent data are used to quantify imputation classes. Cluster analysis can then be 
used to group the ceUs ofthe matrix according to these numerical scores. It wiU be shown that 
cluster analysis is appropriate for the problem under consideration. Related useful references 
concerning the application of cluster analysis to stratify primary sampling units are Drew, 
Bdanger and Foy (1985), Judkins and Singh (I98I) and other references contained therein. 

The above mentioned problem arose in the context of age imputation in the Hospital 
Morbidity System (HMS). This system uses the auxiliary variables sex and diagnosis as the basis 
for imputing the age. The number of imputation classes were over 5,000 for each sex. A solu­
tion based on the techruque of cluster analysis was proposed in order to collapse the levels of 

' E.R. Langlet, Social Survey Methods Division, Statistics Canada, Ottawa, KIA 0T6. 



138 Langlet: Cluster Analysis to Collapse Imputation Classes 

the diagnosis variable to 40 groups of related diagnoses. In section 2, a brief review of the 
commonly used cluster analysis techniques is presented. Use of cluster analysis for the problem 
of coUapsing imputation classes is illustrated for the example of imputation of age for the HMS 
data in section 3 including the relative performance of the proposed method with respect to 
the current method. Both methods utilize a hot deck approach but the proposed method 
redefines the imputation classes using cluster analysis. Some concluding remarks including 
possible generalizations of the method are given in section 4. 

2. CLUSTER ANALYSIS TECHNIQUES: 
A BRIEF REVIEW 

The problem of classifying a given number of entities described by a number of quantitative 
variables into groups such that entities within the same groups or clusters will be similar to 
each other and dissimilar to entities in different groups is considered in this section. A good 
review of clustering techniques is given by Everitt (1980) mainly based on the work of Cormack 
(1971). Most clustering techniques can be classified into two groups, namely 'hierarchical tech­
niques' and 'disjoint techniques', the latter one also known as 'optimization techniques'. These 
two groups of techniques will be described below. Some other methods, are density techniques 
where clusters are formed by searching for regions containing dense concentrations of entities. 
This is based on the fact that if entities are described as points in a metric space, there should 
be parts of the space in which the points are very dense, separated by parts of low density. 
Another class of techniques is called clumping techniques in which the clusters can overlap. 
In certain fields such as language studies, for example, classification must permit an overlap 
between the classes because words tend to have several meanings, and if they are classified by 
their meanings they may belong in several places. 

Hierarchical techtuques can be subdivided into 'fusion techniques' and 'divisive techtuques'. 
In fusion methods, each entity begins in a cluster by itself. At each step, the two closest clusters 
are fused to form a new cluster until only one cluster containing all the observations is left. 
In divisive techniques, all entities are first grouped into one cluster. Then, at each step, groups 
of the entities are successively broken down into finer partitions until each entity constitutes 
a cluster by itself. Hierarchical techniques differ with respects to the definition of the distance 
measure between observations or groups of observations. An advantage of hierarchical tech­
niques is that a single run can produce results for one cluster to as many as you like by stop­
ping the fusion or division process at the desired level ofthe hierarchy. Obviously, hierarchical 
techniques can be used for only small data sets since there are «(« - 1) /2 possibUities to fuse 
two entities in a group of n entities and 2"~' - I possibUities to break a group of n entities 
in two groups. 

In contrast to hierarchical techniques where observations belong to a series of clusters depen­
ding on the level of the hierarchy, disjoint techniques divide observations into a number of 
clusters (generally predetermined) such that each observation belongs to one and only one 
cluster. They also differ from hierarchical techniques in that they admit relocation of the obser­
vations so that a poor initial partition can be corrected at a later stage. Disjoint techniques 
are clearly more appropriate than hierarchical techniques to handle large data sets. Disjoint 
techniques are also called optimization techniques because they seek for a partition ofthe data 
which optimizes some predefined criterion. Various disjoint techniques differ in the way the 
methods obtain an initial partition and in the clustering criterion they try to optimize. Usually, 
disjoint techniques start by selecting a set of points called cluster seeds as a first guess of the 
means of the clusters. A number of procedures have been suggested for choosing these points 
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(Anderberg 1973). Once the cluster seeds have been selected, the entities are then assigned to 
the closest cluster seeds (usuaUy, the Euchdean distance is used). Estimates of the cluster means 
might be updated after each aUocation (MacQueen 1967) or after all entities have been allocated 
(Ball and HaU 1967). Once an initial partition has been found (which is equivalent to finding 
a set of cluster seeds and to allocating each entity to the closest cluster seed), a search is made 
for entities whose re-allocation to some other group wiU improve the clustering criterion. This 
procedure is repeated untU no further move of a single entity improves the clustering criterion. 
A local optimum is then reached. This is what Anderberg (1973) calls 'nearest centroid sorting'. 
In general, there is no way to know whether a global optimum has been reached. 

APPLICATION: FORMING IMPUTATION 
CLASSES FOR THE HMS 

3.1 Background 

The Hospital Morbidity System (Statistics Canada 1987) consists of a count of inpatient 
cases, discharged during the year from general and allied special hospitals in Canada except 
Yukon and Northwest Territories. Each record of the system contains at least one diagnosis 
code, the age and sex of the patient, the length of stay, etc. The first valid diagnosis on the 
record is caUed the tabulating diagnosis and is the diagnosis on which tabulations are based 
in the publications. This diagnosis can be seen as the main cause for which the patient is 
hospitalized and is coded according to the 9th Edition of the International Classification of 
Diseases (World Health Organization 1977) which contains more than 5,000 diagnoses. 

The age imputation problem in the HMS is currently treated by a hot deck method. In this 
imputation problem to predict the age of the patient j ' , two auxiUary variables are used, n2unely 
the tabulating diagnosis d which is always present on the record and the sex of the patient s. 
The sex itself needs to be imputed first if it is missing according to the observed male/female 
proportions ofd over previous years. Classification of the patients according to d and s forms 
an imputation matrbc with the number of imputation classes larger than 5000 x 2. In order 
to reduce the dimension ofthe imputation matrix, diagnoses were regrouped or coUapsed, based 
on the age distribution of each diagnosis. Let F^ denote the age distribution in the population 
of the patients with tabidating diagnosis d. Then, diagnoses A and B woiUd be coUapsed together 
if F^ is close to Fg. Estimates of F^ from avaUable data can be used for this purpose. It should 
be noted that the sex variable was not used in defining imputation classes (see section 4 for 
details on how it could be used) although it was used in the imputation scheme. By not using 
the sex variable for defining imputation classes, the number of imputation classes of the 
imputation matrix is reduced by half. 

In order to motivate the proposed method for collapsing imputation classes, we will first 
describe the current method and its Umitations. The coUapsed groups were created by com­
paring manually (using histograms) the shapes of the empirical age frequency distributions, 
Pd of all diagnosis codes corresponding to 1974 HMS data. Thirty sbc groups were obtained 
and a 37th group was created for those diagnoses for which less than 200 observations were 
available. The number of groups was determined a posteriori arbitrarily. The main deficiency 
of the current method comes from the fact that no statistical criterion was used to group 
diagnoses which makes the method labour intensive and somewhat subjective. These groups 
were obtained by simply comparing histograms. An evaluation of the current imputation 
method indicated that the resulting groups of diagnoses were, in a few cases, not homogeneous 
with respect to F^ and consequently needed to be updated. 
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3.2 Proposed Method 

The proposed method can be briefly described as follows. We shall consider the case when 
only one quantitative variable needs to be imputed. Extension to cases where more than one 
variable requires imputation is discussed in section 4. Let's denote by y the variable to be 
imputed and by F, the distribution of variable y in class /. Note that the classes are defined 
by the cross-classification of one or more auxiliary variables which are suUably categorized 
if necessary. The first step is to find an appropriate set of parameters to represent F, in each 
class, for example, the first three or four moments of the F,'s or the percentiles. The next step 
is to estimate these parameters from the respondent data. Finally, a suitable technique of cluster 
analysis on the set of estimated parameters can be used to condense the number of classes such 
that classes grouped together will be similar wUh respect to the parameters representing the 
F,'s. 

A justification for the choice of the proposed method in the context of the age imputation 
for the Hospital Morbidity System (HMS) wiU now be presented. First, consider some possible 
alternative strategies to the collapsing problem. One strategy for this problem might be simUar 
to the original method that was used for 1974 data, that is, to group diagnoses according to 
the distributions F^ but using a statistical criterion for grouping instead of manually com­
paring histograms. Data would be cross-classified by tabulating diagnoses, sex and a number 
of age groups, say 10. Two diagnoses would be grouped together if the proportion of cases 
in each of these ten age groups, Pi, ...,Pio were judged to be close to each other according 
to some criterion such as the Euclidean distance or a chi-square measure. Note that the use 
of a chi-square measure would cause serious computational burden since no commotUy available 
cluster analysis program uses this distance measure. This would imply the calculation of the 
chi-square distance for all possible pairs of diagnoses. Another possible strategy would be to 
first use data reduction techniques such as principal components to reduce the dimension of 
age groups and then decide whether two diagnoses are close based on principal component 
scores. An obvious disadvantage to aU these methods is the number of observations requirecl 
to obtain a reliable estimate of the categorical age distribution for each diagnosis. 

In view of the above problem, we decided to use the first two or three moments to approx­
imately describe F^. We started with three - the mean m^, the standard deviation s^ and the 
skewness coefficient bd. However, it was found by means of principal component analysis 
that U was not necessary to include b^. The approach then is to collapse diagnoses according 
to the sample mean, m^, and the sample standard deviation s^. Cluster analysis can be used 
to provide a suitable statistical technique for this purpose. An obvious advantage with this 
approach over other strategies based on the categorical distribution of age is that a reliable 
estimation of two moments requires much fewer observations than the estimation of the pro­
portion of cases over several age groups. In section 4, implementation of this approach is 
described for the problem of age imputation. 

3.3 Procedure Steps in the Implementation of the Proposed Method for HMS Data 

There are four steps in implementing the proposed collapsing method based oh cluster 
analysis for the age imputation problem for HMS data. 

Step I: Selection of a clustering method 
Before selecting a clustering method, U should be noted that our goal is primarily to par-
tUion the diagnoses into homogeneous groups without trying to uncover 'natural' or 'real' 
clusters. This is called 'data dissection' in the literature (Everitt 1980). Another impor­
tant consideration is the availability of a well tested clustering program using an efficient 
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clustering method.The determinant consideration for the selection of a clustering method 
was the number of observations in our data set which resulted in the selection of a dis­
joint technique rather than a hierarchical technique. 
Taking into consideration the above points, the disjoint clustering technique used in the 
FASTCLUS procedure of SAS (1985) was chosen to do the analysis. This procedure per­
forms a disjoint cluster analysis based on the usual Euclidean distances computed from 
a given set of quantitative variables. The FASTCLUS procedure combines an effective 
method for finding initial clusters (or initial clusters can be given by the user) with a stan­
dard iterative algorithm for minimizing the sum of squared distances from the cluster 
means. FASTCLUS was directly inspired by Hartigan's leader algorithm (1975) and 
MacQueen's A:-means algorithm (1967). A set of cluster seeds is first selected as a guess 
of the means of the clusters. Each observation is assigned to the nearest cluster seed to 
form temporary clusters. The cluster seeds are replaced by the means of the temporary 
clusters each time an observation is assigned (this is an option chosen for our applica­
tion). After each pass through the data set, the observations are assigned to the nearest 
cluster seed until the changes in the cluster seeds become small or null (chosen to be null 
for our application). The final clusters are formed by assigning each observation to the 
nearest cluster seed. 

Step II: Estimation of parameters 
Two years of HMS data from 82-83 and 83-84 fiscal years were gathered to get estimates 
m^ and s^ for each diagnosis d. These estimates were the usual weighted estimates over 
the two year period. Each diagnosis is represented by two variables, m^ and Sd. The 
problem is now reduced to finding an appropriate partition of the diagnoses according 
to m^ and s^. Three special groups of diagnoses judged as outliers were removed. These 
three special groups will form the first three rows of the imputation matrix (the columns 
are defined by the sex variable). A catch-aU category was created in the last row of the 
imputation matrix for those diagnoses with, say, fewer than ten observations available 
over the two years of data and not included in the three special groups. The choice for 
the upper bound of ten observations was made arbitrarily. Cluster analysis can then be 
used to group the remaining diagnoses not included in the three special groups with at 
least ten observations available. 

Step III: Determination of the number of clusters 
The determination of the number of clusters was dictated by operational constraints since 
the imputation module of the program doing the imputation will accept a maximum 
number of rows not larger than 40. Since there are already three rows for special diagnoses 
and one row for diagnoses with fewer than ten observations, the maximum number of 
other rows that would not affect the program is then 36. A small empirical study 
calculating the R^ coefficient for different numbers of clusters indicated that the R^ coef­
ficient was already above 98% for 36 clusters, suggesting that 36 clusters was acceptable. 
Note that even with 15 clusters, the R^ could be made as high as 95%. The definition of 
the R^ coefficient is given in section 3.4. 

Step IV: FASTCLUS implementation 
First, an initial partition of the observations into 36 groups was chosen (equivalent to 
choosing a set of 36 cluster seeds). Better results were obtained by selecting an initial set 
of cluster seeds than by letting FASTCLUS find initial cluster seeds. Note that different 
initial cluster seeds and different orders of the input data set will yield different results 
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due to the fact that the method produces only locally optimal partitions. To select cluster 
seeds, diagnoses were divided into nine groups of roughly the same size according to m^ 
and four groups of roughly the same size according to s^. This procedure produced 36 
homogeneous groups of diagnoses of approximately the same size. The means of the two 
variables m^ and s,j in each group were taken as initial cluster seeds. Several other varia­
tions were tried and the procedure giving the largest R^ was chosen. 
Second, since /«</ and Sd were based on very different numbers of observations for dif­
ferent diagnoses, it was judged preferable to perform a weighted cluster analysis, the 
weights being the number of observations avaUable for each diagnosis. Note that, in this 
case, FASTCLUS would minimize the weighted within cluster sum of squares instead of 
an unweighted within-cluster sum of squares. 

3.4 Relative Performance of the Proposed Method 

One way to compare the current and proposed method for coUapsing imputation classes is to 
use the R^ coefficient pooled over all variables (in our case, it would be the mean and the stan­
dard deviation). The pooled R^ coefficient is the proportion of the total variance explained 
by the between cluster pooled sum of squares (which should be as large as possible). Each pooled 
sum of squares is defined as {SSQ„ -I- SSQs)/2 where SSQ^ and SSQs are the sums of 
squares of the mean and the standard deviation respectively. The R^ coefficients obtJiined 
from FASTCLUS were 0.993 for m^ and 0.929 for s^ for a pooled R^ value of 0.986. The cur­
rent classification of diagnoses into groups would yield an R^ of 0.735 for m^ and 0.466 for 
Sd producing a pooled R^ value of 0.705. Thus, in terms of R^, results indicated that the 
groups of diagnoses formed using cluster analysis were much more homogeneous with respect 
to the variable being imputed than in the case where classes were formed by the earlier method. 

4. CONCLUDING REMARKS 

A methodology based on cluster analysis for collapsing the imputation classes of an imputa­
tion matrbc defined by the cross-classification of several auxiUary variables was proposed. This 
methodology was applied to the imputation of age for the Hospital Morbidity System where 
diagnosis and sex were used as auxiliary variables. 

It should be noted that in this specific appUcation, only one variable, namely the diagnosis, 
was used to collapse the original imputation classes. The variable sex is, however, used later 
in the imputation scheme so that a recipient wUl be matched to a donor of the same sex. In 
a generalization of the proposed method, one may consider using the two variables, sex and 
diagnosis, in the coUapsing process. For this purpose one might also impose some constraints 
that male and female cases of the same diagnosis belong to the same row in the final imputa­
tion matrix. Alternatively, one could produce two final imputation matrices, one for each sex. 
In either one of these alternatives, the number of initial imputation classes would clearly be 
much higher and hence the collapsing problem more complex. In this situation, it is more Ukely 
for many classes to have a smaU number of donors £md therefore many of the imputation classes 
would have to be assigned to the catch all category. This, however, may not be desirable in 
practice. This problem can be simplified if one could make the assumption that, for most 
diagnoses, the male and female age distributions are similar to each other. There is some 
evidence based on significance tests that this is not an unreasonable assumption. In the HMS 
example considered, it was decided to group diagnoses based on estimates of na and a a from 
the data pooled over sex. 
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It should also be noted that the choice of mean and standard deviation of age distribution 
to assign numerical scores to each imputation class was not investigated. Other choices might 
be percentiles or some other parameters of the age distribution. Clearly, the results of using 
cluster analysis for collapsing purpose would depend on the choice of the above scores. 

Finally, generalization of the proposed method to the case where k > I variables need to 
be imputed and where p > 2 auxiliary variables are available follows in a straightforward 
manner from the simpler case considered in this paper. 

ACKNOWLEDGEMENTS 

This work was presented at the annual meeting of the "Association canadienne-fran^aise 
pour I'avancement des sciences" in May 1988. I thank Avi Singh for his helpful comments 
which have led to improvements in this paper. I would like to thank Cyril Nair of the Health 
Division and his staff for their support especially concerning the production of the computer 
files required to complete this work. 

REFERENCES 

ANDERBERG, M.R. (1973). Cluster Analysis for Application. New York: Academic Press. 

BALL, G.H., and HALL, D.J. (1970). Some impUcations of interactive graphic computer systems for 
data analysis and statistics. Technometrics, 12, 17-31. 

CORMACK, R.M. (1971) A review of classification. Journal ofthe Royal Statistical Society, Series A, 
134, 321-367. 

DREW, J.D., BfiLANGER, Y., and FOY, P. (1985). Stratification in the Canadian Labour Force Survey. 
Survey Methodology. 11, 95-110. 

EVERITT, B.S. (1980). Cluster Analysis. Second Edition, London: Heineman Education Books Ltd. 

JUDKINS, D.R., and SINGH, R.P. (1981). Using clustering algorithms to stratify primary samphng 
units. Proceedings ofthe Section on Survey Research Methods. American Statistical Association, 
274-284. 

HARTIGAN J.A. (1975). Clustering Algorithms. New York: John Wiley & Sons. 

MacQUEEN J. (1967). Some methods for classification and analysis of multivariate observations. 
Proceedings 5th Berkeley Symposium 1, 281-297. 

SAS INSTITUTE Inc. (1985). SAS User's Guide: Statistics, Version 5. 

STATISTICS CANADA (1986). Hospital Morbidity 1981-82.1982-83. Catalogue No. 82-206, Statistics 
Canada, Ottawa. 

WORLD HEALTH ORGANIZATION (1977). International Classification of Diseases. 1975 Revision, 
Volume 1, Geneva. 





Survey Methodology, June 1990 1 45 
Vol. 16, No. 1,pp. 145-151 
Statistics Canada 

An Example of the Use of Randomization Tests 
in Testing the Census Questionnaire 

YVES BELAND and ALAIN THEBERGE 

ABSTRACT 

Modular Test 2 was a survey conducted by Statistics Canada that used two different questionnaires. 
Its purpose was to assist in the making of the 1991 census questionnaire. The sample used for the survey 
was not a probability sample. This article briefly describes the survey methodology, and the use of ran­
domization tests to compare the two questionnaires. 

KEY WORDS: Randomization tests; Non-probabiUty sample; Experimental design. 

1. INTRODUCTION 

Statistical tests could be classified into two groups, randomization tests and classical tests. 
A classical test, is based on a comparison of the observed value of a statistic with the distribu­
tion, under the nuU hypothesis, of the values of this statistic for the set of samples that could 
have been selected. To conduct this kind of test, the probability of selecting any given sample 
must be known; therefore probability sampUng using a known design is required. A randomiza­
tion test is based on a comparison of the observed value of a statistic with the distribution, 
under the nuU hypothesis, of the values of this statistic for all possible permutations of the 
data. This was the method used by Fisher to compare two seed samples (1935), and Edgington 
(1987) also discusses various aspects of this method. "Treatments" are required to define the 
permutations in a randomization test, and the probabiUty of obtaining a given permutation 
must also be known. Which unit wiU be given which treatment must be decided randomly; that 
is, the experimental design must incorporate randomization. 

In an organization Uke Statistics Canada, classical tests are generaUy used because most of 
the sample surveys done by Statistics Canada use probabiUty sampling, and also because there 
are no treatments in these surveys. This article describes how randomization tests were used 
in a survey that was an exception to the rule. 

In Section 2, the methodology used in the modular tests is described briefly. Section 3 
describes using simple examples the procedure used in a randomization test. Section 4 describes 
how randomization tests were applied to Modular Test 2. 

2. MODULAR TESTS 

As part ofthe planrung for the 1991 census, two modular tests were carried out to test ques­
tions Ukely to be asked in the census. The purpose of these surveys was to ensure that each 
question whether new or just reformulated was easy to understand. We refer to the tests as 
"modular' ' because they were independent surveys that tested different sections of the census 
questionnaire. 

' Yves Baand, Social Survey Methods Division; Alain Theberge, Business Survey Methods Division, Statistics Canada, 
Tunney's Pasture, Ottawa, Ontario, Canada, KIA 0T6 
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Modular Test I was carried out in November, 1987 in order to revise newly-formulated ques­
tions dealing with population coverage, marital status, fertility, volunteer work, and nuptiality. 
This first survey used neither classical nor randomization tests. 

Modular Test 2, carried out in January, 1988, was designed prmcipaUy to measure the reaction 
of ethnic groups to questions on language, ethnic origin, religion, citizenship, and mobility. 
In Modular Test 2, a two-stage sampUng plan was used to select about 3,500 households taken 
from within the metropolitan areas of HaUfax, Quebec, Montreal, Toronto, Winnipeg, and 
Vancouver. To reduce costs and to make data coUection easier, and to get a sample that contained 
people of diverse ethnic origins, a non-probabUity method was used to select the sample. The 
questionnaire used in Modular Test 2 came in two versions. The differences are described in 
Section 4. The households in the sample were given either version I or version 2 on a random basis. 

Randomization tests were used to allow us to statistically test hypotheses pertaining to 
Modular Test 2. Randomizations tests can be used to compare two treatments appUed to units 
in samples which may not be probability samples. 

3. RANDOMIZATION TESTS 

The procedure for doing a randomization test will now be described. First, the value of a 
statistic is calculated for the observed data. Next, the value of the same statistic is calculated 
for the other permutations of the data that are possible with the experimental design used. HQ 
is rejected if the value of the statistic for the observed data is extreme in relation to the values 
obtained under Ho for the set of permutations. 

For example, suppose there are four households. Household 1 has three persons, households 
2 and 3 have two, and household 4 has one. These households may have been chosen arbitrarily, 
but a household whose members wUl receive treatment Yis chosen at random. Members of 
the three other households wUl receive treatment X. Suppose that household 4 is selected for 
treatment Y. For household 1, the treatment succeeds for two of the three members, for 
households 2 and 3, for one of two members, and for household 4, it fails for the sole member. 
Our null hypothesis states that the results are independent of the treatment used. To measure 
the impact of treatment X compared to treatment Y, the statistic S, giving the average number 
of successes for treatment X minus the average number of successes for treatment Y is calcu­
lated. Here S = (2 -I- 1 -t- I) /(3 -I- 2 -I- 2) - 0/1 = 4/7. To find out whether this value 
is significant, the values for S obtained by permuting the observations are given in Table I. 
Each observation in Table I shows the number of members in the household after the vertical 
bar, and the number of successes before the vertical bar. If a right-tailed test is used. Ho is 
rejected when a > 3/12 = .25, because three of the twelve permutations yield an S value 
greater than or equal to 4/7, the observed value. 

Rather than permuting the observations, we could have permuted the treatments. Table 2 
gives the results when this is done. Because only one of the four permutations yields a value 
for S greater than or equal to 4/7 for a right-tailed test, we again reject//o'/« ^ 1/4 = .25. 
It is not a coincidence if the results are the same. Note nkt, the number of units that receive 
treatment A: ()t = I, . . . , /sT) and for which the resuk r, (/ = 1, . . . , / ) is observed; 
"*. = E, «*, the number of units that receive treatment A:, «., = £^«;t,, the number of units 
for which the resuk r, is observed; and «.. = Zk 1/ "*;. the total number of units. The 
number, N,, of permutations of the treatments is given by 

N, = n\lT[{nk\). (1) = ''.•'/n 
/ k 
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Treatment 

Table 1 
Values of the Statistics S for each Permutation of the Observations 

Permutations 

X 
X 
X 
Y 

2|3 1|2 1|2 2|3 2|3 1|2 1|2 0|1 0|1 
1 |2 2|3 1 |2 1|2 0| 1 2|3 0| 1 1|2 2|3 
1|2 1|2 2|3 0|1 1|2 0|1 2|3 2|3 1|2 
0|1 0|1 0|1 1|2 1|2 1|2 1|2 1|2 1|2 

1|2 
1|2 
Oil 
2|3 

4/7 4/7 4/7 0 0 0 0 0 

1|2 

on 
1|2 
2|3 

0|1 
1|2 
1|2 
213 

0 -4/15 -4/15 -4/15 

Observation 

Table 2 
Values of the Statistics S for each Permutation of the Treatments 

Permutations 

2 I 3 
1 | 2 
1 | 2 
01 1 

X 
X 
X 
Y 

X 
X 
Y 
X 

X 
Y 
X 
X 

4/7 

Y 
X 
X 
X 

-4/15 

Of these N, permutations, there are TVf for which nki units are associated with treatment k and 
the result /•, (A: = I, 2, . . . , A"; / = I, 2 / ) , where 

^ = n ("./'/n (««'))• (2) 

In addition, there are NQ permutations of the observations where 

iV„ = « !/ IF («,!) . ^ = « . . ! / n ("•'') (3) 

Of these No permutations, there are Â * for which /î ., units are associated with treatment k and 
the resuk r, (A: = I, 2, . . . , AT; / = I, 2, . . . , / ) , where 

° = n (̂ .i/n^"'̂ ''))-A^ = (4) 

Because N*/No = Nf/N,, the tests are equivalent. To reduce the number of calculations, it 
is preferable to permute the treatments if Â , < Ng, and to permute the observations if 
iV, > Ng. Dwass (1957) suggests that when there are a large number of permutations, a sample 
of permutations can be taken, and the observed value of the statistic can be compared to the 
set of values for the sample. If all of the permutations are not considered, the level of the test 
is not affected, only its power is. 



148 Beland & Theberge: Randomization Tests for the Census Questionnaire 

If the permutations are sampled, the rule given above can still be applied, not to reduce the 
number of calculations, but to minimize the loss of power due to samphng. For example, Dwass 
shows that for a one-taUed test at the 0.05 level, the loss of power for a sample of 999 per­
mutations is no more than 5.5%. Bradley (1968) notes that when the power of randomization 
and classical tests are compared, the resuks depend on to what extent the requirements of the 
classical tests have been met. 

Because of the way in which randomization tests are constructed, the inference applies only 
to the effect of treatment on units in the sample, and not to the entire population. Classical 
tests, however, are based on a random sample drawn from a population that rarely matches 
the population of interest. In the present case for example, the population of interest is the 
Canadian population on Census Day, June 4,1991. So for both types of tests, non- statistical 
arguments must be used to generalize inferences to the population of interest. 

4. THE USE OF RANDOMIZATION TESTS IN MODULAR TEST 2 

As mentioned above, there are two questionnaire versions for Modular Test 2, versions X 
and Y. Questions on ethnic identity and ethnic origin differ in the two versions. "CANADIAN" 
is a response category in version X that the respondent can select to answer the questions on 
ethnic identity and origin. In version Y, those who want to respond "CANADIAN" must write 
it out in full after selecting the category, "OTHER." 

We wanted to know whether questions on ethnic identity and origin in version A' of the test 
questionnaire got more or got less multiple responses than these questions in version Y. By 
a multiple response we mean any response in which more than one category has been chosen. 
We also wanted to find out what bearing the type of questionnaire had on multiplicity (number 
of response categories selected by the respondent), and on the selection of certain response 
categories (such as "FRENCH") for these questions. The types of questionnaire constitute 
the treatments. Because the sample for each region had its peculiarities, the randomization 
tests were done separately for each of the metropoUtan areas from which the sample was 
taken. 

First of all, we generated at random a sample of 999 permutations of the questionnaire ver­
sions. A permutation is generated as follows: For any given region, let N^ and Ny represent 
the number of A'and y questionnaires respectively. Using Bebbington's algorithm (1975), from 
the Nx -t- Ny households take a simple random sample ofN^ households. Household members 
in this sample are then assigned version A'of the qiiestionnaire. This process is repeated 999 
times. Next, calculate for a given question the proportion of respondents who gave a mukiple 
response for version X and for version Y. These proportions are denoted P^ and Py. 

Next, for each of the 999 permutations of the questionnaire versions, as weU as for the initial 
observed sample, we calculated the statistic S = P^ - Py In this way we obtained 1,000 
values for S, which we ranked in increasing order. If more than one statistic had the same value, 
we generated a random number between 0 and 1 and used k to determine the order of statistics 
of the same value. We used the variable RANKP;,__y to represent the rank of an observed S 
statistic. 

Let fix and Hy represent the expected proportion of respondents who gave a multiple 
response for version X and version y respectively. For aU regions excluding Halifax we tested: 

Ho'- IJ-x = f-y 

versus 
Hi: Px> l^y 
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For Halifax, the counter-hypothesis Hy. n^K fiy was used because more multiple responses 
were expected for version yof the questiormaire. Because "CANADIAN" was not an available 
response category on version yof the questionnaire and because the majority of households 
selected in this region were made up of people of British origin (that is, English, Scottish, 
or Irish), members of households that received version y marked one or more of these cate­
gories. Members of households that received version A'had the option of marking only the 
"CANADIAN" category. 

The critical level, a, is calculated as foUows: for the Halifax region, given that Ho is rejected 
if the proportion of respondents who gave a multiple response in version X is sigiuficantly lower 
than the proportion observed for Y, the critical level is RANKP;^.^ /1000. For all the other 
regions, given that //Q is rejected if the proportion for A!" is significantly higher than the pro­
portion observed for Y, the critical level is (1001 - RANKP;f__y)/IOOO. The results are shown 
in Table 3. 

Randomization tests were also used to test multiplicity (the number of response categories 
selected by the respondent) for questions on ethnic identity and origin in each of the regions, 
but this time ratios {Rx, Ry) are used, instead of proportions (P^, Py). Ratio Rx is the average 
number of response categories selected by respondent for a question in version A' of the ques­
tionnaire, and ratio Ry is the average number of response categories selected in version Y. The 
rest of the method is the same except that instead of RANKP;̂ __y, RANKR;f__y is used, and the 
statistic S is defined as Rx — Ry. However, because there is greater variability for the values 
of the statistic S in the tests for multiplicity, a sample of 1,999 permutations was generated 
instead of 999. 

Let /^ and G represent the distribution functions of the number of response categories selected 
in version X and version Y respectively. For all the regions excluding Halifax, we test the 
hypothesis 

Ho:F=G 
versus 

Hi: F{z) < G{z) for all zandF T^ G. 

If Ho is rejected, the number of response categories selected for an X questionnaire is said to 
be stochastically larger than the number of response categories selected for a y questionnaire. 
For HaUfax, the counter-hypothesis used is i / j : F{z) > G{z), for all z and F 9^ G. The 
results are shown in Table 3. In the Qu6bec region, the value of Ry is less than I for each ques­
tion. This is because most respondents in this region chose only one response category, and 
some respondents did not answer one or other of the questions. 

Finally, versions X and Y for Modular Test 2 were compared for some regions as to the 
number of respondents who identified themselves as being of French, Italian, or British origin. 
By "BRITISH", we mean that at least one ofthe categories "IRISH," "SCOTTISH," or 
"ENGLISH" was chosen. For example, if a test was done on the proportion of people selec­
ting "FRENCH", Hx and tiy were defined as the expected proportion of questionnaires where 
the response "FRENCH" would be chosen in versions A'and yof the questionnaire. In all 
regions, we tested 

H Q : HX = IXy 
versus 

Hi: ixx < Hy. 

The randomization tests were done using 999 permutations. The results are shown in Table 4. 
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Table 3 
Critical Levels for the Rate of Multiple Responses and Multiphcity 

Question 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

Region 

HALIFAX 

QUEBEC 

MONTREAL 

TORONTO 

WINNIPEG 

VANCOUVER 

HALIFAX 

QUEBEC 

MONTREAL 

TORONTO 

WINNIPEG 

VANCOUVER 

Multiple Response 

Px 

0.435 

0.154 

0.185 

0.127 

0.293 

0.285 

0.220 

0.140 

0.159 

0.186 

0.224 

0.186 

Py 

0.536 

0.043 

0.194 

0.122 

0.307 

0.296 

0.335 

0.016 

0.125 

0.120 

0.195 

0.183 

a 

0.087 

0.001 

0.612 

0.393 

0.622 

0.621 

0.035 

0.001 

0.063 

0.001 

0.248 

0.457 

Rx 

1.617 

1.143 

1.141 

1.124 

1.439 

1.440 

1.244 

1.131 

1.075 

1.154 

1.253 

1.182 

Multiphcity 

Ry 

1.914 

0.986 

1.152 

1.125 

1.398 

1.392 

1.502 

0.959 

1.044 

1.075 

1.208 

1.137 

a 

0.062 

0.001 

0.585 

0.495 

0.345 

0.280 

0.029 

0.001 

0.186 

0.005 

0.298 

0.202 

Table 4 
Critical Levels for Selected Variables 

Question 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

ORIGIN 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

IDENTITY 

Variable 

FRENCH 

FRENCH 

BRITISH 

BRITISH 

BRITISH 

BRITISH 

BRITISH 

FRENCH 

BRITISH 

BRITISH 

BRITISH 

BRITISH 

BRITISH 

ITALIAN 

Region 

QUEBEC 

MONTREAL 

HALIFAX 

MONTREAL 

TORONTO 

WINNIPEG 

VANCOUVER 

QUEBEC 

HALIFAX 

MONTREAL 

TORONTO 

WINNIPEG 

VANCOUVER 

TORONTO 

Px 

0.127 

0.038 

0.321 

0.034 

0.085 

0.167 

0.267 

0.138 

0.153 

0.022 

0.050 

0.074 

0.104 

0.412 

Py 

0.897 

0.210 

0.837 

0.092 

0.135 

0.234 

0.325 

0.899 

0.828 

0.117 

0.215 

0.276 

0.325 

0.463 

a 

0.001 

0.001 

0.001 

0.002 

0.003 

0.054 

0.065 

0.001 

0.001 

0.001 

0.001 

0.001 

0.001 

0.060 
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5. CONCLUSION 

The results for tests on the rate of multiple responses are similar to those on multiplicity, 
which is not surprising. When you compare the critical levels for the question on ethnic origin 
to the critical levels for the question on ethnic identity, it is seen that the differences between 
the two versions of the questionnaire affect the responses to the question on ethnic identity 
the most. 

Our main reason for using randomization tests was that the sample for Modular Test 2 was 
a non-probability sample. However, there are also other cases where randomization tests are 
appropriate. For example, to do a "Student's" /test for means equality the hypothesis of nor­
mality is required, and it must also be assumed that the variances are equal. These assump­
tions are not needed for a randomization test. It should be kept in mind that the results of a 
randomization test apply to the sample, and not necessarily to the entire population, unless 
a simple random sample is used. 
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Variance Formulae for Composite Estimators 
in Rotation Designs 
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ABSTRACT 

In many government surveys, respondents are interviewed a set number of times during the Ufe of the 
survey, a practice referred to as a rotation design or repeated sampUng. Often composite estimation -
where data from the current and esuUer periods of time are combined - is used to measure the level of 
a characteristic of interest. As other authors have observed, composite estimation can be used in a rota­
tion design to decrease the variance of estimators of change in level. In this paper, simple expressions 
are derived for the variance of a general class of composite estimators for level, change in level, and average 
level over time. Considered first are "one-level" rotation designs, where only the current month is 
referenced in the interview. Results are developed for any sampUng pattern of m interviews over a period 
of Af months. Subsequently, "multi-level" plans are addressed. In each month one ofp different groups 
is interviewed. Respondents then answer questions referring to the previous/? months. Results from the 
several sections apply to a wide range of government surveys. 

KEY WORDS: Repeated sampling in surveys; Balanced designs; Month-to-month change; Yearly 
average. 

1. INTRODUCTION 

Rotation designs of various types are used in many major household surveys. The Current 
Population Survey (CPS) is conducted by the U.S. Bureau ofthe Census for the U.S. Bureau 
of Labor Statistics. Statistics Canada operates the Labour Force Survey (LFS). Both surveys 
yield estimates of labor force characteristics, including unemployment. In each survey, 
households are interviewed a number of times before leaving the sample. In the CPS, each 
household is "rotated in" for interviews in four consecutive months, rotated out ofthe sample 
for eight months, and finally back in for four more months. In the LFS, a participating 
household responds for six consecutive months and does not return. 

A survey with a rotation design lies somewhere between a fixed panel survey, where par­
ticipants remain in sample indefinitely, and a survey using independent samples, where 
respondents are interviewed once and retired from sample. The total overlap of a fixed panel 
from one time period to the next can minimize the variance of estimators of change when 
measurements are positively correlated across periods. Also, certain costs are incurred only 
the first time a unit is placed in sample. However, response burden on the members of a fixed 
panel can be excessive. Using a rotation design is an attempt to realize variance or cost reduc­
tions wkhout overly burdening sample participants. In the CPS and the LFS, there are sample 
overlaps of 75% and 83%, respectively, from one month to the next. For more on these topics, 
see Woodruff (1963), Rao and Graham (1964), or Wolter (1979). 

Some estimators used wkh rotation designs are composke in nature. In order to take advan­
tage of repeated sampling, they combine rotation group estimates obtained for the current 
month with those from prior months into a final estimator. 

Patrick J. Cantwell, Mathematical Statistician, Statistical Research Division, Bureau of the Census, Washington, 
DC 20233, USA. This paper reports research undertaken by a member of the Census Bureau's staff. The views 
expressed are attributable to the author and do not necessarily reflect those of the Census Bureau. 



154 Canbwell: Variances for Composite Estimators 

While the variance of composke estimators can be decreased by selecting the combination 
wisely, calculating this variance may become more complex because of the correlation pat­
terns involved among the repeated groups. For general rotation plans, subject to specific restric­
tions, simple formulae are presented in this paper for the variance of estimators of level and 
change. The derivations are apphed to an important and quke general class of estimators called 
the generalized composite estimator (Breau and Ernst 1983). 

These formulae can be of use if the correlations between estimates from the same rotation 
group one or more time periods apart can be estimated and are suffiently large to render com­
posite estunation worthwhUe. In continuing govermnent surveys, past sample data wiU typicaUy 
enable the estimation of these correlations. Characteristics involving household income and 
labor force usually exhibit moderately high correlations. For others, such as the incidence of 
crime, however, correlations across time periods may not be large enough to realize the benefits 
of composke estimation. Of the surveys mentioned in this paper, only CPS currently uses a 
composite estimator. 

In the developments which follow, two types of surveys are treated separately. In surveys 
such as CPS and LFS, participants supply information only for the current month. Such surveys 
are called' 'one-level" surveys. On the other hand, the U.S. Census Bureau conducts the Survey 
of Income and Program Participation (SIPP) to acquire data on income level, sources of income, 
program participation, and other items. During each interview, respondents in the SIPP refer 
back to the previous four months. A different group is then interviewed the following month. 
The SIPP design is consequently called "multi-level." The level of a survey was used by Wolter 
(1979) to indicate the number of periods for which information is soUcited in one interview. 

Another distinction is made between these two types of surveys. Let the term' 'design gap" 
indicate a period of time between interviews which is never referenced in any interview. While 
the LFS contains no design gaps, CPS includes one of eight months. For the sections pertaining 
to one-level designs, the results and derivations apply regardless of the pattern of interviews 
and design gaps. Therefore, the formulae are relevant not only to the current design of CPS 
and LFS, but also to other designs under consideration. 

For reasons discussed later, designs gaps are generally not a feature of multi-level rotation 
plans in practice. The SIPP is no exception. Accordingly, the muki-level plans addressed in 
this paper do not include design gaps. 

One-level designs are treated in Sections 2 and 3. In Section 2, the generalized composite 
estimator is defined. Notation, definitions and covariance assumptions are introduced. The 
main resuks - Theorems 1 through 3 - are given in Section 3. Variances of estimators of level 
and change in level are stated. The formulae are determined for single time periods (such as 
months) and combinations (such as quarters or years). They apply to one-level designs with any 
pattern of interviews and design gaps. When seeking the optimal rotation plan and composite 
estimator, the user must determine how best to combine variance reductions/increases for the 
resuking estimators of level, "month-to-month" change, and average over many periods. 

In Section 4, these resuks are extended from one-level to certain multi-level designs, which 
include the SIPP. Subject to minor restrictions - in particular, the exclusion of design gaps 
in the sampling scheme - theorems sinular to those in Section 3 are stated. Because the deriva­
tions are analogous to those for one-level plans, the results are not proved. 

2. ONE-LEVEL DESIGNS: NOTATION AND DEFINITIONS 

Although rotation schemes can assume infinitely many forms, the discussion in Sections 
2 and 3 is restricted to one type. At each period of time, a new rotation group enters the sample. 
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and follows the same pattern of interviews and design gaps as every preceding group. In addi­
tion, responses refer oiUy to the current period of time, whether or not the participants were 
in sample in the previous period. This design is called a balanced one-level rotation plan. The 
design is "balanced" because the number of groups in sample at any time is equal to the total 
number of time periods any one group is included in the sample. 

The scheme used in the LFS satisfies these restrictions. Each month a new group enters, 
and remains in the sample for five more months. The CPS as k currentiy operates follows these 
guideUnes in a 4-8-4 plan. Before July 1953, however, CPS used an unbalanced design where 
five rotation groups entered, one each in consecutive months. In the sixth month, no new group 
entered. The process then continued in the same manner, with groups exiting after six months 
in sample. 

One problem wkh the CPS design before 1953 is the introduction of month-in-sample bias, 
often referred to as rotation group bias. Of greater concern here is the changing pattern of 
rotation group appearances. The variance of a composite estimate depends on when each par­
ticipating group appeared in sample before, and the covariance structure for identical groups 
in different months. If the pattern of appearjmces changes from month to month, the variance 
formula of the estimator also changes. Under a balanced design with stationary covariance 
structure, general derivations are possible. 

Throughout this paper, the word "month" refers to the period of time in which interviews 
are done, partly for brevky, but also because most government surveys use the month to divide 
the life ofthe survey. However, the results in this section and the next apply to any period of 
time, provided the rotation plan is balanced and one-level. 

Some notation and vector defirutions are now introduced. Suppose that every rotation group 
is in sample for a total of m interviews over a period of A/months. That is, it is out of sample 
for Af - m months after first entering and before exiting. The balanced design ensures that 
m groups are in sample during any month. 

The set To is defined as follows. Consider any rotation group. Let TQ index the set of 
"months" when this group is not in sample, labeling as month one the month this group is first 
interviewed, and stopping at month M. Because the design is balanced, the composition of TQ 
does not depend on which group is selected. Note that, if respondents are interviewed in m con­
secutive months, i.e., there are no design gaps, then m and A/are the same, and TQ is empty. 

Next, given a set of m values tv,, . . . , >v„, it is possible to define the A/ x I vector w as 
foUows. Define the fth component of w to be 0 if / € TQ • This step fiUs M - m positions in w. 
Then the values Wj, . . . , ŵ ,̂ are inserted in order into the remaining m components, starting 
with the first. The resulting w is called a vector "in design form." For example, in a 4-8-4 rota­
tion plan, To= (5, 6 12), and w^ = (wj, W2, Wj, W4, 0, 0, 0, 0, 0, 0, 0, 0, W5, Wg, w-j, 
Wg). 

It is useful to introduce tbeM x M matrix R as: /?,-, = I if / |f TQ, and 0 if / € TQ, and 
Rjj = Oifi ?'y. It is clear that/? is a diagonal matrix where diag(/f) is a setoffs "in design 
form," Rii and /?A«i/are 1, and lil j /?, , = m. 

Observe that, for any M x p matrix V, RVis the same as V, but with O's across each row 
/• such that / is in TQ . In other words, premultiplication by R "removes" (turns to 0) the rows 
of Findexedby To- If the columns of Fare already in design form, then/? F = V. Similarly, 
for any p x Af matrbc U, postmultiplication by/? "removes" the columns of t/which are 
indexed by TQ. If the rows of U are already in design form, then UR = U. 

Let L be the A/ X Af matrix with I's on the subdiagonal, and O's elsewhere. Formally, 
Lij = 1, if / - y = 1, and 0, otherwise. For any Af x 1 vector written asw^ = (wj, . . . , 
WM), the product Lw becomes (0, Wj, W2, .... WM-I)^, and w^L is (H'2, W3, . . . , w^, 0). 
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Turning to the data, let A:̂ ,, denote the estimate of "monthly" level for some characteristic 
to be measured from the rotation group which is in sample for the itb time in month h, where 
/ = 1, ..., m. Breau and Ernst (1983) defined the generalized composite estimator (GCE) of 
level recursively as follows. For monthly level, let: 

m m 

yh=Yi "'^'•.i - * E biXh-i,i + kyn-u (1) 
i = t 1=1 

where 0 < *̂  < I, and the a,'s and 6,'s may take any values, including negative ones, sub­
ject to I /11 a, = 1 and D ^ 16,- = 1. The "current composite" and AK composite estimators 
used in CPS are special cases of the GCE. For information on these, see Hanson (1978), Huang 
and Ernst (1981), and Kumar and Lee (1983). 

The GCE is more restrictive than a general linear estimator which combines X/,,, values from 
the current period wkh those from many prior months (see Gurney and Daly 1965). However, 
the GCE has been shown to perform almost as well (Breau and Ernst 1983). It has the advan­
tage that only data from two months - the current month and the preceding one - need to be 
stored. Although >'A incorporates earlier data, k is summarized through j'/,_i. 

To faciUtate variance computations, (I) is expressed in vector form. Let a and 6 be Af x I 
vectors in design form comprising, respectively, the sets of constants Oi, .... a^ and 
bi b„. Similarly, for any h, the observations Xh,i Jr/,,m make up x^, also an Af X 1 
vector in design form. Then 

y^ = a'^Xh - kb^XH-i + ky^-i. (la) 

The data are assumed to exhibit a stationary covariance structure: 

(i) Yar{Xf,,i) = o^ for aU h and /; 

(ii) Cov{Xh,i,Xhj) = 0 for / T̂  j , i.e., different rotation groups in the 
same month are uncorrelated; and 

(iii) Cov{Xh,i,Xsj) = P|/,-5|ff^ if the two x's refer to the same rotation 
group \ h - s \ months apart; or 0, otherwise. Take po to be 1. (2) 

From the first two parts of (2), k is clear that Var (x^) = a^R, for aU h. Part three implies 
that COV(X/,,XA_I ) = a^piRLR. This foUows because (a) the matrbc L, with I's on the sub-
diagonal, "represents" the one month lag between the Xh and jf^-i values, and (b) pre-
multiplying (postmultiplying) by /? inserts O's corresponding to O's inXh {Xh-i) (months not 
in sample). 

It is readily seen that (L0,> = 1 if / - y = /• S: 0 and 1 < j,i •< Af; take Z,° to be the 
identity matrix. The same development as above gives Cov{Xh,Xi,-2) = o^p2RL^R. In 
general, 

Cov{Xh,Xh-r) = a^PrRL'R, for r = 0, 1, 2, . . . , and all h. (3) 

For r > M, L' = 0, and Cov{Xh,Xh-r) = 0. 

For the theorems which follow, define the M x M matrix Q by: Qij = k'~-'pi-j, if 
I < y < / < A/, and 0, otherwise. Finally, let /be the M X A/identky matrix. 
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3, ONE-LEVEL DESIGNS: THEOREMS AND PROOFS 

Three theorems are now stated and proved. 

Theorem 1. If the GCE of level is defined as in (1), and the covariance structure as expressed 
in (2) holds, then 

Vai{yh) = a^ia'^a -t- k^b'^{b-2a) -\-2{a - k^b)^Q{a - b)]/{l - k^). (4) 

Notice that when one uses an unweighted average of the estimates from the m rotation groups 
of the current month, k = 0, Q = 0, and a, = I/m, for / = I, . . . , m. Then Var(>>/,) = 
a^/m, as expected. 
Proof of theorem 1. Substitution into (la) recursively leads to 

00 

y^ = a^XH + {a-b)'^Y, ^ '*A- ' - ^̂ > 
1 = 1 

From (3), the variance of this sum is 

Nar{yh) = a^a^Ra -I- (a - ft)^ J ] k^a^R{a - ft) 
1=1 

+ 2a^ J^ k'a^PiRL'R{a - ft) 
1 = 1 

00 00 

-I- 2(c - 6)^ ^ J ] k'+Ja^Pj-iRLJ-'R{a - ft) 
,=1 j=i+i 

=4 a^Ra -I- {a - b)^R{a - b)k^/{\ - k^) 

2a^R( j^k'piL'\R{a - b) 
\ (=1 ' 

2{a - ft)^/?(' f; k4 f; k^-'pj^ilJ-'l \R{a - 6)1 

Because a and a — ft are vectors in design form, a^/? = a^, {a — b)^R = {a — ft)^, and 
R{a - ft) = (fl - 6). The sum j;-liAr'pjX'is seen to be the matrix g: its/yth entry is A:'"-' 
Pi^j, if I < j < i < M, and 0, otherwise. A change of variables wiU show that the sum in 
brackets is also Q. Expression (6) can be rewritten as: 

a^[a'^a -I- (a - b)^{a - b)k^/{l - k^) -I- 2a'^Q{a - ft) 

-I- 2{a - b)^Q{a - b)k^{l - k^)]. 

Simple rearrangement of these terms produces the result in (4). 
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Theorem 2. Let y^ - Yh-i be the GCE estimator of "month-to-month" change. Then 
Var(>'A - yh-i) is 

(i) 2ff^a^(/ - piDa, if A: = 0, and 

(ii) a^{a'^a + k^b^b - 2kpia^Lb)/k - (1 - k)^Yar{yh)/k, if 0 < A: < I. 

Proof of theorem 2: 

(i) If k = 0, yt, = a^Xf,. From (3), the variance of a^X/, — a^Xh-iis 

2a^a^Ra - 2a^a\RLRa = 2a^a^{I - piL)a. 

(u) If 0 < A: < 1, define If/, as â jf/, - A:ft̂ JC/,_i. From prior results, k is quickly seen that 

yar{Wh) = a^la'^a + k^b^b - 2kpia^Lb]. (7) 

From(Ia),3'A = ^h + AT;'/,-,. Then 
Var(j'A) = Var(fF),) -h k^Yar{y^_i) -t 2kCov{W^,y^_i^,; (8) 

the covariance term can be isolated for later use. FinaUy,;'/, — Yh-i = W^ — {I — k)yh-i. 
When computing the variance of this difference, substitution from (8) and (7) produces the 
desired result. 

Often of primary importance are the average level over a certain length of time {e.g., a quarter 
or a year), the difference in these averages from one "year" to the next, or the difference in 
"monthly" level for two months a year apart. Denote by S^,! the sum of the GCE's for the 
last / months: 

Sh,t = yh + Yh-i + --- + Yh-t+u t > I. (9) 

Commonly used values of / include three, four and twelve. It is left to the reader to divide 
Si,,t by t if an average desired rather than a sum. 

Theorem 3: 

(a) The expressions S/,,„ Sft,, - S/,_,,,, andj/ , - ^'^-r can be written as 1,^0 V/^*A-I . where 

(i) for Sh,„ V, = : 

a -1- [(A: - A:'+')/(l - A:)](a - ft), for / = 0, I, . . . , / - I, 

[A:'-'(A: - A:'+')/(I - A:)](fl - ft), for i = t, t -\- I, t -I- 2, ...; 

(ii) for Sh,t - Sh-,,t,Vi = : 

fl -I- [(A: - A:'+')/(I - A:)](a - ft), for / = 0, 1 t - I, 

[{2k'-'+^ - k - k'+^)/{l - k)]{a - b) - a, for / = / , ^-t- I, . . . , 2 / - 1, 

- [A:'-2'+'(I - A:')V(1 - A:)](fl - ft), for / = 2 ^ 2/-I- I, . . . ; 

(iii) for̂ ^A - Yh-t. VQ = a,v, = k'{a - b) - a, and v, = : 

k'{a - ft), for / = 1,2 t - I, 

- k'-'{l - k'){a - b), for i = t -I- l,t -I- 2. ...; (10) 
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(b) For the sets of vectors VQ, VJ, V2, . . . defined in (a), 

(
00 V ^ 00 00 M— I -V 

X; VJXH-) =OAY, ^hi + 2 D v,̂  D P„i''v,+„ ; (II) 
1=0 ' ^ /=0 /=0 n = l ^ 

the sums in (I I) converge. 
Proof of theorem 3. For (a), successive inclusion of terms y^, through >'A _ <+1, and the applica­
tion of (5) to >»/,_, yield 

S/,,, = fl^(xA -t- JCA-1 +••• + Xh-t.^i) -(- A:(fl - ft)^*^-! 

-t- (Ar-H k^){a - 6)^X;,_2 + . . . 

-t- (Ar -I- A:̂  -t- . . . -I- A:'-')(fl - ft)^JCA_,+i 

oo 

-I- (A: -I- A:̂  -1- . . . -I- A:') (a - ft)'" J ] kJ-'x^-j. (12) 

The three sets of v,'s are then determined from (12) and (5). 
The proof of (b) is similar to that of Theorem I, once it is seen that the v,'s defined in (a), 

being hnear combinationsi of a and a — b, are in design form. To prove convergence, note 
that, for all three sets of v,'s in (a), v, is proportional to A:' (fl - ft) for / sufficiently large. 
There exists a constant X > 0 such that, for / > 2t and each componenty, | v,y | < k'\. 
Recalling that | p, | < I, and that each row of L" has at most one nonzero element (equal 
to I), the finite sum in (11) is seen to be an A/ x I vector, each of whose components is bounded 
above in absolute value by A:'(Af - 1 )X. Convergence of the double summation then foUows 
geometrically in A:̂ '. 

4. EXTENSION TO MULTI-LEVEL DESIGNS 

Although the resuks developed in Sections 2 and 3 apply to all balanced one-level rotation 
plans, it was observed that many surveys operate under multi-level designs. For example, in 
the Survey of Income and Program Participation (SIPP), one of four rotation groups is inter­
viewed each month, and respondents supply information about the previous four months. 
Although the design is always subject to change, the first rotation group is interviewed in 
February, June, October, February, etc., for a total of eight interviews. A second group is inter­
viewed in March, July, etc. The remaiiung two groups foUow the same sampUng pattern, begin­
ning in April and May. A SIPP panel is the set of four concurrent rotation groups covering 
about two and one-half years. Each year, a new panel is introduced. For example, the 1986 
panel ran from 1986 through 1988, whUe the 1987 panel spanned 1987-89. Data from different 
panels are not combined, even though they may cover a cormnon year or two. For further details 
on the SIPP design, see Nelson, McMillen and Kasprzyk (1984). 

When one-level designs were addressed, a rotation group was allowed to assume any pattern 
of interviews and design gaps - intermediate months which are never referenced - provided 
the design was balanced. In a multi-level plan, however, design gaps can create problems with 
recall. Looking back several months, a respondent may find it difficult to assign an event to 



160 CanhA/ell: Variances for Composite Estimators 

the correct period of time. Design gaps can only add to the confusion. For this reason, and 
because multi-level surveys which incorporate design gaps are rare in practice, this section con­
siders only designs where (i) the sample comprises/? rotation groups, (ii) groups are interviewed 
everypth "month" in an alternating sequence, and (ui) the period of reference is the previous 
p months. 

Many multi-level surveys, for example, the National Crime Survey, sponsored by the U.S. 
Bureau of Justice Statistics, have a more intricate rotational pattern than that covered here. 
As expected, variance formulae appUed to composite estimators would tend to be more 
complex. 

The interview of a rotation group will refer to the collective gathering of information in 
the assigned month from all sample units in that group. For a particular characteristic which 
is to be estimated, let Xi,j denote the estimate of "monthly" level for month h from the group 
which is interviewed in month h + /, where / = I p. The index / measures recall time -
the amount of time between the month of reference and the interview. Table I depicts the 
estimates Xf,i for a four-group four-level design. In the diagram solid Unes separate estimates 
which are obtained in different interviews. These boundaries between the reference periods 
of consecutive interviews are called "seams" in the SIPP. 

Table 1 
Layout of Estimates in a Longitudinal 4-Level Design 

MONTH 
1 

ROTATION 
GROUPS 1 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

•*'l,4 

Xl,i 

^ 3 , 2 

•'^4,1 

•'^5,4 

•*^6,3 

Xl,2 

xs,i 

•"̂ 9,4 

^10,3 

•" 1̂1,2 

^12,1 

Xli,A 

Xu,i 

•"^2,4 

Xi,i 

XA,2 

X5,l 

X6,A 

^ 7 , 3 

•"^8,2 

X9,l 

•''•10,4 

•''•11,3 

•^12,2 

•"'̂ 13,1 

•"^14,4 

•"^3,4 

•>^4,3 

^ 5 , 2 

•<^6,1 

•*^7,4 

•'^8,3 

X9,2 

•"^10,1 

•''^11,4 

•<'12.3 

•''•13,2 

•"^14,1 

•"^4,4 

^ 5 . 3 

•"^6,2 

^ 7 , 1 

•>^8,4 

•"^9,3 

•"'•10,2 

•^•ll . l 

•>ft2,4 

•"'•13,3 

•"^14,2 

Note: x,,j denotes the estimate of "monthly" level for month h from the group which is interviewed in month h -I- /. 
Interviewing begins in month 5. Solid horizontal lines (seams) separate estimates which are obtained in different 
interviews. 
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Let the vector x^, defined as {x^^i, Xh,2, --.,Xh,p) ^ comprise the/? estimates for month h 
obtained from the/? groups in different interviews. Note that x,,p, X/,+i,p_, JCA+P_I.I 
are estimates for/7 different months obtained/ro/n one group in a single interview (in month 
h -1-/7). 

As in Sections 2 and 3, the generalized composite estimator for monthly level is defined 
as 

Yh = Yl^i^hJ - ^L*'^A-l.'- + f^yh-l, (13) 

where the summations now range from I to p. Defining a and 6 as (ci Op)^ and 
(fti, ...,bp)^, respectively, the GCE can again be written as 

yh = a^XH - kb'^Xh-i + ky^-i. 

The covariance structure of the monthly rotation group estimates is assumed to be stationary 
in time. Under this multi-level design, however, the length of time between the target month 
h and the corresponding interview in month h + i may affect the variability of the response, 
Xh,i- For / = I,...,p,let df represent the response variability as a function of the amount 
of time between the reference month and the interview. The following covariance structure 
is postulated: 

(i) War{Xh,i) = dfa^ for all h and /, where rf, > 0; 

(ii) Co\{Xh,i,Xhj) = 0 for / TS y; and 

(iii) For r s 0: Cov{Xh,i,Xh-r,j) = Pr,ididja^, if the two x's refer to the 
same group r months apart; or 0, otherwise. Take po,/ to be I for all /. (14) 

It may weU be that </, < ^2 ^ • • • ^ dp, if response variabUity incre£ises with recall time. 
The subscript r in the correlation coefficient Prj is the amount of time between the months 
referenced by estimates X/,,, and Xh-r,j- The subscript / indicates that the estimate for month 
h is obtained from an interview / months later. For specified values of h,r and /, there is only 
one valuey, I < j < p, for which the estimates x^,, and Xh-r,j refer to the same panel and 
Cov(.)fA,,af/,_,.j) is nonzero. (This value isy = modp(/ -1- r - I) -i- I, wheremodp(/i) isthe 
value of the integer n, modulo p.) Otherwise, the covariance is 0. In some cases, it may be 
appropriate to replace pr,i, . . . . Pr,p with a commom p^. 

No assumptions are made about bias. In addition to the effect of recaU on variances of group 
estimates as postulated in (14), a bias related to recall time might also be incurred. Another 
source - time-in-sample bias - can result according to the number of times a respondent has 
been interviewed (Bailar 1975). Although these biases need not be measured to derive the 
variance formulae given in this section, they might constitute a nontrivial component of mean 
squared error. 

Define the/7 x p matrices D, P^ and / as foUows. Let D and P,., for r > 0, be diagonal 
matrices with rfj rfp and p,i, . . . . p,p, respectively, along the diagonal. Define / as: 
Ji,i+i = Ifor/ = 1,2 p - l;Jpi = I; and Jjj = 0, otherwise. The powers of /form 
a cycle with / " = /, where lis thep x p identity matrix. An argument similar to that in 
Section 2 leads to Var(jf/,) = a^Z)^foralI A, and, in general, Cov(je/,,*/,_,.) = a^DP^J^D, for 
/• = 0, I, 2 and all A. 
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FinaUy, define the matrix Z as S "=i k"P„J". For general/?, /, andy, k can be shown that 
the y th cell Zy is an infinite sum of terms: 

00 

Zij = ^ k"pu,i, where u = pm -\- I -\- modp{p - / -f y - I ) . 
m=0 

Because the p values represent correlation coefficients, it foUows easily that Z is finite. 

Analogous to theorems 1,2, and 3 proven earUer are theorems 4,5, and 6 presented below. 
The former three allow any pattern of design gaps, but apply only to one-level designs. 
Theorems 4, 5, and 6 do not permk designs gaps. 

The proofs of the theorems are similar to those in Section 3 and are not repeated. All results 
apply to the limiting case where rotation groups have been in sample long enough to eliminate 
the effect of phasing in the sample. If the p,,,'s decrease rapidly with r, or if k is relatively 
small, the "steady-state" arrives wkhin a couple of interviews. 

Theorem 4. If the GCE of level is defined as in (13), and the covariance structure of (14) holds, 
then 

Var{yh) = a^[a^D^a -I- k^b^D^{b - 2a) 

-I- 2(a - k^b)^DZD{a - ft))/(I - A:̂ ). 

Theorem 5. Let y^ - Vh-i be the GCE estimator of "month-to-month" change. Then 
Var(;'A - Yh-i) is 

(i) 2a^a^D{I - PiDDa, if A: = 0, and 

(ii) aHa^D^a -I- Ar̂ ft̂ D f̂t - 2ka^DPiJDb)/k - (1 - k)^Var{yh)/k, if 0 < A: < I. 

Theorem 6. Define S/,,, as in (9), the sum of the GCE's for the last t periods. Then S/,,t, 
Sh,, - 5^-1,1, and j / , - yn-i can again be written as E ,^o vJxh-i, where the vectors VQ, VJ, 
V2, . . . are found in (10). For these sets of vectors. 

Var ( f vrxh-}j =O'\Y, ^ID\ -H 2 f; V,̂  f; DP„rD v,+„l; (16) 
V ,=0 / ^ 1=0 1=0 n = t ^ 

the sums in (16) converge. 
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