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In This Issue 

This issue contains a special section on time series methods in surveys, a topic that has attracted 
considerable interest in recent years. Special thanks are due to W.A. Fuller and J.N.K. Rao for 
coordinating the editorial work for this section. 

The first two papers of the special section deal with the problems of sample design and 
maintenance, and estimation of various parameters of interest in repeated surveys. Fuller notes 
that repeated surveys designed to enable estimation of the parameters of the measurement error 
process can be very cost efficient. For a two-period survey with fifty percent overlap, he shows 
that generalized least square estimates of longitudinal parameters can have substantially lower 
variance than the simple estimator based only on the overlapping units. Wolter and Harter deal 
with the problem of sample maintenance for a recurring survey. The ingenious use of a Peano 
curve allows the sample maintenance to meet several desirable properties. They describe an 
application to a marketing survey. 

Bell and Hillmer discuss the underlying philosophy of the time series approach to estimation 
in repeated surveys based on the recognition of two sources of variation: time series variation 
and sampling variation. They obtain some theoretical results regarding design consistency of 
the time series estimators, and uncorrelatedness of the signal and sampling error series. They 
also observe that the use of signal extraction results from time series analysis can improve survey 
estimates by reducing their mean square error. 

For repeated surveys, better small area estimates can be obtained by combining the usujil 
approach based on synthetic estimation with the use of time series models. Pfeffermann and 
Burck examine the statistical properties of such predictors. They illustrate the procedure with 
the use of data on home sale prices. 

Time series described by ARIMA regression models with survey errors following an ARMA 
process is the subject of Binder and Dick's paper. Such models can be applied to data from surveys 
with a two-stage design where the first stage units are replaced randomly, while the second stage 
units have a rotating panel design. The authors give an example using Labour Force Survey data. 

Brillinger studies the relationship of births to time and geography using data for women aged 
25-29 in Saskatchewan. Smooth surfaces are obtained from data aggregated by census division. 
The Poisson-lognormal distribution is also fitted to the data. 

In the last paper of the special section, Laniel and Fyfe describe the problem of benchmarking 
sub-aimual series and briefly review some solutions proposed in the literature. They then present 
two new methods - one based on a model for trends and the other on a model for levels - and 
discuss their suitability. 

In his paper, Bandyopadhyay proves that for a class of estimators and sampling schemes, 
one can ignore the sampling weights when estimating a ratio. He applies this to a well-known 
example to illustrate the result and makes a comparison with estimation using a ratio of Horvitz-
Thompson estimators. 

In repeated surveys with rotation panels, knowledge of panel correlations is essential for certain 
statistical analyses, such as studies of composite estimators. Lee provides methodology for 
estimating correlations between panel estimates in the Canadiem Labour Force Survey. 

Misdating or "telescoping" is a recognized source of errors in retrospective surveys. Silberstein 
estimates telescoping effects to obtain estimates for the unbounded first wave in the U.S. 
Consumer Expenditure Interview Survey. She finds that estimates from the first wave are greater 
than estimates from subsequent waves even after accounting for telescoping effects and concludes 
that a shorter recall period for the first wave improves reporting in subsequent waves. 
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Stasny presents several models for gross flows in the presence of nonresponse. The models 
are divided into those with symmetric and asymmetric transition probabilities. Methods for 
obtaining parameter estimates for the various models are developed and applied to victimization 
data from the U.S. National Crime Survey. 

Finally, readers will notice that, with this issue. Survey Methodology has a new cover. The 
previous cover was used since December 1984 (Vol. 10 No. 2). Statistics Canada is making 
similar changes to all its publications to incorporate a unique logo and to create a standardized 
corporate look. 

The Editor 
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Analysis of Repeated Surveys 

WAYNE A. FULLER! 

ABSTRACT 

Repeated surveys in which a portion of the units are observed at more than one time point and some 
units are not observed at some time points are of primary interest. Least squares estimation for such surveys 
is reviewed. Included in the discussion are estimation procedures in which existing estimates are not revised 
when new data become available. Also considered are techniques for the estimation of longitudinal 
parameters, such as gross change tables. Estimation for a repeated survey of land use conducted by the 
U.S. Soil Conservation Service is described. The effects of measurement error on gross change estimates 
is illustrated and it is shown that survey designs constructed to enable estimation of the parameters of 
the measurement error process can be very efficient. 

KEY WORDS: Survey sampling; Least squares; Measurement error; Gross change. 

1. INTRODUCTION 

There is considerable interest in the analysis of surveys that are repeated in time. Evidence 
of this interest is the recently published proceedings of a conference on panel surveys edited 
by Kasprzyk, Duncan, Kalton and Singh (1989), sessions at the meetings of the International 
Statistical Institute held in 1987 and 1989, and the Statistics Canada Symposium on Analysis 
of Data in Time held in October 1989. Smith and Holt (1989) at the 1989ISI session in Paris 
call this a "resurgence of interest in the design and analysis of longitudinal studies." They note 
that researchers in areas such as sociology and health have long conducted panel surveys and 
cohort studies. They cite, as an example, Lazarsfeld and Fiske (1938). An example in a health 
related area is the study of Garcia, Battese, and Brewer (1975). 

Official agencies conduct many surveys, such as labor force surveys, on a regular basis. The 
output of such surveys is usually a sequence of reports, such as those on current employment 
and unemployment. Typically, very few statistics on the behavior of individual units over time 
have been reported from repeated official surveys. An example of a survey designed to produce 
longitudinal estimates is the U.S. Survey of Income and Program Participation. See Kasprzyk 
and McMillen (1987). While information on private surveys is less complete than that on 
government surveys, it seems that the most common use of repeated private surveys is also 
to produce a sequence of reports for points in time. However, the demand for longitudinal 
analysis has increased for both public and private data providers. 

The complex issues associated with repeated surveys are brought into focus when one 
attempts to develop a taxonomy for such studies. Duncan and Kalton (1987) list some seven 
objectives of surveys repeated over time. These are: 

A. To provide estimates of population parameters at distinct time points. 

B. To provide estimates of population parameters summed across time. 

C. To measure net change at the aggregate level. 

Wayne A. Fuller, Department of Statistics, Iowa State University, Ames, Iowa, 50011, U.S.A. 
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D. To measure components of change including 
i) gross change 

ii) change for an individual 
iii) variability for an individual. 

E. To aggregate individual data over time. 

F. To measure the frequency, timing and duration of events. 

G. To accumulate information on rare populations. 

While not mentioned explicitly, several of these objectives implicitly include the estimation 
of the parameters of subject matter models. 

Duncan and Kalton also define four kinds of surveys. Their definitions were: (I) repeated 
survey, in which no attempt is made to guarantee that pzuticular elements appear in more than 
one sample; (2) the pure panel survey, in which the same elements are observed at every point 
in time; (3) the rotating panel survey, in which there is a fixed pattern under which elements 
are observed for a fixed number of times and then rotated out of the sample; and (4) the split 
panel survey, in which a pure panel survey is combined with a repeated survey or a rotating 
panel survey. Duncan and Kalton present a table in which they outline how the different kinds 
of surveys are appropriate for the different kinds of objectives. 

An institution conducting a repeated survey faces all of the usual survey problems, but the 
problems are magnified relative to a one-time survey. The quality repetition of a survey requires 
maintaining consistent field, processing, data management, and estimation procedures over 
time. It is difficult to maintain cooperation over time and it is difficult to trace people who 
move. Response error is present in all surveys, but repeated surveys encounter problems of 
"conditioning" associated with repeated interviews. Also, response errors introduce incon­
sistencies into data collected over time. Finally, the changing composition of units, such as 
families, over time complicates estimation and analysis. 

We shall examine only a few issues associated with repeated surveys. Our discussion is 
motivated by a large scale survey conducted by the U.S. Soil Conservation Service with the 
cooperation of Iowa State University. In Section 2 we review some of the estimation techniques 
applicable for repeated surveys. This discussion is continued in Section 3 with more emphasis 
on estimation of longitudinal parameters in panel surveys. In Section 4 we briefly describe the 
estimation procedures used in the U.S. Soil Conservation Service study. Section 5 contains 
a short description of the effects of measurement error on gross change estimates. 

2. ESTIMATION 

In this section we outline generalized least square estimation for surveys with only a subset 
of elements observed at successive times. Generalized least squares was the procedure first con­
sidered by authors studying estimation for surveys repeated in time. Beginning with Jessen 
(1942), who was influenced by Cochran (1942), these authors considered the construction of 
minimum variance weights for a set of unbiased estimators available at each point in time of 
the survey. 

Jessen (1942) investigated the special case of sampling on two occasions with unequal 
numbers of observations, and studied the optimal allocation of units to overlapping and 
nonoverlapping sample groups. Patterson (1950) considered sampling on 7 occasions under 
several schemes of partial replacement of units. The simplest such sampling plan required the 
replacement of a fbced proportion of sampling units on each successive sampling occasion. 
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Also, Patterson (1950) assumed that for a given /, the differences Xu - x,,t = 1,2, . . . , 
followed a first-order autoregressive process, where x^ was the value of the i-th population 
unit at time t, and x, was the corresponding finite population mean. Under the resulting error 
model, he developed optimal estimators of the fixed x, values and of the differences x, - x,_i. 
He also considered the optimal estimation of x, under generalizations of the partial replace­
ment plan, optimal sample size selection, and estimation with nonautoregressive errors. 

Least squares procedures were considered further by Eckler (1955), Gumey and Daly (1965), 
and Jones (1980). Composite estimation was a name given to certain types of estimators. See 
Rao and Graham (1964), Graham (1973) and Wolter (1979). Battese, Hasabelnaby and Fuller 
(1989) describe the application of the least squares procedure to a farm survey conducted by 
the U.S. Department of Agriculture. 

It seems fair to say that the parameters under consideration by these authors were means 
or totals at specific time points. That is, longitudinal parameters, such as the fraction of 
individuals in a particular class at both time 1 and time 2, were not explicitly considered by 
these authors. However, as we shall see, the least squares method extends to longitudinal 
parameters. 

Linear least squares has the desirable feature that estimators for a number of characteristics 
are internally consistent. That is, the least squares estimator of Fplus the least squares estimator 
of Z is the least squares estimator of Y + Z. However, if different vectors of observations 
are used to construct different estimates, the internal consistency is destroyed. 

In many applied surveys it is not possible to compute the optimum least squares estimators 
for all points in time because all available information cannot be used in the estimation. First, 
it is not possible to incorporate all data from the surveys of preceding times into a least squares 
analysis for the current time because the number of variables often exceeds the number of obser­
vations. Second, the releasing organization may be restricted in the number of times they can 
revise previous estimates. This second point has been discussed by Smith and Holt (1989). 

To illustrate these estimation problems, we have constructed a small example. A two-way 
table for classification at two points in time, as observed in a very large sample, is given in 
Table 1. We have given names to the categories in this table, letting the first category be 
employed and letting the second category be unemployed. We shall assume that the population 
is constant over time. If there are births and deaths, then the table would need to be increased 
to a 3 X 3 table. Let us assume that we are interested in estimating the change in level from 
one period to the next. Let us also assume that we are interested in the gross change table which 
involves estimating the interior cells of the table. In the 2 x 2 table it is only necessary to 
estimate the (1, 1) cell and the marginal proportions to define all cells of the table. 

We assume a two-period study in which an equal number of elements are observed at each 
of the two times. We assume that one half of the elements observed at the first time are also 
observed at the second time. That is, of the elements observed at the second time, one half 

Table 1 
Hypothetical proportions for two points in time 

TIME 1 

Employed 
Unemployed 
Total 

Employed 

0.91 
0.03 
0.94 

TIME 2 

Unemployed 

0.02 
0.04 
0.06 

Total 

0.93 
0.07 
1.00 
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Table 2 
Covariance matrix of the vector of sample proportions, 

two time points and fifty percent overlap in sample 
(For a sample of size n multiply entries by 2 and divide by n) 

PEI 

0.0651 
0 
0 
0 
0 

PEI 

0 
0.0651 
0.0637 
0.0358 

0 

PEE 

0 
0.0637 
0.0819 
0.0546 

0 

P.El 

0 
0.0358 
0.0546 
0.0564 

0 

P.Ei 

0 
0 
0 
0 

0.0564 

Table 3 
Variance of alternative estimation procedures 

(For a sample of size n at each period, multiply entries by 2 and divide by n) 

Parameter 

PE-

PEE 

P.E 

PEE/P-E 

P.E - PE-

Simple 

0.0326 
0.0819 
0.0278 
0.0290 
0.0429 

Procedure 

Restricted GLS 

0.0326 
0.0397 
0.0258 
0.0229 
0.0367 

Full GLS 

0.0294 
0.0374 
0.0255 
0.0220 
0.0353 

were observed at the first time and one half are new to the sample. We take as our vector of 
observations the vector containing the proportion of elements in category 1 in the one half of 
the sample that is not observed the second time [ denoted by /*£•. i ] , the proportion of elements 
in category 1 at time 1 in the remaining half of the sample [denoted by PE.II . the proportion 
of elements that are in category 1 at both time 1 and time 2 for the portion of the sample that 
is observed at both time periods [denoted by PEE\ , the proportion of the elements in category 
1 at time 2 for the elements that are observed at both times [denoted by P.Ei\y and the 
proportion of elements in category I at time 2 for the portion of the sample that is observed 
only at time 2 [denoted by ^^£3]. 

We assume simple random sampling. Then, because the statistics are sample proportions, 
it is easy to write down the covariance matrix of the vector of five estimators. A multiple of 
that covariance matrix is given in Table 2. To obtain the covariance matrix for a sample of 
size n at each time period, divide every entry in the table by n and multiply by two. In Table 3 
we give the variance of alternative estimation procedures. In the first column is the variance 
of the procedure that uses as the estimator of the first period proportion only the elements 
appearing in the first period sample. To estimate the fraction appearing in category I (employed) 
both at time 1 and time 2, the simple procedure uses only the overlap elements, and to estimate 
the number in the first category at time 2, it uses only the sample observed at time 2. Thus, 
if we have a sample of 200 elements at each time period, the first period sample of 200 elements 
is used to estimate the first probability. The 100 elements observed at both time 1 and time 
2 are used to estimate the proportion of the elements in category I at both time 1 and time 
2, and the 200 elements observed at time 2 are used to estimate the time 2 proportion. 
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The last column is the variance of the best linear unbiased estimators constructed using 
generalized least squares. The estimators are constructed from the vector of five basic statistics 
and the covariance matrix of that vector. This estimator is of the form 

P = {X'V-^X)-^X'V-^Y, (1) 

where Kis given in Table 2, /3 = {PE., P.E> PEE), 

'l 1 0 0 0 ' 
A" = I 0 0 0 I 1 

^0 0 I 0 0^ 

and Fis the five-dimensional vector of direct estimates, 

y = {PElfPEl'PEEtPEl'PEi)-

The second column of Table 3 gives the variance of the restricted least squares estimators, 
where the restriction is that the estimator for the first period must be the estimator obtained 
from the initial sample. This would be an appropriate procedure if the agency never made a 
revision in the once published estimates. For example, the Bureau of Labor Statistics in the 
United States does not revise the unemployment statistics. Once released, they are the official 
estimates. Of course, the United States unemployment statistics are based on a more com­
plicated sample and are based on a survey that is conducted over a longer period of time than 
our example. 

To describe the restricted generalized least squares estimator of Table 3, let the model be 

Y = X^ + e, 

where A" is a fixed n x k matrbc and 

E[ee'] = V. 

The generalized least squares estimator of/3, with some elements of/S restricted to be certain 
linear combinations of y can be constructed as follows. Consider the Lagrangian 

b 

{¥- X^)-V-'{Y- X&) - 2 Y MT'ifi - gi), 
1 = 1 

where T, is a fixed row vector and b is the number of restrictions. The solution to this 
minimization problem is defined by 

/x'V-^x r'\//s\ _ /x'v-^Y\ 
V r o)\x)-{ g ) ' 

where X' = (X,, Xj, ...,\i,),T' = (T,', T^, . . . , r ^ ) and g' = (g,, gz, . . . ,g6) . I fwe 
replace g by the linear combination GY, the equation becomes 

r^^nio^rr)"-
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This equation defines the restricted estimator of/3 as a linear function of Y. Hence the variance 
of the estimator of jS is the upper k x k portion of 

/x'v-^x r'\-' /x'v-^\ ^//x'v-^x r'\-' (x'v-^\\' 

This is not the only way to compute the restricted generalized least squares estimator. An 
alternative estimator of level and change that leaves the previous estimator unchanged is the 
composite estimator. See, for example, Wolter (1979). 

Several points are illustrated by this small example. First, with a correlation of 0.591 between 
employment at the two time periods, the improvement in the current estimate of employment 
from using generalized least squares is modest, about 10%. On the other hand, there is a very 
large improvement in the variance of the estimate of PEE from using generalized least squares. 
The variance of the generalized least squares estimator of PEE is about 45% of the variance 
of the simple estimator. The second important point is that the use of restricted generalized 
least squares to estimate PEE and PE produces estimates that are nearly as efficient as full 
generalized least squares. There is about a one percent loss for the estimate of P.E and about 
a six percent loss for the estimate of PEE • 

3. LONGITUDINAL ESTIMATORS 

Recall that our definition of a pure panel survey is one in which the same elements are 
observed at every time point of data collection. The pure panel survey is possible for observa­
tions of certain physical units, such as plots of land. In the case of surveys of human popula­
tions, the pure panel must be considered to be a figment of the statistician's imagination. In 
the real world, a fraction of the respondents from the first time are always unavailable at the 
second time. Good reviews of procedures for missing data are given by Lepkowski (1989) and 
Litde and Su (1989). Also see LitUe and Rubin (1987), Kalton (1983) and Madow etal. (1983). 

We have described the rotating panel survey in which the design calls for some elements 
to leave the study and some elements to enter the study at every time point at which the study 
is conducted. In this type of survey we might say that we have planned nonresponse for those 
elements that are rotated out of the sample. Thus, estimation in the presence of nonresponse 
and estimation for rotating panel surveys are related problems. 

Given that one does not obtain data from every respondent at every point in time of a 
repeated survey, one is faced with a choice among methods of handling planned and unplanned 
nonresponse. There are two simple, and common, procedures. If the interest is in following 
individuals over time, then very often the investigator retains in the study only those individuals 
that responded every time. A weighting procedure may be used to adjust the data using 
characteristics of the initial respondents and (or) external auxiliary data. This procedure is often 
used in special one-time studies of a specific population. In such situations the report on the 
study is released only after the entire study is completed. 

The second common type of estimation procedure is to construct estimates for each time 
period using the data that are available for that time period. This procedure is often used if 
the survey is repeated regularly, the results are released after each survey, no revisions are made 
in the releases, and no longitudinal estimates are produced. One-period-at-a-time estimation 
has the advantage of being very easy to compute at time / because no information from the 
previous period is used in calculating the current estimators. It generally gives good estimates 
(not optimal) of the current value, but rather poor estimates of change. 
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In fact, one might use both of these procedures in a single survey. The Survey of Income 
and Program Participation (SIPP) conducted by the U.S. Bureau of the Census is a panel survey 
with a rotating time-of-interview with a four-month recall period. The Census Bureau provides 
a set of weights at each time of the survey that can be used to construct estimates for that point 
in time using all individuals that respond at that time point. They also provide (a) the sample 
of individuals that responded all eight times for the period 1984-1985 with weights for these 
individuals, (b) the sample of individuals that responded all four times in 1984 with an 
appropriate weight and (c) the sample of individuals that responded all four times in 1985 and 
an appropriate weight. 

We outline an estimation procedure for a panel survey with nonresponse where the analysis 
is conducted at the end of the survey. It is assumed that a reasonable fraction of the units 
respond at all time points of the survey and that longitudinal analysis is of interest. The com­
putational procedure consists of constructing weights for the units with complete response 
records. Information from respondents with incomplete records constitutes a form of auxiliary 
information. 

The first step in the analysis is to pick a few variables that are very important to the study. 
The number of variables that can be used will depend upon the sample size. The covariance 
structure of the vector of estimates composed of the simple estimates for each of these variables 
for each type of response pattern for each point in time where the estimate is appropriate, is 
computed. The covariance structure is a function of the response-nonresponse pattern. There 
are different definitions of simple estimators. For simple random sampling, simple estimators 
are simple means. For stratified samples, one might define the original vector to include 
estimates for each stratum. Alternatively, the simple estimator for a stratified sample might 
weight the responses in each stratum for nonresponse. The vector Fused in (1) is an example 
of a vector of simple estimates. 

Given the vector of simple estimators and the estimated covariance matrix of the vector, 
improved estimators for each of the time periods is constructed by generalized least squares. 
For example, if we had a panel study with three time points, there are seven response patterns. 
These are XXX, OXX, XOX, XXO, X(X), OAIO, OOA', where X denotes response and 0 denotes 
nonresponse. If we choose two variables of interest, the vector of simple estimates will contain 
12 X 2 = 24 estimates because there are 12 group-response times associated with the seven 
response patterns. In this example, generalized least squares would be used to produce six 
estimates, the estimates for the two variables for each of the three time periods. 

The generalized least square estimators for the selected characteristics become control 
variables for a next stage of estimation. Using regression weighting methods, weights are 
constructed for the individuals that responded at all time periods. The weights are constructed 
so that the generalized least squares estimates for each time period are reproduced by the 
weighted sample of 100% respondents. That is, the time estimates for the chosen variables are 
used as controls. 

The efficiency of the procedure depends upon the correlation between the chosen control 
variables and the analysis variable. If a control variable is also the analysis variable, the 
procedure will be very efficient. The procedure is less than fully efficient for the control 
variables only because a limited amount of information is used in the generalized least squares 
procedure. 

The strong advantage of the outlined procedure is that it produces a single tabulation data 
set that can be used to construct internally consistent estimates for all reporting times and for 
all gross change tables. The disadvantage is that estimates for particular points in time are less 
than fully efficient. 
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The variance of the procedure can be computed by analogy to the procedures used for double 
sampling. Let Yhe the characteristic of interest. For simplicity, assume a simple random sample 
at each time. We write the model to be used in estimation as 

y, = PY+ {Xf- px)0 + e, 

Px = E{X], 

e, ~ lnd(0,ff|). 

Let px be the generalized least squares estimator of px- Then our estimator for the mean 
of Yis 

PY = y + {px - x)e, 

where 6 is the vector of regression coefficients obtained in the regression of F, on Xf using the 
set of complete observations, and {y,x) is the mean vector for the elements observed at every 
time period. Let m be the number of complete observations. Then the variance of the estimator 
is, approximately 

V[py] = m-'al + 9'V[px\0, 

where y[p.x\ is the covariance matrbc of px. 

The least squares estimator we have described will perform well in most situations. However, 
it is possible for the estimator to produce negative estimates for quantities known to be non-
negative. This is because the estimator is linear and it is possible for some of the weights to be 
negative. Procedures have been developed to avoid this problem. See Huang and Fuller (1978). 

4. THE U.S. NATIONAL RESOURCE INVENTORY 

The Iowa State Statistical Laboratory cooperates with the U.S. Soil Conservation Service 
on a large survey of land use in the United States. The survey was conducted in 1958, 1967, 
1975, 1977, 1982, and 1987. A survey is currently being planned for 1992. 

The survey collects data on soil characteristics, land use and land cover, potential for 
converting land not used for crops to cropland, soil and water erosion, and conservation 
practices. The data are collected by employees of the Soil Conservation Service. Iowa State 
University has responsibility for sample design and for estimation. 

The sample is a stratified sample of the nonfederal area of 49 states (all except Alaska) and 
Puerto Rico. The sampling units are areas of land called segments. The segments vary in size 
from 40 acres to 640 acres. Data are collected for the entire segment on items such as urban 
land and water area. Detailed data on soil properties and land use are collected at a random 
sample of points within the segment. Generally, there are three points per segment, but 40-acre 
segments contain two points and the samples in two states contain one point per segment. Some 
data, such as total land area and area in roads, are collected on a census basis external to the 
sample survey. 

In 1982, the sample contained about 350,000 segments and nearly one million points. The 
1987 sample was composed of about 100,000 segments. The majority of the 1987 sample 
segments were a subsample of the 1982 segments. However, about 1,500 new segments were 
selected in areas of rapid urban growth. Data were collected on about 280,000 points in 1987. 
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Table 4 
Illustration of estimation procedure 

1982 

Cropland 
Other 
Urban 
Roads 
1987 TOTAL 

Cropland 

26,243 
771 

0 
17 

27,031 

Other 

179 
7,114 

0 
4 

7,297 

1987 

Urban 

13 
6 

623 
0 

642 

Roads 

6 
2 
0 

1,038 
1,046 

TOTAL 

26,441 
7,893 

623 
1,059 

36,016 

For the first time in 1987, it was decided that longitudinal data analysis would be performed 
for the period 1982-1987. Also for the first time, it was decided that the data were to be made 
available to the state Soil Conservation Service staff so that they could perform their own 
analyses. 

In 1987, the field personnel were provided with a preprinted work sheet containing the 1982 
information for the segment. They entered the information for 1987 on the basis of field obser­
vation and aerial photography. Field personnel were permitted to change the 1982 data if they 
found it to be incorrect. Edit and checking procedures were applied throughout the processing 
operation. 

The sample was designed to produce reasonable estimates for units called Major Land 
Resource Areas. These areas are defined on the basis of soil and cover characteristics. There 
are about 180 Major Land Resources Areas in the study area. Also the acreage estimates for 
any county were to be consistent with the total acreage of that county. There are about 3,100 
counties in the sample. Because the sample must provide consistent acreage estimates for both 
counties and Major Land Resource Areas, the basic tabulation unit is the portion of a Major 
Land Resource Area within the county. There are 5,530 of these units, which we called 
MLRAC's. 

The design of the sample is a simple form of a panel survey in that the 1987 sample is nearly 
a subsample of the 1982 sample. It was decided to use as the control variables from the 1982 
study, the 1982 acres of 14 major land uses such as cropland, rangeland, forestland, and urban 
land. In addition, the external information, such as 1987 area in roads, and the segment infor­
mation, such as 1987 area in urban land, is auxiliary information similar to that obtained from 
incomplete observations. 

Table 4 is a condensed version of an estimation table for one of the states in the survey. 
It contains only four uses instead of the 14 actually employed in the estimation. The entries 
in the right column are the 1982 estimates. The entries in the last row for urban land and roads 
are from the segment data and the external sources, respectively. The vector of sbc entries, (the 
first four entries of the last column, 1987 urban land, and 1987 roads) is a vector of totals cor­
responding to the vector of estimated means, px of Section 3. 

The internal estimates of the table are essentially least squares estimates that satisfy the six 
control totals. In the actual estimation scheme it was necessary to use imputation methods when, 
for example, a change is reported in the segment data, but there is no corresponding change 
in the point data. 

The design produced large variances for the directly estimated change in small uses such 
as urban land, farmsteads, and small water bodies. Therefore, a small area estimation scheme 
was used to construct estimates of change for the major land resource areas within counties. 
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We used a computer program for small area estimation developed at Iowa State University. 
The theory for the small area estimation procedure is described in Fuller (1986). Estimated 
changes in five small land uses for each of the 5,500 MLRAC's were constructed with the small 
area program. This procedure is essentially an allocation program in that the sum of the 
MLRAC estimates is the state estimate. Estimates for the entries in Table 4 (with 14 categories) 
were constructed for each MLRAC. 

In this estimation, the small area MLRAC estimates, the external estimate for roads, and 
the state marginals for cropland were used as controls. The final step in the estimation pro­
cedure was the assignment of weights to the point data such that the weighted point data give 
the estimates of Table 4 for each MLRAC. 

To summarize, the finsd product of the estimation procedure is a tabulation data set of points 
that permits estimation of complete two-way tables of 1982-1987 land use for any identifiable 
area designation. The estimates are consistent with previous estimates for major land use 
categories for the states and are consistent with data from sources outside of the point sample. 

Generally speaking, it is not possible to obtain good variance estimates from the tabula­
tion sample, although segment and stratum identification are given in the data set. Simple 
variance estimates computed with the point data for principal uses, such as cropland, will be 
too large because of the control on the larger 1982 sample. Proper variance estimation requires 
the use of double sampling formulas. 

5. MEASUREMENT ERROR 

Measurement error can have a very large impact on the analysis of data over time. This 
impact may be moderate in the case of simple means reported at a sequence of times. However, 
in gross change estimation and in regression estimation, measurement error can be extremely 
important. 

To illustrate the magnitude of measurement error bias in estimators of gross change, let 
us return to the simple example of Table 1. If the data were collected by a procedure such as 
that of the U.S. Census Bureau, the work of Chua and Fuller (1987) demonstrates that the 
interior cells of the two-way table will be seriously biased. Also see Abowd and Zellner (1985), 
Poterba and Summers (1985), and Singh and Rao (1990). Under the Chua-FuUer model, the 
response error at the two points in time is assumed to be independent. Also it is assumed that, 
at each time, 

/"[response = £'|true = £•) = I — o; -I- aPE, 
/•{response = U\true = E\ = aPu, 
/•{response = U\true = U\ = 1 — a + aPy, 
P{ response = ^I t rue = U] = UPE, 

where a is the parameter of the response mechanism. Under this model the expected value for 
the proportion employed at any point in time is the true proportion. A consistent estimator 
for PEE under the Chua-FuUer model is 

irEE= (1 -a)-^{PEE- PEPEI^ " d " « ) ' ] ) . 

where PEE, PE- and PE are the direct estimators and a is a parameter of the response mecha­
nism. Also see Battese and Fuller (1973). On the basis of the U.S. reinterview data, a value 
of a = 0.10 is not unreasonable. For our example, we have 
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Table 5 
Mean square error of alternative estimators for a sample of 10,000 at 

each time and 50% overlap 
(Mean square error of measurement error adjusted GLS = 100) 

Procedure 

Parameter Ordinary Measurement Error 

Simple Rest. GLS Full GLS Simple Rest. GLS Full GLS 

PE-

PE 

PEE 

111 
111 
1071 

111 
101 
967 

100 
100 
961 

111 
111 
250 

111 
101 
106 

100 
100 
100 

TtEE = (0.90)-^{0.91 - 0.93(0.94) (0.19)) 

= 0.9184. 

The corresponding two-way table of proportions adjusted for response error is 

( 

0.9184 0.0116\ 
0.0216 0.0484/, 

In this example, the bias in the direct estimator of P££ is 0.0084. Chua and Fuller estimate the 
bias to be about 0.0168 in the three-way table that includes the not-in-the-labor-force cate­
gory. Table 5 contains a comparison of alternative estimation procedures for PEE- A sample 
of 10,000 is assumed. The first three procedures are those of Table 3. The last three are the 
three estimators adjusted for measurement error bias. In the variance calculations, a is assumed 
to have a standard error of 0.01. The estimators of PE- and P.E are not changed by the adjust­
ment for measurement error bias. In this example, the squared bias in the ordinary estimator 
of PEE is about nine times the variance of the generalized least squares estimator. Thus, the 
measurement error bias dominates the mean square error of the estimator of PEE-

These results have serious implications for survey design. To illustrate this, we return to 
the gross change problem. Assume that our objective is to estimate the probability that a person 
will remain employed for two periods, PEE- We assume that it is possible to conduct inde­
pendent reinterviews for each point in time, and that interviews at two points in time are 
independent. We assume that the only interview procedures permitted are: 

A. Interview and reinterview at one of the times. 
B. Interview at time one and interview at time two. 

We assume that the response error is unbiased and that a simple two-class (employed and 
unemployed) model is appropriate. We also assume that the probabilities of correct response 
depend only on the current class of the respondent. Let the response probabilities be defined 
in terms of a and let 

7 = (1 - a)-^. 

Let Bfj denote the ij-th element of the 2 x 2 matrbc of probabilities observed in the reinterview 
study. That is, Bfj is the probability that an individual responds / on the first interview and7 
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Table 6 
MSB efficiency of MEM to direct 

MSE direct/MSE MEM 

500 

0.87 

Sample size, n 

1,000 5,000 

1.13 3.22 

10,000 

5.84 

on the reinterview. For this simple model we can obtain explicit expressions for the estimators. 
We have 

y = {On -0^)-\Bi-Bl) 

and 

1̂1 = y{Pn - Pi.P.i) + PiPi 

where 

1̂ = 1̂1 + 1̂2 = 1̂1 + ^21. 

Bjj, are the estimates from the reinterview study and Py are the estimates from the interviews 
conducted at the two time periods. 

In constructing the estimator, the reinterview study is used only to estimate the measurement 
error parameter. In fact, the reinterview study could be used in a generalized least squares 
procedure to improve the estimates of Pn, P], and P i . Under the assumption that all inter­
views are of equal cost, it can be demonstrated that about one fourth of the resources should 
be used for the reinterview study. The relative efficiency of the measurement error procedure 
to the direct biased procedure is given in Table 6. 

In small samples, the direct procedure has a smaller mean square error because of the smaller 
variance. Recall that only three fourths of the observations furnish information on PEE = Pii-
However, for samples greater than 750, the squared bias dominates the mean square error of 
the direct procedure and the consistent measurement error procedure has a smaller mean square 
error. This small example demonstrates the efficacy of surveys containing a component to 
estimate the parameters of the measurement process. 

6. SUMMARY AND CONCLUSIONS 

We have reviewed some topics associated with the analysis of repeated data, without 
attempting a complete discussion of the topic. We have shown that procedures based upon 
least squares have the potential to provide large gains in efficiency. Because of size and timing 
considerations, it is not possible to include all available information in the construction of the 
least squares estimators. Thus, in practice, the statistician must choose a subset of variables 
to use in the construction of least squares weights. Estimation for a two-period survey conducted 
by the U.S. Soil Conservation Service was described. 
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We illustrated the large biases that measurement error can produce in longitudinal estimates 
such as gross changes estimates. We showed that measurement error methods exist that can 
be used to construct consistent estimators. The use of one fourth of the available resources 
to estimate the variance of the measurement error in order to use measurement error estima­
tion methods can be justified. 

ACKNOWLEDGEMENTS 

This research was partly supported by Cooperative Agreement 68-3A75-8-I2 with the Soil 
Conservation Service, U.S. Department of Agriculture. I thank Margot Tollefson for the 
computations. 

REFERENCES 

ABOWD, J.M., and ZELLNER, A. (1985). Estimating gross labor force flows. Journal of Business and 
Economic Statistics, 3, 254-283. 

BATTESE, G.E., and FULLER, W.A. (1973). An unbiased response model for analysis of categorical 
data. Proceedings of the Section on Social Statistics, American Statistical Association, 202-207. 

BATTESE, G.E., HASABELNABY, N.A., and FULLER, W.A. (1989). Estimation of livestock 
inventories using several area and multiple frame estimators. Survey Methodology, 15, 13-27. 

CHUA, T.C., and FULLER, W.A. (1987). A model for multinomial response error applied to labor 
flows. Journal of the American Statistical Association, 82, 46-51. 

COCHRAN, W.G. (1942). Sampling theory when the sampling units are of unequal sizes. Journal of 
the American Statistical Association, 37, 199-212. 

DUNCAN, G.J., and KALTON, G. (1987). Issues of design and analysis of surveys across time. 
International Statistical Review, 55, 97-117. 

ECKLER, A.R. (1955). Rotation sampling. The Annals of Mathematical Statistics, 26, 664-685. 

FULLER, W.A. (1986). Small area estimation as a measurement error problem. Proceedings of the 
Conference on Survey Research Methods in Agriculture, (Ed. D. Faulkenberry), American Statistical 
Association and NASS, U.S. Department of Agriculture, Washington, D.C. 

GARCIA, P.A., BATTESE, G.E., and BREWER, W.D. (1975). Longitudinal study of age and cohort 
influences on dietary patterns. Journal of Gerontology, 30, 349-356. 

GRAHAM, J.E. (1973). Composite estimation in two cycle rotation sampling designs. Communications 
in Statistics, 1,419-431. 

GURNEY, M., and DALY, J.F. (1965). A multivariate approach to estimation in periodic sample surveys. 
Proceedings of the Section on Social Statistics, American Statistical Association, 242-257. 

HUANG, E.T., and FULLER, W.A. (1978). Nonnegative regression estimation for sample survey data. 
Proceedings of the Section on Social Statistics, American Statistical Association, 300-303. 

JESSEN, R.J. (1942). Statistical investigation of a sample survey for obtaining farm facts. Iowa 
Agricultural Experiment Station Research Bulletin, 304, 54-59. 

JONES, R.G. (1980). Best linear unbiased estimators for repeated surveys. Journal of the Royal Statistical 
Society, Series B, 42, 221-226. 

KALTON, G. (1983). Compensating for Missing Survey Data. University of Michigan, Survey Research 
Center. 

KASPRZYK, D., DUNCAN, G. J., KALTON, G., and SINGH, M.P. (1989). Panel Surveys. New York: 
John Wiley. 



180 Fuller: Analysis of Repeated Surveys 

KASPRZYK, D., and McMILLEN, D.B. (1987). SIPP: Characteristics of the 1984 Panel. Proceedings 
of the Section on Social Statistics, American Statistical Association, 181-186. 

LAZARSFELD, P.F., and FISKE, M. (1938). The panel as a new tool for measuring opinion. Public 
Opinion Quarterly, 2, 596-612. 

LEPKOWSKI, J.M. (1989). Treatment of wave nonresponse in panel surveys. In Panel Surveys 
(Eds. D. Kasprzyk, G. Duncan, G. Kalton and M.P. Singh). New York: John Wiley. 

LITTLE, R.J.A., and RUBIN, D.B. (1987). Statistical Analysis with Missing Data. New York: John 
Wiley. 

LITTLE, R.J.A., and SU, H.L. (1989). Item Nonresponse. In Panel Surveys (Eds. D. Kasprzyk, 
G. Duncan, G. Kalton and M.P. Singh). New York: John Wiley. 

MADOW, W.G., OLKIN, I., NISSELSON, H., and RUBIN, D.B. (1983). Incomplete Data in Sample 
Surveys. (Three volumes) New York: Academic Press. 

PATTERSON, H.D. (1950). Sampling on successive occasions with partial replacement of units. Journal 
of the Royal Statistical Society, Series B, 12, 241-255. 

POTERBA, J.M., and SUMMERS, L.H. (1985). Adjusting the gross change data: Implications for 
Labor Market Dynamics. Proceedings of the Conference on Gross Flows In Labor Force Statistics, 
U.S. Bureau of the Census and U.S. Bureau of Labor Statistics, 81-95. 

RAO, J.N.K., and GRAHAM, J.E. (1964). Rotation designs for sampling on repeated occasions. Journal 
of the American Statistical Association, 59, 492-509. 

SINGH, A.C, and RAO, J.N.K. (1990). Adjustments for classification error in gross flows. Unpublished 
manuscript. Statistics Canada, Ottawa, Canada. 

SMITH, T.M.F., and HOLT, D. (1989). Some inferential problems in the analysis of surveys over time. 
Paper presented at the 47th session of the International Statistical Institute, Paris. 

WOLTER, K. (1979). Composite estimation in finite populations. Journal of the American Statistical 
Association, 74, 604-613. 



Survey Methodology, December 1990 181 
Vol. 16, No. 2, pp. 181-194 
statistics Canada 

Sample Maintenance Based on Peano Keys 

KIRK M. WOLTER and RACHEL M. BARTER* 

ABSTRACT 

We discuss frame and sample maintenance issues that arise in recurring surveys. A new system is described 
that meets four objectives. Through time, it maintains (1) the geographical balance of a sample; (2) the 
sample size; (3) the unbiased character of estimators; and (4) the lack of distortion in estimated trends. 
The system is based upon the Peano key, which creates a fractal, space-fiUing curve. An example of the 
new system is presented using a national survey of establishments in the United States conducted by the 
A.C. Nielsen Company. 

KEY WORDS: Recurring surveys; Sample maintenance; Changing population units; Peano key. 

1. INTRODUCTION 

We are concerned with recurring surveys conducted over time and the maintenance they 
require. Let 11, denote a survey universe at time t, with t = 0 denoting the inception of a new 
survey. We assume a probability sample of units of IIQ has been selected, and thus that it is 
feasible to construct unbiased (or at least consistent) estimators of the population total and 
other parameters of interest. As time goes by, we assume the universe is surveyed repeatedly 
at regular intervals of time, in part to track the "level" of the population, and in part to measure 
i ts ' 'trends". A panel or a rotation sampling design is usually employed for this purpose {e.g., 
see Rao and Graham (1964) and Wolter (1979) and the references cited by those authors). In 
all such surveys of people or their institutions, which is all we concern ourselves with here, 
the composition of the universe changes with time as births, deaths, and other changes occur 
to the status of the units. The survey frame, the sampling design, and the schemes for obser­
ving or collecting the survey data must be maintained for such change; otherwise, the sample 
may become excessively biased and cease to be representative of the universe. 

The types of maintenance issues that arise in recurring surveys depend in part on the kind 
of universe under study, in part on the choice of sampling unit, and in part on the interplay 
between the sampling unit and the universe elemental units. We shall summarize briefly the 
issues that arise in four different situations: 

(i) establishment surveys with establishment as the sampling unit; 
(ii) establishment surveys with company or some similar cluster of establishments as the 

sampling units; 
(iii) surveys of people or households with the address or housing unit as the sampling unit; and 
(iv) surveys of people or households with the household or family as the sampling unit. 

In this work, we use the words "establishment" and "company" in a generic sense. An establish­
ment may be a retail store, a manufacturing plant, a school, a hospital, a golf course, or any 
other similar, single-location entity, while the corresponding company would be the corporate, 
legal entity that owns the retail store, or the school district, and so on. In some cases, of course, 
the establishment and company will be synonymous, e.g., a single, independent grocery store. 

' Kirk M. Wolter and Rachel M. Harter, Statistical Research Department, A.C. Nielsen Company, Nielsen Plaza, 
Northbrook IL 60062, USA. 


