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In This Issue 

Despite the best efforts by statistical agencies in counting people in a census, a small undercount 
always remains. These undercounts are usually not uniformly distributed over various subgroups 
of the population and therefore they impact differently on various government programs that 
use census population figures. Consequently, methods of measuring undercounts, adjustment 
techniques, especially for local areas, and related issues have attracted a great deal of attention 
from policy makers and statisticians. The six articles included in the special section on Census 
Undercount Measurement Methods and Issues will be a valuable addition to the growing hterature 
on this topic. 

The first article in the section is a discussion paper by Freedman and Navidi. It reviews some 
of the statistical issues and arguments for and against adjusting the United States Census of 1980 
as well as discusses statistical evidence presented in a trial against the Department of Commerce 
and the U.S. Bureau of the Census. The article is a continuation of the discussion between the 
authors and Ericksen, Kadane and Tukey who are proposing methodology for the adjustment. 
It also shows how some of the conflicting views were resolved by the trial court. The article is 
followed by very insightful and lively comments from several statisticians and a reply from the 
authors. 

Cressie presents an empirical Bayes approach to prediction of undercount at subnational levels 
based on restricted maximum likehhood (REML). The claimed advantage of the REML 
estimators is that they do not tend to oversmooth the post-enumeration survey data as maximum 
likehhood estimation does. The REML estimators are compared with the maximum likelihood 
and method-of-moments estimators by simulation and example. 

Prior to the 1990 U.S. Census, a dress rehearsal took place in the state of Missouri. Datta 
et al. use the data from this exercise to study procedures for modelling from census post-
enumeration surveys. They consider both hierarchical and empirical Bayes approaches. The 
results indicate that both approaches lead to improvements on the dual system estimation 
approach. The authors conclude with an update in light of the adjustment of the actual 1990 
U.S. Census. 

Four estimators of the base population used as a benchmark in the Population Estimates 
Program of Statistics Canada are discussed by Royce. These are the unadjusted census counts, 
adjusted census counts, a preliminary test estimator and a composite estimator. The Weighted 
Mean Square Error is used as the basis for comparison of these esthnators, not only for estimation 
of population totals but also for estimation of functions of population totals, such as population 
shares or growth rates etc. 

Swain et al. give an overview of the Address Register that was created at Statistics Canada 
as a means of reducing undercoverage in the 1991 Census of Canada and represents a frame 
of the residential addresses for medium and large urban centres. Methodology, post-censal 
evaluation and future prospects are discussed. 

The final article of the special section, by Fienberg, presents a selected annotated bibliography 
of the hterature on capture-recapture estimation of population size. Capture-recapture estimation 
is the main method used to evaluate the completeness of the census counts and thus the article 
concentrates on literature related to the estimation of human populations. 

Roe, Carlson and Swanson describe a variation of the Housing Unit Method to estimate the 
population of small rural areas. In this variation, local experts provide data about selected 
households. The estimates are compared to the census counts for three rural communities. 



2 In This Issue 

Xia et al. compare the statistical properties and costs of telescopic single stage cluster samphng 
with that of ordinary single stage cluster sampling. Telescopic single stage cluster sampling is 
an alternative when sub-samphng of clusters {i.e. two-stage cluster sampling) is not possible. The 
method has been used in the Shangai Survey of Alzheimer's Disease and Dementia, which serves 
as an illustration of how costs can be reduced without sacrificing precision. 

The Editor 
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Should We Have Adjusted the U.S. Census of 1980? 

D.A. FREEDMAN and W.C. NAVIDI^ 

ABSTRACT 

This paper reviews some of the arguments for and against adjusting the U.S. census of 1980, and the 
decision of the court. 

KEY WORDS: Census; Adjustment; Post Enumeration Survey; Regression; Smoothing. 

1. INTRODUCTION 

Every ten years, the census gives a statistical portrait of the United States. Geographical 
detail makes these data unique. However, the counts have more than academic interest: they 
influence the distribution of power and money. The census is used to apportion Congress as 
well as local legislatures and to allocate tax money - $40 billion per year in the late 1980s - to 
39,000 state and local governments. For these purposes, the geographical distribution of the 
population matters, rather than counts for the nation as a whole. Indeed, the census is used 
as a basis for sharing out fixed resources: if one jurisdiction gets more, another must receive 
less. Adjusting the census is advisable only if the process brings us closer to a true picture of 
the distribution of the population. 

A small undercount is thought to remain in the census, and this undercount is unlikely to 
be uniform. People who move at census time are hard to count; in rural areas, maps and address 
lists are incomplete. Central cities have heavy concentrations of poor and minority persons, 
who may be harder to enumerate. If the undercount can be estimated with good accuracy, 
especially at the local level, adjustments can - and should - be made to improve the census. 
Some statisticians argue that the undercount can be estimated well enough, others are skeptical: 
a bad adjustment may be worse than nothing. 

Because of its resource implications, the undercount has attracted considerable attention 
in the media, the Congress, and the courts. After the 1980 census. New York City joined with 
other jurisdictions to sue the Department of Commerce, seeking to compel an adjustment based 
on demographic analysis and capture-recapture techniques. The Commerce Department resisted 
this pressure. The trial court framed the issue as follows: 

"The plaintiffs contend that a statistical adjustment of the census will improve upon the 
accuracy of the census, thereby reducing the disproportionate undercount in the City and 
State [of New York]. The Census Bureau, however, contends that although the census 
counts are imperfect, a statistical adjustment of the census will inject even greater inaccu­
racies into the population count, and that therefore, a statistical adjustment of the census 
is not technically feasible or warranted at this time." (674 F Supp 1091 = volume 674 
of the Federal Supplement, page 1091). 

' D.A. Freedman, Statistics Department, University of California, Berkeley, CA U.S.A. 94720; W.C. Navidi, 
Mathematics Department, University of Southern California, Los Angeles, CA U.S.A. 90089. 
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The 1980 case may seem dated, given that the census of 1990 has already been taken. 
However, among law suits that involve statistical principles, the 1980 census case was one of 
the most important and closely argued; there is still much to learn from it. This article will 
review some of the technical issues, and some of the findings of the court. 

The balance of this section will sketch the background; for more details, see Cohen and Citro 
(1985) or Fay et al. (1988). There are two methods for evaluating the completeness of the 
counts in the U.S. Census: demographic analysis and capture-recapture. Demographic 
analysis uses admiiustrative records (birth certificates, death certificates, immigration visas, 
etc.) to make independent estimates of population totals. The starting point is an accounting 
identity: 

Population = Births - Deaths -I- Immigration - Emigration. 

Demographic analysis provides estimates by age, sex and race but not ethnicity, because 
of gaps in the records. Data on immigration and emigration are incomplete; birth records are 
incomplete too, especially prior to 1935. Thus, the data going into the "identity" must be 
supplemented by a variety of imputations and adjustments. Furthermore, data on internal 
migration are lacking, so estimates are made primarily at the national level. This completes 
our sketch of demographic analysis. 

Estimates of coverage for small areas (including states and cities) are based on capture-
recapture techniques. Capture is in the census; recapture is in a sample survey conducted after 
the census. In 1980, there were two such surveys, or "P-samples:" the April and August CPS 
(Current Population Survey). Each record from the P-samples was matched against the census 
file to see if the corresponding person was "captured," that is, counted in the census. Records 
that could not be matched indicated people who were missed by the census - or a failure in 
the matching process. These data were used to estimate the percentage of persons missed by 
the census, that is, the rate of omissions. 

The census also had a small percentage of erroneous enumerations (for instance, people 
counted at two different addresses); the number was estimated by taking an "^-sample" of 
census records and trying to check them by field work. In effect, the net undercount was 
estimated by taking the difference between the omissions and erroneous enumerations. (For 
details, see Fay et al., Chapter 5.) These undercount estimates were made as part of "PEP," 
the Post Enumeration Program. 

In 1980, there was a fair amount of missing data in the P- and ̂ -samples: for instance, there 
was a 4% non-interview rate in the CPS; even after interview, a determination of match status 
could not be made for another 4% of the subjects. To see the effect of missing data, a variety 
of imputation schemes were considered, leading to 12 different series of PEP estimates for 
66 subareas. 

The 66 areas covered the whole U.S. They included cities like New York; states apart from 
these cities, like upstate New York; and whole states Uke Wyoming. A PEP "series" consists 
of 66 estimates, one for each study area; 9 of the 12 series were based on the April CPS, and 
3 on the August CPS. 

In the 1980 case, expert witnesses for plaintiffs included Gene Ericksen, Jay Kadane, and 
John Tukey. Their strategy for adjusting the census using PEP data was described in Ericksen 
and Kadane (1985). Freedman (among other statisticians and demographers) testified for the 
defendants, and Navidi was a consultant. A critique of the proposed adjustments was 
summarized in Freedman and Navidi (1986), to be referenced here as FN. 
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We now indicate some of the technical issues. According to experts from the Bureau of 
the Census: 
(a) There were substantial differences among the 12 PEP series, demonstrating that missing 

data were a serious problem. 
(b) The PEP estimates were subject to large biases, apart from the problems created by missing 

data. 
(c) Each PEP series was subject to unacceptably large sampHng error. 

Ericksen and Kadane responded that one of the PEP series ("PEP 2-9") was preferred, and 
that sampling error could be substantially reduced by regression modeling. They proposed a 
model with two equations. The first equation expresses the idea that^,, the PEP estimate for 
study area /, is an unbiased estimate of the true undercount 7,- for that study area. Informally, 

PEP estimate for area / = True undercount in area / -I- Random error. 

Formally, 

yi = ji + 8j. (1) 

The second equation expresses a theory about the variation of the undercounts from area 
to area, in terms of a vector of explanatory variables X, and a vector of hyper-parameters 0. 
Informally, 

Linear combination of 
True undercount = explanatory variables -\- Random 

in area / for area / ^^ror. 

Formally, 

7; = Xj- 0 -^- 6,-. (2) 

The assumptions on the error terms can be stated as follows: 

E{8i) = E{e,) = 0. (3) 

var6, = Kj, vare, = a^. (4) 

61, 62. • • • > he, ei. ^2, • • •. f66 are independent. (5) 

8, and e, are normally distributed. (6) 

In (4), Kj is the split-sample variance for y, computed by the Bureau; randomness in K, is 
ignored; a^ does not depend on / and is treated as constant even though it is estimated from 
the data. The role of assumptions, and departures from them, was examined in FN; also see 
the discussion papers and rejoinder, as well as sections 6-7 below. 

The Ericksen-Kadane model was used in the 1980 case to smooth the PEP estimates, with 
the objective of reducing sampHng error. The main focus of FN was a critique of that model. 
Ericksen, Kadane and Tukey (1989) - to be referenced here as EKT - replied to FN, and the 
present paper continues the exchange. 

EKT cited a paper by Schirm and Preston (1987), which considers adjusting states and the 
District of Columbia by the "synthetic method." For instance, demographic analysis (with 
one set of assumptions on illegal immigration) estimated a national undercount rate of 5.9% 
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for blacks and 0.7% for whites in 1980. The synthetic method adjusts each state as follows: 
increase the number of blacks by 5.9% and the number of whites by 0.7%. In short, under­
count rates are assumed to depend on race but not geographical area - or anything else. 

This completes our summary of the technical background. For an update on the 1990 census, 
see Freedman (1991); some of the introductory material here was excerpted with minor changes 
from that paper. For other views, see Hogan and Wolter (1988), Schirm (1991), Wolter (1991), 
Woher and Causey (1991), or Ericksen, Estrada, Tukey and Wolter (1991). The balance of 
the present paper responds to the salient points raised by EKT, and indicates how some of the 
the conflicting views were resolved by the trial court. 

2. DO THE ADJUSTMENTS IMPROVE ON THE CENSUS? 

The most important question is whether adjustments improve on the census counts. EKT 
" . . . are confident of improving upon the raw census count (p. 943)"; indeed, there are 

"two simple [synthetic] adjustments that improve upon the census . . . the question of 
the Ericksen and Kadane model is not whether it proves that adjustment is feasible, but 
whether it improves upon the simpler methods (pp. 927-8) . . . Study of the method will 
not "prove" that an adjustment will improve the census. This has already been 
demonstrated by Schirm and Preston and the resuhs of Tables 5 and 6 (p. 933)." 

Thus, EKT's Tables 5 and 6 are the main pieces of empirical evidence to show that adjustment 
will improve on the census. And Table 6 on erroneous enumerations is redundant, because 
the PEP estimates in Table 5 include the effect of erroneous enumerations. Table 5 is the critical 
one, and it is reproduced here for ease of reference. In our opinion, the table says very little 
about the possibility of improving on the census; to see why, some numerical detail is needed. 
(Schirm and Preston will be discussed in the next section.) 

"Group 1" in the table consists of 16 central cities; "group 2" consists of other study areas 
that have relatively high minority populations; "group 3" consists of study areas with small 
minority populations. At best, the table shows that several methods for adjusting these groups 
are in general agreement. The table does not show that any of the methods improve on the 
accuracy of the census. It cannot, because there is no external standard against which to measure 
improvement. 

Moreover, we believe the impression of agreement in the table to be largely illusory. There 
are dramatic differences among EKT's preferred PEP series, or between these series and the 
synthetic adjustment of Schirm and Preston. Of course, drama depends on scale, and our next 
task is choosing units. Proponents of adjustment often use "loss functions" to make their 
argument; squared error is a common choice: see Ericksen, Estrada, Tukey and Wolter 
(1991, p. 20). EKT view Schirm and Preston as demonstrating census adjustment to be 
advantageous, so we compute the root mean square difference between the census and the 
"Synthetic B" Hne in Table 1, which is based on the Schirm and Preston adjustment. (The 
mean is weighted by population shares.) 

In short. 

^/.ll X (.12)2 + 44 ^ (06)^ -I- .45 x (.18)^ « 0.13 of 1%. 

rms difference between census and synthetic 5 = 0.13 of 1%. (7) 
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Table 1 

EKT's Table 5. Changes in National Population Shares Resulting When Counts are 
Adjusted by Sample Estimates Pooled Across Areas and Synthetic Estimates. 
[The entries for the three groups represent changes in shares, or differential 

undercounts; the entries in the last column represent total undercounts.] 

PEP estimate 

2-20 
3-20 
2-9 
3-9 
2-8 
3-8 
5-9 
5-8 

14-20 
10-8 
14-9 
14-8 
Synthetic A 
Synthetic B 
Shares of Census Count 

Group 1 

+ .52% 
-i-.51% 
+ .50% 
-1- .49% 
+ .41% 
+ .39% 
+ .31% 
+ .22% 
+ .21% 
+ .19% 
+ .19% 
+ .10% 
+ .17% 
+ .12% 
10.76% 

Group 2 

+ .09% 
+ .08% 
+ .06% 
+ .04% 
+ .04% 
+ .03% 
+ .25% 
+ .23% 
+ .02% 
+ .07% 
- . 0 1 % 
- .03% 
+ .14% 
+ .06% 
44.24% 

Group 3 

- . 6 1 % 
- . 5 9 % 
- . 5 6 % 
- . 5 3 % 
- . 4 5 % 
- .42% 
- . 5 6 % 
- . 4 5 % 
- . 2 3 % 
- .26% 
- . 1 8 % 
- .07% 
- . 3 1 % 
- . 1 8 % 
45.00% 

Estimated 
national 

undercount 
rate 

+ 1.9% 
+ 1.7% 
+ 1.6% 
+ 1.4% 
+ 1.1% 
+ 1.0% 
+ 2.1% 
+ 1.7% 

- . 2 % 
+ . 3 % 
- . 5 % 

- 1 . 0 % 
+ 1.4% 
+ 1.4% 

Notes: (i) Group 1 includes 16 central cities. Group 2 includes three state remainders (California, Maryland, and 
Texas, excluding Group 1 cities) and 17 whole states. All areas are at least 10% Black or Hispanic. Group 
3 includes nine state remainders and 21 whole states. All Group 3 areas are less than 10% Black or Hispanic, 

(ii) The Synthetic A estimates assume that (a) Blacks have the same undercount rates as Hispanics, 5.9%; 
(b) the undercount rate of persons neither Black nor Hispanic is 0.3%; (c) the undercount rates for Blacks, 
Hispanics, and all others are invariant across geographic areas; and (d) there are 3 million undocumented 
aliens, 9.6% of whom are Black, 

(iii) Following Schirm and Preston (1987), the Synthetic B estimates assume that (a) the Black undercount rate 
is 5.9%; (b) Hispanics and other non-Blacks have an undercount rate of .7%; (c) the undercount rates 
for Blacks, Hispanics, and all others are invariant across geographic areas; and (d) there are 3 million 
undocumented ahens, 9.6% of whom are Black. 

EKT prefer the first 8 of the PEP series (pp. 933 and 938). We next compute the rms 
difference between PEP 2-20 and 3-8, which are among EKT's preferred series. (PEP 2-20 and 
3-8 were both based on the April CPS; differences between them are due only to procedures 
for handling missing data.) 

rms difference between PEP 2-20 and 3-8 = 0.14 of 1%. (8) 

EKT also recommend averaging as a way of eliminating indeterminacies (pp. 931 and 937). 
Table 2 compares population shares from the census, the synthetic B estimates, and the average 
preferred PEP estimates. We take the rms difference between the average preferred PEP and 
synthetic B: 

rms difference between average preferred PEP and synthetic B = 0.25 of 1%. (9) 
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Table 2 
Population Shares from the Census, the Synthetic B Estimates, 

and the Average of EKT's Eight Preferred PEP Series 
(2-20, 3-20, 2-9, 3-9, 2-8, 3-8, 5-9, 5-8). 

Group 1 Group 2 Group 3 Total 

Average Preferred PEP - Synthetic B .30% .40% - .34% .00% 
Census - Synthetic B -.12% -.06% +.18% .00% 

Average Preferred PEP 11.18% 44.34% 44.48% 100.00% 
Synthetic B 10.88% 44.30% 44.82% 100.00% 
Census 10.76% 44.24% 45.00% 100.00% 

A comparison of (7), (8) and (9) reveals three sahent points: 

(a) the difference between the census and synthetic B is rather small; 
(b) the range in the preferred PEP series is larger than the difference between the census and 

synthetic B; 
(c) the difference between the average preferred PEP and synthetic B is twice the difference 

between the census and synthetic B. 

EKT must view a difference of 0.13% as serious: see (7). On this scale, the PEP series do 
not agree among themselves. Furthermore, the PEP series are very different from the synthetic 
adjustment. Of course, the reason may be that Schirm and Preston did not go far enough. How­
ever, a National Academy of Sciences review panel - with Jay Kadane as a prominent member -
reached the tentative conclusion that Schirm and Preston already over-adjusted the census: 
see Cohen and Citro (1985, p. 287). 

The PEP estimates are in better agreement with the "synthetic A " adjustment in Table 1. 
But this is circular: the undercount rate for hispanics in synthetic A was estimated from PEP, 
while synthetic B was based on demographic analysis. Differences among the PEP estimates 
are an awkward reality; and so are differences between the PEP estimates and synthetic 
adjustments. 

We now quote the principal claim made by EKT (p. 927): 

"Our conclusion is that regardless of whether we use one of the simple methods or the 
composite method and regardless of how we vary the assumptions of the composite 
method, an adjustment rehably reduces population shares in states with few minorities 
and increases the shares of large cities." 

Giving more money to cities by changing the census counts is a good idea only if the adjust­
ment reliably improves the accuracy of the census. Accuracy is the crucial issue, and we wish 
EKT would address it more directly. Their Table 5 is almost irrelevant. 

3. SCHIRM AND PRESTON 

Can synthetic adjustment reliably improve on the accuracy of the census? EKT think so, 
citing Schirm and Preston (1987) for the evidence. Schirm and Preston present two major 
arguments, one analytic and one based on simulation. However, both have serious flaws. 
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Table 3 
A Counter-example to the Analytical Argument. 

There are Two States and Two Races. 

State A 
State B 

Total 

Census 
count 

90 
910 

1,000 

White 

True 
count 

89 
890 

979 

Census 
count 

1 
99 

100 

Black 

True 
count 

2 
119 

121 

Census 
count 

91 
1,009 

1,100 

Total 

True 
count 

91 
1,009 

1,100 

The analytic argument (p. 966): 

' 'Our finding is that synthetic adjustment will always move the estimated ratio of a state's 
population to the national population closer to the true ratio if: 
(a) the state's black undercount is closer to the national black undercount than it is to 

the national undercount for both races combined and 
(b) the state's white undercount is closer to the national white undercount than it is to 

the national undercount for both races combined." 

As a matter of mathematics, this proposition is wrong. A counter-example is given in Table 3: 
state A, for instance, has by construction 89 whites and a census count of 90. 

The counter-example has been set up to make the arithmetic easy; more complicated and 
reaUstic examples could undoubtedly be provided. In Table 3, the overall error in the census 
(white plus black) is 0, for each state and for the nation. Thus, the census gets the state shares 
right, and any adjustment will make matters worse. Error rates (with the true population as 
base) are shown in Table 4: Schirm and Preston's conditions are satisfied. Synthetic adjust­
ment moves both states farther from truth, as shown in Table 5; state B is helped, state A is 
hurt. To compute Table 5 from Table 3, the number of whites in state A is multiplied by: 

true national total for whites/national census total = 979/1,000. (10) 

The arithmetic for the other cells is similar. 

The counter-example may be informative, as a parable: state A is sparsely populated, with 
a small minority population; state B is heavily populated, and has a large, hard-to-count 
minority population. Synthetic adjustment may favor states of type B at the expense of type A. 
The mathematical error in Schirm and Preston's appendix appears to be in their reasoning from 
display A.2. Professor Preston informs us (personal communication) that the theorem holds, 
with a more complicated set of conditions involving weighted averages. 

Table 4 
Undercounts from Table 3, in Percent. 

(Negative undercounts correspond to overcounts.) 

State A 
State B 

Total 

White 

- 1 . 1 % 
- 2 . 2 % 

- 2 . 1 % 

Black 

50% 
17% 

17% 

Total 

0% 
0% 

0% 
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Table 5 
The Synthetic Adjustment, "Syn". 

State A 
State B 

Total 

Syn 

88 
891 

979 

White 

True 
count 

89 
890 

979 

Syn 

1 
120 

121 

Black 

True 
count 

2 
119 

121 

Syn 

89 
1,011 

1,100 

Total 

True 
count 

91 
1,009 

1,100 

This completes our discussion of the analytic reasoning in Schirm and Preston. What about 
the simulation results? Basically, Schirm and Preston consider 51 areas (the states and D.C.) and 
two races (black and white). They set up a joint distribution for an assumed "true" population 
and the census counts; both are taken as stochastic. The census counts can be adjusted by the 
synthetic method, and the question is whether the raw counts or the adjusted counts are closer 
to the assumed true counts. Schirm and Preston actually consider several joint distributions, 
defined by different "scenarios," that is, choices of parameters; the results are quite similar 
across scenarios. They also consider several loss functions, or measures of closeness. 

We focus on Scenario I, and make two brief comments. 

(a) The claimed improvement is rather modest. For example, on average, just over half the 
population lives in states whose shares are made more accurate by adjustment - no matter 
how small the improvement. 

(b) The "true" population was constructed on the basis of the synthetic assumption - no 
systematic variation in undercount rates within race across geography; random variation 
was allowed. See equation (2) in Schirm and Preston. Thus, the definition of "truth" favors 
synthetic adjustment. 

On the whole, however, Schirm and Preston have a reasonable argument. If the assumptions 
of the synthetic method more or less hold, its estimates will be good. There remains the crucial 
question: do those assumptions hold? what kind of geographical variation is there in undercount 
rates? On this score, Schirm and Preston offer no evidence. In the 1980 case, the trial court 
found that "the synthetic method simply ignores geographical variations and assumes that a 
person is as likely to be missed in the census whether he lives in Alabama or in Alaska. However, 
as defendants' experts persuasively explained, this assumption that the undercount rates for 
the various age, race, and sex groups are constant from one subnational area to another has 
no basis in fact whatsoever . . . the synthetic method is simply inadequate as a means of 
adjusting the census." (674 F Supp 1098, footnotes and citations omitted). 

4. ADJUSTING SMALL AREAS 

Statistical adjustment of census counts is more likely to be beneficial at fairly high levels 
of geographical aggregation (for instance, census regions or divisions). However, there are 
39,000 state and local governments in the U.S., all claimants for tax money. Many of these 
jurisdictions are further subdivided, into city council seats, etc. If census counts are to be 
adjusted, they must for legal and policy reasons be adjusted at quite fine levels of geographical 
detail. Indeed, the proposal for 1990 is to adjust down to the block level. (A "block" is the 
smallest unit of census geography; there are 6.5 miUion blocks in the U.S.). 
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EKT discuss two synthetic methods for adjusting subareas of the 66 study areas, as well 
as a regression method (p. 941). In the end, however, there is no evidence that adjustment of 
small areas will improve on the raw census counts. With respect to 1980, EKT say (p. 943): 

"For the 66 areas included in our study, we are confident of improving upon the raw 
census count, especially in those areas with large undercounts or overcounts where an 
adjustment is most needed. Our findings do not permit definitive conclusions for 
suburban areas, for central cities other than the 16 included in our data set, or for other 
rural or urban parts of individual states. To compute estimates for such areas, we would 
prefer not to extrapolate from the regression equations presented in this article." 

EKT go on to describe alternative designs for capture-recapture sampling, leaving open the 
question of small-area adjustment for 1990. Much of the dispute in 1980 centered on the 
feasibihty of adjusting small sub-areas of the 66 study areas. To win its case. New York had 
to show such adjustments would improve on the census. EKT now seem to concede there was 
little evidence on this score. 

5. AVERAGING AND SENSITIVITY ANALYSIS 

The 12 PEP series were the results of a sensitivity analysis on missing data. Since the amount 
of missing data was large relative to the undercount, methods for handling missing data have 
impact. In response, EKT offer quite a variety of procedures for adjusting the census on 
the basis of the various PEP series, including: (a) eliminating discrepant series (pp. 937-9); 
(b) eliminating systematic differences between the series (pp. 937-8); (c) regression on other 
variables (the "composite" estimator, pp. 933ff); (d) averaging (pp. 931 and 937). 

This Hst makes clear the essential indeterminacy of census adjustment schemes. And in this 
context, the use of averages to reduce indeterminacy needs discussion. Arbitrary modehng 
decisions may be defensible if they do not matter - the usual robustness argument. Sensitivity 
analysis (changing the assumptions to see if the resuhs change) may refute the robustness 
argument. However, averaging the resuhs from a sensitivity analysis is self-defeating. The 
different PEP series are not repeated measurements of the undercount. It is the spread in the 
PEP series that is interesting, not the average-because it is the spread (among, say, the April 
series) that demonstrates the impact of different modehng assumptions on the same data. 

6. ASSUMPTIONS 

EKT (p. 937) say the model improves on the PEP estimates and the synthetic method. The 
model does improve on the PEP estimates, if you grant its assumptions-equations (1) through 
(6) above. So far, however, these equations still seem quite implausible. Likewise, the model 
improves on the synthetic estimates only if it uses the additional variables in a sensible way, 
bringing us right back to assumptions. 

At times, EKT seem to argue that the model can be inferred from the data (pp. 933ff). Of 
course, there is more to a regression model than choice of variables on the left hand side and 
the right hand side, although that is difficuh enough, as will be seen below. There are many 
questions to answer: Why are effects Hnear and additive - equations (1) and (2) above? What 
about the assumptions on the errors - equations (3) through (6)? And so forth. EKT put for­
ward no evidence to justify their assumptions, except by attempting to rebut our rebuttal 
(p. 931). Do they think a model is right unless it can be proved wrong? 
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In any case, we stand by our critique. For some data on correlation bias, see Fay et al. 
(1988, esp. sec. 6F); for a critique of Ericksen and Kadane's estimates, seeFellegi(1985,p.ll8). 
Other sources of bias in the PEP series include matching errors and errors in census-day address 
reports. 

EKT argue that PEP is "conservative" (p. 931). This seems to be both wrong and irrelevant; 
wrong because the biases generally increase the apparent undercount: and irrelevant because 
geographical variation in the biases matters a great deal. Assumption (3) is rather unlikely: 
the errors probably do not have mean 0. The undercounts estimated by PEP are likely to be 
biased upward, the size of the bias depending on the area. For a review of the evidence, see 
Fay et al., chap. 6; also see FN. The trial court in the 1980 case concluded: 

' 'The evidence at trial established that the PEP was plagued by various errors caused by 
inadequacies in the PEP methodology. This type of error is referred to as 'bias.' A 
significant source of bias in the PEP arises because the process of matching people from 
the CPS to the census . . . is an extraordinarily difficult and inexact task. Because of 
inaccurate, irregular, and incomplete information in both the CPS and the census, the 
Bureau undoubtedly and inevitably made many errors in determining the match status 
of individuals enumerated in the CPS, thereby distorting the P-sample's undercount 
estimate. Moreover, the evidence at trial estabhshed that most of this matching error 
occurred because the Bureau erroneously determined many cases to be misses when they 
were in fact matches. This error, therefore, resulted in the PEP overstating the under­
count. The extent of this error and the degree to which it varies from one geographic area 
to another is unknown." (674 F Supp 1100, footnotes and citations omitted). 

We turn now to equations (4) and (5). Take the independence assumption. In 1980, there 
were 3 processing offices and 12 regional offices. EKT's counter: there were 400 district offices. 
Granted. There were also several dozen area managers, several hundred thousand census 
staff and about 1,500 CPS interviewers. The sources of error are numerous, and dependence 
seems Hkely. Processing offices, regional offices, managers, census interviewers, and CPS 
interviewers all must contribute components of error, to say nothing of respondents. Likewise, 
the constancy of a^ in (4) seems unlikely: different parts of the country are undercounted for 
different reasons, not readily captured in a linear regression equation. 

We pointed out that random events like snowstorms might cause correlated errors in several 
areas; EKT respond that there were no snowstorms. This issue goes to the foundations of 
statistics: if the weather is good, the errors are independent; but in foul weather, all bets are 
off. The distributions in the model, and the statistical inferences, are therefore conditional 
on certain events. Which ones, and why? 

Fortunately, we do not need to resolve the problem of conditional vs. unconditional inference. 
There was a major event that disrupted census operations over several states m the Pacific Northwest. 
Mt. St. Helens erupted in May 1980, while follow-up interviewing was in full swing. 

7. OTHER ISSUES 

7.1 Does it Matter which Series is Used? 

At the level of precision EKT demand of the census, the different PEP series - even among 
their preferred ones - really do lead to quite different adjustments, as shown by equations (7) 
through (9). EKT, however, claim that the preferred PEP series all lead to similar adjustments. 
And to support their position they offer Table 11, which suggests for example that New York 
City has a differential undercount of 3.27% with an uncertainty of 0.62%. 



Survey Methodology, June 1992 13 

For many purposes, a uniform undercount would not be material; it is differential under­
counts that create inequities. The "area effects" seem to be measures of differential undercount -
the pohcy variable of main interest. 

The "area effects" in the table were computed by EKT as follows: 

(i) Restrict attention to 8 of the 12 PEP series. 
(ii) Smooth each of these using the regression model, 
(iii) For each area, take the average of the 8 estimates, 
(iv) Subtract the corresponding national estimate of undercount. 

Table 6 below compares "area effects" with differences in the PEP estimates, attention being 
restricted to the preferred series based on the April CPS. Differences among these PEP estimates 
are due only to differences in the handling of missing data. Taking the range seems fair: reasons 
for data to be missing can differ from area to area, and so will the appropriate imputation 
procedure. Adding in the August series would increase the range, but some of the difference 
would be due to sampling error. 

The table shows that for some areas, the effects are large relative to differences between 
PEP series, suggesting that missing data have little impact on the results. Upstate New York 
is an example. But for other areas, like Chicago, the reverse holds and imputation procedures 
matter. 

All 66 areas are plotted in Figure 1. The ;c-axis shows the area effect; the y-axis shows 
the range in the preferred April PEP series. In root mean square (across the 66 areas), the 
spread among EKT's preferred PEP series - based on the April CPS - is about 75% of the 
area effect. In other words, the impact of missing data (never mind other biases in PEP) is 
similar in magnitude to the effect EKT are trying to measure. Bringing in ahernative imputa­
tion models would make matters even worse. Nor is averaging the results a good fix, for reasons 
given earher. 

Table 6 
Comparing Area Effects with Differences in the PEP Estimates, 

Restricted to Preferred Series Based on the April CPS. 
Subareas Match those used in FN. 

Alabama 

Alaska 

Los Angeles 

San Diego 

San Francisco 

Rest of California 

Chicago 

Rest of Illinois 

New York City 

Rest of New York 

Wyoming 

Min. 

- . 3 7 

2.79 

4.56 

- . 9 8 

4.31 

2.84 

3.57 

1.21 

6.04 

-1.61 

3.91 

Preferred April PEP series 

Max. 

.60 

3.53 

7.72 

1.45 

6.25 

3.92 

6.56 

1.75 

7.90 

-1 .44 

4.04 

Range 

.97 

.74 

3.16 

2.43 

1.94 

1.08 

2.99 

.54 

1.86 

.17 

.13 

Area 
effect 

-1 .07 

1.63 

3.16 

.65 

2.31 

1.03 

1.77 

-1 .04 

3.27 

-2 .55 

1.16 
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Range in PEP Series 

4 -1 

3 -

2 -

1 -

. . ' • 

- 3 - 1 

Area Effect (EKT Table 11) 

Figure 1. PEP and data quality. For each of the 66 study areas, the horizontal axis shows the EKT 
"area effect." The vertical axis shows the range in the preferred April PEP series. 

The positive association in Figure 1 is quite striking, and so is the change in the joint distri­
bution when the area effect changes from negative to positive. Our explanation: PEP estimates 
of undercount are indicators of poor data quaUty - in PEP as well as the census. Large apparent 
undercounts indicate areas with poor data. In such areas, there is a lot of missing data, so the 
effect of changing the imputation rules will be large too. Areas that are hard to count are also 
hard to adjust. See FN p. 9 or Woher (1986, p. 26, points 8 and 9). 

There may be some reasonable way of choosing a compromise version among the PEP series. 
But why are any of the PEP series, or their averages, an improvement over the census? That 
is the crucial question, and EKT do not answer it. In our view, adjustment - whether by a 
synthetic method, or a PEP series, or a regression model, or any convex combination - will 
in the end be driven mainly by assumptions. 

7.2 Which PEP Series is Best, and which Explanatory Variables should be Used? 

At trial, and in their discussion of FN, Ericksen and Kadane recommended an adjustment 
based on PEP 2-9, apparently the most preferred of all 12 series. We chose PEP 10-8 as an 
alternative for study. EKT defend 2-9, and try to exclude 4 of the series - especially our foil 
10-8. The arguments were reviewed in court and in FN (p. 8, the discussion, and the rejoinder 
p. 36). Our opinion remains the same: there is no rational basis for choosing 2-9 over 10-8. 

EKT impute to us the position that "proportion urban" should have been considered as an 
independent variable (p. 934). This is not quite right. We felt that EKT's choice of independent 
variables was somewhat arbitrary, and wanted to show that changing variables made a real 



2-9 = 
( 

2.23 
-4.0) 

-1- .079 min 
(5.4) 

rms 

-f- .036 crime -1-
(3.6) 

residual = 1.53. 

.028 conv 
(3.5) 
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difference to the results - another sensitivity analysis. The difference was observed mainly for 
small areas (FN, p. 9). Since EKT no longer advocate adjustment of small areas in 1980, this 
argument may be moot. 

There is one new twist to the reasoning: EKT argue for choosing models by "rehance on 
statistical criteria (p. 941)." In essence, they recommend choosing variables so as to minimize 
the rms residual in an OLS fit. However, the rms residual measures association in the data 
not correctness of underlying theory. 

For reasons that remain unclear, EKT restrict attention to models with 2, 3, or 4 variables; 
and they require coefficients to have /-statistics of 2 or more. Their preferred equation seems 
to be: 

-I- residual (11) 

The right hand side variables are the percent minority in the study area, the crime rate, and 
the percent conventionally enumerated; r-statistics are shown in parentheses; the rms residual 
is computed using the unbiased divisor n - p. This equation is used only for variable selec­
tion; after the variables are chosen, the model is refitted by GLS: see (1-6) above, and FN for 
discussion. 

The statistical logic is not apparent, and EKT's criteria have to be read quite Hterally. For 
example, here is another candidate equation: 

PEP 2-9 = .120 min + .026 crime -I- .029 conv - .176 pov -I- residual (12) 
(7.6) (3.4) (3.8) (-4.4) 

rms residual = 1.49. 

The additional variable is the percentage of persons in the study area with incomes below 
the poverty level; the intercept was suppressed because the ̂ statistic was small. Equation (12) 
fits a littie better than (11) in terms of rms residual, and "shows" that the undercount goes 
down as the percentage of poor people goes up - other things being equal. EKT reject this equa­
tion because the coefficient of "pov" is significantly negative rather than significantly positive. 

Preconceptions about the undercount may be incompatible with the data, and best-subsets 
OLS may not be a suitable analytic technique. We reject neither interpretation, but our main 
conclusion is this. In the present context there are no objective, statistically defensible criteria 
for model selection. Much rides on the subjective judgment of the modeler. 

With this in mind, we return to the points at issue - choosing a PEP series, and deciding 
between the crime rate or the percent urban as explanatory variables. As far as we can see, 
on the criteria chosen by EKT, the difference between crime rate and percent urban is trivial. 
And PEP 10-8 is clearly better than 2-9. See Table 7. 

On pages 935 and 940 of EKT, a denotes the rms residual. There is some conflict in nota­
tion, because we wrote a^ for Var (e) in equations (2) and (4), following Ericksen and Kadane 
(1985, p. 105) or FN (p. 5). To avoid conflict, let SE(e) be the estimated value for our a; this 
is what controls the standard errors of the 66 area undercounts computed by the Ericksen-
Kadane model, as shown by equations (8) and (10) in FN. For PEP 10-8, the estimated SE (e) 
is virtually 0, so a model based on 10-8 fks extremely well and the 66 area undercounts are 
very precisely estimated (Table 8). 
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Table 7 
RMS Residuals from Regression Equations for PEP 2-9 and PEP 10-8. 

Explanatory Variables Include Percent Minority, 
Percent Conventionally Enumerated, 

and Either the Crime Rate or the Percent Urban. 

Crime Percent 
rate urban 

PEP 2-9 1.53 1.54 
PEP 10-8 1.35 1.33 

Table 8 
SE(e) and the RMS for the 66 Study Areas; PEP 2-9 and PEP 10-8. 

The Models Include Percent Minority, Percent Conventionally Enumerated, 
and Either the Crime Rate or the Percent Urban. 

SE(e) 

PEP 2-9 .75 

PEP 10-8 .00 

Crime rate 

rms 
area SE 

.65 

.28 

Percent urban 

SE(e) 

.76 

.00 

Notes: Let A" be a 66 x 66 diagonal matrix, whose (i,i) element is A",. Let X be the 66 
explanatory variables. Let// = X{X^X)-^x'''andT-^ = K'^ + SE(e)"^ 
66 area undercounts are estimated by the Ericksen-Kadane model as VK~^ 

X 

(/ 
y. 

rms 
area SE 

.65 

.25 

4 matrix of 
- //).The 
where y is 

the 66 X 1 vector of PEP estimates. The rms SE for the 66 study areas is Vtrace r/66. For 
details, see FN. At trial, Ericksen and Kadane estimated SE(e) from 51 study areas (whole states 
and DC); we followed suit in FN. Here, we use the 66 study areas, since that seems to be EKT's 
current recommendation. The difference is noticeable. 

On "statistical criteria," contrary to the claims made by EKT, 10-8 is preferred to 2-9 and 
percent urban is just as good an explanatory variable as the crime rate. Their qualitative critique 
seems off the mark too. Of course, different urban areas are different, just as EKT say. So 
are different central cities. Similarly, minority persons living in central cities are Ukely to be 
different from those in suburbs. And so forth. All of EKT's variables are "blurred predictors" 
of undercount, and some are blurrier than the percent urban (p. 934). 

With respect to this set of issues, the judge in the 1980 case was harder on Ericksen and 
Kadane than we are: 

"Moreover, as defendants' experts persuasively explained, no one series of PEP estimates 
can be rehably shown to be superior to the others, or indeed, to the census itself, because 
there is insufficient knowledge with respect to which PEP procedures are better suited 
for measuring census undercount. While two of plaintiffs' experts expressed a preference 
for the 'series 2-9' PEP estimates based upon the hypothesis that the PEP procedures 
employed in arriving at those estimates were superior to the procedures used for the other 
PEP estimates, the plaintiffs' experts offered nothing more than unsupported assumptions 
in support of that position. On the other hand, the defendants' experts offered equally 
plausible assumptions which favored different PEP procedures, producing dramatically 
different PEP estimates." (674 F Supp 1102, footnotes and citations omitted.) 
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7.3 Simulation Studies 

We had a simulation study making three points: (a) you could not infer from the data which 
variables go into the model, (b) standard errors depend on assumptions about disturbance 
terms, and (c) the standard errors computed by Ericksen and Kadane were quite optimistic. 
We had two additional points on this topic: (d) standard errors do not measure the impact of 
bias; (e) the Ericksen-Kadane smoothing simply passes through any bias in PEP that is well 
related to the explanatory variables. 

Points (a) through (e) are real obstacles to showing that the model improves on the PEP 
estimates. EKT do not comment on points (b), (d) and (e). They deny (a), but more or less 
concede point (c). For our part, we concede that in our simulation - which grants half the 
model - regression does reduce sampHng error. We still think (a) is right, as will be argued 
below. And in other contexts, smoothing may actually increase sampling error (Ylvisaker 
1991 p. 7). 

EKT (p. 943) criticize our study, because it covered only models with three variables in the 
equation and did not restrict the /-statistics. So we repeat the simulation here. In essence, we 
take PEP 10-8 as "truth," and add for each of the 66 study areas /a random error with variance 
Kj, as in (4). This grants equation (1) and the assumptions on 6,-. We choose variables 
according to the procedure outhned by EKT (p. 935), and fit the regression model, repeating 
the whole process 100 times. 

Table 9 shows the variables selected in the first 10 runs. As will be seen, there is no consistency -
except that the percentage "conventionally enumerated" always comes in. Over the 100 runs 
- excluding the ones that produced no acceptable model - the nominal rms error was about 
30% too small, and improvement of the composite estimator over PEP was exaggerated by 
a factor of 1.75. Assumptions matter. 

Table 9 

A Simulation Experiment on Variable Selection; PEP 10-8 is Taken as "Truth." 

Run CC Min Crime Conv Ed Pov Lang MU 

1 X X X 

2 X x 

3 x X 

4 X X X 

5 X X 

6 X X 

7 X X X 

8 X X 

9 X X 

10 There was no model satisfying EKT's criteria 

Notes: CC is an indicator for central cities; Min, the percentage of minorities; Crime, the crime rate; Conv, the 
percentage who were conventionally enumerated; Ed, the percentage with no high school degree; Pov, the 
percentage below the poverty line; Lang, the percentage who have difficulty with English; MU, the percentage 
living in multiple-unit housing. 
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Table 10 

A Simulation Experiment on Variable Selection. 
PEP 2-9 is Taken as "Truth"; Percent Uran (Urb) is Permitted as an Explanatory Variable. 

The Table Shows The Number of time Each Variable is Entered, and The Average 
of its Coeeficient (Over The Time it Enters); 100 Data Sets were Generated. 

„ . , , No. of times Average 
Variable , , cc-^ 

entered coeffient 

CC 17 2.954 

Min 82 0.071 

Crime 53 0.053 

Conv 93 0.028 

Ed 5 0.085 

Pov 1 0.135 

Lang 17 0.315 

MU 0 ***** 

Urb 23 0.060 

A minor digression on census procedures. "Conventional enumeration" means that 
respondents were asked to fill out the forms and hold them for collection by an enumerator; 
this process was used in largely rural areas, particularly in the west. Conv is the percentage 
of persons living in areas that were conventionally enumerated. (In urban areas, forms were 
to be mailed back.) The undercount in 1980 was relatively high in rural areas, probably due 
to incomplete maps and address Hsts; that may be why conv is such a powerful explanatory 
variable. 

We did an additional simulation with PEP 2-9 taken as truth, allowing percent urban to 
be selected as an explanatory variable. The results are shown in Table 10. Again, the percent 
conventionally enumerated comes in as does the percent minority. Otherwise, there is a fair 
degree of inconsistency. And the much-maligned percent urban is chosen more often than 5 
of EKT's variables, including the central-city indicator. The data do not determine the model. 

7.4 The Regression Model at Trial 

As statisticians, we are intrigued by arguments about regression. However, the court was 
not impressed: 

"In their rebuttal case, the plaintiffs argued that the apphcation of regression analysis 
to the undercount estimates derived from the PEP would enable the Bureau to use the 
PEP to accurately adjust the 1980 census. However, both plaintiffs' and defendants' 
experts agreed that regression analysis will not in any way alleviate the bias in the PEP 
and plaintiffs apparently do not contend otherwise. In short, while regression analysis 
may remove some of the random sampling error in the PEP, regression analysis will not 
reduce the substantial errors in the PEP caused by erroneous matches, the untested 
assumptions made with respect to the unresolved cases, and correlation bias. Moreover, 
the overwhelming weight of the evidence supports the conclusions of defendants' experts 
that the principal difficulties with the PEP stem from these biases rather than from 
sampling error." (674 F Supp 1103, footnotes and citations omitted.) 
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8. SUMMARY AND CONCLUSION 

Ericksen, Kadane, and Tukey argue that they can improve on the 1980 census counts by 
statistical adjustment. They seem now to agree that adjustments would not have been justified 
for subareas of the 66 PEP study areas. With respect to the 66 areas themselves, disagreement 
remains. In our opinion, success of any of EKT's proposed adjustments rides on unverified 
and implausible assumptions-about missing data, undercount mechanisms, bias in PEP, and 
stochastic errors in regression models. Changing the assumptions changes the results, and taking 
averages over various sets of assumptions does not, at least in our opinion, make the problem 
go away. EKT conclude (p. 943). 

"We believe that the Census Bureau creates political difficulties for itself when it ignores 
the undercount. The bureau will put itself in a better position by making its best effort, 
using available statistical and demographic methods, to adjust for the undercount. Errors 
will remain, but they will be smaller and we will no longer know in advance who is losing 
money and power because of the undercount." 

This pohtical analysis has merit, but there are caveats. We think it quite unfair to say that 
the Bureau has ignored the undercount. Nor are the Bureau's political difficulties entirely of 
its own creation. Adjustments can indeed be devised to satisfy particular groups or settle indi­
vidual law suits. However, the census is used to share out fixed resources, so there will always 
be losers as well as winners. These will have little trouble identifying themselves, after the fact 
if not before. And up to now, the goal of improving on the accuracy of the census by statistical 
adjustment has proved illusory. 

9. HOW DID THE COURT RULE? 

At the time of writing, litigation about the 1990 census goes on. With respect to the 1980 
census, however, the court ruled for the defendants on all the issues. We quote from the digest 
and opinion Cuomo et al. v. Baldrige et al. 674 F. Supp. 1089-1108 (SDNY 1987). 

"State, city, and their officials brought action against Secretary of Commerce, Director 
of the Bureau of the Census, and other officials seeking statistical adjustment of 1980 
decennial census. The District Court, Sprizzo, J., held that state and city failed to establish 
that statistical adjustment of decennial census was technically feasible." 
" . . . it is essential to any such adjustment that a technically feasible adjustment 
methodology exist which gives a truer picture of the United States population on a state-
by-state basis for apportionment purposes, and a sub-state-by-sub-state basis for federal 
funding purposes . . . If it does not, then no adjustment can or should be made . . . 
because . . . both congressional seats and revenue sharing funds are fixed quantities, and 
an increase in the population in one state or sub-state area will adversely affect the shares 
of other locahties . . . 
"Notwithstanding the complexity of the facts . . . this action presents one issue to be 
resolved by the Court: whether the plaintiffs have sustained their burden of proving that 
a statistical adjustment of the 1980 census will result in a more accurate picture of the 
proportional distribution of the population of the United States on state-by-state and 
sub-state-by-sub-state basis than the unadjusted census. The Court finds as a matter of 
fact that the plaintiffs have not sustained that burden, and the action must therefore be 
dismissed . . . " 
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APPENDIX 
Synthetic Estimation and Loss Functions 

Synthetic Estimation 

Section 5 in Wolter and Causey (1991) describes their empirical proof that synthetic adjust­
ment would have brought the 1980 census closer to truth. The evidence is a simulation study: 
the "census" and "truth" are both defined in terms of an artificial reference population devel­
oped by Isaki et al. (1987). However, the argument depends rather strongly on the reference 
population, as shown by Passel (1987). The object here is to sketch a variation on one of Passel's 
examples. Indeed, if the reference population is defined by using PEP 2-9 to correct the 1980 
census, then synthetic adjustment moves the counts farther from truth. 

Table 11 shows the data for the four census regions - Northeast, Midwest, South, and West. 
With squared differences in population shares weighted by size, 

r.m.s. difference between Synthetic B and PEP 2-9 = 0.21 of 1%. (13) 

r.m.s. difference between the Census and PEP 2-9 = 0.15 of 1%. (14) 

PEP 2-9 is rather close to the "average preferred PEP" in Table 2. In that table, the census 
was closer to synthetic B than to the PEP estimates. In Table 11, the census is closer to PEP, 
and synthetic B is the outlier. The difference between the two tables seems to be the disaggrega­
tion. Table 2 disaggregates the U.S. by race and ethnicity; Table 11, according to conventional 
census geography. 

Of course-, using another disaggregation or a different synthetic adjustment could reverse 
the comparisons yet again; so could a change in the loss function. To illustrate the possibilities, 
consider adjusting the 66 PEP study areas, rather than four regions. Keep PEP 2-9 as 'truth.' 
Using the loss function (17), the census is preferred to synthetic B, by a little. Using (16), 
synthetic B shows a much smaller loss than the census. 

Table 11 
Population Shares from The Census, The Synthetic B Estimates, 

and PEP 2-9, in Percent; Census Counts, in 1,000s 

Synthetic B - PEP 2-9 
Census - PEP 2-9 

PEP 2-9 
Synthetic B 
Census 

Census count 

Northeast 

.08% 

.10% 

21.59% 
21.67% 
21.69% 

49,135 

Midwest 

.03% 

.06% 

25.92% 
25.95% 
25.98% 

58,866 

South 

.24% 

.12% 

33.15% 
33.39% 
33.27% 

75,372 

West 

- . 3 5 % 
- .28% 

19.34% 
18.99% 
19.06% 

43,172 

Total 

.00% 

.00% 

100.00% 
100.00% 
100.00% 

226,545 
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Loss Functions 

Proponents of adjusting the 1990 census make analytic arguments based on loss functions: 
see Wolter and Causey (1991) or Ericksen, Estrada, Tukey and Wolter (1991, p. 20 of the main 
report; Appendices G and H). The essence of argument can be summarized in the lemma which 
follows. To set up the notation: the country is divided into n areas, indexed by /; c, is the census 
count in area / and /,• is the true count. The "synthetic estimate" for area / is x, = Xc,-, where 
the "adjustment factor" X is computed from other data. 

Lemma. For / = 1, . . . , « let c, > 0 and t, > 0. Let 0 < X < oo and x, = Xc,. (15) 

Then 

Y (^' - 'i)^/'^i (16) 
1=1 

is minimized when 

L , = 1 J / L ,= 1 J 

The proof is omitted as trivial. The "loss function" defined by (16) differs in detail from 
the one used in (7), (8), (9), (13) and (14), which can be written as 

/ = I *- -> 

with 

n 

c = = Y'" ^ = D "̂ ̂ =L''•• 
( = 1 1=1 i = i 

The loss function (17) emphasizes shares while (16) emphasizes counts; furthermore, (17) 
puts more weight on large sub-populations while (16) does the opposite, due to the division 
by Cj. We are not particularly attached to (17), and see no good way to choose one loss 
function rather than another. 

Lemma (15) is mathematically correct, but it is so far removed from the realities of adjusting 
the 1990 census that it seems virtually irrelevant. In this connection, there are four points to 
consider: 

(a) The true population total T is unknown; Wolter and Causey attempt to deal with this 
problem, but the example in Table 11 refutes their argument: synthetic adjustment makes 
the 1980 census less accurate. 

(b) Synthetic estimates do not perform well under aggregation. 
(c) At the block level, rounding error may dominate. 
(d) Loss functions only capture part of the pohcy problem, and may obscure more than they 

reveal. 
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Points (b), (c) and (d) will be discussed in more detail; but first, a brief review of proposed 
methods for adjusting the 1990 census. The population is divided into 1,392 "post strata," 
e.g. male hispanic renters age 30-44 in central cities in the Pacific Division. Index these post 
strata byy = 1, . . . , 1,392. For each post stratumy, an adjustment factor X; is computed by 
capture-recapture techniques from data collected in a Post Enumeration Survey (Freedman 1991). 

The 1,392 factors are used to adjust all small-area counts as follows. Fix an area, e.g. a town. 
This area will intersect many of the post strata. The census count for each area x post stratum 
intersection is multiplied by the corresponding Xj, and the products are summed. In other 
words, subpopulations are adjusted by the synthetic method, and synthetic estimates are 
aggregated to obtain totals for small areas. 

This completes a sketch of the adjustment process, and we return to points (b), (c) and (d). 
(b) Synthetic estimates do not perform well under aggregation. This was already pointed 

out by Fellegi (1985). See Cohen and Citro (1985, p. 318). For another example, see Tables 
3 to 5 above. 

(c) At the block level, rounding error may dominate. Census adjustment would in fact be 
done at the block level. (A' 'block'' is the smallest unit of census geography; there are 6.5 million 
blocks in the country.) A typical block in an urban area may intersect 25 post strata; each 
block X post stratum intersection contains only a handful of people. Multiplying by an adjust­
ment factor means adding or subtracting a fractional number of people, and the fractions would 
be rounded. The next example illustrates how rounding error may offset any advantage from 
synthetic adjustment. 

Suppose there are n "areas" to adjust; these could be viewed as blocks intersected with one 
fixed post stratum. Suppose each of these areas has the same census count, c. Fix m < n. 
Suppose that in each of m areas, the census has missed one person; in the remaining n — m 
areas, the census count is exactly right. In all, there is an undercount of m people. These facts 
are considered as known; but it is not known which blocks have the missing people. According 
to (16), 

loss from using the unadjusted census = m/c. (18) 

Adjustment would proceed as follows: choose m areas at random, and add one person to 
each of these areas. Clearly, the expected loss from adjusting is 

- - m • 0 4-
n 

(l.^).^.L + ^.^n-m)-'-+(l-'^)-{n-m)-0 
\ nj c n c \ n/ 

-A'-:) m 
c 

(19) 

Lemma. If m < n/2, there is an expected net loss from synthetic adjustment. 

Proof. If m < n/2, then 

( m\ m m 
1 - - ) • - > -

n) c c 
(20) 
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Of course, this example is almost as styHzed as Lemma (15). In short, the value of census 
adjustment cannot be estabhshed by a priori argument. 

(d) Loss functions capture only part of the policy problem, and may obscure more than 
they reveal. To begin with an example, suppose that the census is in error, and the main impact 
of that error is to transfer a congressional seat from California to Pennsylvania. There is a 
gain for Pennsylvania, and a loss for California. There may be a net social loss from this 
misallocation, but attempting to quantify that loss by (16) - or any similar formula - seems 
quite simplistic. 

We now present another example to illustrate point (d). To focus the issue, suppose the census 
undercount is largely confined to blacks and hispanics in New York, Chicago, Houston and 
Los Angeles. The census, by assumption, under-estimates the share of the population living 
in these four cities, and adjustment will partly correct that error. 

Due to its rehance on the synthetic method, however, adjustment will change population 
shares everywhere. Areas which are heavily black and hispanic will have their population shares 
artificially increased, at the expense of other areas. This will be so even in regions of the country 
where the census was accurate. 

In this example, the distribution of resources between the four cities and other areas may 
be made fairer by adjustment - at the expense of distortions introduced everywhere else. The 
loss-function approach slides over this difficulty. Balancing inequities is a political problem, 
not easily resolved by a statistical formula. 

Some observers may consider the example to be extreme. However, the Post Enumeration 
Survey only samples 5,000 blocks, and there are 39,000 jurisdictions to adjust. Real information 
about the undercount is necessarily confined to relatively few localities. Adjustments for other 
areas must therefore be based largely on theory rather than data. 
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COMMENT 

STEPHEN E. FIENBERG^ 

Freedman and Navidi give their current thought-provoking retrospective on the issue of 
undercount in the 1980 U.S. decennial census. Unfortunately they fail to address the question 
posed in the title of their paper and instead attempt to vindicate their views expressed earlier 
in Freedman and Navidi (1986) and to rebut commentaries on these views by others. Their theme 
is a familiar one to those who have read earher versions of the debate connected with the "1980 
lawsuit" over adjustment: The census is very complex and only a small undercount is thought 
to remain; adjustment utihzes statistical modelling that rehes on unverifiable assumptions; a 
bad adjustment may be worse than nothing. 

I disagree with many of the views expressed by the authors and beheve that they distort both 
what should have been at issue with respect to 1980 and what appears to be at issue in litigation 
currently pending over correction of the 1990 census. In the following, I attempt to explain 
my differences with the authors and give my perspective on two questions: the one raised in 
the title and the one impHcit in the material introduced regarding the 1990 census. (Note: The 
aulthor played no part in the litigation over the adjustment of the 1980 census but he is working 
with the City of New York and other plaintiffs in litigation stemming from the decision by 
the Department of Commerce not to adjust the resuhs of the 1990 census.) 

1. The Tide and the Paper Address Two Different Issues 

Should we have adjusted the census of 1980? The only sensible way to answer this question 
in my mind is to ask it in the context of the evidence available at the time, or at least available 
when the issue was being adjudicated by the courts. As such, the description of the issues 
identified by the Bureau of Census and presented in the opening section of the paper are 
important, although they had little to do with the original decision not to adjust in 1980 made 
by the Director of the Bureau in advance of the availability of coverage information. 

The remainder of the paper, however, does not deal with this question. Rather, it addresses 
the continued attempt by advocates for the two sides to marshal evidence to support their posi­
tions from the litigation. In essence, the authors are asking a question about the current evidence 
in support of a decade old decision. As with all statistical issues, continued data analysis and 
retrospection can update our judgment on the answer to such a question and thus the authors' 
effort to revisit the evidence connected with the 1980 census yet again is to be applauded. 

We can thus turn to the framing of the question to be answered. For me, the judge's state­
ment of the issues at trial falls short of the mark, as does Freedman and Navidi's description 
of the undercount issue. They imply that the only real issue is the accuracy of the adjustment 
process and that there is only a potentially small undercount about which we should be worried. 
Neither could be further from the truth. At issue is both the accuracy of the census and the 
adjustment process. And, it is the substantial differential undercount, i.e. the difference between 
the undercount for Blacks and the undercount for non-Blacks and between Hispanic and 
non-Hispanic, that is important when we come to assess census accuracy. This is because census 
figures are typically used to divide resources among groups in the population, resources such 
as seats in the U.S. House of Representatives; seats in state legislatures; federal funds; 
and so on. 

Stephen E. Fienberg, York University, North York, Ontario, Canada M3J 1P3. 
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Using the method of demographic analysis the Census Bureau has documented that, from 
1940 through 1980, the difference in the rate of undercount for Blacks and non-Blacks has 
remained roughly constant, somewhere between 5% and 6% even though the overall 
undercount declined from 5.6% to 1.4% {seeFay etal., 1988). The 1.4% figure does not mean 
that the census correctly counted over 98% of the U.S. population in 1980. Rather 1.4% 
represents the net undercount, which can be thought of as the difference between the actual 
undercount (consisting of missed individuals or omissions) and the overcount (erroneous 
enumerations and dupHcations). Even if the errors of overcount and undercount balanced 
perfectly at the national level, thus producing a 0% national undercount, we might still have 
a differential undercount problem. For the 1980 census, the Bureau determined that there were 
6 miUion erroneous enumerations in the census, of which as many as 1 million were fabrications, 
and as many as 2.5 million people were erroneously included twice at the same location. Given 
the Bureau's report of a net undercount of 1.4% or 3.2 miUion people in 1980, we have an 
estimate of 9.2 miUion omissions (people who were missed) from the 1980 census count. By 
adding omissions to erroneous enumerations we get a total of 15.2 miUion errors in counting 
individuals, which corresponds to almost 7% of the official 1980 census total. To me, this level 
of error in the census represents a major problem that must be addressed when we talk about 
the appropriateness of adjustment in 1980. Of course, shortly after the 1980 census was 
completed the Census Bureau painted a much rosier picture of the accuracy of the raw census 
counts. Perhaps, in keeping with the literal meaning of the title of this paper, Freedman and 
Navidi wish us to accept as accurate what we now know to have been a seriously incomplete 
assessment on the part of the Census Bureau. I hope this is not the case. We now know much 
more about the level of the error in the raw census counts from 1980. The residual issue is 
whether we have any better information about the various forms of adjusted counts given the 
passage of a decade. 

2. Facts and Theorems 

The present paper is full of statements about the accuracy of the census adjustment 
procedures. When it comes to stating and proving theorems, I have no doubt that Freedman 
and Navidi will get them correct. The relevance of such theorems for census adjustment is a 
different issue. 

Freedman and Navidi present a simple and seemingly compeUing counterexample to the 
Schirm-Preston theorem on synthetic adjustment. It is certainly true that the overall totals for 
state A and B in their example are correct in the census and incorrect in the synthetic adjustment, 
although barely so. But it is also true that the large shift of the counts of Whites and Blacks 
in state B is what I understand that an adjustment is designed to accomplish and it does so 
at the expense of a minor perturbation in State A. Moreover, if the fictional state B is like those 
in the real U.S., the distributive accuracy of the synthetic data for geographic areas within 
State B is much improved while that within State A seems not to be seriously affected. Freedman 
and Navidi also offer their conclusion in the form of a parable to which I respond with one 
of my own. SmaU overaU undercounts can hide a multiplicity of censal errors, ones that tend 
to "balance" in the aggregate but exact a heavy toU from states with large hard-to-count 
minority populations. 

I also found the evidence from the Schirm-Preston simulations far more credible than did 
Freedman and Navidi and wonder whether this may be related to the corrected version of the 
Schirm-Preston theorem that is referred to as holding under more compUcated sets of conditions 
involving weighted averages. What I am asking is whether the corrected theorem is more relevant 
to the real problems of undercount in the U.S. than Freedman and Navidi's counterexample. 
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3. Issues in Dispute with EKT 

Freedman and Navidi spend much time rehashing the issue of the multipUcity of PEP series 
and by stressing the variations amongst them. While there is some merit in the position that 
there is not a clear and overwhelming choice from amongst the adjustment alternatives, it may 
still be the case that several choices would be superior to an unadjusted census. The authors 
focus on the variation amongst the full set of 12 alternatives, some of which to me are 
implausible given the assumptions that they rely upon. Even though I do find the arguments 
in support of the use of synthetic adjustments reasonable, I do agree with the authors that there 
is a clear difference between the synthetic and PEP adjustments. 

Where are we left in this debate? I find the conclusion of Ericksen, Kadane, and Tukey 
compeUing even though I agree with Freedman and Navidi that issues remain about the specific 
choice of techniques favored by EKT. Freedman and Navidi argue that their principal claim 
is irrelevant to the issue of accuracy. I disagree. Perhaps the authors believe that the miUions 
of uncounted people that virtually all agree were missed in 1980 are still out hiding in the foothills 
of South Dakota, or in some other state with few minorities. 

A famUiar theme in various writings by one of the present authors is the problems that arise 
when assumptions are not satisfied. Here again the authors pursue this theme with respect to 
the linear equation used for smoothing. They appear to argue that either aU assumptions must 
be perfectly justified or "all bets are off". Nothing could be further from the truth. Surely 
they don't expect anyone to believe the argument that the eruption of Mt. St. Helens interfered 
with census taking in a serious way and thereby undercuts the usefulness of the smoothing 
approach. Similarly, their notion that precise specification of predictor variables is crucial to 
the accuracy of smoothing is also something with which I take issue. FinaUy, I read the report 
by Ylvisaker (1991) who reexamined data from the trial census in Los Angeles in preparation 
for 1990, but I could not find the evidence Freedman and Navidi state is supportive of their 
claim that smoothing increases variability. 

I do believe with Freedman and Navidi that the census process is enormously complex and 
that the approach to adjustment that was proposed in connection with the litigation over the 
1980 census is far from flawless. Yet I still find their arguments exaggerated and they tend to 
obscure the old maxim that "the best is the enemy of the good." Of course the assumptions 
are not satisfied. Of course one could produce a better way to adjust that does not suffer from 
all of the flaws in the methods advocated by EKT. But this does not mean that adjustment 
with these flawed methods would not have been an improvement over the badly flawed 
unadjusted counts. 

4. Adjustment in 1990 

At various points throughout the paper the authors allude to comparable issues and 
imponderables in connection with adjustment in the 1990 census. I think that the reader should 
make a clear distinction between the methods used in connection with analyses presented as 
part of the 1980 lawsuit and those used as an integral part of the 1990 census. Many of the 
problems encountered by those who attempted to prepare adjusted figures in 1980 have clearly 
been overcome and the debate over adjustment in 1990 has become much sharper in its focus. 
Moreover, unlike in 1980, the key statistical methodologists at the Census Bureau, and the 
Director herself, found the adjustment methods used in 1990 justifiable and they recommended 
proceeding with an adjusted census. The statisticians were overruled by the Secretary of 
Commerce. The matter is now in the hands of the court once again. 
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Freedman and Navidi do not state their position regarding the use of adjustment techniques 
for the 1990 census, but Freedman (1991) makes quite clear that his judgment from 1980 has 
not changed. I disagree with this view. There may weU be reason to argue, as the authors do, 
that the Census Bureau should not have adjusted the census in 1980. But 1990 is another 
matter. In June, the General Accounting Office, an investigative arm of the U.S. Congress, 
reported that there were 25.4 miUion gross errors in 1990 census, or about 10.4% of the resident 
population. The Bureau estimates that the net undercount was about 5 million people and that 
the differential undercount was the largest since the Bureau began to estimate it beginning 
with the 1940 census. Methodology for carrying out an adjustment in 1990 is much improved 
relative to that at issue in 1980. In my view, the results of the Census Bureau's evaluation 
studies clearly supported the use of adjustment for the 1990 census results. Perhaps the judge 
this time will see the issue of adjustment differently than the the way that Freedman and Navidi 
tend to frame it. 
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COMMENT 

IVAN P. FELLEGll 

Freedman and Navidi provide a very thorough and lucid description of the considerations 
and arguments surrounding the adjustment debate for the 1980 US Census. These arguments 
focus on the quality of population counts and population distributions for Census day 1980. 
Furthermore, it is taken as given that whatever decision is made on adjustment, based on this 
consideration of population counts, will be applied to the complete census database and 
therefore to all the outputs flowing from it. Rather than commenting in detail on the arguments 
of the protagonists in this debate (though I am of the view that the correct decision was made 
for the 1980 Census), I would like to offer, from a Canadian viewpoint, some thoughts that 
suggest a broader frame of reference for the adjustment debate. 

1. The Census is Much More Than a Head Count 

Ever since the age of modern census taking began, the objective has always been more than 
the provision of an accurate count of the population. Yet the increasingly impressive hterature 
dealing with the issue of adjusting the census tries to assess the relative advantages of alternative 
courses of action solely from the point of view of estimating the total number (and proportion) 
of persons living in a set of areas. I understand, of course, why this is so: (a) the problems 
involved are difficult enough as it is, and (b) so much money and political power is associated 
with the population counts (or estimates). 

I wiU come back to point (b) above. As far as (a) is concerned, I think it would not be a 
scientifically defensible position to adjust the census by whatever method without taking into 
account the impact of such an action on the multitude of uses of census data. Indeed, I believe 
that if the objective of the census was restricted to estimating population totals and distributions, 
we would most likely (at least in Canada) try to find quite different methodologies to fulfil 
such a very different role. Given the multiplicity of objectives served by the Census, the fact 
that this multivariate and rich data base is difficult to model is not an adequate excuse for dealing 
with the much simpler issue of population counts and then uncritically applying the conclusions 
to the entire data base. 

2. Point-in-time Precision of Population Counts May not Be the Relevant Measure 
for the Intercensal Distribution of Federal Funds and Power 

There seems to be a preoccupation with exquisite precision of population counts and distribu­
tions in the census year. Of course a periodic stock-taking, providing good and comparable 
data for small areas and/or small population groups is a main justification for the expense 
involved in taking a census. But the excessive (it seems to me) preoccupation with the precision 
of the census count is motivated by equity considerations: a great deal of money and political 
power is distributed based, in part, on population numbers. Let us examine these two equity 
issues in turn. 

First, dealing with the distribution of funds, indeed substantial sums are distributed in 
Canada from the federal government to provinces based on formulae that are very sensitive 
to population numbers and distributions. However, two points are of great significance from 
the point of view of census adjustments. 

Ivan P. Fellegi, Chief Statistician of Canada, Statistics Canada, Ottawa, Ontario, Canada KIA 0T6. 
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(1) The formulae use a large array of statistical information (most of it derived from sources 
other than the census), only one component of which is population. It is well known that 
several of the other components are subject to significant samphng and non-sampling 
errors. It is an open question whether any reasonable loss function designed to assess the 
combined impact of all the errors involved would be materially improved even if the census 
errors could be entirely eliminated. 

(2) Even more important, if the adjusted population numbers result in a smaller loss function, 
or if more generally they are assessed to be closer to the truth for a significant majority 
of the areas involved, then these can serve as the basis for improved population estimates 
(and not just in census years) without adjusting the entire multivariate census data base. 
In Canada (and in the United States) there is a long history of publishing estimates of the 
census undercount. Serious consideration is, indeed, being given in Canada to taking the 
next step: publish the census resuhs as taken, and have a set of official population estimates 
which takes account of the known census undercount. After aU, in non-census years the 
official population estimates incorporate a wide range of estimation techniques - some 
of them having errors at least as large as the likely errors of undercount estimates (even 
model-based ones). It may be scientifically quite appropriate to publish the best avaUable 
population estimates in both census and non-census years - whether or not these estimates 
coincide with the census counts in census years. It may well be that legislation, or regulations 
under existing legislation, have to be amended to permit the use, particularly in a census 
year, of population estimates different from those directly derived from the census. But 
(a) that has little to do with the scientific arguments involved in the adjustment debate, 
and (b) it is more honest than relabelling the "adjusted" census counts to be "the" census 
counts simply because the law might require the latter. 

The arguments are different in respect of the distribution of political power based on census 
counts, although the fixation on point-in-time precision seems to me to be equally misplaced. 
Indeed, the census population figures are also used to distribute seats in the House of Commons 
in Canada (and in the House of Representatives in the USA). However, the distribution of 
seats based on the census is used for ten years. During those years typically massive population 
shifts occur. Leaving aside the interpretation of laws, it seems to me that the substantive question 
is whether a suitably defined loss function, designed to capture the average deviation from the 
objective of "one person one vote" over a ten year period, would be materiaUy reduced if the 
census counts were adjusted for the estimated undercount. I have not made such a calculation. 
However, it seems to me that the range of population shifts over ten years are substantially 
larger than the range of estimated undercounts. I would therefore, speculate that even 
apparently significant potential census year adjustments (and corresponding shifts in the aUoca-
tion of seats in the legislature) are relatively less significant than the deviations from the "one 
person one vote" rule occasioned by migration over a ten year period. Since this particular 
use of the census is mandated by the constitution, changing the law is not an option. But a 
scientifically informed debate regarding the appropriate interpretation of the constitution is 
very much in order - taking full account of the two main causes of deviation from equity in 
political representation during the ten year intercensal period: census errors and population 
shifts (mostly migration). 
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3. Conclusion 

(a) The census is a multivariate integrated data base. The case for "adjusting" it is far from 
obvious, even if (a big if) the simplest variable involved - the count - can be improved 
by doing so. 

(b) If a set of population estimates that are judged to be better than the census counts (according 
to suitably defined criteria) can indeed be generated, these should be produced and used, 
without necessarily adjusting the entire census data base. The criteria should relate to the 
set of areas (and other breakdowns) for which estimates are required. 

(c) If the law requires "census" derived population counts when in fact substantively the best 
available population estimates are called for, it would appear to be preferable to try to 
change the law rather than to adjust (in effect weight) the entire census data base to agree 
with estimated population numbers - solely in order to be able to refer to the population 
estimates as "the census". 

(d) Equity considerations, both in terms of the distribution of federal funds and political 
representation, apply to the entire intercensal period, not simply for the year of the census. 
They should be studied using models that take full account of this fact. 
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COMMENT 

N. CRESSIE* 

A critical assessment of our past successes and failures makes us better equipped to provide 
future successes. Missing data and matching problems in the 1980 Post Enumeration Program 
were major impediments to a successful adjustment of the 1980 U.S. Decennial Census. A court 
case, Cuomo et al. versus Baldridge, was brought by New York State and others to require 
the Census Bureau to adjust the 1980 Census numbers for undercount. Testimony from Barbara 
Bailar, then Associate Director of Statistical Standards and Methodology at the Census Bureau, 
and Kirk Wolter, then Chief of the Statistical Research Division at the Census Bureau, made 
it clear that 1980 data and methods were inadequate for an accurate adjustment of the whole 
country. 

In 1987, Judge Sprizzo ruled against New York. However, that decision did not make the 
differential undercount go away; even the judge in his ruling acknowledged its presence. There 
is little disagreement that, differentially by race, national U.S. Census numbers have been 
persistently too smaU. Using demographic methods, the foUowing estimates are available. 

1950: Black (and other non whites) demographically estimated undercount was 9.7%. White 
demographically estimated undercount was 2.5%. (Siegel 1974, Table 3). 

1960: Black (only) demographically estimated undercount was 8.0%. White (and other races) 
demographically estimated undercount was 2.1%. (Siegel 1974,Table 2, set D estimates). 

1970: Black (only) demographically estimated undercount was 7.6%. White (and other races) 
demographically estimated undercount was 1.5%. (Passel, Siegel and Robinson 1982, 
Table 1). 

1980: Black (only) demographically estimated undercount was 5.3%. White (and other races) 
demographically estimated undercount was - 0.2%. (Passel and Robinson 1984, Table 2). 

Further, there is little disagreement that racial composition is different within administrative 
regions (both large and small) across the U.S.A. The consequence of these two virtually 
undeniable facts is that undercount wUl be differential across administrative regions, leading 
to an unrepresentative geographic/racial profile of the nation and an unfair apportioning of 
pohtical and financial resources. So, Freedman and Navidi state in their introduction " . . . 
If the undercount can be estimated with good accuracy, especially at the local level, adjustments 
can - and should - be made to improve the census." 

Almost everyone agrees there is a problem. The adage, "If it ain't broke don't fix it," does 
not apply here. It is an uncomfortable defence for a statistics professional to argue that 
uncontroUed-for biases and errors will not allow an adjustment for an undercount that is known 
to be there and known to be damaging. During the early 1980s, BaUar and Wolter estabhshed 
the Undercount Research Staff within the Statistical Research Division of the Census Bureau. 
Staff members have produced high-quahty research that demonstrated "that it is technically 
feasible to correct the 1990 Census for differential undercoverage": (Childers et al. 1987). 

It is time for Freedman and Navidi to relinquish their role as devil's advocates; it is time 
for them to put their knowledge and talents into a constructive mode; and it is time for them 
to say what they mean by "good accuracy," "local level," and various other qualitative 
affirmations. The adversarial atmosphere of the courts has spiUed over into the various articles. 

' N. Cressie, Department of Statistics, Iowa State University, Ames, lA U.S.A. 50011. 
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comments, and rejoinders we have seen on census undercount in the last 10 years. To solve 
a problem as hard as adjustment for undercount, the common goal needs to be recognized. 
From there, debate should center around differences on how that goal might be reached. If 
Freedman and Navidi's position is that the goal is impossible to reach (which is what they seem 
to have implied over the years), then it should be stated. 

For the rest of this comment, I shall address a number of important technical matters that 
were raised by Freedman and Navidi (1986) and now, surprisingly, again in the article under 
discussion. In 1990,1 presented a paper at the Census Bureau's Annual Research Conference 
(Cressie 1990) that David Freedman was invited to discuss. At the last minute, he was unable 
to attend the conference but I continued to send him the discussion version and the final version 
and invited his comments. The paper is rather technical but addresses, successfully I believe, 
several major criticisms made by Freedman and Navidi (1986) of the statistical modeling 
approach to undercount adjustment. 

First, the paper expresses a preference for the "stratification approach" over the "regression 
approach". Stratification is a special case of regression where the explanatory variables are 
restricted to 1 and 0, indicating presence or absence in a particular (demographic) stratum. 
There is little disagreement that undercount is differential across sex x age x race/ethnicity 
strata. Because the Census Bureau was committed to a regression approach, the bulk of the 
paper addressed the more general problem. 

Second, if one allows the regression error (see Freedman and Navidi's e.g. (2)) to be depen­
dent, such models can absorb bias and misspecification into the error term. The important 
concept to maintain is that true undercount in regions is unknown and the ignorance is 
quantified into a probabiUty model. The goal is not estimation of the coefficients 0 but 
prediction of the undercount. With an error term that does not have to be independent and 
identically distributed, this prediction is insensitive to misspecification (see also Cressie 1991, 
Chapter 3). 

Third, the inconsistency of the model to changes in geographic level is addressed by modehng 
adjustment factors, not undercounts, and by assuming the variance of the regression error of 
a particular area is inversely proportional to that area's population. This assumption is justified, 
from both a Bayesian and frequentist point of view, in Cressie (1989). 

Fourth, the effect of estimation of variance-covariance parameters can be taken into account 
by modifying the resuhs of Prasad and Rao (1990) to a multivariate context. One could also 
use a parametric boostrap, by generating data from the estimated model, re-estimating all 
parameters, and repredicting the undercount. 

Finally, it is acknowledged that all preceding model-based methods will likely do poorly 
if the model does not fit. Diagnostic methods are crucial to the success of statistical model-
based adjustments for undercount. 

There is room for critical assessment of our past successes and failures. It is time to move 
on and solve this monumentally important problem with cutting-edge technology. A well 
designed, well implemented, and quality-assured 1990 Post Enumeration Survey with excellent 
computer matching and precise geography make the 1980 case look very different indeed. It 
is my opinion that adjustment can now be successfully carried out at the state level. Research 
and debate on whether that success can be carried down to lower levels of geography deserves 
our coUective resources {e.g. Tukey 1983; Cressie 1988; Wolter and Causey 1991). Expected 
losses (or risks) can be used to measure the efficacy of adjustment procedures. Cressie (1988) 
gives sufficient conditions under which synthetic adjustment improves over census count; those 
conditions were satisfied in the 1980 Census and PEP 3-8 series. 
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COMMENT 

ALLEN L. SCHIRM and SAMUEL H. PRESTON* 

1. Introduction 

We thank the editor for inviting us to comment on this provocative article by Freedman 
and Navidi (hereafter, "F and N") and continue this important policy debate. Our comment 
mainly responds to F and N's criticisms of our earher research (Schirm and Preston 1987; 
hereafter, S and P). Although we disagree with much of F and N's critique of Ericksen, Kadane 
and Tukey (1989), we leave to the authors of that article the task of defending their work. 

We disagree with many of F and N's specific criticisms of S and P. Before discussing our 
detailed responses, we want to take a broader perspective and view our article and F and N's 
criticisms of it in their entirety. 

F and N wrongly characterize our article in stating that we "present two major arguments, 
one analytical and one based on simulation." In fact, we presented three analytical results. 
F and N criticize only one, and a minor one at that. Our most important analytical result suggests 
that synthetic adjustment would Ukely have improved the accuracy of the population distribution 
in 1980. As for our simulations, they were not intended to support any one argument. Instead, 
we simulated an extremely wide variety of circumstances to permit us to address several questions 
about synthetic adjustment and its effects. We found, however, that adjustment would have 
improved accuracy under all conditions simulated, including highly unfavorable circumstances. 

2. Analytical Results 

In S and P, we presented three analytical results. AU three are mathematicaUy correct. However, 
the second resuh - the sole target of F and N's criticism - is, as we stated in our article, poten­
tially "misleading because it ignores influences on overall adjustment success of systematic 
relationships between variations across states in census coverage for a group and differences 
between groups in how they are distributed across states." Our third result, which is clearly 
the focus of our algebraic analysis and which does not depend on the second result, addresses 
this issue and takes into account the patterns of variations in undercounts across states. 
Although potentially misleading, we presented the second result to illustrate more forcefully 
a key implication of our third result, that systematic variations in state undercounts can matter. 

Our second analytical result suggests that the effect of adjustment for a given state hinges 
on how "close" the state's undercounts are to the national undercounts. Contrary to F and 
N's claim, our second analytical result is mathematically correct. F and N are able to dispute 
our finding only because they choose to define "close" without regard to our precise defini­
tion. Thus, F and N's "counterexample" to our second result does not pertain to that result 
at aU, since their example violates the conditions that we derived and stated precisely in the 
appendix to our article. To repeat that result, we showed that the estimated proportion of the 
total national population residing in state / is made more accurate by adjustment if 

^,N^\N^. Nfj) k^'r.KNf. Nfj) 
j=l 7=1 

' Allen L. Schirm, Mathematica Policy Research, Inc., 600 Maryland Avenue, S.W., Suite 550, Washington, D.C. 
USA. 20024-2512, Samuel H. Preston, Population Studies Center, University of Pennsylvania, 3718 Locust Walk, 
Philadelphia, PA USA 19104-6298. 
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where / is the number of racial (more generally, demographic) groups, a dot indicates 
summation over an index, and T and C superscripts designate true and census population 
counts, respectively. For state A in F and N's "counterexample," this expression implies 

90 /1,100 _ 89\ _l_ /1,100 _ 2\ I _ 

LIOOV.IOO 90/ "*" 1,100V1,100 1/ I ~ 

21 _ I _90_ /^79^ _ 89\ _l_ /121 _ 2\ I 

13,750 ~ 11,100 V.OOO 90/ ^ L10b\100 ~ 1 / | ' 

Therefore, the condition for improved accuracy from adjustment is violated for state A. 
SimUarly, for state B, we get 

910 /1,100 _ 890\ _99_ /UOO _ n 9 \ I 

1,100yi,100 910/ "̂  1,100\i,100 ~ "99"/ | 

21 
13,750 

910 / 979 _ 890\ _99_ /121 _ 119\ 

i,ioo\i,ooo 910/ "̂  1,100Vioo ~ "99̂ / 

Again, the condition for improved accuracy from adjustment is violated. 
F and N's "counterexample" says nothing about our second analytical result. However, 

it is useful for numerically illustrating our third and clearly most important result. According 
to that result, when blacks are most heavily undercounted where they are least prevalent and 
whites are most heavily undercounted where they are most prevalent, synthetic adjustment may 
not improve the accuracy of the proportionate distribution. In F and N's example, state A has 
a higher black undercount than state B (50% versus 17%) but proportionately fewer blacks 
(2% versus 12%). State A has a higher white undercount (smaUer overcount) than state B 
( - 1 % versus - 2%) and proportionately more whites (98% versus 88%). Therefore, F and N's 
finding that the adjusted estimates in their example are less accurate overall than the census 
estimates, although not guaranteed, is not surprising in light of our third analytical result. 

F and N's critique of our algebraic analysis of the effects of adjustment is based on a highly 
selective reading of our article that misrepresents our findings. F and N's criticism of our second 
analytical result is wrong as is their characterization of that result as central to our article. Our 
third analytical result is by far more important. It helps to expose those conditions on which 
adjustment's success or faUure depends. Based on available empirical evidence cited below, 
the conditions of F and N's numerical example did not prevaU in 1980, and our result suggests 
that synthetic adjustment would have improved the accuracy of the geographic distribution. 

3. Simulation Results 

As noted before, the purpose of our simulations was to answer several questions pertinent 
to synthetic adjustment and its effects on the accuracy of population estimates. The central 
questions addressed in our article were: 

• How often would synthetic adjustment improve the accuracy of population estimates? 
• How much would synthetic adjustment typically improve the accuracy of population 

estimates? 
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• Do the effects of synthetic adjustment on accuracy depend on how much census coverage 
varies from state to state? 

• Do the effects of synthetic adjustment on accuracy depend on how well we measure national 
undercounts? 

F and N focus on the second question. For the most part, we agree that the average magnitude 
of improvement in accuracy from synthetic adjustment is modest if our conservative assump­
tions about the state of the nation pertain. Under Case 22 of Scenario I, which probably 
exaggerates interstate variations in census coverage but is presented in S and P as our 
"moderate" variation case, the average reduction in the weighted sum of squared errors is just 
8% while the average reduction in the unweighted sum of absolute errors is only 4%. It is 
important to understand, however, that larger improvements could be realized, as suggested 
by our third analytical resuh presented in S and P. The gains in accuracy would be somewhat 
greater, for example, if Hispanics had the same national undercount as blacks and were included 
with blacks instead of whites. In that case, the average reduction in the weighted sum of squared 
errors would be over 12%. The gains in accuracy would also be greater if black undercounts 
were higher in states with proportionately more blacks. We will return to this point shortly. 
Of course, improvements from synthetic adjustment might be smaUer if there were substantial 
errors in measuring undercounts, although as we showed in S and P, the effects of measurement 
error are generally small. 

What is easily forgotten in assessing the average gain in accuracy is the likelihood of realizing 
some gain, large or small. F and N are guilty of this oversight. Under the assumptions of 
Case 22, Scenario I, the likeUhood of a gain in accuracy, according to the weighted sum of 
squared errors criterion, is 84%. We are impressed by this finding. Some improvement, perhaps 
only modest, is highly likely. 

This resuh and the resuh on the average magnitude of improvement raise critical questions. 
What is the implication of the average improvement being "only modest"? Does the average 
improvement have to be overwhelming to justify adjustment? Put differently, should adjusted 
estimates be held to a higher standard than census estimates? The secretary of commerce 
imposed a higher standard in making the 1990 adjustment decision. How would the Census 
Bureau's coverage improvement and imputation procedures fare by an equally high standard? 
We suspect that some would not fare well, having almost certainly exacerbated rather than 
ameUorated the differential undercount. FinaUy, would adjustment be recommended if it did 
litUe to improve accuracy but reduced systematic inequity? We will return to this last question 
in Section 4. 

F and N answer these questions - which, by and large, do not have statistical answers - only 
implicitly, if at all. They suggest, however, thai adjustment might be attractive (its estimates 
"will be good") if the assumptions of our paper hold, the issue to which we now turn. 

F and N wrongly characterize both the synthetic method and our simulation model. The 
underlying assumption of the synthetic method is not that there is no systematic geographic 
variation in undercounts for a given race but that there is no variation at all. Our simulation 
model shows how synthetic adjustment performs when this synthetic assumption is violated. 
We considered cases of extreme, albeit nonsystematic, interstate variation in undercounts by 
race, as weU as cases with more moderate random variation. We did not construct true popula­
tions " on the basis of the synthetic assumption,'' and our"definitionof truth "did not "favor 
synthetic adjustment." As we showed analytically in S and P, synthetic adjustment would have 
been favored by assuming a positive association between the black undercount and the 
prevalence of blacks or a negative association between the white undercount and the prevalence 
of whites. (A precise statement of the result is contained in the appendix to S and P.) 
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For purely illustrative purposes, we assumed in a new round of simulations that white 
undercounts are generated according to the assumptions of Scenario I, Case 22 in S and P but 
that the expected black undercount rises with the state's proportion black such that the black 
undercount is 2.0% when the proportion black is 11.7% (the national proportion black in 1980 
according to the census) and 5.2% when the proportion black is 20.0%. Under those conditions, 
which we do not claim to be realistic although they preserve the average simulated differential 
in national undercounts, synthetic adjustment improves the accuracy of the proportionate 
distribution according to the weighted sum of squared errors criterion in all 1,000 iterations. 
The average reduction in the weighted sum of squared errors is over 17%, despite extreme 
variation in state total undercounts. 

Do the assumptions of S and P pertaining to interstate variations in undercounts hold? 
Probably not. Although one of our purposes was to simulate a wide range of circumstances, 
it is very likely that our assumptions tended to put adjustment at a disadvantage. 

Did we "offer no evidence" on the matter of geographic variation, as F and N claim? No, 
although admittedly there was not a wealth of information available. For judging our assump­
tions and their impUcations, there are two relevant empirical issues: whether variation is 
systematic or random and the extent of variation. We addressed both in S and P. 

As we noted in S and P, according to the 1980 PEP blacks are hardest to count where they 
comprise large proportions of the population. In contrast, there is essentially no relationship 
between the white undercount and the relative prevalence of whites. (Ericksen and Kadane 1983). 
These conclusions are based on broad categories measuring racial composition and data for 
Standard Metropolitan Statistical Areas and state remainders, not state-level data. The only 
published undercount estimates by state and race are the "Developmental Estimates" for 1970. 
Although seriously flawed, based on heroic assumptions about internal migration (Wolter 1987), 
those estimates imply a direct relationship between the black undercount and the prevalence 
of blacks and a weak inverse relationship between the white undercount and the prevalence 
of whites. By ignoring ehher pattern of covariation, the simulations in S and P tend to understate 
the gains in accuracy from synthetic adjustment. 

Since writing S and P, we have obtained unpublished state population and undercount 
estimates by race from the 1980 PEP. Because the raw black undercount estimates are imprecise 
for several states, it is not clear whether blacks are hardest to count - at the state level - where 
they are most prevalent. For whites, although there is evidence of a direct, rather than an inverse, 
association between their prevalence and the undercount, we believe that this is attributable 
to the inclusion of Hispanics in the white population and, to a much smaller degree, to the 
relatively heavy reliance on the conventional method of enumeration in a few predominately 
white states in the western U.S. Indeed, we find that if the true 1980 population followed the 
pattern of either the Series 2-9 or 10-8 estimates, a synthetic adjustment for the differential 
between the undercount of blacks and Hispanics and the undercount of all other persons would 
almost certainly have improved accuracy. 

The available empirical evidence generally suggests that geographic variations are, if not 
random, systematic with a pattern that would enhance the gains in accuracy from synthetic 
adjustment. It seems unlikely that there is a strong inverse association across states between 
the black undercount and the prevalence of blacks or a strong direct association between 
the white undercount and the prevalence of whites. (Even if one or both of these patterns 
existed, adjusted estimates might stUl be more accurate, as we showed in S and P.) Thus, our 
assumption of randomness in S and P was probably conservative, working against synthetic 
adjustment. 
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Our assumptions about the extent of interstate variations in undercounts were also 
probably conservative, as we discussed in S and P with reference to the 1970 Developmental 
Estimates. Due to substantial sampUng errors for many states, the unpubUshed state under­
count estimates by race from the 1980 PEP do not reliably reveal how much black under­
counts vary across states. The variance in black undercounts calculated across aU 51 states 
is 0.0128 for Series 2-9, twice the highest assumed value in our simulations. The variance falls 
to 0.0036, not even midway between the moderate and high variances simulated, when New 
Hampshire (black undercount equal to - 60%) and Vermont (black undercount equal to 
- 24%) are excluded. (For Series 10-8, the interstate variance is nearly equal to the moderate 
value simulated in S and P, if three states with extreme (and highly unreliable) undercounts 
- less than - 20% or greater than 20% - are excluded.) Raw estimates of state undercounts 
for whites from the 1980 PEP are far more precise. The interstate variances for Series 2-9 
and 10-8 are just sUghtly below the moderate value simulated. The gains in accuracy under 
S and P's Scenario I, Case 12 (high variation among black undercounts and moderate varia­
tion among white undercounts) differ little in frequency or magnitude from the gains under 
Case 22 (moderate variation for both black and white undercounts), where improvements are 
highly likely. 

From published PEP estimates for 1980, we can only calculate variances in total state under­
counts, not differentiated by race. The largest interstate variance among the 12 published PEP 
Series is 0.00034, slightly less than the average simulated variance for our moderate variation 
case (Case 22). For Case 32 (low variation among black undercounts and moderate variation 
among white undercounts), the average simulated variance is 0.00031, about equal to the 
interstate variance for PEP Series 2-9, which is favored by Ericksen, Kadane and Tukey (1989) 
and is the median variance across the 8 PEP Series remaining after excluding 10-8,14-8,14-9, 
and 14-20. Synthetic adjustment reduces the weighted sum of squared errors by about 12% 
on average under Case 32, compared to 8% for Case 22. Case 23 (moderate variation among 
black undercounts and low variation among white undercounts) implies an average simulated 
variance only slightly greater than the variance for PEP Series 10-8, F and N's "favorite." 
Under the conditions of Case 23, synthetic adjustment reduces the weighted sum of squared 
errors by 19% on average. Adjusted estimates are more accurate over 92% of the time according 
to that error criterion. Are such improvements "only modest"? 

4. Accuracy and Equity 

We have argued before, in S and P and in Schirm (1991), that the foremost concern of statisti­
cians and demographers should be the accuracy of population estimates. Yet, in a single-minded 
pursuit of statistical accuracy, it is easy to forget considerations of political equity. 

A more accurate population distribution is probably more equitable, in general. However, 
this does not imply that two equally accurate distributions are equally equitable. Although 
adjustment may do little to improve overall accuracy in a particular year, it may reduce or 
remove certain systematic errors and systematic inequity, errors and inequity associated 
with race. 

An example, obtained from our simulations, is displayed in Table 1. The implied black and 
white national undercounts are 5.2% and - 1 . 1 % . The adjusted population estimates in Table 1 
were obtained using these figures and the synthetic method. 

As wiU become clear, it is hard to draw a sharp distinction between accuracy and equity. 
For this discussion, we assume that accuracy is narrowly defined in terms of the proportionate 
geographic distribution. 
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Table 1 
A Numerical Example: Population Counts (1,000s) 

State 

Alabama 
Alaska 
Arizona 
Arkansas 
California 
Colorado 
Connecticut 
Delaware 
District of Columbia 
Florida 
Georgia 
Hawaii 
Idaho 
Illinois 
Indiana 
Iowa 
Kansas 
Kentucky 
Louisiana 
Maine 
Maryland 
Massachusetts 
Michigan 
Minnesota 
Mississippi 
Missouri 
Montana 
Nebraska 
Nevada 
New Hampshire 
New Jersey 
New Mexico 
New York 
North Carolina 
North Dakota 
Ohio 
Oklahoma 
Oregon 
Pennsylvania 
Rhode Island 
South CaroHna 
South Dakota 
Tennessee 
Texas 
Utah 
Vermont 
Virginia 
Washington 
West Virginia 
Wisconsin 
Wyoming 

Total 

Black 

1,060 
14 
83 

414 
1,758 

106 
226 
101 
442 

1,415 
1,642 

18 
3 

2,014 
443 

43 
135 
254 

1,239 
3 

1,026 
230 

1,272 
56 

891 
535 

2 
51 
52 
4 

1,071 
27 

2,397 
1,387 

3 
1,112 

208 
39 

1,177 
29 

962 
2 

754 
1,752 

10 
1 

1,116 
109 
69 

198 
3 

27,958 

True 

White 

2,849 
375 

2,606 
1,916 

22,105 
2,719 
2,875 

507 
181 

8,290 
3,910 

925 
936 

9,677 
4,775 
2,809 
2,284 
3,327 
2,856 
1,135 
3,159 
5,223 
7,990 
4,037 
1,629 
4,329 

761 
1,521 

760 
911 

6,237 
1,264 

14,891 
4,443 

622 
9,769 
2,819 
2,602 

10,750 
923 

2,182 
678 

3,764 
12,421 
1,435 

523 
4,356 
3,867 
1,877 
4,588 

448 

197,836 

Census 

Black 

996 
14 
75 

374 
1,819 

102 
217 
96 

449 
1,343 
1,465 

17 
3 

1,675 
415 

42 
126 
259 

1,238 
3 

958 
221 

1,199 
53 

887 
514 

2 
48 
51 
4 

925 
24 

2,402 
1,319 

3 
1,077 

205 
37 

1,047 
28 

949 
2 

726 
1,710 

9 
1 

1,009 
106 
65 

183 
3 

26,495 

White 

2,898 
388 

2,643 
1,912 

21,849 
2,788 
2,891 

498 
189 

8,403 
3,998 

948 
941 

9,752 
5,075 
2,872 
2,238 
3,402 
2,968 
1,122 
3,259 
5,516 
8,063 
4,023 
1,634 
4,403 

785 
1,522 

749 
917 

6,440 
1,279 

15,156 
4,563 

650 
9,721 
2,820 
2,596 

10,817 
919 

2,173 
689 

3,865 
12,519 

1,452 
510 

4,338 
4,026 
1,885 
4,523 

467 

200,054 

Adjusted 

Black 

1,051 
15 
79 

395 
1,919 

108 
229 
101 
474 

1,417 
1,546 

18 
3 

1,768 
438 
44 

133 
273 

1,306 
3 

1,011 
233 

1,265 
56 

936 
542 

2 
51 
54 
4 

976 
25 

2,535 
1,392 

3 
1,136 

216 
39 

1,105 
30 

1,001 
2 

766 
1,804 

9 
1 

1,065 
112 
69 

193 
3 

27,956 

White 

2,866 
384 

2,614 
1,891 

21,607 
2,757 
2,859 

492 
187 

8,310 
3,954 

938 
931 

9,644 
5,019 
2,840 
2,213 
3,364 
2,935 
1,110 
3,223 
5,455 
7,974 
3,978 
1,616 
4,354 

776 
1,505 

741 
907 

6,369 
1,265 

14,988 
4,512 

643 
9,613 
2,789 
2,567 

10,697 
909 

2,149 
681 

3,822 
12,380 

1,436 
504 

4,290 
3,981 
1,864 
4,473 

462 

197,838 

Note: "White" includes all nonblacks. 
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Table 2 

A Numerical Example: Congressional Apportionments 

State 
True 

Number of House Seats 

Census Adjusted 

Alabama 
Alaska 
Arizona 
Arkansas 
California 
Colorado 
Connecticut 
Delaware 
District of Columbia 
Florida 
Georgia 
Hawaii 
Idaho 
Illinois 
Indiana 
Iowa 
Kansas 
Kentucky 
Louisiana 
Maine 
Maryland 
Massachusetts 
Michigan 
Minnesota 
Mississippi 
Missouri 
Montana 
Nebraska 
Nevada 
New Hampshire 
New Jersey 
New Mexico 
New York 
North Carolina 
North Dakota 
Ohio 
Oklahoma 
Oregon 
Pennsylvania 
Rhode Island 
South CaroHna 
South Dakota 
Tennessee 
Texas 
Utah 
Vermont 
Virginia 
Washington 
West Virginia 
Wisconsin 
Wyoming 

1 
5 
4 
46 
5 
6 
1 
0 
19 
11 
2 
2 
22 
10 
5 
5 
7 

10 
18 
8 
5 
9 
2 
3 
2 
2 
14 
3 
33 
11 
1 
21 
6 
5 
23 
2 
6 
1 
9 
27 
3 
1 
11 
8 
4 
9 
1 

7 
1 
5 
4 
45 
6 
6 
1 
0 
19 
10 
2 
2 
22 
10 
6 
5 
7 

11 
18 
8 
5 
9 
2 
3 
2 
2 
14 
3 
34 
11 
1 

21 
6 
5 
23 
2 
6 
1 
9 
27 
3 
1 
10 
8 
4 
9 
1 

1 
5 
4 
45 
5 
6 
1 
0 
19 
11 
2 
2 
22 
10 
6 
5 
7 

11 
18 
8 
5 
9 
2 
3 
2 
2 
14 
3 
33 
11 
1 
21 
6 
5 
23 
2 
6 
1 
9 
27 
3 
1 
10 
8 
4 
9 
1 

Total 435 435 435 
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Although the census and adjusted distributions in Table 1 are equally accurate, according 
to a weighted sum of squared errors criterion, the adjusted estimates more accurately reflect 
the racial distribution at the national level and are more equitable. (The census geographic 
distribution is slightly more accurate according to a sum of absolute errors standard.) The true 
and adjusted figures imply that 12.4% of the U.S. population is black. According to the census, 
only 11.7% of the population is black, a serious inequity. 

The equity gains from adjustment are made more concrete by the implied congressional 
apportionments shown in Table 2. Both the census and adjusted estimates allocate one too 
many seats to Iowa and Massachusetts and one too few to California and Virginia. However, 
the census estimates also allocate one too many seats to Colorado and New York and one too 
few to Alabama and Georgia, whereas the adjusted estimates allocate the correct numbers of 
seats to these states. Based on the census figures, Alabama and Georgia are denied represen­
tation because of their high proportions black and the differential undercount to which blacks 
are subject. Adjustment substantially improves equality of representation. Based on the true 
population figures and the census apportionment, there are 471,000 persons per representative 
in Colorado, 508,000 in New York, 555,000 in Georgia, and 558,000 in Alabama. Adjustment 
narrows the differences, with 565,000 persons per representative in Colorado, 524,000 in New 
York, 505,000 in Georgia, and 489,000 in Alabama. For the four states combined, there are 
519,000 persons for each of the 57 representatives. (For the entire U.S., there are 519,000 
persons for each of the 435 representatives.) Adjustment reduces the (unweighted) root mean 
square deviation from this average by over 21 %. (The reduction is between 20% and 21 % when 
deviations are weighted by the number of persons per representative according to the true 
population figures.) The equity gain from adjustment is also clearly revealed by the weighted 
average of persons per representative calculated across all 50 states. When weighted by the 
proportion of the national black population (exclusive of the District of Columbia) living in 
the state, the true average number of persons per representative is 518,000. If Congress is appor­
tioned according to the census estimates, the average is 524,000. Synthetic adjustment removes 
most of this racial inequity. The average number of persons per representative is 520,000 when 
House seats are aUocated according to the adjusted estimates. Although there are surely stiU 
other ways to measure inequality of representation, it is hard to imagine a reasonable alternative 
that would not show adjustment reducing the racial inequity attributable to differential census 
undercounting. The gain in equity in this example is achieved despite no gain in accuracy of 
the proportionate distribution across states. 

The errors in the census are systematic. After adjustment, the remaining errors may not 
be truly random, and so long as there are errors, there wiU be inequity. However, the source 
of those errors would be far less offensive than race. 

5. Discussion 

In criticizing S and P and Ericksen, Kadane and Tukey (1989), F and N emphasize the role of 
assumptions underlying adjusted estimates. Their view, however, is extreme, counterproductive, 
and fundamentally flawed. 

Although it is reasonable - and necessary - to ask whether assumptions matter, assumptions 
do not have to be exactly true as F and N imply. Moreover, proponents of adjustment should 
have to defend it against only reasonable alternative assumptions. F and N seem to believe 
that almost any alternative is fair game. As in assessing the magnitude of improvement, they 
require adjustment to bear a heavy burden of proof with no scientific justification. Nonetheless, 
as our simulations show, synthetic adjustment improves accuracy even under extremely 
unfavorable - and probably unreasonable - assumptions. 
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This raises another important point of disagreement between us and F and N. Not all 
assumptions have to imply precisely the same estimates if all adjusted estimates based on 
reasonable assumptions are more accurate than census estimates. Unless equally plausible 
assumptions have very different implications, we should not reject the better for failure to find 
the best. We should not settle for census estimates that are less accurate. 

F and N offer nothing to suggest that census estimates are more accurate than adjusted 
estimates. The legal findings on which they rely are no basis for a scientific argument. More­
over, despite Schirm's (1991) finding that the judgmental decisions made in producing census 
estimates can affect congressional apportionment, F and N fail to scrutinize census procedures 
and the underlying assumptions. Do they find plausible the census "assumption" that when 
the final estimates are released, everyone everywhere has been counted in exactly the correct 
location? If not, do they have any constructive suggestions for improving the accuracy of 
population estimates? Unfortunately, their critical commentary on those suggestions that 
have been offered is seriously flawed by misrepresentation and distortion and offers nothing 
constructive. 

"Should we have adjusted the census of 1980?" as F and N ask. Maybe, maybe not. 
Although it is subject to debate, we may not have known enough about the likely effects of 
adjustment or been technicaUy and operationally prepared to undertake an adjustment at the 
time a decision had to be made. Would adjustment have improved accuracy in 1980? We cannot 
answer with certainty because the true population is inherently unknowable and anomalies 
cannot be entirely ruled out. With that qualification, the answer is "very likely". 
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COMMENTS 

J.A. HARTIGAN^ 

The Adjustment Controversy 

Each ten years the United States Census prepares a list, or enumeration of names and 
addresses of persons resident in the United States. The Ust is subject to error in that persons 
may be omitted from the list, or erroneously included on it. In the 1990 census, Ericksen et al. 
(1991) estimated there to be 13 miUion erroneous enumerations and 17 miUion omissions. Even 
if these estimates are off by a factor of two, it appears that the enumeration needs some 
adjustment. 

Freedman and Navidi discuss statistical evidence presented in a law suit intended to force 
the Bureau of the Census to adjust the 1980 enumeration. The origin of the law suit is the 
differential undercount between races. The undercount is perhaps 5% for Blacks and Hispanics, 
and 1 % for Others. Since the undercount is greater for minorities, those localities with larger 
fractions of minorities press for an adjustment in the census figures that would adjust for the 
undercount. The undercount has been estabhshed by Demographic Analysis (counting births, 
deaths, emigration, and immigration by race, sex, and age) in censuses since 1940, and by Post 
Enumeration Surveys, surveys to obtain a more accurate count in a sample of the population, 
since 1970. The size of the undercount is an important point of dispute, since it makes more 
sense to estimate and correct for a large differential undercount than for a small one. Freedman 
and Navidi concede that there may be a differential undercount, but assert, at least for the 
1980 census, that the undercount is not sufficiently well estimated in different localities to make 
adjustments feasible. Freedman and Navidi are concerned mainly to criticize proposed tech­
niques for doing the adjustment; what are their own estimates of the undercount? For example, 
do they agree that the national undercount is as high as 5% for Blacks and Hispanics compared 
to 1 % for others? I will argue later that if the differential undercount is that high, a synthetic 
adjustment (each minority person weighted 1.05, each majority person weighted 1.01) will 
probably improve estimates of state population shares. 

In 1980, the Bureau conducted a Post Enumeration Program which it intended to use in 
adjustment. The bureau decided not to adjust, on the grounds that the PEP estimates were 
not sufficiently accurate or reliable to give improved counts in small localities. This paper 
reprises Freedman's testimony in the court case which followed, in which the court's decision 
supported the Bureau of Census. It may be of interest to report some of the later developments, 
which show that the issues raised in the present paper are stiU very much alive. In the 1980's 
the Bureau planned a more substantial Post Enumeration Survey for the 1990 Census. A dress-
rehearsal PES was run in 1988. Some 20 evaluation studies to handle various types of error 
in the PES were planned and carried out after the 1990 Census. In 1988, the Secretary of 
Commerce announced that there would be no adjustment of the 1990 census. The government 
was sued by various localities with high fractions of minorities. The secretary then agreed, on 
17 July 1989, to continue planning for the PES, to appoint a committee of 8 experts who would 
advise the secretary on the feasibility of adjustment, and to pubUsh a set of guideUnes under 
which the Census enumeration would be adjusted or not. The external committee met frequently 
with Census officials, and advised them on planning , execution and analysis of the PES. The 
evaluative analyses were carried out by the bureau, and on 21 June, 1991, the steering committee 
in the census, with some dissent, recommended to the secretary that the census be adjusted. 

J.A. Hartigan, Department of Statistics, Yale University, New Haven, CT USA 06520-2179. 



Survey Methodology, June 1992 45 

The recommendation of the committee was considerably weakened a few days later when an 
earlier analysis was found to be in error. The external committee divided into two groups of 
four. The first of these, Ericksen, Estrada, Tukey, and Woher, with the aid of many 
consultants, wrote an extensive report that found many defects with the original enumeration, 
and strongly urged adjustment. The second group of four, Kruskal, McGehee, Tarrance, and 
Wachter, are as strongly opposed to adjustment. Wachter, with the help of some consultants, 
offers alternative statistical analysis of the PES that suggest the range of plausible adjustments 
is so wide as to have quite different effects on reapportionment and other distributive 
requirements of the Census figures. The secretary decided that the statistical foundation for 
adjustment was inadequate and recommended against adjustment. The Department of 
Commerce was sued by the same localities that sued in 1980. The 1980 court case is thus being 
replayed after the 1990 census. 

Synthetic Adjustment 

A simple synthetic scheme is to multiply each minority person actually enumerated by 1.05 
and each majority person actually enumerated by 1.01.1 agree with Freedman and Navidi's 
rejection of Schirm and Preston's (1987) analytic argument. 

What about the following analytic argument? Suppose that national undercounts are 
correctly estimated, but the undercounts differ over states; when does the synthetic adjustment 
improve the estimate of a state's proportion of the national population? The answer is, if the 
synthetic adjustment is an overadjustment for a particular state, it is closer to the true proportion 
than the enumerated proportion if and only if the minority fraction in the state is less than 
the national minority fraction; conversely, if the adjustment is an underadjustment for a 
particular state, it is closer to the true proportion than the enumerated proportion if and only 
if the minority fraction in the state is greater than the national minority fraction. It is plausible 
to expect the undercount for minorities and non-minorities in high minority states to be higher 
than in low minority states, which would cause the synthetic adjustment to be an under­
adjustment, but nevertheless to be an improvement on the enumerated proportion. 

National undercount rates of 5% and 1% are supported by historical evidence from the 
Bureau, both by demographic analysis and post enumeration surveys. Tables 1 and 2. In a 5-1 
adjustment, we muhiply non-minority enumerations by 1.01 and minority enumerations by 
1.05. Will this improve apportionment of Congressional seats to the various States? 

The actual minorky and non-minority populations in the different States are unknown. We 
are comparing the two estimates of the State populations based on the unadjusted and adjusted 
Census. The census will do best when the States with high minority populations actually have 
a low differential undercount; the 5-1 adjustment will then overshoot the true proportions for 
those states. Correspondingly, if the States with low minority populations actually have a high 
differential undercount, then the 5-1 adjustment will undershoot the true proportions. This 
tells us how to construct a best case for the census, and a worst case for the adjustment. 

I will ignore variations in the non-minority undercount between States, as these should have 
a minor affect on the overall proportions; I will suppose that aU States have a non-minority 
undercount of 1%. Suppose that the true overaU minority undercount is 5%. Suppose this 
undercount might vary from 3% to 7% in the different States. I assign 3% undercounts to 
high-minority states, and 7% undercounts to low-minority states, with the division between 
high and low minority being decided so that the overaU minority undercount is 5%. This 
assumption of true undercounts makes the census look best. The calculation is done for a range 
of choices of overall undercount and variations across states. 
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Table 1 
Historical Estimates of the Amount and Percent of Net Undercount by Race, 

as Measured by Demographic Analysis 
(Report dated 21 June 1991 from the Bureau of Census undercount steering committee) 

Total 

Black 
Non-black 

1940 

5.4 

8.4 
5.0 

1950 

4.1 

7.5 
3.8 

1960 

3.1 

6.6 
2.7 

1970 

2.7 

6.5 
2.2 

1980 

1.2 

4.5 
0.8 

1990 

1.8 

5.7 
1.3 

Table 2 
Undercount Estimated by the Post Enumeration Survey and Demographic 

Analysis in the 1990 Census, by Age, Race and Sex 

0-9 
10-19 
20-29 
30-44 
45-64 
65 H-

Male 

PES 

5.4 

8.0 
4.0 
6.4 
5.9 
3.2 
1.0 

DA 

8.5 

8.2 
2.0 
9.4 

12.4 
11.7 
3.0 

Black 

Female 

PES 

4.3 

7.8 
4.0 
6.8 
3.9 
1.3 

- 0 . 3 

DA 

3.0 

7.8 
2.2 
3.8 
2.5 
0.5 

- 1 . 3 

Male 

PES 

2.0 

3.3 
1.2 
5.0 
2.2 
0.4 

- 0 . 9 

Non-black 

DA 

2.0 

2.7 
- 1 . 0 

2.1 
2.7 
2.8 
1.4 

Female 

PES 

1.4 

3.4 
1.8 
3.8 
1.4 

- 0 . 5 
- 1 . 1 

DA 

0.6 

2.8 
- 0 . 5 

0.9 
0.1 
0.4 
0.4 

The census and adjusted estimates are compared by computing the number of congressional 
seats that are wrongly apportioned by the two estimates of population. The number of seats 
allocated to a State with 7.2% of the population is 435 x 7.2 suitably rounded. The rounding 
makes the actual apportionment a rather poor measuring rod for comparing two methods, 
because the misapportionment is usually only 1 or 2 seats. Instead, I will use fractional 
misapportionment, which is half the sum of absolute differences between the estimated and 
true proportions, multipUed by 435. 

It can be seen from Table 3, that the break - even point for census versus adjusted occurs 
when the true overall minority rate is 3%; we expect this, because then the true differential 
undercount is 2%, half-way between the 0 rate implied by the census, and the 4% rate assumed 
by the adjustment. For higher overall minority undercounts, the census does better only when 
there is a big range of variation across states, and the states with high minority populations 
happen to have low undercount rates. For example, if the overall rate is 4%, the census achieves 
0.8 misapportionment against 1.2 for the adjustment, provided that all the high-minority states 
have a 2% undercount, and all the low-minority states have a 6% undercount. If the overall 
rate is 5%, the census achieves 0.8 versus 1.0, only if the high-minority states have a 3% 
undercount and the low-minority states have a 7% undercount. If the overall rate is greater 
than 5%, the census is better than the adjusted for no combination of undercount rates in the 
states having a range of 4% or less. 
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Table 3 
Comparison of Fractional Misapportionment for the Census and a 5-1 Adjustment 

for a Range of Overall Minority Undercount Rates, with Varying Undercount Rates for the States 
(The majority undercount rate is fixed at 1%; the minority populations in each state 

are estimated from the U.S. statistical abstract, 1989) 

Overall 
minority 

undercount 

2 
2 
2 

3 
3 
3 

4 
4 
4 
4 
4 

5 
5 
5 
5 
5 

6 
6 
6 
6 
6 

7 
7 
7 
7 
7 

Minority 
undercount 

for low-
minority 

states 

2 
3 
1 

3 
4 
2 

4 
5 
3 
6 
2 

5 
6 
4 
7 
3 

6 
7 
5 
8 
4 

7 
8 
6 
9 
5 

Minority 
undercount 

for high-
minority 

states 

2 
1 
3 

3 
2 
4 

4 
3 
5 
2 
6 

5 
4 
6 
3 
7 

6 
5 
7 
4 
8 

7 
6 
8 
5 
9 

Census 
fractional 

misapportionment 

0.2 
0.4 
0.7 

0.5 
0.4 
0.9 

0.7 
0.6 
1.1 
0.8 
1.6 

0.9 
0.8 
1.3 
0.8 
1.8 

1.2 
1.0 
1.6 
1.0 
2.0 

1.4 
1.2 
1.8 
1.2 
2.2 

5-1 
fractional 

misapportionment 

0.7 
1.1 
0.6 

0.5 
0.9 
0.4 

0.2 
0.7 
0.4 
1.2 
0.9 

0.0 
0.5 
0.5 
1.0 
1.0 

0.2 
0.4 
0.7 
0.9 
1.2 

0.5 
0.4 
0.9 
0.8 
1.4 

Table 3 suggests that the overall rates would need to be 3% or less to make this crude 5-1 
rule less accurate than the census for apportionment. The 1990 PEP-based 95% 'confidence 
intervals' for the overall minority rate are 4.3 to 5.7; this range seems overoptimistically narrow, 
but even if we doubled the quoted margins of error, the interval is 3.6 to 6.4; if the true value 
lies in this range, then the 5-1 rule will stiU beat the census. 

PEP and PES Based Adjustments 

The 1980 PEP survey and the 1990 PES survey are designed to refine a synthetic adjustment 
by estimating different undercount rates in different localities. Freedman and Navidi are 
skeptical about the regression used to smooth the estimates, questioning independence. 
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homogeneity of variance, and the reliability of the selection procedures for including variables 
in the model. I was not persuaded by their examples of how different sets of variables could 
easily have been selected for inclusion in the model; after aU, if the predicting variables are 
highly correlated, quite different subsets can produce pretty much the same prediction. Thus 
the fact that different variables were selected does not indicate the smoothed estimates would 
be very different. Indeed, their table 10 indicates that two variables, percent minority, and 
percent conventionally enumerated appeared in nearly aU equations. I would suspect that the 
assumptions of the regression can not be easily defended, but that the results of the regression 
are reasonable, except perhaps in producing lower standard errors than are justified by the 
probable lack of independence. 

Reduction in sampling variance by regression-based smoothing procedures is not Ukely to 
make much difference to estimates in large localities such as States. There, the aggregation 
of different PEP or PES estimates is already doing as much smoothing as is needed, and the 
questionable regression assumptions can be avoided. On the other hand, the regression 
smoothing probably is needed if results are to be projected to small localities. 

I agree with Freedman and Navidi that missing data procedures and bias assessment in the 
post surveys are the key to evaluating the adjusted estimates. Correct handling of missing data, 
and assessing bias, requires an intimate understanding of survey procedures. Personal 
judgements by the professionals most closely involved will dominate the conclusions. A healthy 
skepticism about any resulting 'standard errors' or 'confidence intervals' is justified. 

I suggest that the the right loss function to evaluate accuracy in apportionment is not squared 
error, which is statisticaUy convenient for combining variances and squared biases, nor estimates 
of the numbers of states or localities that are better estimated by the adjustment. For appor­
tionment, the loss function should be the sum of absolute differences between estimated and 
true proportions in the different states, because this represents the numbers of people actually 
misallocated by the estimates, and corresponds at the state level to the number of misappor-
tioned seats. 

Although state proportions are of primary interest, let's look at the state populations first. 
If the true undercount rate in a state is 2%, then the census is better than the estimate just when 
the estimated undercount rate is less than 0% or greater than 4%. This occurs with probability 
50% when the standard error of the estimate is about 3%; thus even a quite inaccurate estimate 
of undercount is enough to give the adjusted estimate the edge. The census has the same expected 
difference from truth as the estimate when the standard error is 2.2, and the same expected 
square difference when the standard error is 2. Out of aU this comes the simple rule, that if 
the true rate is 2%, you do better than the census if you can estimate the true rate with standard 
error 2%. When estimating population proportions, rather than populations, the relevant 
computations are on the differential undercounts for the various states, the difference between 
the undercount for the state and the nationwide undercount, (not the difference between the 
races); thus adjustments do better than the census in those states where the true difference 
between the state undercount rate and the nationwide undercount rate exceeds the standard 
error of the estimated difference. 

Under this rule, and accepting the bureau's 1990 estimates of undercount rates and margins 
of error based on the Post Enumeration Survey, the enumeration is estimated to do better in 
24 out of 50 states in estimating proportions. Note however, that the overall estimated loss 
is quite a bit better for the adjustment than the census, because the states with large (plus or 
minus) differential undercount rates are estimated better by the adjustment; when the census 
does better, it does just a littie better; when the adjustment does better it often does quite a 
lot better. Thus the fact that 24 out of 50 states are not estimated to be improved by adjustment 
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should not cause too much excitement; it just means that a lot of states have an estimated 
undercount rate that is pretty close to the national average, and there is no advantage, and 
not much difference, in adjusting them. We continue to estimate that substantially more people 
are correctly allocated by the adjusted figures than the enumeration. Table 4 gives some error 
estimates when the census PES based figures are incorrect in various ways. 

The bureau has produced a number of estimated undercounts, with margins of error, in 
the various states. I use the 'selected PES method' (called PES froni now on) in the report of 
the Undercount Steering Committee, 21 June 1991. Now there are two popes, the enumeration, 
and the PES figures. Which is correct? Well, you need a third pope, an infallible one, to decide. 

We don't have the third pope. The various follow up evaluations of the PES, the total error 
model, the loss function analyses, the robustness analyses, are all attempts to feel out what 
the third pope might decide, but an attitude of skepticism and caution is necessary in believing 
the decisions of the fictional third pope. In particular, the bureau's 'true population' estimates 
are all variations on the PES estimates, accepting the basic accuracy and feasibility of the PES, 
and so most unlikely to find the PES at fault compared to the enumeration. The PES can only 
be found inferior by some method that is not so closely Unked to it. Demographic analysis is 
by no means in complete agreement with the PES, and provides only national information, 
but on the whole, it supports the PES rather than the enumeration. 

I have done some sensitivity analyses to evaluate how far the PES estimates and margins 
of error would have to be in error for the census to look competitive. The calculations use the 
PES state undercount estimates with various multipliers, the PES margins of error with various 
multipUers, and assume that the true state figures are sampled from normal distributions with 
the multiplied PES state undercounts and margins of error. I take the different state truths 
to be independent, which is surely far from correct. The independence will not seriously affect 
the individual state proportions though, so the average misapportionment of the census and 
the PES won't be much affected; the variability of the difference will be underestimated. 

The results in Table 4 show that the PES estimates have to be in substantial error before 
the CENSUS starts to be competitive. Accepting the PES rates and margins of error, the 
CENSUS misapportions 4 seats, the PES 1. If the PES overcount rates are halved, with the 
margins of error remaining fixed, then the misapportionment rate for the census is 2.5 seats, 
and for the PES 1.5 seats, and the census will be better in about 40% of the true cases. 

However this analysis is in line with the loss function analyses in that it takes the PES as 
its starting point. 

Table 4 
Misapportionment of the Enumeration and PES-adjustment, when the True Figures 

are in Accordance with the PES-undercount Rates and Margins of Error, 
with Various Multipliers for the Undercounts and Error Margins 

(Based on 100 simulated true counts.) 

Multiplier for 
pes undercount in 

each state 

1 
1 

0.5 
0.5 

0.75 
0.75 

Multiplier for 
margin of error 

in each state 

1 
2 

0.5 
1.0 

0.75 
1.50 

Census 
misapportioned 

seats 

3.8 
3.7 
2.8 
2.5 
3.3 
3.3 

Adjusted 
misapportioned 

seats 

1.1 
2.0 
1.2 
1.6 
0.9 
1.6 

Standard 
deviation 

of difference 

1.2 
1.3 
1.3 
1.4 
1.3 
1.3 
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I wonder if it might not be useful to make a distinction between the enumeration, that lists 
names and addresses, the count, that counts the number of people in various localities according 
to the list, and estimates, using statistical procedures based on various sources of information 
such as demographics and supplementary lists. This would be perhaps politically divisive, since 
interested parties would wish to allocate according to the figures most favourable to themselves. 
There would be the danger that the census professionals, with several estimates available, would 
be subject to political pressure to choose estimates favourable to one or other group. If we 
want to estimate populations accurately though, it is a good principle to base the estimates 
on several mutually supporting surveys rather than a single one. The danger of relying on a 
single Ust outweights the dangers and difficulties in combining information from different 
sources. For one thing, the only way to find out how accurate a survey is to compare it to another 
survey in one form or another. It should be noted that even in the 'unadjusted' census, population 
estimates are not simple counts off an enumerated list. Individuals known to be fictitious are 
included in the count by various kinds of imputation procedures that handle missing data. 

Perhaps Freedman and Navidi are right, in asserting that the 1980 PEP figures were too 
unreliable to permit their use in adjusting the census figures. Perhaps they were right in saying 
that a nationwide synthetic adjustment is too crude, and has not been demonstrated to improve 
accuracy. Yet omissions and erroneous enumerations in the tens of millions suggest that some 
kind of adjustment might improve accuracy. There is plenty of room for improvement. We 
could misguess the existence or location of a few million people and still be competitive with 
the raw enumeration. 

I have some questions for Freedman and Navidi. 

(1) Do they agree with these estimates of 13 million omissions and 17 miUion erroneous 
enumerations? 

(2) Is the nationwide differential undercount between Blacks and Whites 4%? 
(3) Is the PES a useful tool for assessing accuracy of the first census? 
(4) Should the PES follow-up sample be used to correct the first census, not only in the specific 

instances of erroneous enumerations and omissions discovered by comparing the surveys, 
but also by projecting differential undercounts discovered in the follow up sample to the 
whole census? If so, how? 

(5) If the PES is not good enough, how should the follow-up survey be designed so that it could 
be used to adjust the census? 
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COMMENT 

T.P. SPEED! 

Freedman and Navidi ask "Should we have adjusted the census of 1980?" and answer no. 
I take this as meaning that they have yet to see compelling evidence that it could have been 
done well, not that they do not see a problem, and not that they think adjustment intrinsically 
undesirable. My interest in census adjustment was aroused about four years ago, shortly after 
I came to the U.S. I have read the papers by the main participants in the debate, and have 
recently had the opportunity to examine some block-level data from the 1990 Post Enumeration 
Survey. My conclusion is the same as that of Freedman and Navidi: there is simply no evidence 
to show that adjustment will work at the level proposed. 

There are two features of the arguments for adjustments that I find particularly striking. 
Absolutely no use is ever made of "ground truth" data to demonstrate clearly that adjustments 
do improve upon the census. And no use is made of available data to justify the key assumptions 
on which adjustment methods are based. 

In 1990 adjustment was to be at the census block level. This would have meant that on the 
basis of a sample of about 12,000 blocks, each of 6.5 miUion blocks would have been adjusted. 
Adjusting a census block count means adding or subtracting people with specific characteristics 
before further aggregation. This would have been done using procedures based on unverified 
and implausible assumptions concerning the undercount mechanism. The most important such 
assumption is that undercount rates are constant within 1,392 demographic subgroups of the 
population called poststrata, defined by region, race, sex, age and status as a home owner or 
renter. One such consists of all non-black male Hispanic renters aged 30-44 Uving in Los Angeles 
city, or in central cities in the Pacific Census Division (California, Oregon, Washington, Alaska, 
Hawaii). Another consists of aU female owners aged 20-29 living in central cities of 250,000 
or more, excluding New York City in the Mid-Atlantic Census Division (New York, New Jersey, 
Pennsylvania) who are not black, Hispanic, Asian or Pacific Islanders. The parallel with the 
regression models in the present paper is clear. 

Examination of block-level data from the 1990 Post Enumeration Survey from sites in 
Detroit and Texas showed that the assumption of constancy of the undercount rates within 
1,392 poststrata is no better supported than a quite different one: that the undercount is driven 
by blocks, and is constant across poststrata within blocks. This dual model would have led 
to different block-level adjustments. The analysis is difficult because the counts of people in 
the intersections of blocks and poststrata are quite small, heterogeneous, and mostly zero. 
Details can be found in Hengartner and Speed (1992). 

Of course I do not know whether the poststrata-driven or the block-driven undercount model 
is better; we would need something like "ground-truth" data to answer that. But we can see 
that certain key assumptions concerning the 1990 undercount model are no better supported 
by available data than those of a quite different model. In my view, when changing assumptions 
changes the results, and when we have no way of telling which set of results is closer to the 
truth, then we have no business adjusting. This is the message I get from the present paper, 
and it is one I wholeheartedly support. 

ADDITIONAL REFERENCE 

HENGARTNER, N., and SPEED T.P. (1992). Assessing between-block heterogeneky within poststrata 
of the 1990 Post-Enumeration Survey. Submitted to Journal of the American Statistical Association. 

T.P. Speed, Department of Statistics, University of California, Berkeley, CA U.S.A. 94720. 
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COMMENT 

EUGENE P. ERICKSEN and JOSEPH B. KADANE^ 

"The Court (Judge Sprizzo): I take it your standard error should be a fixed statistical 
number which you then subtract from your results and you get what is left, basically 
which is supposed to measure the accuracy of what you are measuring? 

The Witness (David Freedman): I hate to argue with you, but it isn't quite Uke that." 
(Cuomo V. Baldrige: 2629). 

We welcome the opportunity to continue the debate with Freedman and Navidi (F and N). 
Although Judge Sprizzo's decision is now more than 4 years old, the statistical issues are impor­
tant ones and deserve continued attention. This is especially true because the final scientific 
judgements are best made by statisticians and demographers, rather than judges and politicians. 
In this article, Freedman and Navidi review their side of the adjustment controversy, explore 
some new arguments, and try to use Judge Sprizzo's legal decision to support their scientific 
position. In this comment, we reexamine certain critical points, restating and clarifying our 
position where necessary in an effort to demonstrate how adjusting the 1980 Census would 
have made the data more accurate. 

Our disagreements with Freedman and Navidi are fundamental, and we agree that they go 
to the heart of statistical inference. In their conclusion, F and N write' 'success of any of EKT's 
proposed adjustments rides on unverified and implausible assumptions (p. 19)." To the 
contrary, we believe that our assumptions are realistic and verified by decades of census-taking 
knowledge, as we will argue below. For their part, F and N's arguments boil down to little 
more than concern that some assumptions may not be true. To criticize a statistical argument 
however, it is necessary to do more than that. Assumptions are usuaUy not true exactly - the 
relevant question is how far they are from being exactly true and what that means for the 
intended uses of the data. At a minimum, one must show that other assumptions, argued to 
be just as reaUstic, or more reaUstic, lead to substantially different conclusions. F and N do 
none of this. Moreover, although they concentrate upon the minor differences in various 
adjustment possibilities, they make no attempt to demonstrate that the adjustments would result 
in estimates with larger errors than the unadjusted census. 

An important part of the disagreement concerns whether or not it is proper to use what we 
know about the census. F and N give no weight to evidence of greater census-taking problems 
in some areas than others, and give no credit to the fact that the PEP-measured omission rates 
and undercounts are higher in those areas with lower mailback rates, higher rates of missing 
data, and greater problems maintaining the specified long-form sampUng rate on the census. 
Nor do they give any credence to the consistency of the racial differentials in undercount 
provided by demographic analysis for every census since 1940. This information is not relevant 
to them, and they are quick to criticize us whenever we rely upon "unverified" assumptions, 
no matter how realistic or warranted. They also do not explain what "verification" is to them. 

At the same time, Freedman and Navidi were not able to make their own argument without 
reliance upon assertions which are either unverified or are based on the very PEP data which 
they criticize us for using. Here are some examples: 

' Eugene P. Ericksen, Temple University, Philadelphia, PA. USA. and Joseph B. Kadane, Carnegie-Mellon University, 
Pittsburgh, PA USA 15213. 
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1. A smaU undercount is thought to remain in the census (p. 3). 
2. The census also had a small amount of erroneous enumerations (p. 4). 
3. The undercounts estimated by PEP are Ukely to be biased upward (p. 12). 
4. The eruption of Mt. St. Helens caused correlated error between the original enumeration 

and the PEP (p. 12). 
5. Missing data caused a bias in the PEP (p. 13). 
6. Minority persons living in central cities are likely to behave differently from those in suburbs 

(p. 16). 
7. The undercount in conventional areas was relatively high (p. 18). 

F and N seem to believe that in the absence of substantial direct information about the quality 
of the PEP data that we should not adjust since different assumptions sometimes lead to 
different results. This argument, however, ignores the well documented errors in the census 
enumeration. We have provided extensive documentation, not just in the EKT article, but 
elsewhere (Ericksen 1983; Ericksen and Kadane 1985) of problems in the census, and others 
(Citro and Cohen 1985; U.S. Bureau of the Census 1985, 1986 and 1988) have found similar 
results. To us, the substantial evidence of census-taking problems, the geographic coincidence 
of census-taking problems with high PEP undercounts, and the consistency of the PEP series 
with each other and with the results of demographic analysis results provide ample assurance 
that the additional information derived from the PEP data could have been used to adjust - and 
improve the accuracy of - the 1980 Decennial Census. This summarizes our general point of 
view. In the sections that follow, we address some of Freedman and Navidi's specific arguments. 

Do the Simple Adjustments Improve Upon the Census? 

In their Section 2, F and N criticize our Table 5, in which we claim to show the general 
agreement of 14 different adjustment schemes. Each of them shifts population share from 
predominantly White areas outside of cities, where census-taking problems were low, to large 
central cities with substantial minority populations, where census-taking problems were great. 
F and N conclude:' 'The table does not show that any of the methods improve upon the census. 
It cannot, because there is no external standard against which to measure improvement" (p. 6). 
If what F and N mean is that the "true" population is unknowable, than their argument, of 
course, goes too far and no adjustment could ever meet their requirements. 

In the EKT paper, we relied upon Schirm and Preston (1987) to show that a simple synthetic 
method (our Synthetic B) improved upon the census. Since they are also commenting upon 
Freedman and Navidi's article, we will not repeat their arguments. Given the improvement 
provided by Synthetic B, we would expect furthei improvement to be provided by more realistic 
assumptions, namely that minority populations would be more difficult to count in areas where 
census-taking problems are greater. These assumptions are consistent not only with PEP results, 
but with the result of a separate Census Bureau study of New York City which showed that 
omission rates were strongly and negatively correlated across district offices with mailback rates 
(Ericksen and Kadane 1986). 

Freedman and Navidi base their argument on the apparent differences in the adjusted 
distributions provided by the different PEP series. We do not beUeve this evidence to be perti­
nent, since we know that the eight "preferred PEP's," as well as the more reasonable 
Synthetic A, will be different not only from Synthetic B, but also from the four less preferred 
PEP's. Among the six preferred PEP's based on April data, the average rms difference is 
0.07%. Differences between these and the two preferred August PEP's are larger, but we 
explained in our paper why we thought the April and August data were different. More 
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importantly, all the 14 adjustments improve upon the census by shifting population shares from 
areas where census-taking problems were low to areas where they were high. The fact that some 
of the adjustments, e.g. Synthetic B, make only small adjustments is no argument against 
making any adjustment. 

F and N raise some additional questions, each of which we easily dispose of. First, Freedman 
and Navidi appear to disagree with our strategy of incorporating information from several 
sources. However, there was nothing about the sources of information that made combining 
them inconsistent or unusual. Since we start from the proposition that additional information 
is generally a useful thing, we do not find any merit in F and N's criticism on this point. Second, 
finding that the demographic method does not give a decomposition of the undercount that 
is geographically detailed, they set it aside as if it had no use. For us, the demographic method 
gives at least two important pieces of information. It gives a reliable estimate of the national 
undercount, and it also gives a powerful covariate: Blacks are undercounted more than Whites. 
Neither of these estimates should be taken to be without error, but they certainly give us 
confidence that each of the preferred PEP series coincide with these observations. 

Finally, they found irrelevant our Table 6, which showed that omission rates, relative to rates 
of erroneous enumeration, were high in those areas with high undercounts. Turning to EKT's 
Table 5, we find it to be consistent not only with Table 6, but with the results of demographic 
analysis. This increases our confidence in the utUity of the PEP. The argument is caUed 
"convergent validity," and is commonly made in the social sciences. It should also be noted 
that the series we do not take seriously because of the implausibility of their assumptions. Series 
10-8, 14-8, 14-9, and 14-20, are less coincident with demographic analysis. We find: 

1. Validation of the 8 preferred series, because their national undercount rates and the results 
in areas in which Blacks are concentrated are consistent with the demographic results, and 

2. Evidence that Series 10-8, Freedman and Navidi's foil, is indeed an outlying series. 

Can We Expect Improvements in Small Areas? 

In our court testimony, we were concerned mainly to show that improvements could be 
expected for the 66 areas defined as PEP sampling areas. In a separate document, Tukey (1983) 
showed that if improvement was to be obtained in larger areas, then it could also be expected 
on average in its smaller components. Since then, both conceptual advances and empirical 
verifications (Ericksen et al. 1991, Appendix H; Woher and Causey 1991) have been obtained. 

Averaging and Sensitivity Analysis 

Freedman and Navidi assert that "it is the spread in the PEP series that is interesting, not 
the average - because it is the spread that demonstrates the impact of applying different 
modehng assumptions to the same data (p. 11)." We differ from F and N in two ways. First, 
we beUeve that both the spread and the average are relevant, and we discussed each. Second, 
and more importantly, we used a different measure of the spread, the root mean squared error 
(rmse) instead of the range. F and N give little argument to support their choice of statistic. 
We prefer the rmse because it takes aU the data into account, and the squared error feature 
gives extra weight to large errors. We found that' 'The root mean squared error among all 792 
residuals is 0.59. In contrast, the root mean square of the 66 area effects is 1.60. The area effect 
is more than double the root mean square residual 47 of 66 times (EKT, p. 938)." We also 
showed that when we restricted attention to the "preferred eight," that the root mean squared 
residual was 0.33, and that the area effect was more than double the rmse 59 of 66 times. 
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We believe that F and N's use of the range in Table 6 and Figure 1 is wrong for another 
reason. Even among the preferred April estimates there is some difference among the national 
rates of undercount. If, as F and N say, we are concerned with shifts in shares of population, 
we should be concerned with deviations from the national average, as in our Tables 10 and 11. 
For example, in Florida the 2-20 estimate is 2.63% and for 3-8 it is 1.42%, for a range of 1.21%. 
Subtracting the national rates of 1.9 and 1.0 percent, the respective deviations are 0.73 and 
0.42 percent, for a range of only 0.31%. Use of this statistic weakens the correlation displayed 
by Freedman and Navidi. 

Assumptions 

Freedman and Navidi argue that some of the assumptions underlying our regression model 
are "unverified" and "implausible." As we have already argued, both in the EKT paper and 
elsewhere (Ericksen 1986; Kadane 1986) we believe that they are both reaUstic and based on 
a body of knowledge that has been collected for decades. F and N assert that our model improves 
upon the synthetic estimates only if it uses additional information in a sensible way, bringing 
us right back to assumptions. We beUeve, despite F and N's assertions, that our assumptions 
are surely sensible, and indeed more reaUstic than the assumptions underlying a decision not 
to adjust. 

At the same time, we believe that it is possible to make too much of the role of modeling 
in undercount estimation. For small areas, some type of modehng is surely needed. For the 
66 areas our article was concerned about, the modeling did not usually make a lot of difference. 
For example, if we compare the mean residuals in our Table 11, which average residuals from 
the "preferred eight" estimates, with the corresponding mean residual of the eight sample 
estimates we find the foUowing. For the 50 states, 46 of the residuals are within one percent 
of each other, and 48 are within one and one-half percent. The two remaining states. South 
Carolina and Tennessee, as we explained in EKT, appear to have sample estimates that are 
wrong, and the use of the regression model seems to provide a clear improvement. Turning 
to the 16 cities, five of the differences are in fact greater than two percent. For these, the sample 
sizes were smaller, and the weighted average is much closer to the regression estimate than to 
the original sample estimate. Although F and N would prefer us not to calculate the weighted 
average, we prefer to let the sample data play some role, perhaps smaU, to account for factors 
not necessarily included in the regression model. Either way, although we hold to our claim 
of their sensibility, we believe that the argument should be focused more on the quality of the 
PEP data than on the assumptions of our estimation model. 

Does It Matter Which PEP Series is Used? 

F and N hold to their position that there is no good reason to choose one PEP series 
over another. On the contrary, while it may be difficult to select a series from among the 
"preferred 8," there is good reason not to include Series 10-8 in this group. It is no solution 
simply to drop the movers from the analysis, as was done for Series 10-8, just because the August 
CPS had a problem identifying the April address of movers. As F and N themselves recognize, 
and as we learned from the PEP, movers had higher rates of omission and undercount. The 
problem with Series 10-8 is indicated in two additional ways. First, its national undercount 
rate, 0.3%, is weU below the 1.4% estimated by demographic analysis. Second, the between-
area variability is unrealistically too small, as we show in Table 5. The shift in shares created 
by Series 10-8 is similar to that of Schirm and Preston's Synthetic B which, while it improved 
over no adjustment, clearly did not go far enough. As a result, the between-area variability 
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among the 10-8 estimates for our 66 areas is too low. For example, assigning equal weights 
to each of the 66 areas as Freedman and Navidi appear to have done, the between-area variance 
for the Series 2-9 estimates is more than twice the corresponding between-area variance for 
the Series 10-8 estimates. Relative to the national average, the Series 10-8 estimates are too 
low in the high undercount areas and too high in the low undercount areas. It is Uttle wonder, 
then, that the residuals from regression are a littie bit smaUer for Series 10-8 than for 2-9, and 
F and N's Table 7 has no real meaning. 

Which Explanatory Variables Should Be Used 

Freedman and Navidi believe that when Series 2-9 was the dependent variable in regression, 
we misappUed our own rules to select the independent variables. They argue that we should have 
added the percent living in poverty to our three selections - the minority percentage, the crime 
rate, and the percent conventional. This is because aU four predictors in their equation (11) 
have coefficients which are more than twice their standard errors, and this equation has a smaller 
rms residual. They go on to assert that because the coefficient for the poverty variable was 
negative, we rejected the equation that use of our statistical criteria would otherwise obligate 
us to select. In other words, they assert that we let our subjective preconceptions overrule our 
statistical sense. 

The problem with F and N's criticism is that they did not repUcate our selection procedure 
correctly. As we explained in the article, and elsewhere (Ericksen and Kadane 1985; 1987, 
Section 6), "Our estimate of the undercount rate is a matrix-weighted average of a regression 
estimate and the initial sample estimates (EKT, p. 935)." The observations were weighted by 
the inverses of the standard errors of the initial sample estimates. This matters, because some 
states, like South Carolina, had aberrant sample estimates and large variances, and the sample 
sizes for the 16 cities were also smaller, causing the sample estimates to be less precise. Weighting 
the data by this procedure, for example, reduced the proportion of total weights assigned to 
the cities from 24 to 12 percent. When the poverty variable was added to our chosen three in 
a weighted regression, its coefficient was less than twice its standard error, and it was therefore 
excluded. 

Freedman and Navidi also mistake a statistical decision for substantive motivation. On the 
contrary, had the poverty variable, with its negative coefficient, satisfied our statistical criteria, 
it would have added interesting and useful information to our estimates. In general, there are 
two types of areas with high rates of poverty, central cities with substantial minority populations 
and rural areas in states Uke Kentucky and West Virginia with smaU minority populations. 
Census errors are more Ukely to occur in either type of area than elsewhere, but the nature 
of the errors differ. In the cities, omission rates, as Table 6 in EKT demonstrates, were high, 
but in the rural areas, the rates of erroneous enumeration were high. 

The effects of adding the poverty variable can be seen by subtracting F and N's equation 
(11) from equation (12), providing the following: 

difference in 2-9 fit = 2.23 + .041 min - .010 crime -)- .001 conv - . 176 pov. 

In areas where the percents minority and Uving in poverty are both high, or both low, the 
difference may not be great. In areas with many minorities, but perhaps a slightly higher than 
average rate of poverty, the difference may be positive, but in areas with few minorities, but 
a high rate of poverty, the difference is negative. Of the 66 areas, the difference obtained from 
the above equation exceeded one percent only four times, and fell between 0.8 and one percent 
an additional six times. The ten most extreme areas are: 
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Equation 12 

2.3 
5.3 
8.1 
4.3 

- 0 . 3 
1.0 
0.4 

- 1 . 3 
5.5 
3.4 

Equation 11 

percent 

1.2 
4.2 
7.2 
5.1 
0.5 
1.8 
1.3 

- 0 . 4 
6.6 
4.9 

Difference 

1.1 
1.1 
0.9 

- 0 . 8 
- 0 . 8 
- 0 . 8 
- 0 . 9 
- 0 . 9 
- 1 . 1 
- 1 . 5 

Area 

Maryland R 
Houston 
Washington, DC 
Cleveland 
Arkansas 
Mississippi 
South Dakota 
Kentucky 
Saint Louis 
Boston 

If we simply apply equation (11) to the 66 areas, with no averaging with the initial sample 
results, the shift in shares is as follows: Group 1, -1-0.36%; Group 2, -1-0.20%; Group 3, 
-0.56%. Substituting equation (12) we get: Group 1, -1-0.33%; Group 2, -t-0.21%; Group 3, 
-0.54%. While the difference between equations (11) and (12) is easily explained, and is 
consistent with our theory of census error, it really makes little difference to the final resuhs. 

Freedman and Navidi also return to the question of whether it was just as reasonable to 
use the percent urban as the crime rate. As we explained in EKT, use of the crime rate produced 
a lower rms residual and smaller standard errors than use of the percent urban. In their Tables 7 
and 8, F and N appear to get different resuhs. The discrepancy is explained by the same mistake 
noted above. By using unweighted data, they did not replicate our regression procedure, hence 
they got different resuhs. Since their strategy gives greater importance to the cities, which had 
smaller sample sizes and therefore more uncertainty, it is not surprising that the percent urban 
becomes more important in their criticism. 

Perhaps Freedman and Navidi think that our decision to weight the data by their estimated 
reliability is yet another arbitrary decision. Weighting seems obviously correct to us and is 
consistent with the strategy the Census Bureau followed in 1990. Where the observation seemed 
to be more reliable, we gave it greater weight. However, because they did not weight the data, 
much of F and N's analysis is simply different from ours, and their results in this article are 
not pertinent to what we did. This applies to their simulation study as well, both in this paper 
and in Freedman and Navidi (1986). Had they weighted the data, F and N may well have gotten 
different results. Even so, the fact that the variables selected for regression differ is not the 
real issue. The real issue is how much the actual estimates obtained from the different regression 
equations vary. The answer to that, as we have shown above, is that the undercounts do not 
differ substantially. 

Final Comments 

Perhaps the main point of the EKT paper is that within the range of reasonable PEP series, 
for any set of predictor variables that are well correlated with the undercount, results of under­
count estimation are similar. In the end, the resuhing undercount estimates are rather insensitive 
to changes either in the predictor variables or the choice of a PEP series. By a similar token, 
we do not give much weight to F and N's simulation results. The fact that different simulations 
adding random errors find different "best sets" of predictor variables does not tell us much, 
unless the distribution of the undercount turns out differently, which it does not. 
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In the absence of direct evaluation data, we carried out our sensitivity analysis, to see what 
the effects of various assumptions had on the estimates. In our view, substituting reasonable 
alternatives for the PEP series and undercount predictors made little difference. Moreover, 
the results followed a very reasonable pattern in light of the well-documented history of census-
taking problems. In those areas where the Census Bureau had greater problems taking the 
census, the rates of omission, erroneous enumeration, and undercount were higher. In the end, 
we believe that the substantial and largely unchallenged evidence of serious census-taking errors 
combined with the consistency of estimates across choices of independent and dependent 
variables, and the agreement of the pattern of undercount with results of demographic analysis, 
provides ample reason to adjust. 

Freedman and Navidi hold the adjustment data to a higher standard than unadjusted data. 
They take on faith, and contrary to decades of Census Bureau evidence, that the unadjusted 
data are accurate, and they do not seem to be concerned with an evident pattern of bias across 
areas. At the same time, and in the absence of any direct evidence, they assume large biases 
in the PEP data, when the Census Bureau studies do not demonstrate the existence of such 
biases (U.S. Bureau of the Census 1988, Section 6F) In other words, they do not seem to place 
the unadjusted and adjusted data at the same starting point when making their analysis. In 
doing so, F and N are able to throw out "possible problems" as if they were real ones and 
to neglect real problems with the unadjusted census as if they did not exist. They reject 
adjustment on this basis alone. 
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RESPONSE FROM THE AUTHORS 

1. Introduction 

After some general remarks, we respond to each of the discussants' main points. There is 
some overlap among their arguments; we try to deal with each point only once. Like the other 
participants, we have learned something over the years - and from the present exchange - but 
have not changed our opinions on the central questions. One issue cannot be in dispute: Editor 
M.P. Singh deserves thanks from all sides. 

2. A brief Outline of Adjustment 

There is a proposal to adjust the census using capture-recapture techniques. A person is 
"captured" if they are counted in the census; "recapture" is in a special sample survey done 
after the census. In 1980, this survey was called PEP, or Post Enumeration Program. In 1990, 
the terminology shifted to PES, or Post Enumeration Survey. 

These surveys measure the rate at which people are missed from the census ("gross 
omissions"), as well as the rate at which people are counted in error ("erroneous enumera­
tions"). Erroneous enumerations include babies born just after census day, people counted 
at the wrong address, etc. To a first approximation, the net undercount is estimated as the 
difference: 

gross omissions - erroneous enumerations. 

There is a significant additional complication. In 1980, samphng error was a large-enough 
problem (according to many observers) so that estimates from the survey could not be used 
directly. Instead, in EKT's terminology, "sample estimates" from the PEP had to be run 
through a smoothing model to get "composite estimates." In 1990, the terminology is different: 
"raw adjustment factors" from the PES are modeled to get "smoothed adjustment factors." 
But the problem of sampHng error is even more salient. For more details, see Freedman (1991), 
U.S. Department of Commerce (1991a, pp. 4.2-4.18), or Wolter (1991). 

3. The Census is Bad so the Alternatives must be Better 

Many discussants make an argument which, baldly summarized, comes down to this: the 
census is bad; the PES must be better; therefore, we should adjust. This is a confusion: it treats 
the census and the PES as alternatives. However, you cannot choose the survey instead of the 
census; at most, you can try to use the PES to correct flaws in the census. The question, then, 
is not whether the survey is better, but whether it is good enough for its intended use. 

The Secretary of Commerce framed the issue as follows: 

"I concede the census' imperfections, but the critical inquiry . . . is not how flawed the 
census is, but whether the PES can fix it [ W] bile identifying flaws in the census 
is important for planning the next one, it simply begs the question . . . . Is there convinc­
ing evidence showing that the adjustment is more accurate than the enumeration? 
[U.S. Department of Commerce 1991a, p. 2.13]." 
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4. Fienberg 

Fienberg defines the central issue as foUows: 

' 'At issue is both the accuracy of the census and the adjustment process. And, it is the 
substantial differential undercount, i.e., the difference between the undercount for 
Blacks and the undercount for non-Blacks and between Hispanic and non-Hispanic, 
that is important when we come to assess census accuracy. This is because census figures 
are typically used to divide resources among groups in the population, resources such 
as seats in the U.S. House of Representatives; seats in state legislatures; federal funds; 
and so on. [p. 25, emphasis omitted]." 

We think this is misleading. The argument is about shares: more specifically, the accuracy 
of shares computed from adjusted figures and from the census. But the shares that matter are 
for geographical areas - states, cities, counties, and so forth. The total share of blacks or 
hispanics in the U.S. population, at the national level, matters much less. Seats in Congress 
are allocated to states, and within states to geographical areas. They are not distributed to 
national racial or ethnic groups. Similarly, tax moneys go to some 39,000 local governments, 
defined by area not race or ethnicity. The crucial issue is whether adjustment improves the 
accuracy of population shares for geographical areas rather than groups. 

Fienberg is misleading at other points as well. We give two examples. 

(i) Fienberg (p. 27). " [Freedman and Navidi] focus on the variation amongst the fuU set of 
12 ahernatives, some of which to me are implausible given the assumptions that they rely 
upon." But we did study variation among EKT's preferred series rather than the full set: 
see pp. 7-8 and 13-14. We did this not because we agreed with EKT's choices, but to make 
irrelevant Fienberg's kind of argument. That didn't stop him. 

(ii) Fienberg (p. 27). "I read the report by Ylvisaker (1991) who reexamined data from a trial 
census in Los Angeles in preparation for 1990, but I could not find the evidence that 
Freedman and Navidi state is supportive of their claim that smoothing increases 
variability." Ylvisaker did a bootstrap experiment using data from Los Angeles, where 
there was a test census and a test post enumeration survey in 1986. At the tract level, 
bootstrap SEs for the smoothed estimates are generally larger than the SEs for the raw 
estimates. (See Ylvisaker's Table 3; smoothing reduced the SEs in 19/61 tracts, increased 
the SEs in 26/61, and the remaining 16/61 were ties; at the block level the effects go the 
other way but are smaU in either case.) For the whole site, the comparison is as foUows 
(Ylvisaker p. 7): 

SE for smoothed estimate = 0.75. 
SE for raw estimate = 0.68. 

As we said (p. 17), "smoothing may actually increase sampling error." 

Nothing is Perfect, and don't Let the Best be the Enemy of the Good 

Fienberg says (p. 27), 

"A familiar theme in various writings by one of the present authors is the problems 
that arise when assumptions are not satisfied. Here again the authors pursue this theme 
with respect to the linear equation used for smoothing. They appear to argue that either 
all assumptions are perfectly justified or 'all bets are off.' Nothing could be further from 
the truth." 
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Alas, our position is more complicated than that. We think the census is imperfect, but good. 
We think the smoothing models are quite questionable, and the arguments to defend them are 
bad. Proponents of adjustment have an obUgation to state their assumptions and produce data 
to validate them. The models don't have to hold perfectly, but departures from assumptions and 
their impacts need to be studied. Otherwise, the algorithms have no justification except famiUarity. 

5. The Burden of Proof 

As the exchange with Fienberg indicates, modelers are reluctant to accept the burden of 
proof. Once they make an assumption, it is taken as truth unless it can be disproved. Even 
then, they may view the assumption as useful until it can be replaced by some other assumption. 

Language is used in a speciaUzed way. An assumption is "reasonable" if the modelers think 
it is reasonable. If questioned, they introspect again. The introspection confirms the original 
conclusion; after aU, the assumptions are by now familiar parts of the technical literature. The 
modelers become indignant at those who do not share the faith. If all "reasonable" options 
favor adjustment, arguments on the other side must be "unreasonable." 

So far as they are reported, the modelers' thought experiments do not seem especially 
rigorous; and the pro-adjustment argument can be pecuUarly non-empirical. lUustrations 
follow. One axiom in the Ericksen-Kadane smoothing model is independence. See equations 
(1-6) in our paper. Independence drives the variance calculations, because small correlations 
can have a big cumulative impact. Variances determine whether smoothing is a help or hin­
drance. The independence assumption matters. 

As far as we can see, the adjusters' main arguments for independence are the following: 

(i) The errors are not perfectly correlated. (We adapt to present context an argument by 
Madansky 1986, p. 29.). 

(ii) (a) "The 1980 census was administered by more than 400 district offices, an average of 
eight per state, (b) To our knowledge no one has suggested that there actually was an April 
snowstorm or any other event that affected the census in neighboring states, (c) When 
we correlated PEP estimates for cities with the corresponding estimates in their states 
{e.g., Detroit with the remainder of Michigan), we found no evidence of a correlation." 
[EKT, p. 931; we responded to (b) by noting the eruption of Mt. St. Helens.] 

(iii) "Surely they don't expect anyone to believe the argument that the eruption of 
Mt. St. Helens interfered with census taking in a serious way " [Fienberg p. 27.] 

In fact, what we expected from the modelers was serious argument about the validity of 
assumptions, rather than intuitions about possible sources of dependence like snowstorms and 
volcanoes. Over time, the force of that expectation has dwindled. Real empirical evidence is 
hard to get, on both sides. Their mainstay is the rhetoric: Nothing is perfect, so anything goes. 
That is the adjusters' standard for the models. On the other hand, the census is required to 
be right to within a few percentage points - where "right" is defined by the models. 

6. Fellegi 

We agree with many of FeUegi's points. In the U.S., for instance, small-area income data 
help determine funding aUocations. These data have weaknesses of their own, not addressed 
by census adjustment. Likewise, there are substantial shifts in the population between censuses. 
Better income data, or a mid-decade census, might be more useful than any adjustments to 
the decennial census. 
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There is one point we would like Fellegi to consider. A decision to adjust the census, whether 
in the U.S. or in Canada, has major organizational costs: it encourages the replacement of 
data collection by modeUng. 

"In sum, real data (with real flaws) would be replaced by complicated and poorly tested 
mathematical models of data. We do not see that as progress." [Beran et al. 1988.] 

7. The PEP Series 

In 1980, there was a substantial amount of missing data in the surveys used to assess census 
error. Different ways of filling in the missing data lead to different estimated undercount rates. 
In the end, the Bureau had a dozen different PEP series: each provides estimated undercount 
rates for 66 geographic areas (central cities, states apart from their central cities, whole states). 
A series is identified by a pair of numbers, e.g., PEP 2-9 or PEP 10-8. For more details, and 
arguments about the merits of the various series, see FN p. 4,EKTp. 929,Faye/a/. 1988, p. 63. 

8. Cressie 

Cressie agrees (p. 32) that in 1980, "data and methods were inadequate for an accurate 
adjustment of the whole country.'' Of course, many of the arguments are relevant to the 1990 
decision, and on those, Cressie's opinion may differ from ours. This is not the place for an 
extended discussion of 1990, but we can respond to some of his points, at least in outline. 

Demographic Analysis 

Cressie - like other discussants - reUes on estimates from demographic analysis, a technique 
that uses administrative records (birth certificates, death certificates, e^c.) to make an indepen­
dent estimate of the total population. For details, see Fay et al. (1988). 

How good is demographic analysis? It may be surprising to some, but government statistical 
agencies keep changing their minds about the past. The estimated GNP for a year in the past 
- 1985, for example - depends on the year in which the estimate is made. The numbers keep 
on changing, and the revisions give some clues about the reliabiUty of the initial data. 

Table A gives a brief history of revisions to demographic analysis for the 1980 census. As will 
be seen, the numbers are far from stable. The difference between estimates made in 1984 and 
1988 may reflect new understanding about the role of illegal immigration. The change from 
1988 to 1991 may reflect the impact of adjustments to earUer adjustments intended to correct 
for under-registration of births in the period 1935-1960. Apparently, these were over-adjustments, 
which may now have been fixed. 

Table A 

A short history of revisions to demographic analysis of the 1980 census: 
Estimated undercounts by date of estimate 

1984 1988 1991 

All races 0.5 1.4 1.2 
Blacks 5.3 5.9 4.5 
Non-Blacks - 0 . 2 0.7 0.8 
Differential 5.5 5.2 3.7 

Source: Col. 1. Cressie, citing Passel and Robinson (1984); the figure for all races is derived. 
Col. 2. Fay et al. (1988, p. 95, series DA-2). 
Col. 3. U.S. Department of Commerce (1991c, Table 3). 
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Demographers can use data from administrative records to estimate the population of the 
U.S., and they seem to get it right to within a percentage point or two - a remarkable achieve­
ment. However, it seems unlikely that the errors are much less than a percentage point. If so, 
demographic analysis may not be reliable enough for adjusting the census. 

Modeling 

Cressie says (p. 33), 

' 'The important concept to maintain is that true undercount in regions is unknown and the 
ignorance is quantified into a probability model. The goal is not estimation of the coef­
ficients 0 but prediction of the undercount. With an error term that does not have to be 
independent and identically distributed, this prediction is insensitive to misspecifica­
tion . . . [emphasis omitted]." 

We disagree. A model for one investigator's ignorance is no basis for public policy. And results 
must depend strongly on specifications. To illustrate, we note some of the assumptions in the 
model developed by Cressie (1988). Equations (2.7) and (2.10) in that paper effectively rule out 
nonsampling error in the PES, as well as systematic variation in undercount rates across geo­
graphical areas; and no correlations appear. Why? Equation (2.10) specifies a sampling variance 
which avoids the internal inconsistencies in the Ericksen-Kadane model (Cressie 1988, p. 193). 
However, logical consistency does not imply empirical truth. Where does the real sampling 
design come in? Finally, why should we use Cressie's loss function (2.15)? Until Cressie answers 
these questions, and others like them, his model outputs have no claim to be taken seriously. 

When Cressie gets down to cases, he is computing estimated risks (expected losses). See his 
equations (2.28-2.31). That means he has to compute variances. Variances are extremely 
sensitive to assumptions, as Cressie knows: 

Needless to say, these resuhs rely on the correctness of the assumed model, [p. 193]. 

An elementary illustration may help. Suppose €i, . . . , egg are exchangeable, with mean 0, 
variance a^, and pairwise correlation p. Now 

C) = 2145. 

Therefore, 

var[6, - ! - . . . - ( - egg) = (66 -I- 2145p)a^ 

In this game, a correlation of, say, 0.05 makes a huge difference. And correlations that small 
would be quite hard to detect empirically. Cressie doesn't try. (With 16 data points, even a 
correlation of 0.5 might be hard to estimate, so EKT's test #3 on p. 931 cannot have much 
power.) 

The example may seem artificial. However, sampling error was a major obstacle to adjusting 
the 1990 census on the basis of the PES, even at the state level. Indeed, pubUshed data show 
that for a clear majority of states, the population shares from adjustment would be within two 
standard errors of the census shares (U.S. Department of Commerce 1991b). Such adjustments 
could result entirely from sampling error in the PES. ("Loss function analysis" might be the 
adjusters' response, and we discuss that briefly when answering Hartigan.) 

The standard errors, like the estimated adjustments, are outputs from a smoothing model 
akin to the EK model. Bootstrap experiments reported in Fay (1992) show that these standard 
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errors are too small by a factor of 2 or so. (Fay gives the range 1.4 to 2.2, with a preferred 
multiplier of 1.7.) When it comes to computing variances, assumptions make all the difference. 

PEP 3-8 

On p. 32, Cressie agrees that the 1980 adjustment data were not strong enough to use. By 
p. 33, he wants to adjust using his model and PEP 3-8 (see Section 7 above). He seems to have 
assumed away aU the problems created by non-sampling error, missing correlations, and so 
forth. If so, his calculations are unrelated to the policy questions. 

The Quality of the PES 

Cressie says (p. 33) that the PES was "weU designed, well implemented, and quality 
assured." So it was, relative to a typical market research survey, or perhaps even relative to 
other Census Bureau surveys. However, to fix a small error in the census, you need a sample 
survey which makes much smaller errors. And we do not believe the PES meets that standard. 
For example, the PES estimated a national undercount rate of 2.1%. Between 1/3 and 2/3 
of that 2.1% can be attributed to non-sampUng error in the PES. See Mulry (1991, Table 15) 
and Bryant (1992). The PES seems to be fataUy flawed. We return to this topic in answering 
Hartigan, below. 

Conclusion 

Cressie's main point seems to be this (p. 33): 

"To solve a problem as hard as adjustment for undercount, the common goal needs to 
be recognized. From there, debate should center around differences on how that goal 
might be reached. If Freedman and Navidi's position is that the goal is impossible to reach 
(which is what they seem to have impUed over the years), then it should be stated." 

Let us be clear. In our opinion, PEP could not solve the problem in 1980, and the PES cannot 
solve the problem in 1990. Nor are we optimistic about the year 2000, whatever acronym may 
be in use then. If you can't count them, you shouldn't make them up afterwards by running 
capture-recapture data through smoothing models. 

9. Passel (1987) 

Many of the discussants defend synthetic adjustment, some very strongly. Few of them are 
much taken with our counter-example (Table 3). However, Passel (1987) used 1980 census data 
to show that synthetic adjustment was unlikely to improve accuracy. His work was summarized 
in the Appendix to our paper. No discussant responds to his argument. 

10. Schirm and Preston 

The Counter-example 

SP (1987, p. 966) make a claim about synthetic adjustment: 

"Our finding is that synthetic adjustment will always move the estimated ratio of a state's 
population to the national population closer to the true ratio if (a) the state's black under­
count is closer to the national black undercount than it is to the national undercount for 
both races combined and (b) the state's white undercount is closer to the national white 
undercount than it is to the national undercount for both races combined." 
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Our counter-example (Table 3) showed this result to be wrong. They should concede the 
point. 

Under some conditions, and by some criteria, synthetic adjustment is doubtless a good thing 
to do; see, e.g., (15) in our paper. The result in SP's (1987) appendix is correct but not 
illuminating: the inequality they assume in equation (A.2) on p. 976 is exactly the inequality 
on absolute error they seek to prove, up to multiplication by a scale factor. 

The Simulations 

S and P prefer a strict definition of the synthetic assumption - "there is no variation at aU" 
in undercount rates within race across geography. They say (p. 37) that they did not construct 
true populations on the basis of the synthetic assumption, and their definition of truth did not 
favor synthetic adjustment. 

We adopt their terminology for a moment. They constructed the true populations from the 
synthetic assumption plus random error. Indeed, the simulations hold the census counts fixed, 
and randomize the true population. The true population of racial groupy in state / is assumed 
to equal the corresponding census count, muUiplied by a random adjustment factor Ujj. See 
SP (1987) equation (1) on p. 967. This adjustment factor is drawn at random from a distribution 
which depends - by assumption - on the racial group but not the state. See SP (1987) 
equation (2) on p. 967. 

The simulations assume away systematic variation in undercount rates within race across 
geography. On the other hand, synthetic adjustment assumes that the structure of undercounts 
is determined by race not geography. That was our point on p. 10, and it is right. 

Indeed, S and P concede (p. 37). 

"We considered cases of extreme, albeit nonsystematic, interstate variation in under­
counts by race . . . . " 

The "albeit nonsystematic" is their concession; the "extreme" must be the defense. 

The a fortiori Argument 

S and P say their simulations were conservative; the real pattern of variation in undercount 
rates across areas would favor synthetic adjustment even more strongly than the assumptions 
they made. (See e.g. p. 38). SP (1987) had a/7n'or/arguments to that effect. Passel (1987) shows, 
among other things, that such arguments do not prove much about 1980; see the Appendix 
to our paper. SP (1987, p. 977) make some empirical arguments, using data that are "seriously 
flawed, based on heroic assumptions"; S and P's language (p. 38), not ours. Further discussion 
seems unnecessary. 

On p. 38, S and P introduce new analysis based on PEP to justify the parameters in the 
simulations. In present context, that is quite a move: EKT want us to believe the PEP series 
because they are Uke the synthetics, while S and P want us to believe the synthetics because 
simulations are Uke PEP. 

Before we accept either, we want some evidence. Circular reasoning is not persuasive. 

11. Hartigan 

Synthetic Adjustment 

Hartigan rejects Schirm and Preston, but argues strongly in favor of synthetic adjustment 
(p. 45). He says. 
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"What about the foUowing analytic argument? Suppose the national undercounts are 
correctly estimated, but the undercounts differ over states National undercount rates 
of 5% and 1 % are supported by historical data from the Bureau, both by demographic 
analysis and post enumeration surveys . . . I wiU ignore variations in the non-minority 
undercount between States " 

Unless we are much mistaken, these analytic arguments are too far from the facts to be rele­
vant. Hartigan's basic assumption is that the national undercount rates are known. That 
assumption is wrong: we doubt that the rates can be reliably estimated, either by demographic 
analysis or the PES, to within a factor of 2. See our discussion of Cressie, above. Furthermore, 
Hartigan ignores variations in non-minority undercount rates across states. Such variation has 
to matter: for example, a 1% undercount among 9 miUion people in a state has almost twice 
the impact of a 5% undercount among 1 miUion. 

Modeling 

Hartigan says 

"I would suspect that the assumptions of the regression can not be easily defended, but 
that the results of the regression are reasonable, except perhaps in producing lower standard 
errors that are justified by the probable lack of independence Reduction in sampling 
variance by regression-based smoothing procedures is not hkely to make much difference 
to estimates in large localities such as States A heahhy skepticism about any resulting 
'standard errors' or 'confidence intervals' is justified, [p. 48 emphasis omitted]." 

For 1980, the choice of variables makes a lot of difference to the adjustments for small areas. 
See FN p. 9. For 1990, the "raw" adjustment factors (computed directly from the sample 
without regression) have such large sampling errors as to be unusable, even at the state level. So 
the adjusters need to smooth. But the choice of smoothing models makes quite a difference to 
the results. See the Secretary's Decision (U.S. Department of Commerce 1991a, pp. 2.46-2.55) 
and consider the numbers in the Press Release (U.S. Department of Commerce 1991b). 

Furthermore, the argument for adjusting rides on a "loss function analysis," which uses 
variances computed from the smoothing model to make unbiased estimates of risk. The model 
is known to be too optimistic about its variances, perhaps by a factor of 5; see FN p. 10, 
Ylvisaker (1991), our main paper Section 7.3, and Fay (1992). If "healthy skepticism" is apphed 
to the loss functions, we see no arguments left on the table for the efficacy of proposed 
adjustments. 

We expect to discuss the Bureau's loss function analysis in another paper. Hartigan does 
his own calculations on p. 49; again, they are too far removed from the data to carry much 
weight. In any event, readers can look at the Bureau's analysis (Mulry 1991; Woltman et al. 
1991) before buying any conclusions. 

The Third Pope 

"The bureau has produced a number of estimated undercounts, with margins of error, 
in the various states. I use the 'selected PES method' (called PES from now on) . . . . Now 
there are two popes, the enumeration and the PES figures. Which is correct? Well, you 
need a third pope, an infaUible one — [p. 49]." 

Hartigan is on to something important here. The Bureau's "third pope" consists of the loss 
function analysis discussed above, and a "total error model" (Mulry 1991). These seem highly 
falUble: the loss function analysis because it depends on variances computed from the smoothing 
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model, and the total error model because it depends on results from the Evaluation FoUowup 
to measure non-sampUng error. (Furthermore, the two models interact in crucial ways, but 
that is a topic for another day.) 

The adjusters are trying to fix an undercount of maybe 2%. To do that, they need to control 
non-sampling error in the PES to weU below 1%. They say they did it, on the basis of data 
from yet another sample survey - the Evaluation FoUowup. If they are measuring non-sampling 
errors in the PES to within a fraction of 1 %, the errors in the Evaluation FoUowup have got 
to be an order of magnitude smaller. They must be kidding. 

The Five Questions 

Hartigan concludes with five questions, and we will answer two. (The first is edited slightly, 
for clarity.) 

(i) "Do Freedman and Navidi agree with these estimates of 17 million omissions and 
13 million erroneous enumerations?" We accept the numbers as rough estimates, subject to 
large and unknown biases as well as large and unknown standard errors. The difference of 
1 7 - 1 3 = 4 million may be off by a factor of 2 or more. Estimating a small number by taking 
the difference of two large numbers is a time-honored recipe for trouble. 

Furthermore, a crucial issue is where to put the 4 ± 2 miUion people. Fienberg doesn't Uke 
the foothills of South Dakota. That narrows the options to 6.5 miUion blocks spread over 39,000 
jurisdictions. The PES gave us data on 0.2 of 1% of the blocks, and perhaps 10% of the jurisdic­
tions. Great theater compels the audience to suspend disbeUef. Adjustment does not reach that 
level. 

(ii) "If the PES is not good enough, how should the follow-up survey be designed so that 
it could be used to adjust the census?"The answer is a question of our own: What on earth 
makes him think it can be done at aU? 

12. Speed 

Adjustment depends on models and assumptions for which there is no empirical proof. That 
is Speed's message, and we agree. 

To adjust the 1990 census, the population is divided into 1,392 "post strata," or demo­
graphic groups. One example is post stratum 90302112, male hispanic renters age 10-19 in cities 
in the Pacific Division. The adjustment depends on the "homogeneity assumption," 
that undercount rates are more or less constant with each post stratum across geographical 
areas. See Freedman (1991) or (U.S. Department of Commerce 1991a, pp. 2.37-2.45, 
pp. 4.16-4.18). 

This assumption is hardly an obvious truth. The Bureau did some work to test it 
(Kim 1991). However, that study seems to have been quite poorly designed, and in any case 
gives rather mixed results. The theory of adjustment is particularly shaky when it comes to 
small areas. 

13. Ericksen and Kadane 

The Role of Assumptions 

We say that "success of any of EKT's proposed adjustments rides on unverified and 
implausible assumptions." EK answer (p. 52) that their "assumptions are reaUstic and verified 
by decades of census-taking knowledge, as we will argue below." 
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The argument they have in mind seems to be on p. 55: 

"Freedman and Navidi argue that some of the assumptions underlying our 
regression model are 'unverified' and 'implausible.' As we have already argued, 
both in the EKT paper and elsewhere (Ericksen 1986; Kadane 1986) we believe that 
they are both realistic and based on a body of knowledge that has been collected 
for decades." 

We reviewed the EKT paper, as weU as (Ericksen 1986) and (Kadane 1986). We found no 
empirical evidence to substantiate the assumptions, or to quantify failures {e.g., to determine 
the real sizes of the correlations assumed to be 0), or to determine the impact of failures on 
model output. Instead, EK rely on arguments from convenience (a good model is "simple and 
tractable" and "permits smoothing," Kadane 1986 p. 13). They also have their own variation 
on nothing-is-perfect rhetoric: 

" . . . . in appUcations, only a very naive user would beUeve in the literal truth of the 
assumptions. Thus in my view, when I state and use an assumption, I mean that I 
think something Uke this is true, but surely I do not mean that exactly this is true . . . . 
(Kadane 1986, p. 14)." 

What makes EK think that "something like" their model is true? Convenience and nothing-
is-perfect, even in combination, do not validate assumptions or quantify the impact of failures. 

Opening another front, EK tax us with having our own unverified assumptions. Our guilt 
on this score would hardly imply their innocence; but we deny the charges, or at least most 
of them. Three examples give the flavor of our "unverified assumptions" (p. 53). 

(i) A smaU undercount is thought to remain in the census. 

(ii) Minority persons living in central cities are Ukely to behave differently from those in 
suburbs. 

(iii) The undercount in conventional areas was relatively high. 

Point (i) stUl seems to be right. If EK wiU concede that it is wrong, we can aU save a lot of 
courtroom time and journal pages. Point (ii) is obvious to anyone who has spent a few days 
inabigcityintheU.S.,butif data are needed, see Freedman ê  a/. (1991), which also reviews 
some hterature on this topic. On point (iii), we should have said "estimated undercount." 
Touche. 

Evidence for Assumptions 

One example is enough. EK say (p. 52) there is 

"evidence of greater census-taking problems in some areas than others, and . . . PEP-
measured omission rates and undercounts are higher in those areas with lower mailback 
rates, higher rates of missing data, and greater problems maintaining the specified long-
form sampUng rate on the census." 

(For a brief review of the PEP series, see Sections 2 and 7 above.) At most, EK are proving 
that the PEP data have some relationship to undercount rates, and that we never denied. 
However, not all relationships can be summarized in a regression model. To get the model going, 
EK (p. 54) say only "there was nothing about the sources of information that made combining 
them inconsistent or unusual." This is astonishingly weak, because the tests are only the 
following: (i) the model should have no internal contradictions; (ii) somebody else should 
already have done something simUar. 
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Adjusting Small Areas 

EarUer, EKT seemed to concede that they could not adjust smaU areas (p. 943, also see 
Section 4 of our main article). EK now withdraw the concession (p. 54), citing work by Tukey 
and Wolter and Causey. That work was reviewed in the Appendix to our paper. We do not 
find it convincing, and explained why. EK do not respond to our arguments. 

EKT's Table 5 

EK say that our argument "goes too far." However, their Table 5 is supposed to show that 
their preferred PEP series are in general agreement with synthetic estimates. Such agreement 
would demonstrate the value of PEP only if synthetic estimates were known to be accurate. 
That premise is doubtful, as discussed before. 

Furthermore, on the scale EKT chose, we found remarkable disagreement among their 
preferred PEP series. EK's response: they previously restricted attention to 8 of the 12 PEP 
series, but now want to eliminate two more (from August). That is not good: among other 
reasons, the extreme difference noted in our equation (8) occurs with April series making the 
final cut. Next, EK average across their most preferred series. Averaging results from a 
sensitivity analysis to reduce variation is a peculiar idea, as discussed in Section 5 of our paper. 
We return to the point, below. 

EK go on to say (pp. 53-54): 

"More importantly, all the 14 adjustments [the 12 PEP series and the two synthetic 
adjustments] improve upon the census by shifting population shares from areas where 
census-taking problems were low to areas where they were high." 

This is euphemistic. As Table 5 in EKT makes clear (and see EKT p. 927, EK p. 53), the areas 
where census-taking problems were high are the areas with a high concentration of minority 
persons. However, as we explained in responding to Fienberg, legislative seats and tax moneys 
are allocated to geographical areas, not racial or ethnic groups. The key issue is whether adjust­
ment would improve the accuracy of population shares for small geographical areas - states, 
cities, counties. EKT's Table 5 is about broad groupings of cities and states. Such aggregates 
seem artificial. 

Which PEP Series? 

EK try yet one more time (p. 54) to justify their preference for 8 out of the 12 contending 
PEP series; they particularly seek to eliminate our dreaded foil, series 10-8. The main argument 
is concordance with demographic analysis at the national level. EK also claim that "the results 
in areas in which Blacks are concentrated are consistent with the demographic results." This 
must be a slip in the prose, since demographic analysis gives no results below the national level. 

EK indicate (p. 54) that concordance matters, because demographic analysis "gives a reliable 
estimate of the national undercount." Demographic analysis probably is more reliable than 
PEP. But it has real problems of its own: see our discussion of Cressie, above. Concordance 
is a weak argument. 

Furthermore, any agreement between PEP and demographic analysis at the aggregate level 
masks substantial differences in detail, as Jeff Passel showed in court. The arguments have 
been reviewed before, but we try again. PEP 2-9 is the most preferred of EKT's preferred PEP 
series; Table B compares PEP 2-9 to demographic analysis. PEP 2-9 is a bit low on black males, 
100% too high on black females, 33% too low on white males, and too high on white females 
(0.5 of 1% vs. 0). The agreement has evaporated. 



70 Freedman and Navidi: Should We Have Adjusted the Census of 1980? 

Table B 
Comparing two ways of estimating undercount rates in the 1980 census: 

Demographic analysis (DA) and PEP 2-9. 

DA PEP 2-9 

Black Males 8.8 8.1 
Black Females 3.1 6.4 
White Males 1.5 1.0 
White Females 0.0 0.5 

Source: Fay et al., 1988, Appendix D. 
Note: Demographic analysis is based on the series DA-2; "white" includes "other races." 

Moreover, EK's defense is not totally consistent. For instance, compare p. 54 with p. 55. 
On p. 54, national undercount rates are important, on p. 55, variation in national undercount 
rates is unimportant. And their position of the moment - averaged across pages - is inconsistent 
with that taken by the National Academy of Science Panel, where prominent participants were 
Steve Fienberg and Jay Kadane: 

"There are a number of reasons, both a priori and a posteriori, supporting the various 
individual [PEP series] from this Ust of 12 . . . . For example, estimate 10-8 reduces the 
problem for movers when using the August P-sample . . . . These points among others 
are detailed in Bailar ['s affidavit in Cuomo v. Baldrige]." 

"The use of these 12 estimates produced very different estimates of undercoverage for 
national demographic groups . . . . Some analysts have suggested that the number of 
acceptable estimates should be narrowed considerably. For example, Ericksen . . . would 
discard all but the 2-8,2-9, 3-8, and 3-9 estimates as either based on August data, which 
had a higher rate of cases with unresolved match status, or as making use of extreme 
assumptions in the adjustments for missing data. However, even within this restricted 
set, the national undercount rate ranges from 0.8 to 1.4 percent. [Cohen and Citro 1985, 
pp. 147-148.]" 

In short, even among EK's most preferred series, different imputation models give different 
results. Nor is there good reason to discriminate against our foil 10-8. 

Likewise, EK say (p. 55) that "Schirm and Preston's Synthetic B . . . , whUe it improved 
over no adjustment, clearly did not go far enough." This contradicts previous positions taken 
by the panel, albeit tentatively; see (Cohen and Citro 1985, p. 287; our paper, p. 8). 

Averaging and Sensitivity Analysis 

EK invite us (p. 54) to replace the various PEP series by the average, and to consider rms 
deviations from average. However, the point of the 12 different imputation schemes was to 
measure the impact of modeling. For that purpose, the range is the right statistic: two randomly 
selected imputation models may give similar results, yet a third may be quite different. In the 
end, EK want to do a sensitivity analysis, but downplay any model that is different from the 
other ones. 

EK propose again to subtract each series' estimated national undercount rate from its 
estimates for the 66 study areas. EK are tacitly assuming - with no basis - that one imputation 
model holds for the whole country. Our analysis takes the view that data may be missing for 
different reasons in different parts of the country (Section 7.1). 
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EK give new reasons (p. 55) for rejecting PEP 10-8. The argument comes down to this: if 
their preferred series are right, our foil 10-8 is wrong. Just so. Conversely, if 10-8 is right, their 
series are wrong. In other words, it matters which PEP series is used. When you are estimating 
small undercount rates, 8 percentage points of missing data make a difference. No statistical 
manipulation can change that awkward fact. 

Replication 

EK say, 

"The problem with FN's criticism is that they did not repUcate our selection procedure 
correctly. As we explained in the article, and elsewhere (Ericksen and Kadane 1985; 1987, 
Section 6), 
(i) The observations were weighted by the inverses of the standard errors of the initial 

sample estimates, 
(ii) 'Our estimate of the undercount rate is a matrix weighted average of a regression 

estimate and the initial sample estimates.' [p. 56, order of points interchanged from 
original.]" 

Regrettably, EK are confounding two issues: (i) how you select variables, and (ii) what you 
do after selecting them. With respect to point (ii), EK are using the Lindley-Smith hierarchical 
Bayesian regression model. There is only one wrinkle: the parameter a^ is unknown and must 
be estimated; see FN pp. 5 and 11. 

Once the variables are selected and a^ is estimated, there is no ambiguity about EK's 
estimator. See Ericksen-Kadane (1985) equation (3), FN equation (9), or the notes to Table 8 
in our main paper. Indeed, we were able to replicate their numbers in court; the judge even 
complimented us on the accuracy of the Berkeley computers. We illustrate the point again, 
with data in EKT. Their composite estimator based on PEP 2-9 can be extracted from Table 10. 
The lead example is St Louis, and their value for the estimator is 

1.24 -I- 0.66 -t- 4.16 -I- 1.09 = 7.13. 

Our value is 7.12. (The largest discrepancy we found was for Dallas: 6.22 vs. 6.18.) Given the 
variables, we can do the rest. 

Most of the discussion in FN, and in the present paper, depends on what you do after selec­
ting the variables, and is immune from EK's criticism of incorrect replication. In particular, 
despite EK having singled it out by number, our Table 8 is fine. It has nothing to do with the 
algorithm for variable selection, and we stand by it. 

The situation is otherwise with our equations (11-12), Table 7, and Tables 9-10, corresponding 
to Tables 5 and 6 in FN. Those calculations really do depend on the variable selection algorithm, 
and we discuss the implications after a few remarks to provide context. 

In 1986, EK criticized our simulations, but not on present grounds: the simulations started 
from the infamous series 10-8. The issue of OLS V5. GLS was not mentioned. In 1989, EKT 
criticized the simulations again, for yet another set of reasons: (i) we restricted attention to 
models with 3 variables, and (ii) we did not require the coefficients to be significant. 

They raise the issue of OLS vs. GLS now, for the first time. In response, we redo our calcula­
tions once more, using GLS with observations "weighted by the inverses of the standard errors 
of the initial sample estimates"; coefficients must be significant, but negative values are 
permitted. We report first on equations (11) and (12); r-statistics are shown in parentheses. 
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(OLS 11) 

(OLS 12) 

(GLS 11) 

(GLS 12) 

PEP 2-9 = - 2.23 + 
(-4.0) 

rms residual = 1.53. 

PEP 2-9 = .120 min 
(7.6) 

rms residual = 1.49. 

PEP 2-9 = -3 .37 -H 
(-6.0) 

rms residual = 1.60. 

PEP 2-9 = .118 min 
(7.3) 

rms residual = 1.53. 

.079 min -i- .036 crime -l-
(5.4) (3.6) 

-H .026 crime -t .029 conv 
(3.4) (3.8) 

.054 min + .061 crime -1-
(3.6) (5.4) 

-1- .030 crime -I- .031 conv 
(4.1) (5.2) 

.028 conv -1-
(3.5) 

- .176 pov 
(-4.4) 

.026 conv -1-
(5.0) 

- .217 pov 
(-5.4) 

residual 

+ residual 

residual 

-1- residual 

Min is the percentage of minorities; crime, the crime rate; conv, the percentage who were 
conventionally enumerated; pov, the percentage below the poverty line. 

As will be seen, the weights make little qualitative difference (although the difference in 
^statistics is noticeable). Under either regime, pov is quite significant. And the equation 
involving pov is superior, for it has smaller residuals. 

The poorer an area is, the less its undercount will be. That is what equation (12) "shows"; 
other variables (/.e., racial makeup, crime rate, method of census enumeration) controUed for 
by the regression. This is in some conflict with EK's theory of the undercount, despite their 
ingenious argument on p. 56. 

The best equation satisfying EK's current criteria is, in fact, equation (GLS 12). It does not 
have an intercept. If an intercept is required, the best equation is 

PEP 2-9 = 1.260 -f 2.609 CC + .109 min -I- .0262 conv - .190 pov -f residual 
(2.1) (2.9) (5.1) (4.1) (-3.1) 

rms residual = 1.56. 

(CC is an indicator for central cities.) Thus, EK cannot have selected their variables quite the 
way they say they did. 

Again, pov comes in with a significant negative coefficient. Within a central city, there are 
only two variables: min and pov. The equation says that among minority neighborhoods, the 
poorer they are, the easier they are to count. 

(Equation (2) in EKT is a different GLS regression, with covariance matrix 5̂ 1 + K rather 
than K; s^ is the estimated value of a^, and K is the sample-based covariance matrix of the raw 
undercounts. See equations (1-6) in our paper.) 
Our point (p. 15) was that EK could not infer the model from the data; the switch to GLS does 
not really help them. EK say (p. 57), 

"The real issue is how much the actual estimates obtained from the different regression 
equations vary. The answer to that, as we have shown above, is that the undercounts 
do not differ substantially." 

That identifies one real issue, out of many. (Another is the impact of variable selection on 
nominal variances; see Fay 1992). However, if EK are returning to their position of 1986, that 
they can adjust subareas, then variable selection will matter: 
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Table C 

RMS residuals from regression equations for PEP 2-9 and PEP 10-8. 
Explanatory variables include percent minority, percent conventionally enumerated, 

and either the crime rate or the percent urban. 

PEP 2-9 

PEP 10-8 

Ordinary Least Squares 

Crime Percent 
Rate Urban 

1.53 1.54 

1.35 1.33 

Generalized Least Squares 

Crime 
Rate 

1.60 

1.39 

Percent 
Urban 

1.57 

1.35 

"For the 66 areas in the study, the choice of variables has some impact on the adjustments, 
but not a major one since both sets of variables span essentially the same column space. 
On the other hand, when extrapolating to subareas, the choice of variables matters a lot. 
[ F a n d N , p. 9 ] . 

We turn next to Table 7, and recompute it using GLS. As Table C shows, for GLS as well 
as OLS, percent urban is a better variable than the crime rate; and PEP 10-8 is better than PEP 
2-9. EK's reasons for excluding 10-8 do not survive inspection. 

The simulation in Table 9 comes out very much the same way, whether you select the 
variables by OLS or GLS. Table D repeats the simulation in Table 10, fitting by GLS. EK are 
right: urb comes in a little less often, CC noticeably more often. Still, urb beats three of EK's 
variables (if by a whisker, in the case of MU). Furthermore, negative signs are hardly 
uncommon in the GLS runs, with paradoxical consequences noted above. 

Table D 
A simulation experiment on variable selection. 

PEP 2-9 is taken as "truth"; percent urban (Urb) is permitted as an explanatory variable. 
The table shows the number of times each variable is entered, and the average of its coefficient 

(over the times it enters); 100 data sets were generated. In both regimes, coefficients 
must be significant; with GLS, negadve values are permitted. 

Variable 

CC 
Min 
Crime 
Conv 
Ed 
Pov 
Lang 
MU 
Urb 

Ordinary Least Squares 

No. of Times 
Entered 

17 
82 
53 
93 

5 
1 

17 
0 

23 

Average 
Coefficient 

2.954 
0.071 
0.053 
0.028 
0.085 
0.135 
0.315 
***** 
0.060 

Generalized Least Squares 

No. of Times 
Entered 

34 
92 
40 
94 
11 
25 

5 
18 
19 

Average 
Coefficient 

2.922 
0.084 
0.055 
0.028 

-0.099 
-0.212 

0.417 
-0.048 

0.053 

Notes: CC is an indicator for central cities; Min, the percentage of minorities; Crime, the crime rate; Conv, the 
percentage who were conventionally enumerated; Ed, the percentage with no high school degree; Pov, the 
percentage below the poverty line; Lang, the percentage who have difficulty with English; MU, the percentage 
living in multiple-unit housing. 



74 Freedman and Navidi: Should We Have Adjusted the Census of 1980? 

Final Comments 

EK say (p. 58), 

"Freedman and Navidi hold the adjustment data to a higher standard than the unad­
justed data. They take on faith, and contrary to decades of Census Bureau evidence, that 
the unadjusted data are accurate, and they do not seem to be concerned with an evident 
pattern of bias across areas." 

That is wrong on all counts. Our article begins with a discussion of errors in the census, 
their variation across areas, and the resource implications. However, we think that the censuses 
of 1980 and 1990, with overaU accuracy estimated in the range 98% to 99%, were considerable 
achievements. Management skiUs have been learned from two centuries of experience, and there 
was dedicated work by hundreds of thousands of ordinary citizens. These censuses were not 
perfect, but they were very good of their kind. 

Ericksen and Kadane have a novel statistical method which, they say, will improve on the 
census. Our response is this. Show us. Show us not by the standards of physics on the one hand 
or ESP research on the other, but by the standards of rational argument. Two court cases and 
countless journal articles later, we find that Ericksen and Kadane cannot make the argument. 
But readers wiU judge for themselves. 
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REML Estimation in Empirical Bayes Smoothing 
of Census Undercount 

NOEL CRESSIEi 

ABSTRACT 

One way to assess the undercount at subnational levels {e.g. the state level) is to obtain sample data from 
a post-enumeration survey, and then smooth those data based on a linear model of explanatory variables. 
The relative importance of sampling-error variances to corresponding model-error variances determines 
the amount of smoothing. Maximum UkeUhood estimation can lead to oversmoothing, so making the 
assessment of undercount over-reliant on the Unear model. Restricted maximum likelihood (REML) 
estimators do not suffer from this drawback. Empirical Bayes prediction of undercount based on REML 
will be presented in this article, and will be compared to maximum likelihood and a method of moments 
by both simulation and example. Large-sample distributional properties of the REML estimators allow 
accurate mean squared prediction errors of the REML-based smoothers to be computed. 

KEY WORDS: Linear model; Maximum likelihood; Restricted maximum likelihood; Variance 
components. 

1. INTRODUCTION 

Although a census attempts to carry out a complete enumeration of the population, for 
various reasons the final tallies are inaccurate. Census personnel, from its director down to 
the thousands of temporary enumerators, are part of a mammoth task whose accuracy relies 
on everyone doing their jobs to perfection. 

Moreover, events that are beyond human control {e.g. weather, natural disaster) must stay 
within expected limits. Clearly, in a country the size of the U.S.A. (in terms of both population 
and geography), many opportunities arise to give an imperfect census count. But size is not 
the only problem; heterogeneity of both population and geography gives a differentially 
imperfect count. 

The inaccuracies are typically expressed in terms of undercount, so that a negative value 
implies an overcount. Suppose the U.S.A. is divided into / = 1, ...., n areas {e.g. states, 
including Washington DC). In the i-th area, let T, be the true (unknown) count and C,- be the 
census count. Then the undercount, expressed as a percentage of the true count, is defined as, 

u,^ [{Tj- c,)/r,)ioo. (1.1) 

The problem of differential undercount is a serious one when census counts are used to 
apportion political power and revenue to areas and subareas. (Further discussion of these issues 
can be found in Ericksen and Kadane 1985, Freedman and Navidi 1986 and Cressie 1988). States 
like CaUfornia, Texas, and New York would gain much from adjusting for undercount, i.e. 
from replacing C, with F,C„ where F, is an adjustment factor. 

The correct adjustment to use is, 

Fj=Tj/Cj, (1.2) 

' Noel Cressie, Department of Statistics, Iowa State University, Ames, lA, U.S.A. 50011. 
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which is related to undercount by. 

Fj= [1 - Uj/lOO] -1 

As it stands, (1.2) is not helpful for adjustment, since the true count Tj is unknown. To obtain 
extra information that will allow Fj to be estimated, the U. S. Census Bureau conducts a post-
enumeration survey (PES) that determines whether people in the PES were or were not counted 
in the census {e.g. Wolter 1986). The survey consists of several hundred thousand households, 
yielding "raw" adjustment factors {Y, : i = 1, ..., n] that are in need of smoothing. 

Assume that, given F,, 

Yj ~ Gau{Fj,6f), (1.3) 

i.e. Yj has, conditional on F,, a Gaussian distribution with mean F, and variance df. Adding 
the further assumption of independence, one obtains, 

Y~Gau{F,A), (1.4) 

where Y ^ {Yi, ..., Y„)', F = (F,, ..., F„)', and A is the « x « diagonal matrix 
diag(6?, ...,8l]. 

Now assume that, 

F~Gau{X0,T{T^)), (1.5) 

where A' is an n x p matrix of explanatory variables, 0 is a p X 1 vector of (unknown) 
coefficients of the Unear model, T{T^) is an n X n diagonal matrix: 

T{T^) ^ T^D (1.6) 

andD = diag{l/Ci, . . . , 1/C„). The heteroskedastic model (1.5) and (1.6) is discussed at 
considerable length in Cressie (1990). It is intuitively sensible that the adjustment factor, for 
an area whose population is large, has a smaUer variance; Cressie (1989) provides both a 
Bayesian and a frequentist justification for this intuition. 

Another way to write the model (1.4) and (1.5) is: 

Y = X0-\- v-^- e, (1.7) 

where the « X 1 vectors v and e are statistically independent, v ~ Gau(0,r(T^)), and 
e ~ Gau(0,A). Now, assuming that d], ..., dl are calculated using sampUng-variance for­
mulas appropriate for the PES sampling frame, the only parameters left to estimate are 0 and 
T̂ . Thus, the two variance components A and r(T^) only contribute one unknown parameter, 
namely T^. It is worth noting that the methods developed in this article can be easily 
generalized beyond this simple variance-components problem. The general linear model is 
considered in Section 3. 

In Section 2, the Bayes predictor and the empirical Bayes predictor of F wiU be given. 
Estimation of 0 is straightforward, but there are several possible ways T^ could be estimated. 
Section 3 presents maximum UkeUhood (m.l.), method-of-moments, and restricted maximum 
likelihood (REML) approaches. The effect of estimation of r^, on mean squared prediction 
errors, is investigated in Section 4. Section 5 compares the approaches by simulation and by 
example, and Section 6 presents conclusions and a discussion. 
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2. EMPIRICAL BAYES PREDICTION 

In this article, the true population of any smaU area is considered to be unknown. After 
observing the corresponding census population, the uncertainties about the true population 
are updated. Therefore, statistical models for undercount are conditional on the observed census 
counts. The model (1.4), (1.5), and (1.6) has been introduced in Section 1, and wiU be assumed 
throughout Sections 2, 3, and 4. 

Using a matrix analogue of squared-error loss, the optimal predictor is ^ ( F | Y) (Cressie 
1990), which is, 

p*{Y) = T{T^){A + T{T^))-^Y •\- [I - T{T^){A + T{T^))-^}X0 (2.1) 

and the mean-squared-prediction-error matrix is, 

E{{F-p*{Y)){F-p*{Y))'] = {I-T{T^){A -f T{T^))-']T{T^). (2.2) 

For the loss matrix, L {F,p) = {F - p) {F - p)', {2.1) is easily seen to be a Bayes predictor 
off. In reality, 0 and T^ are unknown and so (2.1) is not a statistic {i.e. is not a function only 
of the data). The proper Bayesian approach would be to put further priors and hyperpriors 
on all unknown parameters. (This solution to the conundrum of unknown parameters is 
sometimes caUed hierarchical Bayes, and demands a prior knowledge of process variability 
that many scientists do not feel they have. Nevertheless, noninformative priors and hyperpriors, 
particularly, often yield sensible estimators.) Often the posterior distributions are analytically 
intractable. Should the model and prior be specified according to their conditional distribu­
tions, the Gibbs sampler could be used to obtain, numerically, all required marginal and joint 
distributions {e.g. Gelfand and Smith 1990). 

An alternative approach, the one taken in this article, is to treat aU parameters, except F, 
as fixed but unknown, and to use the datay to estimate them. This approach is called empirical 
Bayes. Although a parametric (conjugate) prior is assumed in this article, one could also work 
with a nonparametric prior {e.g. Laird and Louis 1987). 

Suppose now that 0 is unknown, but that T^ in (1.6) is (for the moment) known. Again, 
using the matrix analogue of squared-error loss, the optimal linear unbiased predictor is 
obtained by substituting the generalized-least-squares estimator: 

0 = {X'{A + T{T^))'^X}-^X'{A + T{T^))-^Y 

into (2.1), yielding 

p{Y;r^) =T{T^){A -\- T{r^))-'Y + [I-T{r^){A + r{T^))-'] 

X{X'{A + T{T^))-^X]-^X'{A + T{T^))-^Y= A{T^)Y (2.3) 

(Cressie 1990). The mean-squared-prediction-error matrix is, 

M,(T2) ^E[{F- p{Y; T^)){F - p{Y; r^))'] 

= A{T^)AA{T^)' -I- {A{T^) - I)T{T^){A{T^) - I)'. (2.4) 

More realistically, T^ is also unknown. An empirical Bayes predictor is obtained by 
substituting an estimator f̂  into A(T^) to yield. 
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p{Y;f^) =A{f^)Y. (2.5) 

It is easy to see that when f̂  is the maximum UkeUhood estimator of T ,̂ then (2.5) is the 
maximum likelihood estimator of the Bayes predictor. 

The predictor (2.5) was suggested by Ericksen and Kadane (1985) (and criticized by Freedman 
and Navidi 1986). Incidentally, the form of their predictors may look different to (2.1), 
(2.3), and (2.5), but they are in fact identical upon using the identity: A{A -\- B)~^B = 
{A~^ -f- 5 ~') ~', where A and B are square matrices such that A, B, and A -\- B have 
inverses. 

By substituting f ̂  into (2.4), an estimator of the mean-squared-prediction-error matrix: 

Mi(f2) = A(f^)AA(f^)' -h (A(f^) - I)T{f^){A{f^) - I)' (2.6) 

is obtained. Since (2.6) does not take into account the estimation of T^ in^ (F; f ̂ ), it is Ukely 
to be a biased estimator of El {F - p{Y; f^)) {F - p{Y; f^))']. Further discussion of this 
important issue is given in Section 4. 

Having obtained |S and f̂ , model diagnostics can be computed to check the fit of 
the estimated model. For example, a quantile-quantUe plot, of the standardized residuals 
(A -I- T{f^))~'^^Y - X0) against expected order statistics from a unit Gaussian distribu­
tion, was used to show no obvious lack of fit of the model used in Section 5. A more complete 
discussion of model diagnostics is given in Section 6. 

3. ESTIMATION OF VARIANCE-MATRIX PARAMETERS 

In this section, the general linear model, 

Y~Gau{X0,l{y)), (3.1) 

wiU be assumed, where7 is a A: x 1 vector of variance-matrix parameters. In particular, the 
model given by (1.4), (f.5), and (1.6) yields, 

i:(T) = A + r(T2), (3.2) 

where 7 consists of only one parameter, T^. 

For 7 known, estimation of 0 is straightforward: 

1(7) = {X'l{y)-'X)-'X'l{y)-'Y. (3.3) 

More realisticaUy, 7 is unknown and has to be estimated; substitution of that estimator into 
(3.3) then yields an estimated generalized least squares estimator of g. In the rest of this section, 
three different methods of estimating 7 wiU be considered. 

3.1 Maximum Likelihood Estimation 

The negative log UkeUhood of 0 and 7 is: 

L{0,y) = («/2)log(27r) -I- ('/2)log(i E (7) | ) + 

{V2){Y-X0J'l{y)-'{Y-X0). (3.4) 
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Minimization of this function yields maximum UkeUhood (m.l.) estimates g^t and 7mf • The 
difficult part of this minimization involves finding 7 ,̂;. The Gauss-Newton (scoring) algorithm 
is given inter alia by Harville (1977) and Mardia and MarshaU (1984) and is repeated here for 
notational completeness. 

Define, 

E/(7) = dl{y)/dyj;i= 1 k, 

E'(7) ^ dl-'{y)/dyj= - E (T) " ' E , ( T ) E (T) " ' : ' = 1. •••,k. 
(3.5) 

the k X 1 vector L.̂  to have i-th element: 

{Ly)j^ ( ' / 2 ) t i (E (7 ) " 'E , (T) ) + {y2){Y-X0)'l'{y){Y-X0), (3.6) 

and the A: X A- matrix Jy to have (/,y)-th element: 

{Jy)jj^ ( ' / 2 ) t i ( E ( 7 ) " ' E , ( 7 ) E ( 7 ) " ' E y ( T ) ) . (3.7) 

Then, 

5,(f+') =^(f) _ (yOT)-i^W, (3.8) 

where /*'' andL.^ '̂ denotes /^ andL.^, respectively, evaluated at7 = 7 ' ' ' and 0 = ^(7"' '). 

When7 consists of only r^ in (1.6), the algorithm (3.8) is particularly straightforward. In 
the simulations and example given in Section 5, the starting value 

(T2)<°> = {l/{n - p)]{Y - X{X'D-^X)-^X'D-^Y)'D-^ 

{Y - X{X'D-^X) -^X'D-^Y), (3.9) 

was used. Then (3.8) is, 

(,2)(f+i) = ( ,2 ) (o_ ((>/,) ^ i / (C,6/+ (.2) (0)2,-1^(0. ^ = 0,1 (3.10) 
( = 1 

where 

Uy^ = {V2) Y 1/(Q5?+ (r^)'^)) 

- {V2)[Y - X0{{T^)^'^)]'diag{Cj/{Cj5f -^ ( 7 - ' ) ' " ) ' ) ( r - ^ ^ ( ( T ' ) " ' ) ) - (3.11) 

Iterating (3.8) to convergence yields the m.l. estimator 7mf, which upon substitution into 
(3.3) yields the m.l. estimator 0{ymi)- Under appropriate regularity conditions {e.g. Mardia 
and Marshall 1984) (18(7^?)', ymi)' is approximately multivariate Gaussian, with mean 
(j8', 7 ' ) ' and asymptotic variance matrix. 
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( ^ 'E (7 ) " ' ^ ) " ' 

0 / -
(3.12) 

when 7 consists of only r in (1.6), the matrix (3.12) becomes, 

(;^'E(r^)-'^)"' 

0 fc/^) Y 
^ ( = 1 

2 \ 2 l l/{Cjbf + r') 
(3.13) 

In practice, estimated variances and covariances are obtained by evaluating (3.12) at the m.l. 
estimate 7^;-

3.2 Method-of-Moments Estimation 

There is no single method-of-moments estimator of 7, but the general idea is to match low-
order moments of data with corresponding empirical moments. If only first- and second-order 
moments are used, it is clear that the Gaussian assumption in (3.1) is not needed. 

Let (/be a positive-definite symmetric matrix. Consider the weighted regression estimator, 
0u = {X'U-'^X)-^X'U-'^Y, and the weighted residuals. 

ey= U-'^'{I - X{X'U-^X)-^X'U-^)Y. 

Then, straightforward matrix algebra shows that, 

E{euev) = tr(E(7)ny), 

(3.14) 

(3.15) 

whereHy^ C/"' - Lf-'A'(A"t/-'A')-'A" t/"' . Assuming that i;(7) = A-I-71?, -h . . . -H 
yk^k, where r, 's are known, one obtains, 

Y yitr{TjUu) = E(eieu) - tr(A^u)-
i=\ 

Choice of k different Uf, j = 1, ..., k {e.g. Ui, U\, ..., t/f) yields k equations in k 
unknowns: 

Y T,tr(r,nyp = eijivj - tr{AIlij.);j =1, ...,k. (3.16) 
(=1 

which can be solved for 71 7*- It is important to check that the solution 7 is in the 
parameter space {7: E f=i li^i is positive-definite). 

When 7 consists of only r^ in (1.6), only one matrix U'm{3.16) is needed. Previous under­
count predictors have based their estimate of T^ on U = I (Ericksen and Kadane 1985; 
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Freedman and Navidi 1986; Ericksen, Kadane and Tukey 1989), but a small sensitivity study 
for the heteroskedastic model (1.6) suggested a better estimator. 

Choose (/„ = A -I- r ( a ) in (3.15) to mimic the model (1.7). Then, when a = r^ (the true 
value). Fay and Herriot (1979) show that 

E{e,'u^ei,^ = n - p, (3.17) 

where n is the number of areas, p is the number of regressors in the matrix X{e.g. p = 3 for 
the selected model in Section 5), andeyis the standardized residual defined by (3.14). Thus, 
the proposed method-of-moments estimator of T^ is the value of a for which 

€c/„et/„ =" n - p, (3.18) 

which can be solved using a Newton-Raphson iterative method or a simple bisection method; 
call the resulting estimator f mm-

Fay and Herriot (1979) note that the difference between f „„ ^^^ ^lii^^ manifest in how an 
area with smaU 6f is weighted in the estimation procedure; f̂ f gives relatively more weight to 
the squared residuals for such an area than does f ̂ m- Based on this weighting property, and 
a small simulation study of bias, Cressie (1990) expressed a preference for f̂ m over f̂ f. 
However, asymptotically, f̂ f is fully efficient and has an accessible distribution theory. Lack 
of any (asymptotic) distributional results for fl,„ causes its own set of problems, such as how 
to make inference on T ,̂ and how to carry out mean-squared- prediction-error corrections in 
Section 4. A more satisfactory estimator, with better bias properties than the m.l. estimator, 
is developed below. 

3.3 Restricted Maximum Likelihood Estimation 

The problem is to find a suitable estimator of the variance-matrix parameters 7 in (3.1). The 
method of restricted maximum UkeUhood (REML), developed originally by Patterson and 
Thompson (1971,1974), applies maximum UkeUhood to error contrasts rather than to the data 
themselves. (Rao (1979) caUs this method MML, marginal maximum likeUhood, in the context 
of estimation of variance components. Recently, some authors have also called it residual 
maximum likeUhood, although they have retained the abbreviation REML.) A linear combina­
tion g'y is called an error contrast if ̂ (g'Y) = 0, foraUj8and7; thus,g'yis an error contrast 
if and only if g' A' = 0'. 

Let W = A ' y represent a vector of {n — p) Unearly independent error contrasts; i.e. the 
{n — p) columns of A are linearly independent and A 'X = 0. Under the Gaussian assumption 
(3.1), W ~ Gau(0,/4' E (7)^), which does not depend on g. Thus, the negative log UkeUhood 
function is, 

L;v{y) = {{n - p)/2)\og{2Tt) + ( • /2 ) log( |^ 'E(7M| ) + 

{y2)W'{A"Z{y)A)-W. 

If another set of (« - p) Unearly independent contrasts were used to define W, the new 
negative log UkeUhood function would differ from Lfy{y) only by an additive constant 
(Harville 1974). Indeed, for the A that satisfies/l/l' = / -X{X'X) '^X' {and A'A = I), 

LfvM = ((« -p)/2)log{2it) - {y2)log{\X'X\ ) + ('/2)log(| E ( T ) | ) + 

(> /2) log( |^ 'E(7)" '^ | ) + ( ' / 2 ) rn (7 ) r . (3.19) 
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where n (7 ) = E ( 7 ) ~ ' - E (7) ~ ' ^ ( ^ ' E (7) ~ ' -^ ) " ' ^ ' E (7) " ' ; see Harville (1974). 
A REML estimate of 7, denoted y^e, is obtained by minimizing (3.19) with respect 107. The 
distinction between REML and m.l. estimation becomes important whenp is large relative to n. 
The REML method was originally proposed to estimate variance-component parameters: 
Numerical algorithms (HarviUe 1977), robust adaptations (FeUner 1986), and distribution theory 
(Cressie and Lahiri 1991) have been developed in this context. Kitanidis (1983) and Zimmerman 
(1989) give computational details for producing an iterative minimization of (3.19). 

Harville (1974) provides a Bayesian justification for REML by assuming a noninformative 
prior for 0, which is statisticaUy independent of 7, and showing that the marginal posterior 
density of 7 is proportional to (3.19) multiplied by the prior for7. When that prior is nonin­
formative, REML estimates correspond to marginal MAP (maximum a posteriori) estimates. 
Thus, in the situation where noninformative prior distributions forj8 and 7 are independent, 
REML can be seen as a compromise between m.l. and Bayes estimation with squared error 
loss. In the case of model (1.4), (1.5) and (1.6), the latter would yield a Bayes estimate, 
Jo° T^exp{ - L;y{T^) ]dr^, which can be obtained equivalently by averaging T^, weighted by 
the/w//UkeUhood, exp{ —L{0, r^)]. On the other hand, m.l. yields as an estimate of T^ the 
value fmf obtained by maximizing the full likelihood. REML averages the full likelihood over 
0 but maximizes the resulting (restricted) UkeUhood over r^. 

Maximum likelihood estimation of r^ tends to be biased towards zero because the 
UkeUhood, as a function of T^, is skewed to the right. When normalized to integrate to one, 
the mean of such a function is generally larger than its mode {e.g. Groeneveld and Meeden 
1977). The m.l. estimate is based on the profile of the likelihood surface of (3 and T^, and this 
favors smaller values of T^. (In contrast, REML is obtained by first integrating the likelihood 
over 0 and then maximizing the result over r^. Notice that Bayesians might advocate further 
integration over r^.) 

Although the Bayesian interpretation of REML helps to explain its properties, -yrf^iso has 
the obvious frequentist interpretation of being an estimator based on restricted information. 

Minimization of (3.19) with respect to 7 can proceed by any of the gradient algorithms. 
RecaU, 

W = A'Y (3.20) 

and suppose/I satisfies: 

AA' = I - X{X'X)-'^X', and A'A = I. 

For the moment, focus aU attention on the {n - p) "data" PF; their joint distribution depends 
only on7 , and the associated negative log (restricted) likelihood is Liy{y) given by (3.19). 

Define the A: X 1 vector My to have i-th element: 

{My), = dLw{y)/dyj = (•/2)tr[n(7) E,(7)) - ( ' / 2 ) r n ( 7 ) E , (7)n(7) r , (3.21) 

and the k X k matrix Gy to have (/,y)-th element: 

(Gy)ij = E{d^Lw{y)/dyjdyj) = ( ' /2)tr[n(7) E,(7)n(7) Ey(7)). (3.22) 

where 11(7) is given below (3.19) and E/(7) is defined by (3.5). (The expressions (3.21) and 
(3.22) were obtained by HarviUe 1977.) Then, the Gauss-Newton (scoring) algorithm to find 
Ir! is: 
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5,(f+') = ^ ( 0 _ ( G W ) - I A ^ W ^ (3.23) 

where G^'' and M.̂ '̂ denote Gy and My, respectively, evaluated at 7 = 7 * ' ' . 

When7 consists of only T^ in (1.6), the algorithm (3.23) is particularly straightforward. In 
the simulations and example given in Section 5, the starting value (3.9) was used. Then (3.23) is, 

(^2)(f+i) ^ (^2)(o _ ( G ^ ( 0 ) - 1 M , ( " , (3.24) 

where 

M, = {V2)tr[U{T^)D] - {y2)Y'U{T^)Dn{T^)Y, (3.25) 

Gr= {V2)tr[U{T^)DU{T^)D}, (3.26) 

n{T^) = E ( T 2 ) - ' - E ( T 2 ) -^X{X"£{T^) - ' A - ) - ' A " E ( T 2 ) - ' , (3.27) 

are evaluated at T̂  = ( T ^ ) * ' ' . Also, recaU that E (T^ ) = A -I- T^DandD = diag[l /Ci, . . . , 
1/C„). 

Iterating (3.23) to convergence yields the REML estimator 7^ .̂ It has been proved by 
Cressie and Lahiri (1991) that 7rf is approximately multivariate Gaussian, with mean 7 and 
asymptotic variance matrix. 

G - ' . (3.28) 

When 7 consists of only T^ in (1.6), the matrix (3.28) becomes a scalar, 

[{Y2)tr[U{T^)DU{T^)D]]-K (3.29) 

In practice, estimated variances and covariances are obtained by evaluating (3.28) at7 = yr(. 
Furthermore, the normalized (estimated) generalized least squares estimator, 18(7^^ should 
be approximately Gaussian with asymptotic variance matrix, {X''E{y)X) " ' . 

4. IMPROVED ESTIMATION OF MEAN SQUARED 
PREDICTION ERRORS 

In what is to follow, I shall be concerned with the effect, on prediction, of estimation of 
7 in L{y) given by (3.1). Generalizing (1.5) to, 

f ~ Gau(^ i3 , r (7 ) ) , (4.1) 

it is clear that 

2(7) = A -I- r (7). (4.2) 

In principle, A could also depend on unknown parameters (in, e.g. a model for sampling 
variances) and the results of this section are equally applicable. The optimal Unear unbiased 
predictor is. 
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p{Y;y) = r ( 7 ) ( A - l - r ( 7 ) ) - ' y + { / - r ( 7 ) ( A - h r ( 7 ) ) - ' ) 

X{X'{A-\-T{y))-'X]-'X'{A •¥ T{y))-'Y ^ A{y)Y. (4.3) 

Then, the mean-squared-prediction-error matrix of p{Y; y), denoted Mj (7), is given by, 

M,(7) = A(7)AA(7)' -I- (A(7) - / ) r (7 ) (A(7 ) - / ) ' . (4.4) 

In reality, 7 is unknown and has to be estimated by 7, say. The empirical Bayes predictor 
of Fis thenp{Y;y), given by (4.3) with7 = 7. In this case, Mj (7) is an inappropriate measure 
of the predictor's precision; one should use instead, 

M2{y) =E[{F-p{Y;y)){F-p{Y;y))']. (4.5) 

It is the risk matrix (4.5), or an estimate of it, that should be given, along with the predictor 
p{Y;y). However, Mi (7) is typically reported; hence, one should ask what inaccuracies result 
from using Ml (7) and whether a more appropriate estimator of M2(7) is available. 

Now, under the assumptions (4.1) and (4.2) (Gaussianity is important here) and provided 
7 is an even and translation invariant function of the data, the results of HarvUle (1985) can 
be used to estabUsh that M2{y) — M] (7) is non-negative-definite. (An estimator is even if 
y(.Y) = 7 ( - D and is translation invariant if 7 ( y +A'X) = 7 ( y ) , forany/7 x IvectorX.) 
When 7 consists of only T^ in (1.6), the estimators f^f, r-mm and fji are all even and transla­
tion invariant. Intuitively, estimation of the unknown parameters 7 leads to larger mean squared 
prediction errors; the result above quantifies this intuition. 

But, there is another potential source of bias due to the fact that Mj (7), not Mi (7), is 
used to estimate the risk matrix. Suppose that 7 is chosen to yield an unbiased estimator of 
the variance matrix of {Y', F')', which most would agree is a desirable property. Then the 
results of Eaton (1985) and Zimmerman and Cressie (1991) can be used to establish that 
M] (7) — E{Mi (7)) is non-negative-definite. (The proof reUes on a multivariate version of 
Jensen's inequality and on the fact thatp{Y; 7) , which can be written as A(7) Y, minimizes 
the risk matrix over all Unear unbiased predictors.) 

Upon writing, 

M2(7) - M , ( 7 ) = [M2(7) - M , ( 7 ) ) + {Mi{y) - E{Mi{y))} + 

{E{Mi{y)) - Mi{y)], (4.6) 

the results above estabUsh that underestimation of M2(7) comes from two sources. Even if 
an expression for M2(7) were known, it is likely that M2(7) would be biased for M2(7), 
further illustrating the inherent difficulty in estimating mean squared prediction errors. 

A remedy has been suggested by Prasad and Rao (1990), based on asymptotic expansions 
of M2 (7). Consider prediction of undercount in the i-th area, and let [M2 (7) ] „• and [Mj (7) ],-, 
denote the (/,/)-th elements of the risk matricesM2(7) andMi(7) , respectively. Thenformal 
application of Prasad and Rao's proposal yields the estimator of [M2(7)]„, 

[M2(7)],^ = [M,(7)]„ + 2t r [^ , , (7)5(7)1; / = 1 n. (4.7) 
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In (4.7), Aii{y) is a k X k matrix given by, 

Ajj{y) =yar{dpi{Y;y)/dy] (4.8) 

and B{y) is a matrix that equals or approximates the A: X A: matrix, 

E{{y -y){y -y)']. (4.9) 

For m.l. estimation, 

B{y) = / - ' , (4.10) 

where Jy is given by (3.7), and for REML estimation, 

B{y) = G-\ (4.11) 

where Gy is given by (3.22). 

Kass and Steffey (1989) give approximations (to the conditional variance) that are similar 
in spirit to (4.7), for probability distributions that are not necessarily Gaussian. However, their 
approach requires independent replications, which is not a feature of the distributions specified 
by (3.1). 

Should small areas be aggregated, it is important to have an approximately unbiased 
estimator of all elements of M2(7). It is not difficult to generalize (4.7) to, 

[M2(7)],^- = [Mi{y)]jj + 2tr[Ajj{y)B{y)];i,j =1 n, 

whereyl,;(7) = coy[dpj{Y; 7 ) /a7 , dpj{Y; 7 ) / a7) . Prasad and Rao (1990) show that, to the 
same order of magnitude, Ajj{y) can be replaced by coy[dp*{Y)/dy, dpj{Y)/dy}, where 
p* {Y) is given by (2.1); these latter derivatives can be simpler to calculate. 

When7 consists of only T^ in (1.6), calculation of B{y) is straightforward; see (3.13) and 
(3.26). Now, consider 

yar {dp {Y;T^)/dT^) = {dA{r^)/dT^)i:{T^){dA{T^)/dT^)', (4.12) 

where A(T^) is given by (2.3). In terms of n(T^) defined by (3.27), and A defined by (1.4), 

A{r^) = I - An(r^). (4.13) 

Thus, (4.12) can be calculated from (4.13) using the relationships (3.4) and (3.5). Then, 
'4„(r^) given by (4.8) is the (/,/)-th element of, 

A{dn{T^)/dT^)L{T^){dU{T^)/dT^)'A', (4.14) 

where 

dU{T^)/dT^ = - 1:{T^)D1:{T^)[I - X{X'L{T^)-^X)-^X'I.{T^)-^] -

E(T^) -^X{X"L{T^) -^X) -^[X"L{T^) - ' £ > E ( T 2 ) '^X] 

( A " E ( T ^ ) - ' A ' ) - ' A " E ( T ^ ) - ' -I- E ( T ^ ) - ' A ' ( A " E ( T 2 ) - ' A ' ) - ' 

A " I ; ( T 2 ) - ' Z ) E ( T 2 ) - ' ; (4.15) 

recaUthatE(T^) = A -l- T^D,andD = diag{l/C,, . . . , 1/C„). 
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The estimator of mean squared prediction error, [M2 (T^) ] ,*, is conjectured to be approx­
imately unbiased (Prasad and Rao's 1990, resuhs were obtained for a more specific model than 
is considered here). It is obtained by bringing together the relations (4.7), (4.14) and (4.10) for 
m.l. estimation, or (4.7), (4.14) and (4.11) for REML estimation. This estimator will be com­
pared to the often-reported estimator [Mj (f^) ],-,, in Section 5, using 1980 U. S. Census and 
Post Enumeration Survey data. 

5. A COMPARISON OF ESTIMATORS BY EXAMPLE 
AND BY SIMULATION 

5.1 Example 

The PEP 3-8 data from the 1980 Post Enumeration Survey, for the « = 51 states of the USA 
(including Washington, DC) are used to illustrate the empirical Bayes approach. These data 
are presented in Cressie (1989, Table 1, "Total" columns) and the variances 6f, . . . , 651 in 
(1.3) are obtained from Cressie's "Total" column labeled MSE'''' (whose squared entries wiU 
be denoted MSE, MSE5,). Using the relation F, = [1 - C/,/100) " ' and the 6-method, 
^f — (Y,)''(MSE,)/10''. Eight explanatory variables, given by Ericksen, Kadane and Tukey 
(1989), were collapsed to the 51 states (from 66 small areas that included cities, rest of states 
and states). The explanatory variables are: 

1. Minority percentage. 
2. Crime rate. 
3. Poverty percentage. 
4. Percentage with language difficulty. 
5. Education. 
6. Housing. 
7. Proportion of population in any of 16 prespecified central cities. 
8. Percentage conventionally counted in the census. 

To find a subset of these variables that provides a good model for undercount, I used the 
selection method of Ericksen, Kadane and Tukey (1989), but weighted the data proportionally 
to the square roots of the smaU areas' census counts. The variables selected were 1 (minority) 
and 5 (education), as well as the constant term. Henceforth, in this paper, these three variables 
will be the only ones considered in the Unear model; i.e. only regression coefficients 0o, 0i and 
185 will be fit. 

Under the model (1.4), (1.5) and (1.6), the unknown parameters are 0 and T^. From the 
scoring algorithm (3.8), the m.l. estimate of T^ is: 

fit = 47.32, 

while from the scoring algorithm (3.23), the REML estimate of T^ is: 

f?( = 58.53. 

This illustrates a phenomenon observed from the realizations of a simulation presented below, 
namely, that fii < fj/; an intuitive explanation is given in Section 3.3. (Parenthetically, 
Cressie (1990), obtained f „„ = 94.96, but no general inequality between it, m.l., and REML 
is apparent.) 
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From the formulas in Section 3, the following estimates (with estimated standard errors in 
parentheses) were obtained: 

m.l. REML 

00 = 1.03227 (0.00708) 0o = 1.03246 (0.00724) 

01 = 0.0006878 (0.0001402) /3, = 0.0006941 (0.0001436) 

0s = -0.001070 (0.000231) 0s = -0.001078 (0.000236) 

f̂  = 47.32 (32.87) f̂  = 58.53 (38.1). 

Notice that there is very little difference between the two sets of estimates, except for that of 
T .̂ Upon using the m.l. and REML estimates inp/(y; f^) given by (2.5), [M](f^)],vgiven by 
(2.6), and [M2(r^)],* given by (4.7); / = 1 , . . . , « , small-area predictors and estimated root 
mean squared prediction errors are obtained. Table 1 shows the results for the « = 51 states; 
also shown in the table are the raw undercount data Yj, the fitted linear model {X0)i, and 
the weight, 

w,- = fV(Q6,- + r^), (5.1) 

such that 

Pj{Y; f2) = WjYj + (1 - Wj){X0)j; i= 1 51. (5.2) 

Notice that w, for REML is consistently larger than w, for m.l., which is intuitively sensible 
since f ̂ f has a notoriously large, negative bias. Thus, REML estimation of T^ results in less 
weight on the model term {X0)i, but in a way so that the effect of estimation of T^ can be 
incorporated. 

It is interesting to notice that one pays a price for using REML; its root mean squared predic­
tion errors are consistently larger. This is not surprising, since we know that (asymptotically) 
m.l. is 100% efficient. Further, notice that the improved root mean squared prediction error, 
J [M2 (r^) ],% is between 1 % and 9% larger than J [Mi (f̂ ) ],,. 

With regard to prediction, one can assess the importance of m.l. versus REML estimation 
of r^ by computing the weighted sum of squares. 

When compared to. 

and 

Y ^Pi(Y;fi,) -Pi{Y;f'ri)]'Cj= 15. 

Y {Yj- D^C, = 70,421 
/ = i 

Y [Yj-Pj{Y;fii)]^ = 26,033, 
( = 1 

Table 1: Columns, from left to right, show the 51 states according to a three-letter identifier, 
their raw undercounts [Yj], their model fits {{X0)j], their weights [ w,) given by 
(5.1), their predictors (5.2) (headed F12), their root mean squared prediction errors 
[J[Mi (f^) ],,] (headed RMPEl), and their improved root mean squared prediction 
errors [J[M2{T^)]*J] (headed RMPE2). Table is given over the page. 
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Table 1 

STATE 

ala 
aka 
arz 
ark 
cal 
col 
con 
del 
tia 
gga 
hai 
idh 
iU 
ind 
iow 
kan 
kty 
lou 
mne 
mid 
mas 
mch 
min 
mis 
mou 
mon 
neb 
nev 
nwh 
nwj 
nwm 
nwy 
noc 
nod 
oho 
okl 
ore 
pen 
rhi 
soc 
sod 
ten 
tex 
uth 
vmt 
vir 
was 
wev 
wis 
wyo 
del 

Y 

0.9965 
1.0288 
1.0204 
0.9895 
1.0307 
1.0033 
0.9886 
0.9938 
1.0144 
0.9955 
1.0111 
1.0125 
1.0211 
0.9936 
0.9932 
1.0056 
0.9845 
1.0234 
1.0201 
1.0242 
0.9882 
1.0079 
1.0111 
1.0097 
1.0080 
1.0144 
1.0008 
1.0265 
0.9842 
1.0130 
1.0236 
1.0166 
1.0118 
1.0005 
1.0108 
0.9977 
1.0027 
0.9972 
1.0089 
1.0632 
1.0008 
0.9717 
1.0037 
1.0040 
0.9889 
1.0009 
1.0142 
0.9942 
1.0173 
1.0361 
1.0375 

MDLFT 

1.0037 
1.0175 
1.0158 
0.9962 
1.0225 
1.0199 
1.0079 
1.0107 
1.0120 
1.0046 
1.0105 
1.0070 
1.0103 
1.0026 
1.0033 
1.0092 
0.9872 
1.0086 
0.9992 
1.0140 
1.0068 
1.0081 
1.0049 
1.0086 
1.0010 
1.0059 
1.0071 
1.0151 
1.0033 
1.0105 
1.0256 
1.0119 
0.9998 
0.9969 
1.0044 
1.0018 
1.0089 
1.0013 
0.9939 
1.0040 
0.9985 
0.9966 
1.0149 
1.0142 
1.0018 
1.0058 
1.0121 
0.9877 
1.0032 
1.0127 
1.0474 

WGHT 

0.1431 
0.4767 
0.0742 
0.1398 
0.0682 
0.1926 
0.1029 
0.4571 
0.0785 
0.1639 
0.2785 
0.5627 
0.1170 
0.1413 
0.1478 
0.2215 
0.1519 
0.0263 
0.3703 
0.0712 
0.1945 
0.1601 
0.2793 
0.1279 
0.1681 
0.3785 
0.5117 
0.2852 
0.3080 
0.0895 
0.3276 
0.0807 
0.0748 
0.8931 
0.1273 
0.1625 
0.2833 
0.1475 
0.4167 
0.0216 
0.7538 
0.0755 
0.0482 
0.4010 
0.8232 
0.1753 
0.1305 
0.1452 
0.2877 
0.3992 
0.2191 

REML 

F12 

1.0026 
1.0229 
1.0162 
0.9953 
1.0231 
1.0167 
1.0059 
1.0030 
1.0122 
1.0031 
1.0107 
1.0101 
1.0116 
1.0013 
1.0018 
1.0084 
0.9868 
1.0090 
1.0069 
1.0147 
1.0032 
1.0081 
1.0066 
1.0087 
1.0022 
1.0091 
1.0039 
1.0183 
0.9974 
1.0107 
1.0249 
1.0123 
1.0007 
1.0001 
1.0052 
1.0011 
1.0071 
1.0007 
1.0001 
1.0053 
1.0002 
0.9947 
1.0144 
1.0101 
0.9912 
1.0049 
1.0123 
0.9887 
1.0073 
1.0221 
1.0452 

RMPEl 

0.00439 
0.00896 
0.00487 
0.00541 
0.00322 
0.00473 
0.00435 
0.00739 
0.00289 
0.00391 
0.00678 
0.00531 
0.00257 
0.00334 
0.00452 
0.00466 
0.00507 
0.00476 
0.00593 
0.00406 
0.00323 
0.00259 
0.00359 
0.00557 
0.00350 
0.00699 
0.00441 
0.00744 
0.00684 
0.00305 
0.00611 
0.00243 
0.00421 
0.00313 
0.00253 
0.00429 
0.00434 
0.00253 
0.00625 
0.00555 
0.00464 
0.00439 
0.00341 
0.00524 
0.00454 
0.00338 
0.00418 
0.00603 
0.00325 
0.00882 
0.01081 

RMPE2 

0.00453 
0.00976 
0.00500 
0.00562 
0.00327 
0.00495 
0.00451 
0.00811 
0.00295 
0.00403 
0.00730 
0.00579 
0.00265 
0.00349 
0.00475 
0.00496 
0.00524 
0.00480 
0.00645 
0.00415 
0.00341 
0.00271 
0.00383 
0.00575 
0.00367 
0.00761 
0.00480 
0.00802 
0.00740 
0.00314 
0.00648 
0.00247 
0.00430 
0.00324 
0.00263 
0.00451 
0.00464 
0.00263 
0.00678 
0.00559 
0.00496 
0.00449 
0.00345 
0.00563 
0.00479 
0.00354 
0.00434 
0.00628 
0.00348 
0.00963 
0.01125 
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Table 1 (concluded) 

STATE 

ala 
aka 
arz 
ark 
cal 
col 
con 
del 
fla 
gga 
hai 
idh 
iU 
ind 
iow 
kan 
kty 
lou 
mne 
mid 
mas 
mch 
min 
mis 
mou 
mon 
neb 
nev 
nwh 
nwj 
nwm 
nwy 
noc 
nod 
oho 
okl 
ore 
pen 
rhi 
soc 
sod 
ten 
tex 
uth 
vmt 
vir 
was 
wev 
wis 
wyo 
del 

Y 

0.9965 
1.0288 
1.0204 
0.9895 
1.0307 
1.0033 
0.9886 
0.9938 
1.0144 
0.9955 
1.0111 
1.0125 
1.0211 
0.9936 
0.9932 
1.0056 
0.9845 
1.0234 
1.0201 
1.0242 
0.9882 
1.0079 
1.0111 
1.0097 
1.0080 
1.0144 
1.0008 
1.0265 
0.9842 
1.0130 
1.0236 
1.0166 
1.0118 
1.0005 
1.0108 
0.9977 
1.0027 
0.9972 
1.0089 
1.0632 
1.0008 
0.9717 
1.0037 
1.0040 
0.9889 
1.0009 
1.0142 
0.9942 
1.0173 
1.0361 
1.0375 

MDLFT 

1.0037 
1.0175 
1.0157 
0.9963 
1.0224 
1.0198 
1.0079 
1.0107 
1.0120 
1.0046 
1.0105 
1.0070 
1.0103 
1.0026 
1.0034 
1.0091 
0.9874 
1.0086 
0.9993 
1.0139 
1.0068 
1.0081 
1.0049 
1.0085 
1.0011 
1.0059 
1.0071 
1.0150 
1.0033 
1.0105 
1.0254 
1.0119 
0.9998 
0.9970 
1.0045 
1.0018 
1.0088 
1.0014 
0.9940 
1.0041 
0.9985 
0.9967 
1.0148 
1.0141 
1.0019 
1.0058 
1.0120 
0.9879 
1.0033 
1.0127 
1.0470 

WGHT 

0.1190 
0.4241 
0.0608 
0.1161 
0.0559 
0.1617 
0.0849 
0.4050 
0.0644 
0.1368 
0.2378 
0.5099 
0.0967 
0.1174 
0.1230 
0.1870 
0.1264 
0.0214 
0.3222 
0.0583 
0.1634 
0.1335 
0.2386 
0.1060 
0.1404 
0.3299 
0.4587 
0.2439 
0.2646 
0.0736 
0.2826 
0.0663 
0.0614 
0.8710 
0.1055 
0.1356 
0.2421 
0.1227 
0.3660 
0.0176 
0.7122 
0.0619 
0.0393 
0.3512 
0.7901 
0.1467 
0.1082 
0.1207 
0.2461 
0.3494 
0.1849 

ML 

F12 

1.0028 
1.0223 
1.0160 
0.9955 
1.0228 
1.0171 
1.0063 
1.0039 
1.0121 
1.0034 
1.0106 
1.0098 
1.0113 
1.0015 
1.0021 
1.0085 
0.9870 
1.0089 
1.0060 
1.0145 
1.0037 
1.0081 
1.0064 
1.0087 
1.0021 
1.0087 
1.0042 
1.0178 
0.9983 
1.0106 
1.0249 
1.0122 
1.0005 
1.0000 
1.0051 
1.0013 
1.0074 
1.0008 
0.9995 
1.0051 
1.0002 
0.9951 
1.0144 
1.0105 
0.9916 
1.0051 
1.0123 
0.9886 
1.0067 
1.0209 
1.0452 

RMPEl 

0.00415 
0.00850 
0.00448 
0.00506 
0.00314 
0.00446 
0.00398 
0.00697 
0.00271 
0.00375 
0.00629 
0.00507 
0.00242 
0.00309 
0.00418 
0.00432 
0.00486 
0.00446 
0.00557 
0.00376 
0.00302 
0.00242 
0.00339 
0.00526 
0.00326 
0.00656 
0.00420 
0.00692 
0.00637 
0.00283 
0.00582 
0.00231 
0.00401 
0.00310 
0.00236 
0.00396 
0.00408 
0.00239 
0.00591 
0.00519 
0.00452 
0.00413 
0.00329 
0.00498 
0.00445 
0.00317 
0.00391 
0.00567 
0.00306 
0.00829 
0.01036 

RMPE2 

0.00427 
0.00933 
0.00459 
0.00525 
0.00319 
0.00466 
0.00412 
0.00771 
0.00276 
0.00385 
0.00679 
0.00559 
0.00248 
0.00323 
0.00438 
0.00460 
0.00502 
0.00449 
0.00608 
0.00384 
0.00319 
0.00252 
0.00362 
0.00541 
0.00341 
0.00717 
0.00461 
0.00746 
0.00691 
0.00290 
0.00617 
0.00235 
0.00408 
0.00324 
0.00245 
0.00416 
0.00436 
0.00248 
0.00645 
0.00523 
0.00490 
0.00422 
0.00332 
0.00536 
0.00477 
0.00330 
0.00406 
0.00590 
0.00328 
0.00909 
0.01078 
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it is clear that, from a national perspective, prediction is not very sensitive to estimation methods 
for T^. (Cressie (1990) reaches the same conclusion based on a similar comparison of f ̂ f and 
f mm-) However, from Table 1, it is equally clear that estimated root mean squared prediction 
errors are considerably more sensitive. 

Cressie (1990) gives expressions for the risks of adjusting using P{Y;T^) and of not 
adjusting. When f^i and 0{f%) are substituted into those expressions, the risk of adjusting 
is 3,253, while the risk, of not adjusting is 34,134. That is, not adjusting leads to a 949% increase 
in risk (provided the model defined by (1.4), (1.5) and (1.6) holds). 

5.2 Simulation 

To check the asymptotic distribution theory of the REML (and m.l.) estimator of r^, a 
simulation was carried out on the linear model described in Section 5.1, with parameter values: 

jSo = 1.0330, jSi = 0.000712, ^5 = -0.000110, T^ = 95.00. (5.3) 

The simulation, 

Y ~ Gau(^g , A -I- T^D), (5.4) 

where A is given by (1.4) the same values of 6f, . . . . 651, as used in Section 5.1 and Cressie 
in 1990, are used here and D is given by (1.6), was performed 500 times, and each time the 
estimates, fmp, rim, ^"d fji were computed. (Whenever a negative value was obtained, the 
estimate was set equal to zero.) The stem-and-leaf plots of the three sets of estimates are 
presented in Figures la, lb and Ic, respectively. Notice the relatively larger number of zeros 
for the m.l. estimates (Figure la). 

Figure 1. Stem-and-leaf plots of estimated variance parameter T^, based on 500 simulations 
of (5.4): (a) maximum UkeUhood (Section 3.1), (b) method-of-moments (Section 3.2) 
and (c) restricted maximum UkeUhood (Section 3.3). 

0 000000000000001155556667 
1 0001223566667889 
2 000112356677899 
3 001112234455555779999 
4 00111111122223334444555556666777788888899999 
5 0000122233333334455566666778888899999999 
6 00000111111112222222223333344445566677777788889999 
7 0001111111122222334444445555666677777888888999 
8 0011122222233333333334445556677777788889999 
9 00001111222222333334555677777788 
10 00001111111233334444456677777888899 
11 0001112222234444456667899 
12 000111122223333336677788899 
13 1223345556677999 
14 0001222334445666799 
15 000012223344558999 
16 157899 
17 001122233589 
18 2568 
19 145 
20 7 
21 2 
22 88 

Figure la 
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0 000000377778 
1 011113344446679999 
2 11144455557778888 
3 00002222222233333355555666666888899999 
4 122222224466667777777999999 
5 0002222333333455577777778888 
6 0000000111333334444444446666677779999999999 
7 111122222224444455555555777778888888 
8 00000222333333355555556666666688999 
9 111222222244444466666777779999 
10 000000222233333355577777888888 
11 00000000111113333444444666677789999 
12 1111122222224444444445777778 
13 00002233666888888999 
14 11122244667777999 
15 002233558888 
16 000001133444777799 
17 122222245555788 
18 00003335566899 
19 26799 
20 02258 
21 37 
22 11558 
23 5 
24 79 
25 
26 
27 5 
28 5 
29 2 
30 78 
31 3 
32 
33 2 

Figure lb 

The means {X) and standard deviations (S) of the distributions shown in Figure 1 are: 

-2 -2 
t mt r„,„. 

X 

s 

r'rt 

= 94.27. 
= 49.17. 

X = 83.56 X = 96.85 
S = 45.65 S = 57.46 

The means should be compared to the true value of T^ = 95.00. The bias in f ̂ f is apparent; 
f rf has very little bias and has a small advantage over f mm- With regard to standard deviations, 
the advantage of T^I over r\,„, is considerable, but it is at some disadvantage over fmf- For 
reasons explained in Section 3.3, that are not all statistical, bias is more of a concern than 
variance, and so REML estimation of r^ should be considered a serious alternative to m.l. 

Asymptotic distribution theory for m.l. and REML can be checked from the simulations. 
(The method of moments is at a disadvantage in that no asymptotic distribution theory is readily 
available.) Substituting T^ = 95.00 into (3.13) yields. 
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0 00000001234777799 
1 0012334567789 
2 012225556888899 
3 112234444556889 
4 0013344445555666777888888899 
5 000011222333333444445566777788888999 
6 0001112222222334444444445666677778888999999 
7 00000011111112222222233334444555677778888899999 
8 00000001111222333455555566666777778889 
9 00011122222222333333444455555566689999999 
10 00000000011122333444555566777888899 
11 0001122233344455666677788888899 
12 00011111122233344455567789 
13 000133334555555556788 
14 0001112344445667789 
15 00111222344566788 
16 0011122223355557999 
17 011235556 
18 00112566777779 
19 117 
20 013478 
21 123 
22 7 
23 6 
24 
25 02 

Figure Ic 

{yar{fii)}'^' = 48.73, 

which should be compared to S = 45.65. Finally, substituting T^ = 95.00 into (3.29) yields, 

{yar{TJi)]''' = 50.14, 

which should be compared to S = 49.17. 

The opportunity also exists to use the simulation to look at "actual" errors of prediction 
and to assess the performance of Mi(f^) and M 2 ( T ^ ) * . If the parameter values (5.3) were 
estimated from the original data, then this amounts to a parametric boostrap. 

6. CONCLUSIONS AND DISCUSSION 

Model-based prediction of undercount reUes on careful checking of model fit. Diagnostic 
plots based on standardized residuals have already been suggested at the end of Section 2. The 
standardized BLUP residuals [Y, - Pi{Y; f^))/([M(f^)],-,)''''; i = 1 n, also have a 
role to play. They could either be used in a quantile-quantile plot {e.g. Cressie 1991, p. 225) 
or, as suggested by Calvin and Sedransk (1991), plotted against^,(Y; f^); i = 1 n. 

One could also extend the model (1.4) to include an unknown variance-component parameter 
a': 

Y ~ Gau{F,a^A), (6.1) 
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where A = diag[6i, . . . , 6^). Upon fitting the more general model (6.1), (1.5) and (1.6), one 
could then test whether the REML estimate a% is significantly different from a^ = 1, which 
would provide a check on model misspecification. (In this case, REML estimation is recom­
mended over m.l. estimation, since any bias wiU seriously affect inference on a^.) 

Restricted maximum likeUhood (REML) estimation of variance-matrix parameters is less 
Ukely to lead to empirical Bayes predictors that put too much weight on the regression model 
(1.5). The price paid is slightly larger mean squared prediction errors. Using asymptotic dis­
tribution theory for REML (which is checked by simulation), improved estimators of the mean 
squared prediction errors can also be obtained. Based on the model (1.4), (1.5) and (1.6), it 
can be concluded that there are accurate and precise ways to make inference on adjustment 
factors [Fj : i = 1, ..., n]; the predictors {Pi{Y;fJt)'- i = I,..., n] yield true-count and 
undercount predictors, 

Tf" = Pi {Y;f^rt)Cj and f/P" = 100( 1 - ( A {Y;rji)) - ' ) ; i=l, ...,n, 

respectively. Their biases and mean-squared prediction errors can be obtained using the 
6-method {cf Cressie 1991, Section 3.2.2). 
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ABSTRACT 

The present article discusses a model-based approach towards adjustment of the 1988 Census Dress 
Rehearsal Data collected from test sites in Missouri. The primary objective is to develop procedures that 
can be used to model data from the 1990 Census Post Enumeration Survey in April, 1991 and smooth 
survey-based estimates of the adjustment factors. We have proposed in this paper hierarchical Bayes (HB) 
and empirical Bayes (EB) procedures which meet this objective. The resulting estimators seem to improve 
consistently on the estimators of the adjustment factors based on dual system estimation (DSE) as well 
as the smoothed regression estimators. 

KEY WORDS: Post Enumeration Survey; Adjustment factors; Dual system estimation; Hierarchical 
Bayes; Empirical Bayes; Variance components; EBLUP's; Regression estimates; 
Standard errors. 

1. INTRODUCTION 

The present article discusses a model-based approach towards adjustment of the 1988 Census 
dress rehearsal data collected from test sites in Missouri. The main objective behind this exercise 
is to develop procedures that can be used to model data from the 1990 Census Post Enumeration 
Survey (PES) in April, 1991, and smooth survey-based estimates of the so-called "raw adjust­
ment factors". These raw adjustment factors which are ratios of estimates of the unknown 
total population to the corresponding 1990 Census count, are computed at various levels of 
aggregation (geographic areas such as cities, suburbs, etc.) crossed by various demographic 
categories (such as age, sex, race, etc.). The cross-classified categories are called poststrata. 

Before proceeding further, a brief historical anecdote is in order. Adjustment of 1980 
decennial census counts in the United States has been a topic of heated debate for nearly a 
decade. Despite the intensive efforts and the massive expenditure incurred by the U.S. Bureau 
of the Census to achieve near-complete coverage in the 1980 Census, there have been many 
lawsuits against the Bureau by individual states and cities demanding revision of the reported 
counts. In one such instance of Utigation, by now well-pubUcized to the Statistics community 
in the articles of Ericksen and Kadane (1985) and Freedman and Navidi (1986), New York City 
among others sued the Census Bureau, and many reputed statisticians appeared as expert 
witnesses on either side. In particular Ericksen and Kadane appeared on the plaintiff's side, 
and proposed a model-based approach towards the adjustment of census counts. They 
advocated shrinking the adjustment factors calculated on the basis of the PES data towards 
some suitable regression model. This approach documented in Ericksen and Kadane (1985) 
is similar to the one considered in Fay and Herriot (1979) or Morris (1983). Despite criticism 
of the Ericksen-Kadane approach by some statisticians (most severely by Freedman and 

' G.S. Datta, University of Georgia, Athens, GA 30602; M. Ghosh, University of Florida, Gainesville, FL 32611; 
E.T. Huang, C.T. Isaki, L.K. Schultz and J.H. Tsay, U.S. Bureau of the Census, Washington, DC 20233. 
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Navidi (1986)), most people recognize the importance of the model-based approach for adjust­
ment. Indeed, in this article, barring a few differences in the assumptions, to be pointed out 
later in section 2, we use the Fay-Herriot or the Ericksen-Kadane model for the analysis of 
the 1988 Missouri Dress Rehearsal data. A different model-based approach which does not 
include co-variates is given in Cressie (1989). 

A good description of the PES conducted as part of the 1988 Missouri Dress Rehearsal can 
be found in Childers and Hogan (1990). Hogan and Wolter (1988) discuss the categories of 
error that occur in a PES and a means of their evaluation. Basically, the PES design consists 
of a single stage stratified sample of blocks and dual system estimation of the number of persons 
by poststrata. 

In the present article, we begin at the point where a set of estimated raw adjustment factors 
and their covariances from the PES are available for modelling based on the 1988 Census Dress 
Rehearsal Data from the Missouri test sites. It is also assumed that a set of possible explanatory 
variables defined at the poststrata level and to be used in regression are also avaUable. There are 
two geographic areas under consideration: the city of St. Louis which is a large central city, and 
East Central Missouri, which is a collection of areas of moderate population size. In defining 
the poststrata in St. Louis, persons were classified into the following demographic categories: 
(i) race: white non-hispanic and others, (U) owners and non-owners (renters) of dwelUngs, 
(ui) sex: male and female, (iv) age groups: 0-9, 10-19, 20-29, 30-44, 45-64 and 65 -I-. This led 
to a total of 2 x 2 x 2 x 6 = 48 adjustment factors for St. Louis. In East Central Missouri, 
the sex and the age-group categories remained the same as in St. Louis, but instead of (i) and 
(ii), a new category (i)' classifying persons as (a) White non-Hispanic in Tape Address Register 
(TAR) areas, (b) White non-Hispanic in non-TAR areas, and (c) others in all areas were 
introduced. For East Central Missouri, a total of 3 x 2 x 6 = 36 adjustment factors were 
calculated. Thus, a total of 84 adjustment factors were used for modelling. Within each area, 
estimated adjustment factors were correlated due to the use of a block cluster sampling scheme. 
This led to a block-diagonal sample covariance matrix of the adjustment factors of dimensions 
48 x 48 and 36 x 36 corresponding to St. Louis and East Central Missouri, respectively. 

In Section 2 of this article, we describe a general model-based method for obtaining smoothed 
adjustment factors, and the associated standard errors. Both the hierarchical and empirical 
Bayes methods are used. The EB method can also be regarded as a variance components method 
(see for example Harville (1985)). The formulas for posterior standard errors associated with 
the HB estimators are also provided. We may point out here that an EB method when employed 
naively can lead to serious underestimates of the associated standard errors. This is due to the 
fact that a naive EB method does not take into account the uncertainty due to estimation of 
the unknown variance components. However, Kackar and HarviUe (1984), and Prasad and 
Rao (1990) have suggested interesting approximations to the estimated mean squared errors 
(MSE's) of the EB estimators. Following their principle, we have derived formulas for the 
estimated MSE's in the present context. We have also pointed out in this section how some 
(though not all) of the criticisms levelled against the Ericksen-Kadane (1985) procedure by 
Freedman and Navidi (1986) can be avoided in the present context. 

In Section 3, we have analyzed the actual data. The sample estimates, the HB estimates, 
the EB estimates and the regression estimates of the adjustment factors are all provided. Also, 
the associated standard errors are given. Both the HB method and the EB methods which take 
into account the uncertainty due to unknown prior parameters stand on par in their perfor­
mance, and enjoy a clear-cut superiority over the raw estimates as well as the regression estimates 
in reducing the estimated standard errors. 

Finally, some of the technical details of this paper are given in the Appendix. 
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2. HB AND EB ESTIMATION 

This section describes the general HB and EB estimation procedures for certain hierarchical 
models. The specific application to estimation of adjustment factors is considered in Section 3. 

The following hierarchical model is considered: 

I. I'I 9, 0, a^ ~ N{Q, V), where Fis a known m x m positive definite matrix; 

II. Q\0,a^ ~ N{X0,a^I); 

III. 0 and o^ are marginally independent with 0 uniform (R") and a^ uniform (0,oo). 

The HB analysis is based on I-III. In the absence of precise prior information on 0 and a^, 
we prefer the use of diffuse priors in III. We also analyzed the data with the prior pdf of a^ 
proportional to a~^ on (0, oo). The results were quite similar and are not reported. The 
following theorem is proved. 

Theorem 1. Consider the model given in (I)-(III). Write E = V •¥ a^/. Suppose m > p + 3. 
Then (i) the conditional pdf of 0 given a^ and Y = y is N{GV~^y,G), where 

G=v- vi:-^v + VJ:-^X[X'^Y:-^X]-^X'^L-^V; (2.I) 

(ii) the conditional pdf of a^ given Y = y is 

f{a^\y) oc I S |-i/2 I x^L-^X \-^^^e\p[-1/2y^Fy), (2.2) 

where 

f = 2-1 - 2-lA'[A'^2-*^]-*A'^Z;-^ (2.3) 

The proof of the theorem is deferred to the appendix. Using formulas for conditional expec­
tations and variances, one then gets 

E{Q\y) =E[E{Q\a\y)\y] = {E{GV-'\y))y; (2.4) 

K(e|;;) = V[E{e\a\ y)\y] + E[V{e\a\ y)\y] = V(GV-'y\y) -^E{G\y). (2.5) 

Using (2.2) and (2.3), one obtains £'(0 | y) and ¥{0 \ y) from (2.4) and (2.5) via numerical 
integration. 

The calculations involved in (2.1) - (2.3) can be somewhat simplified when one uses the 
spectral decomposition theorem for V. Thus, V = PDP^, whereD = Diag(c/i dm),di 
being the eigenvalues of V, and P = (|i . . . , f„), ,̂ being the corresponding orthonormal 
eigenvectors. Using the orthogonality of P, one now gets 
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m 

1 = 1 

£-1 = P(aH -^ D)-^P^; 

A-̂ E - ̂ X = (P^X) ''{a^I + D)-' {P^X) ; 

F = P{ah + D) -^P^ - P(a^I -H D) '^(P^X) X 

[{P^X)^{a^I + D)-HP'^X)]-\P'^X)(a^I + / ) ) - ' . 

The actual numerical integration over a^ which needs evaluation of the integrand at different 
values of a^, is somewhat simpUfied since P and X are known and â  / -I- D is a diagonal 
matrix. 

Next we consider EB estimation. Then, one does not use III. First a Bayes estimator, i.e. 
the posterior mean of 6 is obtained from I and II assuming 0 and a^ to be known. This 
estimator is given by 

e« = E(e I Y, 0, a^) 

= (K-' -I- ( r -2/)- ' (K- 'y-h a-^X0) 

= E-^((7^F-h VX0). (2.6) 

The corresponding posterior variance is given by 

K(e| Y,0,a^) = (F- i -h a-^I)-^ = V - VI.-'^V. 

However, in practice, 0 and a^ are unknown, and are estimated via the maximum 
UkeUhood method from the marginal distribution of 7 which is N {X0, E). These MLE's are 
denoted by 0 and a^ where 0 = {X'^t'^X) '^X'^t'^Y, t = V -\- a^I. Substituting such 
estimators of E, a^ and 0 in (2.6), an EB estimator of 9 is found as 

eEB = E-i(fr2y + VX0) = A'/3 -h 6-^E-'(F - X$). (2.7) 

The estimator given in (2.7) is also obtainable as an estimated best Unear unbiased predictor 
(EBLUP). First assume that a^ is known, and find the BLUP 9^^"^ = X0 -^ a^^-'^{Y - X0) 
of 9 where 0 ={X^L~^X)~ *A'̂ E " ̂  Y. Next estimate a^ by a^, its MLE and correspondingly 
E by E. Substitution of ff^ and E in place of a^ and E in 9^^"'' results in the EBLUP 9^^. 

A naive EB estimator of the variance matrix of 9^° is V — Vt'^V. This is a gross 
underestimation of the variance matrix since uncertainty due to estimation of 0 and a^ 
is not taken into account. If a^ is assumed known, and 0 is assigned a uniform prior on 
R''{m > p -I- 3), then the HB estimator of 9 is the same as 9^^-^P, and the posterior variance 
matrix is then M = V - KE'^F-I- V'L-^X{X^'L-'^X)-^X^'L-^V. This implies imme­
diately that E[(9^^"^ - 9) (0^^^^ - 9)^^] = M, where expectation is taken over the 
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joint distribution of Y and 9 given in I and II. Thus, in the Bayesian language, FE"* 
X{X^I,~^X) "^X^L~^Vcan be interpreted as the excess in the posterior variability due to 
the uncertainty involved in 0, while using the classical terminology, the same phenomenon can 
be interpreted as the excess in the MSE due to the same uncertainty. 

We have the additional problem of tackling unknown a^. The Bayesian method enables us 
to find the posterior distribution of a^ given Y = y, while even without introducing a prior 
for 9, it is still possible to find an approximation to the MSE of 9^° by adapting an argument 
of Kackar and HarviUe (1984) or Prasad and Rao (1990). 

The necessary theorem whose proof is deferred to the Appendix is given below. 

Theorem 2. An approximate estimate of MSE of 9^^ is given by 

M'SE(9^^) = V - VKV + (VK^V) [2(trE-^)-'], (2.8) 

where 

K = t-'^ - t-'^X{X'^t-'^X)-^X'^t-'^. (2.9) 

The third term in the right hand side of (2.8) can be interpreted as the excess in the mean squared 
error due to uncertainty in estimating a^. A general decomposition of the prediction error is 
given in Harville (1985). 

Although the posterior variances ^(913;) associated with the HB estimator 9"^ of 9 and 
the estimated MSE of the EB estimator 9^° of 9 are motivated from two distinct inferential 
philosophies, one common thread tying the two is that they both attempt to incorporate the 
uncertainty due to estimation of the model variance. For a better understanding of this, note 
that writing ^ = £-> - I.''^ X{X'^I.-^X)-^X'^l,-^, 

E[F(9 | a^,y)] = G = V - VKV (2.10) 

andE(G| J') is approximated by V — F^Kwhichisoneof the two terms given in (2.8). Also, 
E ( 9 | a^,y) = GF~*j', and it can be shown after some simplification that GK~* = I — VK. 
Thus, V{GV~'^y\ y) = VV{K\ y)V, and V{K\ y) is apparently approximated by 
.^'[2(trE~^) " * ] . However, as evidenced later in the numerical calculations of Section 3, 
MSE approximation of 9^^ need not match K(9 | j') perfectly. 

In Ericksen and Kadane (1985) one assumption involved was that of known a^. Freedman 
and Navidi (1986) insisted on estimation of a^, and we have in Theorems 1 and 2 accounted 
for this source of uncertainty both in a Bayesian and frequentist way. It should be noted that 
unlike previous work that addressed the estimation of net undercount of total population at 
the city and balance of state level, our interests lay in the estimation of adjustment factors at 
finer levels of detail. Operationally, adjustment at the finer levels aUows for considerable savings 
in terms of time and computer costs as census files need to be used only once. Adjustment 
models using higher levels of geography would require several passes through the census data 
because they would require a method of distributing the undercount to lower levels of 
geography. Finally, correlation in the error structure allows the possibility of a non-diagonal 
V, another important generalization of the Fay-Herriot (1979) or Ericksen-Kadane (1985) 
model. Thus, the Freedman-Navidi criticism of lack of correlation across estimated adjustment 
factors does not hold against the present set up. The remaining main criticism of assuming 
the components of Kto be known, whereas in reality these are sample based estimates, is yet 
to be resolved. Efforts are now being made to model the components of K as a function of 
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variables such as the number of sample persons, the initial regression predictor, etc. It is hoped 
that such models wiU stabilize the estimated variances by reducing their variance. 

Along with the HB and EB estimators of 0, there are also the regression estimators given 
by 9 ^^° = X{X^t ~ ̂ X) ~ ^X^t ~ * Y. The associated variance-covariance matrix is given by 
M„ - a^{Mot-'^ -I- E-^A/J - / ) , where Mo = X{X^t-^X) '^X^. 

3. DATA ANALYSIS 

Let Yj = DSEj/CensuSj = adjustment factor /, / = 1, . . . , 84, and Y = {Y,, ..., Jg4)^. 
The set of explanatory variables A'is quite large when all possible interactions are considered. 
To simpUfy the analysis, experts at the Census Bureau were consulted and a reduced set of 
22 potential explanatory variables were considered for modelUng purposes. (See Huang et al. 
1991). The number of potential explanatory variables was also Umited by the capabiUty of the 
computer. The present model was selected using a best subset regression procedure with 
minimum Mallows' Cp as the criterion over a set of 22 possible explanatory variables. Because 
the computer software required the input data to be in the ordinary least squares situation, 
we transformed the dependent and explanatory variables in the usual manner. Also, because 
a^ is unknown, an interative procedure was used. 

As an aside, in selecting explanatory variables in the modelling process of adjustment factors 
for the 1990 Census, a slightly different procedure was used. In 1990, several explanatory 
variables were forced into the model and a best subset procedure was used to select additional 
explanatory variables. The change in procedure was made to counteract the potential for 
understating a^. (See Isaki et al. 1991). 

The A"matrix obtained via best subsets regression is of the form X = {Ig^, X2, X^, X4, Xs, 
X(„ X-,, Xi, X(), XIQ) . All of the explanatory variables in X are obtained from the 1988 Dress 
Rehearsal Census and defined at the poststrata level, the unit of analysis. 184 is a unit vector; 
X2 is the indicator variable for St. Louis; X-^ is the indicator variable for renters or is the 
proportion of renters for the East Central Missouri poststrata; X^, through X^ are indicator 
variables for age groups 0-9, 10-19, 20-29 and 30-44, respectively; X^ is an indicator or 
proportion variable for males aged 20-64 that rent; X,j is an indicator variable for other males 
aged 20-64; and A'lo is an indicator variable for other persons in St. Louis. 

Using the above design matrix, we obtained/J = (.9812, -.0271, .0485, .0699, .0695, .0533, 
.0386, .0628, .0475, .0778)^and ci^ = .000574. The EB's or the EBLUP's and the associated 
approximate standard errors can now be computed using formulas derived in Section 2. For 
consistency, the HB analysis was also performed with the same A'matrix (we do not require 
0 or a^ for that analysis). 

In Figures 1 and 2 we plot the estimated adjustment factors and standard errors by poststrata. 
The first 12 poststrata refer to white non-Hispanic non-owners in St. Louis; poststrata 13-24 
refer to all other non-owners in St. Louis; poststrata 25-36 refer to white non-Hispanic owners 
in St. Louis and poststrata 37-48 refer to aU other owners in St. Louis. Poststrata 49-60 refer 
to white non-Hispanic persons in Tape Address Register (TAR) areas in East Central Missouri; 
poststrata 61-72 refer to white non-Hispanic persons in non-TAR areas in East Central Missouri; 
poststrata 73-84 refer to all other persons in East Central Missouri. 

Within each group of 12 poststrata, the first six refer to males by age 0-9,10-19,20-29,30-44, 
45-64 and 65 -I-. We note in Figure 1 that the raw adjustment factors for the other group tend 
to be higher than those for the white non-Hispanic except for TAR area in East Central 
Missouri. The same observation nearly holds in Figure 2 concerning the raw standard errors. 
In Figure 3 a plot of the estimated standard errors versus the adjustment factors is provided. 
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Figures 1 to 3 lead to several interesting conclusions. 

(1) For every stratum, the estimated standard errors of the HB and the EB estimators of the 
adjustment factors are much smaller than the standard errors of the raw adjustment factors 
when compared to the unadjusted DSE's. 

(2) The EB estimators improve on the regression estimators for all the 84 strata by providing 
reduced estimated standard errors. Although the HB estimators do not improve on the 
regression estimators for all the strata, the improvement is substantial for most of the 
strata. 

(3) The data plots demonstrate that the difference between the point estimates Qf-^s and 
Q™s is quite small. Indeed, the percentage difference is always less than (and most often 
far less than) 1 %. 

(4) The posterior standard errors associated with the HB estimates {sj^^) are always bigger 
than the approximate MSE's of the EB estimates {sf^). As discussed earher, the two 
need not be the same. It is our feeUng that the approximate standard errors of the EB 
estimates are often slight underestimates. However, a comparison of sf^ and i 'P reveals 
that a naive EB procedure (with associated estimated standard errors s P ) can grossly 
underestimate the estimated standard errors by failing to incorporate uncertainty due to 
estimation of a^. This deficiency is largely rectified by sf^ which is based on second 
order approximations. 

At the time of revision of this article, adjustment of the 1990 Decennial Census was 
completed. The EB estimation procedure was used. Basically, most of the same steps followed 
in modelUng the adjustment factors in the 1988 Dress Rehearsal Census were used. However, 
there were several differences. In 1990 adjustment, the estimated adjustment factors were 
modelled by each of four census regions and a special set for Indian reservations. The number 
of adjustment factors ranged from 12 for the Indian set to 456 in one of the regions. In addition, 
estimated variances of the raw adjustment factors were smoothed via regression models. 
Smoothing of the estimated variances tended to reduce large estimated variances and increase 
small estimated variances. The net effect was an increase in the contribution of the associated 
adjustment factors with large estimated variances to the EB estimates and vice versa. Other 
differences were that outUer detection procedures were used in both the variance and adjustment 
factor smoothing. Finally, the EB estimates at the poststratum level were ratio adjusted to 
regional total population estimates derived from the raw adjustment factors. The ratio adjusted 
smoothed factors were then appUed to related census population counts at the census block 
level. The resuhs were then integer rounded by collection of blocks in such a manner that each 
ceU within a block is rounded up or down to an integer and that control totals are off by at 
most one person. 

The procedures used to adjust the 1990 Census counts were pre-specified and the entire oper­
ation was conducted under a very tight time schedule. The Bureau of the Census recommended 
that the 1990 Census adjusted counts be used. A special panel selected by the Secretary of 
Commerce was evenly divided in this issue. Upon weighing the evidence, the Secretary decided 
against using the adjusted counts. The issue is now subject to litigation. A current issue is the 
possible use of adjusted counts for use in postcensal estimation. Research in obtaining better 
adjusted counts for use in postcensal estimation is currently underway. 
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APPENDIX - PROOFS OF THE THEOREMS 

Proof of Theorem 1. We provide only an outline of the proof. The details appear in Datta 
et al. (1991). The joint (improper) pdf of Y, 0 , 0 and a^ is given by: 

f{y,e,0,a^)<xexp[-l/2{y- e)^V-'{y - e)]a-'" exp[-ll{2a^)\\e - X0f], (A.l) 

where |H| denotes the EucUdean norm. Writing Px = X{X^X) '^X^, \\e - X0f = 

[0 - {x^x)-^x^eY{x^x)[0 - {x^x)-^x'^Q] + e^(/ - P^)Q. 

Now, integrating with respect to 0 in (A.l), it follows that the joint improper pdf of Y, 9 
and <r̂  is 

f{y.Qy) oc a-^'"-Phxp[- l/2{y - e)'^V-Hy - 0) - ll{2a^)Q'^{I - P^)e]. (A.2) 

Next writing £• = V~^ + a~^{I - / J ) , it follows after some simpUfications that 

{y - Q)'^V-\y - 0 ) -I- (7-^0^(7 - P^)Q = 

( 0 - E-^V-^y)'^E{Q - E-^V-'^y) + y^{V-^ - V-^E-^V-^)y. (A.3) 

Hence, the posterior distribution of 0 given a^ and Y = y isN{E~^V~^y,E~^). Using the 
familiar matrix inversion formula {A -I- BDB^) ~^ = A~^ - A~^B(D~^ -ir B^A~^ B) " ' 
B^A "^ (see for example Exercise 2.9, p. 33 of Rao (1973)), one gets £ " ' = G. This completes 
the proof of the first part of the Theorem. Next, using (A.3) and integrating with respect to 
0 in (A.2), one gets the joint (improper) pdf of K and a^ is 

f{y,a^) a a-^'"-P>\E\-'^'^exp[- {l/2)y'^(V-'^ - V-'^E^V-'^)y\. (A.4) 

Using Exercise 2.4, p. 32 of Rao (1973), it follows that 

| £ | = 1 v-'-^a\l-P,)\ =\A\ •^\o^X^X\ 

which on simplification reduces to 

I K - i | \I+a-^V\\X\l+a-''V)-^X\ ^\X^X\oi\I + o-^V\ \X'''L-''X\. (A.5) 

Also, after some calculations, it follows that 

K-i - V-^E-^V-^ = F. (A.6) 

The proof of part (ii) of Theorem 1 foUows now from (A.4) - (A.6) and noting that 
f{a^ I y) « f{a^, y). Note, however that the posterior pdf of a^ given y = ;* is proper. 

Proof of Theorem 2. Once again, only a sketch of the proof is given. The details are available 
in Datta e?fl/. (1991). 

Recall 

0 = {x'^i:-^x)-^x^L-^Y. 
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Define, 

e = X0 -\- a'l,-'{Y - X0). 

Now, observe that (i) 0 is the best unbiased predictor of 0 (due to normality) for every fixed 
ff^and(ii)E(0™ - 0) = 0 since â  is the MLE of ff^(c/Kackar and Harville (1984)). Now 
using Lemma 3.3.1 of Datta (1990), 0^^ - 0 is uncorrelated with 0. Hence, 

E[(0E^ - 0)(0E^ - 0)^] = 

E[(0E» - O)(0E» - 0)^] -f E[(0 - 0 ) ( 0 - 0)^"]. (A.7) 

Next, write 0^ = X0 -f er̂  2~ ' {Y - X0). Then standard arguments give 

E [ ( 0 - 0 ) ( 0 - 0)^] = E [ ( 0 - 0^)(0 - 0^)^] + E [ ( 0 » - 0 ) ( 0 ^ - 0 ) ^ ] . (A.8) 

Our previous calculations yield 

E[(0^ - 0 ) ( 0 ^ - 0)^] = V - KE-'K. (A.9) 

Further, 

E[(0 - 0^)(0 - 0^)^] = F 2 - ' ^ ( A ' ^ S - ' A ' ) - ' A ' ^ 2 - ' F . (A.IO) 

Finally, write 0 = g{a^) and 0^^ = g{a^). Using first order Taylor approximation, one gets 

Er(0EB - 0)(0EB _ e ) n ^ E\{a' - a^)' ^ ^ ^ ^ ^ ^ 1 . (A.ll) 
^ ^ \_ da^ da^ J 

Since5(<r^) = Y - VL'^IY - A ' ( A ' ^ E - ' A ' ) - ' A ' ^ E - ' F ] , using matrix differentiation, 
techniques, one gets 

- ^ = F[E-' - 2 - ' ^ ( A : ^ S - ' ^ ) - ' A ' ^ 2 - ' ] E - ' ( F - A - ^ ) . (A.12) 

E T - ^ ^ I = VK'L-''E\{Y - X0){Y - X0)^I.-^KV. (A.13) 
\jda^ da^] ^ •• 

But, simple algebra gives 

E[{Y - X0){Y - X0)^] =•£ - X{X^J:-^X)-^X^ ='EKL. (A.14) 

Hence, from (A.13), 

ldg_ djn 
[da^ da'] 
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Using, one more approximation, it follows from (A.ll) and (A. 15) that 

E[(0^'^ - 0)(0^^ - 0) ' '] = E(ff2 - a')'VK^V. (A.16) 

To estimate E{a' - a')' = MSE(6-^), we proceed as foUows. 

Since Y ~ 'N{X0, E), write the likelihood function as 

L{a') oc I 2 | - i / 2 e x p [ - l / 2 ( y - X0)'^i:-^{Y - X0)]. (A.17) 

Hence, 

^ = - l / 2 4 l o g | E | - l / 2 4 r r v _ v«>rv-i , 
da da da 

- l / 2 - - ^ l o g | E | -l/2-^[{Y - X0)^1:-HY - X0)]; (A.18) 

As before, denote by cfi d^ the eigenvalues of V. 

Then, log | E | = Er=i log(ff2 -I- dj). Hence 

^ ^ log I E I = - Er=, (a' + c/,) -' = - ti(E-2) . (A.20) 

Using (A.20) and matrix differentiation, it foUows from (A. 19) that 

l/2ti(E-2) - {Y - A'|8)^E-3(y - X0). (A.21) 
cf̂ logL 

d{a')' 

Thus, 

^[-'^] = - '^'''i"^-') ^ '^i''-') = '^''^r') 

Approximating E[(6-̂  - a')'] by 

'logz-iy 

justifiable by the asymptotic theory of maximum likelihood, one gets, from (A. 16), 

E[(0E^ - 0)(0™ - 0)^] = 2(tr{L-'))-^VK^V. (A.22) 

Combining (A.7) - (A.IO) and (A.22), one gets 

MSE(0'^») = V- KE-'K-I- Vi:-^X{X'^Z'^X)-^X'^I,-^V -^ F7ir^K[2(trE-2)-'](A.23) 
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Substitution of E for E yields the approximation given in (2.8). This completes the proof of 
Theorem 2. 
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A Comparison of Some Estimators of a Set 
of Population Totals 

DON ROYCEl 

ABSTRACT 

The Population Estimates Program of Statistics Canada has traditionaUy been benchmarked to the most 
recent census, with no allowance for census coverage error. Because of a significant increase in the level 
of undercoverage in the 1986 Census, however. Statistics Canada is considering the possibility of adjusting 
the base population of the estimates program for net census undercoverage. This paper develops and 
compares four estimators of such a base population: the unadjusted census counts, the adjusted census 
counts, a preliminary test estimator, and a composite estimator. A generalization of previously-proposed 
risk functions, known as the Weighted Mean Square Error (WMSE), is used as the basis of comparison. 
The WMSE applies not only to population totals, but to functions of population totals such as popula­
tion shares and growth rates between censuses. The use of the WMSE to develop and evaluate small-
area estimators in the context of census adjustment is also described. 

KEY WORDS: Census adjustment; Undercoverage; SmaU area estimation. 

1. INTRODUCTION 

The Population Estimates Program of Statistics Canada provides a wide variety of detailed 
information about the characteristics and distribution of the Canadian population during the 
five-year period between each census. Intercensal estimates of population have many impor­
tant uses, including the calculation of bilUons of doUars of transfer payments from the federal 
to provincial governments, the estimation of important demographic statistics such as birth 
and mortality rates, the planning of future levels of immigration, and the weighting of current 
population surveys such as the monthly Labour Force Survey. 

Traditionally, the estimates program is based on the most recent census, with no allowance 
for coverage error. In the 1986 Census, however, undercoverage increased significantly compared 
to previous censuses, and continued to be distributed uneveiUy across geographic and demographic 
groups. This caused considerable disruption to the estimates program and to the many other 
programs which use population estimates. As a result, a project was initiated in early 1989 to 
investigate whether, and if so how, the population estimates in the post-1991 Census period 
should be adjusted for estimated census coverage error. The research described in this paper was 
conducted as part of this project. For a more general description of the project, see Royce (1992). 

It should be noted that only the population estimates would be affected by this adjustment. 
The 1991 Census data wiU be pubUshed with no adjustment for undercoverage, other than the 
smaU adjustments that have traditionally been made to correct for underenumeration of tem­
porary residents and for persons missed because their dweUing was misclassified as vacant. 
From the technical point of view, however, the question is quite similar to the issue of census 
adjustment that has been of interest to many statistical agencies in recent years. 

Two key questions in the adjustment issue are the degree to which census counts are improved 
by adjustment, and which adjustment methods are best. In this paper, we compare the accuracy 
of several different estimators of a set of population totals, using a weighted mean square error 
as our criterion. 

' Don Royce, Chief, Census Data Quality Section, Statistics Canada, Ottawa, Ontario, Canada KIA 0T6. 
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Section 2 introduces the topic by considering the simple case of a single population total. 
We derive and compare the Mean Square Errors of four possible estimators: the unadjusted 
census count, the adjusted census count, a preUminary test estimator, and a composite 
estimator. Section 3 extends the results to muhiple population totals and to functions of popula­
tion totals, such as population shares and growth rates. In Section 4, we consider methods for 
small-area estimation, specifically, the use of synthetic estimation and a special case of synthetic 
estimation known as across-the-board adjustment. Section 5 concludes with a description of 
areas for further research. 

In developing the estimators described in this paper, two assumptions were made. First, 
adjustment must result in estimates that are consistent across all geographic and demographic 
levels, as weU as across time. Users consider it to be essential that parts add up to totals, and 
that there be no major breaks in the time series of estimates. Second, adjustment will be based 
on the combined results of Statistics Canada's two coverage measurement studies: the Reverse 
Record Check, which measures gross undercoverage, and the Overcoverage Study, which 
measures gross overcoverage. Both studies are subject to sampling errors and non-sampling 
errors. 

2. SINGLE POPULATION TOTAL 

We first describe and compare four estimators for the case of a single population total. In 
comparing the estimators, we use the Mean Square Error (MSE) as our criterion. 

Let: Y be the known census count; 
T he the unknown true population total to be estimated; 
U be the true net undercoverage, i.e., U = T - Y; 
U be an estimate of U from the coverage measurement studies; 
a' be the variance of U; and 
R be the relative bias of 0, i.e. R = E{U)/U - 1. 

In the case of aU four estimators, our estimate of Tcan he written as the census count plus 
some estimate of U. Thus, the MSE of our estimate of T will be the same as that of the 
corresponding estimate of U. The MSEs (and the WMSEs in later sections) are taken over 
hypothetical repetitions of the coverage measurement studies, treating the Census counts as 
fixed quantities. 

2.1 Unadjusted Census Estimator 

The unadjusted census estimate of L'̂ is zero. It has a bias equal to — Uand zero variance. 
Therefore MSE ((y'̂ ) = U'. 

2.2 Adjusted Census Estimator 

The adjusted census estimator of U is U. It has a bias of UR and a variance equal to a'. 
Thus MSE (f/-^) = ff^ -I- U'R'. 

2.3 Preliminary Test Estimator 

A comparison of the MSEs of the previous two estimators suggests that we would use the 
adjusted census count in preference to the unadjusted census count whenever 

a^ < U'{1 - R'). (1) 
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Although the parameters in this inequality are unknown, they can (with the exception of R) 
be estimated from the coverage measurement studies. This suggests the possibility of using these 
estimates to develop a statistical test of the hypothesis that the inequality holds. The result of 
the test is then used to choose which estimator to use (thus the term preliminary test, or pretest, 
estimator). 

Specifically, assume that \ R\ < 1, (obviously necessary for (1) to hold) and U ~ N 
(L^(l -I- R), a'), where a' is known. Then U'/a' has a non-central X(i) distribution with 
non-centrality paramater X = L^̂ (l -I- .R)^/2a^ The nuU hypothesis//Q : a' > U' {1 - R^) 
is equivalent to the hypothesis HQ : \ < {1 + R)/2{1 - R). One approach, therefore, 
could be to adjust whenever U'/a' > c, where the critical value c > 0 is chosen so that 

« = P4^'(''^Ti^))^']' (2) 

where a is the significance level of the test. This is a special case of a more general test suggested 
by Toro-Vizcorrondo and WaUace (1968). 

Note that U'/a' is the inverse of the square of the estimated coefficient of variation (CV) 
of U. Thus, the criterion for adjustment can be interpreted in terms of a requirement to have 
a sufficiently small (in absolute value) CV. 

In practice, we would have to substitute some prior estimate of the relative bias, say r, for R 
in (2). The sensitivity of c to various values of R is examined in Royce (1991) for the case of 
a one-sided test (a normal distribution was used instead of a x^ in this case). For example, with 
a significance level of 2.5%, it was found that the critical CV was only reduced from 33.8% 
to 27.1% even when the relative bias was as much as 50%. 

If a is not known but an estimate a is available, then a simUar test can still be constructed 
by assuming that 

va' 2 
-^ ~ xU (3) 
a 

independent of 0. This leads to a test based on a non-central F distribution. Further details 
on the construction of such tests are given in Judge and Bock (1978). 

In order to determine the MSE of the preUminary test estimator, we note that it can be written 
as 0^ = IU where 

0' 
1=1 if ^ > c 

a 

U' 
= 0 if - r < c. (4) 

a 

When a' is known, the MSE of this estimator can be shown to be (see, for example. Judge 
and Bock 1978, p. 72) 

MSE((70 = cr̂  -I- [/2/?2 + (2[/2(i + R) - a2)Pr[x|3,x) < c] -

UHl + R)^^r[x\sM ^ c]. (5) 
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Note that as c — oo, i.e. as the chance of adjustment goes to zero, the MSE approaches U', 
the MSE of the unadjusted census. Similarly, as c — 0, i.e. as the chance of adjustment goes 
to certainty, the MSE approaches a' -I- U^R^, the MSE of the adjusted census estimator. 
Thus, the two previous approaches of adjustment or no adjustment can be interpreted as 
extreme cases of the pretest estimator procedure. 

Figure 1 shows MSE/a' for the preUminary test estimator as a function of U'/a', for 
various values of c, in the unbiased case {R = r = 0). The MSES/CT^ of the unadjusted 
census and the adjusted census are also shown. In aU cases, the MSE of the preUminary test 
estimator starts out higher than that of the unadjusted census, crosses the MSE of the adjusted 
census, reaches a maximum, and then approaches the MSE of the adjusted census. As the value 
of c decreases and the level of significance a of the test therefore increases, the MSE of the 
preliminary test estimator approaches that of the adjusted census more quickly, but at the 
expense of being higher for small values of U'/a'. Thus, the performance of the preUminary 
test estimator over the range of possible values of U'/a' depends on the level of significance 
that is chosen for the test. 

Figures 2 and 3 show simUar plots in the case where R = .5 and R = —.5 respectively 
(since we may feel we have no information on which to base an estimate of R, we have set 
r = 0). Again, the MSEs of the preUminary test estimators approach those of the adjusted 
census as U'^/a' increases. With a positive bias the MSE of the preliminary test estimator 
approaches the MSE of the adjusted census more quickly than in the unbiased case, while for 
a negative bias the reverse is true. 

What is the "best" value of c for the test? Ideally, we would like to choose c so that the 
MSE of the preliminary test estimator is as close as possible to the minimum of the MSEs of 
the adjusted census and the unadjusted census. One approach, due to Sawa and Hiromatsu 
(1973) and extended by Brook (1976), is to minimize the maximum difference between the MSE 
of the preUminary test estimator and the minimum of the MSEs of the adjusted census and 
unadjusted census. For the unbiased case this criterion gives an optimal value of c of approx­
imately 1.88. This corresponds to a critical CV (in absolute value) for the estimated under­
coverage of 73%. The MSE of this estimator is shown in Figure 4. 

Judge and Bock (1978) also describe other approaches to choosing the optimal value of c, 
such as minimizing the average distance (rather than the maximum difference) and Bayesian 
approaches. 

2.4 Composite Estimator 

The preliminary test estimator was written as 0'' = IU, where / took on only the values 0 
or 1. Because of this inherent discontinuity, however, it has been shown that the preUminary 
test estimator is inadmissible (Cohen 1965). As an alternative, we might consider letting the 
multiplier of L'^take any value between 0 and 1. That is, instead of using the data to teU us 
whether to adjust, we use the data to tell us how much to adjust. This type of estimator has 
been suggested by Spencer (1980) and more recently by Andrews (1991). We define U" = aU 
where 0 < a < 1. For a given alpha, this estimator has a MSE equal to 

MSE(af7) = a V -\- U'{a{l -\- R) - l ) ^ (6) 

which is minimized when 

uHl +R)^ ,-, 
a — ^ ^ T • (') 

(1 -I- R){a' + U'{1 + R)') 
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If a is assumed known, then a possible estimator of o: is 

U' 
(1 + /•)(ff2 + 0') 

(8) 

and thus 

U" = z ^ . (9) 
(1 + r){a' -^ U') 

The approximate MSE of this estimator can be found using a Taylor series approximation. 
Letting 

(1 + r){a' + W) 
^(^' '^') = . . . - ^ 2 ^ . .2 . (10) 

we get (dropping terms higher than those involving the first derivative) 

, , /dh{U,a')y , , , 
MSE{U") = {h{U.a') - U)' + ( ) ( ^ ^ + ^^ ) 

+ 2{h{U,a')-U)(^^^^^UR. (11) 

This approximation can also be extended to the case where a is unknown by making the 
assumption given in (3). The MSE is then increased by the additional term 

(?hi^yK (.2, 
\ Off / V 

Figures 5, 6 and 7 show the MSE of the composite estimator as a function of U'/a', as well 
as the MSEs of the unadjusted census, adjusted census, and the optimal preliminary test 
estimator from Section 2.3. In the unbiased case (Figure 5) and the positive bias case (Figure 6), 
the composite estimator outperforms the optimal preUminary test estimator. When the bias 
is negative, however, (Figure 7) the MSE of the composite estimator can be much higher than 
any of the other estimators over a considerable portion of the range of U'/a'. 

3. MORE GENERAL ESTIMATORS 

In this section, we generaUze the four estimators examined in Section 2 in two ways. First, 
instead of a single population total, we consider a vector of population totals, denoted as 
T = {Ti,l2, • • -, TN) - Second, we consider not only the population totals themselves, but 
also functions of the population totals, denoted by g{T) = {gi{T), g2{T), ..., gxd)) 
where in general A"?̂  N. Typical functions of interest include population shares, used in the 
transfer of funds from the federal to provincial governments, as well as growth rates between 
censuses, differences in growth rates among different provinces, and so on. 

In evaluating the overaU accuracy of some estimate g (r^) for g(T), we wUl make use of 
a loss function. The use of loss functions for evaluating the effects of census adjustment is 
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described in FeUegi (1980), Citro and Cohen (1985), Spencer (1986), and Wolter and Causey 
(1991) to name just a few. The specific loss function used in this paper is a generalization of 
previously-proposed loss functions for population totals and shares. Specifically, the risk 
(expected loss) of the estimator g{T^) is the Weighted Mean Square Error, defined as 

WMSE(£(^)) =E^ Y M^kill) - gkiT)y}, (13) 
V t - l J 

where W/^ is a user-specified weight reflecting the importance of the k-th component of the loss 
function. 

Since g may be complex in practice, it is useful to work instead with an approximation to 
the WMSE derived by expanding g{T^) in a Taylor series around T. This yields: 

N N 

WMSEg{r^) = Y Ti (^ijiCov{Uf, UJ) -I- Bias(f/;)Bias((/;)] (14) 
( = 1 j=i 

where the weight w,y is given by 

(Note that the approximate WMSE can also be written as the expectation of the quadratic form 
{0* - U)'Q{U* - U) where Wjj is the ifth element of Q.) 

This formulation conveniently splits each component of the risk function into two parts: 
a weight Ujj that depends only on the ŵ  and the function g, and the portion in square brackets 
which depends only on the particular estimator being used. 

While the choice of the ŵ . can be arbitrary, considerations of equity have often led to the 
choice W/f = 1/7'̂ . In the case of population totals and shares, for example, the risk function 
(14) then becomes equivalent to those proposed by FeUegi (1980) and also used by WoUer and 
Causey (1991), among others. Other choices for the weights that have been suggested in the 
literature include ŵ  = 1/F .̂, ŵ  = l /7\ , and ŵ  = 1. For further discussion on the merits 
of these various weightings, see the references cited above. Table 1 shows some examples of 
o}jj for different functions. 

In the case of population growth rates, the first pair of subscripts on the omega refer to 
the population quantity of interest {e.g. province) while the second pair refer to the census at 
time 1 or time 2 respectively. The second subscript on theT, also refer to the census at time 1 
or 2. 

In the remainder of this section, we illustrate the use of the WMSE in developing and 
evaluating the unadjusted census, adjusted census, preliminary test estimator, and composite 
estimator. 

3.1 Unadjusted Census 

The WMSE of the unadjusted census is WMSE(^) = Y.ij<^ijUiUj. 

3.2 Adjusted Census 

The WMSE of the adjusted census is WMSE(^) = SyWy[ffy -I- bjbj] where Ojj = 
Cov{Ui,Uj) andZ?,- = Bias(f7,). 
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Table 1 
Examples of Weights Wjj in the Approximate WMSE for Various Functions 

Function 

Set of Population Totals 

Set of Population Shares 

Set of Growth Rates 

Ujj 

Uji = Wj 

oijj = 0 i pi j 

WjTh 

•' n 

WiTiiTj2 
<^iil2 — ™,4 — '^"21 

-' ll 

WjTJi 
<^ii22 - 4 

• ' l l 

'^lyll = '^iyl2 = '^1721 = Wy22 = 0 ' 5^ 7 

'• ^ J 

3.3 Preliminary Test Estimator 

As in Section 2.3, we would use the adjusted census in preference to the unadjusted census 
if the WMSE of the adjusted census is less than the WMSE of the unadjusted census, i.e., if 

D=Y ^ijWiUj - oij - bjbj] > 0. (16) 

Tests for this type of hypothesis were suggested by Fellegi (1980) for the specific cases of popula­
tion totals and population shares, but the ideas generaUze quite readily to any function g. The 
left hand side of the inequality (16) is estimated by .Z5 = Y,ij ^ij[UjUj — 2ff,y] where the 
(jiij are assumed to be known. (In practice the cô  are estimated by substituting either the census 
counts or the adjusted census counts in (13). Fellegi claimed that minor variations in the weights 
were unUkely to substantially change the test results.) It is then easy to show that E{D) = 
D -I- 2Y,ij o>ij bj {Uj -I- bj). For the case of totals and shares, Fellegi presented arguments why 
it could be assumed that the second term was non-positive, i.e., Y, ij ^ijbi{Uj -I- bj) < 0 so 
that 3 would tend to underestimate D. Fellegi also derived an approximate variance for D. 
This, along with the assumption that D was normaUy distributed, permitted the construction 
of a test for the hypothesis given in (16). 
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Table 2 
z Values for FeUegi's Tests for Adjustment of Provincial Population Totals and 

Shares, Reverse Record Check, 1976, 1981 and 1986 

Function 1976 1981 1986 

Totals 9.3 10.1 13.1 

Shares 3.1 1.8 L5 

In the more general case, the approximate variance of .D is given by Var(.D) = 4Y,ija,j 
{Y.i'j'^ij'^i'j^i'^j')- An estimate of Var(.D) can then be derived by substituting estimates of 
the Uj and ffy in this formula. 

In the case of totals, for example, the test statistic (z value) is given by 

y^ IJ} - 2a} 

. = -r^= \ ^ . (17) 
VVar(£)) / „ u}a} 2 E Y} 

where in this case the inverse of the census counts have been used as the weights. A similar 
expression can be derived for population shares. 

Table 2 shows the z values calculated for the censuses of 1976,1981 and 1986 for provincial 
population totals and shares. The data come from the Reverse Record Checks conducted in 
these censuses. 

The case for adjusting population totals is much stronger than the case for adjusting shares, 
reflecting the fact that estimates of differences in undercoverage rates among provinces are 
less accurate than estimates of the undercoverage rates themselves. Further numerical results 
are given in Royce and Luc (1990). 

3.4 Composite Estimator 

A natural extension of the composite estimator of Section 2.4 would at first seem to be 
UjUj. However the use of different amounts of adjustment for each value of / introduces 
problems of consistency. For example, it would imply that more adjustment should be done 
at the Canada level than at the province level, since the estimates of undercoverage at the 
province level wiU be less accurate than for the national level. If this were done, the provincial 
totals would not add up to the Canada total. 

In practice, therefore, we constrain ourselves to a single value of alpha, i.e. U" = aO, 
where again 0 < a < 1. The WMSE of this estimator is 

W M S E ( ^ ) = Y «^<y[« (̂'̂ y + ^*y) + (« - D^^iUj -I- 2 a ( a - l)f/ ,6;], (18) 
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which is minimized when 

Y^ijUi{Uj + bj) 

(19) 
Y<^ij[<'ij+ {Uj + bj){Uj + bj)] 

If, as was done in Section 3.3, we make the assumption that J] ij<j>ijbi{ Uj -\- bj) < 0 then 
a lower bound for the optimal alpha is given by 

Y'^ij{Ui + bj){Uj + bj) 

oiL = ^ '̂  , , (20) 
Y '^'^•K+ {Uj-l-bj){Uj-hbj)] 

which we estimate by 

Y ''•j^'^j 

«i = v^ ' \ > ^ rrT'^^ ' (^^) 
2 ^ oijjiajj -I- UjUj] 

assuming the Wjj are known. In practice, as we did for the preliminary test estimator, we would 
estimate the w,y by substituting census counts or adjusted census counts in (15). 

In the case of population totals, for example, the estimated amount of adjustment is 

Y TiO} 

where Uj is the estimated undercoverage rate, i.e. Uj/{Yj -I- Uj), and a} is its estimated 
variance. 

For shares, the amount of adjustment is given by 

Y fjOf - fU' 

" ' " Y ^ii'-f + ^f] - ^Ca' + O') ' ^^^^ 

where ^is the estimated undercoverage rate for the total population, i.e. £,{/,/ X),(Yj -f {?,•) 
and a' is its estimated variance. The inverse of the adjusted census counts have been used as 
the weights in these two examples. 
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3.5 Numerical Comparisons 

In the case of a single population total, it was possible to derive exact or approximate 
formulae for the MSEs of the four estimators as a function of U'/a', R, r and (in the case 
of the preliminary test estimator), the critical value of the test. Unfortunately, it has not yet 
been possible to derive similar expressions for the WMSEs of complex functions of a vector 
of population totals. 

In the case of the unadjusted census, adjusted census, and composite estimator, however, 
it is possible to estimate the WMSEs by substituting estimates of undercoverage and their 
estimated variances into equation (18) (if estimates of the bias terms are available they can be 
used, but in what follows we assume they are zero). For example. Figures 8 and 9 show, for 
the 1981 Census, the estimated ratio of the WMSE to the optimal WMSE, as a function of 
a, where the provinces are again the units indexed by /. The extremes of a = 0 and a = 1 
correspond to the unadjusted and adjusted census counts respectively, while the minimum point 
on the curve corresponds to the optimal a. Figure 8 is for totals and Figure 9 is for shares. 
The optimum values of a were computed using formulae (22) and (23). 

In each case, the optimal degree of adjustment is close to 1.0, and results in a WMSE con­
siderably lower than the WMSE corresponding to no adjustment {e.g. by a factor of almost 
70 for totals). The optimal degree of adjustment is less for shares than for totals, again reflec­
ting the fact that estimates of differences in coverage rates between provinces are less accurate 
than the estimates of the rates themselves. It is also interesting to note that the WMSE for full 
adjustment is only slightly higher than that of the optimal degree of adjustment. This can have 
important practical significance, since it is much easier to explain a full adjustment to data 
users than to explain a partial adjustment. 

4. SMALL AREA ESTIMATION 

The previous two sections considered the case where direct estimates of undercoverage, and 
estimates of their variances, were available from the coverage measurement studies. This situa­
tion applies, for example, for provinces, for some major Census Metropolitan Areas, and for 
broad demographic groups {e.g. age by sex, age by marital status) at the national level. However 
the Population Estimates Program produces estimates at very detailed levels, such as single 
years of age by sex by marital status for some 260 Census Divisions. Direct estimates of under­
coverage generally do not exist at such levels. 

Nevertheless, the need to maintain consistency of the estimates requires that any adjustment 
made at a higher level be "carried down'' to the detailed levels used by the estimates program. 
In this section, we consider the use of synthetic estimation for this purpose, and show how 
the WMSE can again be used to develop preliminary test estimators and composite estimators. 

The synthetic estimator is based on the assumption that net undercoverage is uniform within 
each of a number of "adjustment groups", indexed by a. The synthetic estimate is then given 
by Of = 'Y^iaUa where X,o = Yj^Yg. For example, the adjustment groups might correspond 
to age-sex groups, for which estimates of undercoverage Ug are available at some higher level. 

A special case of the synthetic estimator arises when there is only one adjustment group. 
Wolter and Causey (1991) have called this the across-the-board estimator. It is defined as 
(/f*™ = X, (7 where X, = 7,/K WMSEs for the across-the-board and the synthetic estimator 
can be derived using equation (14). Since the co,y do not depend on the particular estimator 
used, only the portion in square brackets changes. Table 3 compares the estimators of U, and 
their covariance and bias terms for the census, adjusted census, across-the-board and synthetic 
estimators. 
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Table 3 
Examples of Covariance and Bias Terms in the Approximate WMSRE for Various Estimators 

Estimator 

Census 

Adjusted Census 

Across-the-Board 

Synthetic 

Of 

0 

Ui 

XjU 

Y ^i"^" 
a 

Coy {Of,Of) 

0 

'^ij 

\j\ja' 

Y ^ia'^a-'^aa' 
aa' 

Bias((7f) 

- Uj 

bi 

\j(U + b) - Uj 

Y ^i"^^" + *«) - ^i 
a 

where b = Y, ibi and similarly bg is the bias of Ug 

4.1 Preliminary Test Estimators 

As was the case in Sections 2 and 3, the WMSE can be used to develop statistical tests to 
decide between two competing estimators. As an example, consider the situation where we wish 
to choose between the unadjusted census and the across-the-board estimator for population 
totals (shares are of course unchanged by across-the-board adjustment). On comparing the 
WMSEs of these two estimators, we find that we would use the across-the-board estimator 
in preference to the census counts if 

ff2< uHi - R^)\i - ^ ^ ^ 
'[_ U{l-R)\ 

(24) 

where 

5 = 1 -
X? 

(25) 

and Tj = Tj/T. This condition was given, in a different form, by Wolter and Causey (1991). 
B is a measure of the heterogeneity of undercoverage; it is non-negative, and is equal to zero 
if and only if the undercoverage is completely uniform. 

Noting that this inequality is the same as (1) except for the additional term in square brackets, 
we can derive a test very similar to the test described in Section 2.3. The critical value of the 
coefficient of variation wiU depend on the chosen significance level and the relative bias as 
before, but wiU also depend on B/U, the ratio of the heterogeneity of undercoverage to the 
overall undercoverage rate. 

Royce (1991) showed that, in practice, the effect of this additional factor on the critical CV 
was likely to be negligible. Thus, if adjustment is justified at some higher level, then carrying 
down the adjustment to lower levels is almost certainly justified as well. Similar results were 
found in a simulation study reported by Wolter and Causey (1991). 

file:///j/ja'
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4.2 Composite Estimators 

In Sections 2 and 3 we considered composite estimators where the two extremes were the 
unadjusted census and the adjusted census. With the addition of the synthetic and across-the-
board estimators, the number of possible composite estimators increases considerably. For 
example, we might consider composite estimators involving the unadjusted census and the syn­
thetic estimator, the adjusted census and the across-the-board estimator, the across-the-board 
estimator and the synthetic estimator, and so on. Consequently, we present below a method 
which can be used to derive a composite estimator involving any two estimators. 

Our general composite estimator is defined as ^ = aOi -I- (1 — a)U2 where {7, and O2 
are two estimators. The WMSE of this estimator is 

WMSE(g(ri)) = a2WMSE(g(^)) + {1 - a)^WMSE(g(^)) 

+ 2a(l - a)WMXPE(g(fL,f(f^)), (26) 

where 

WMXPE(g(fL,g(7^)) = Y '-,7[Cov(C7„-,f72;) + Bias(i7„)Bias((72,)] (27) 

is defined to be the Weighted Mean Cross-Product Error of g{fi) and g ( ^ ) . The WMSE 
of our composite estimator is minimized when 

_ WMSE(g(T^)) - WMXPE(g(fL).£(Zk.)) 

WMSE(g(fL)) + WMSE(g(T^)) - 2WMXPE(g(rL),g(Ti^))' ^̂ ^̂  

To obtain an estimate of a, we substitute estimates of the WMSEs and the WMXPE into the 
above. 

As an example of how this approach could be used, suppose a decision has been taken to 
adjust a provincial population total. To carry down the adjustment, we might consider using 
either across-the-board adjustment {i.e. adjust all sub-provincial quantities by the same factor), 
or a synthetic adjustment, where the adjustment is done separately within several age-sex 
groups. The across-the-board method has the advantage that it uses only the provincial estimate 
of undercoverage, which is likely to be more reUable than the estimates of undercoverage by 
age and sex at the province level. On the other hand, if undercoverage varies considerably among 
age and sex groups, and if the sub-provincial quantities indexed by / also differ in their age-
sex composition, then the synthetic estimator may be better. 

If estimates of the U, are available from some source, then all covariance and bias com­
ponents of the WMSEs and the WMXPE can be estimated (using formulae such as those in 
Table 3), and the optimum composite estimator involving the across the board and synthetic 
estimators can be estimated. Although for sub-provincial quantities the U, will not usually 
exist in practice, the method can be investigated at higher levels. For example we could use 
the provinces as the quantities indexed by / and use across-the-board and synthetic adjustment 
factors computed at the Canada level. A second possibility is to construct an artificial popula­
tion {e.g. as in Shirm and Preston (1987) or Wolter and Causey (1991)) where the U, are 
assumed to be known. 
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5. FURTHER WORK 

The results presented in this paper represent only a start to the investigation and comparison 
of the performance of various estimators of a set of population totals. There are several areas 
where considerable work is yet required. 

First, further investigation of the WMSEs for the preliminary test and composite estimators 
in the more general cases described in Sections 3 and 4 is required. Although attempts to derive 
analytic expressions for these WMSEs have not yet been successful, the more general results 
for preliminary test estimators and Stein-rule estimators described by Judge and Bock (1978) 
may yet be found to apply. If so, this would help to answer questions such as: Can optimal 
critical values be found for the Fellegi-type preliminary test estimators of Sections 3.3 and 4.1 ? 
How does the WMSRE of the preUminary test estimator compare in practice to those of the 
other three estimators? 

Second, more work is needed to explore the sensitivity of the results to different weightings 
in the loss function. The results of Section 3 were based on the use of a weight equal to the 
inverse of the census count or the adjusted census count for each province. If the provinces 
had been weighted differently, the results would change. A more general weight we might want 
to consider is vv̂t = Yl, where y is some type of power parameter. The sensitivity of the results 
in Section 3 to various of values of y could then be studied. 

Finally, while the methods described in this paper provide a framework for developing and 
evaluating various estimators, the exact manner in which the methods will be applied has yet 
to be decided. Specific issues that must be resolved include: 

1. What is the relative importance of different types of functions such as totals, shares 
and growth rates? Different functions give rise to different results, but in the end a 
single estimator must be chosen in order to maintain consistency. 

2. At what geographic and demographic levels should these methods be appUed? For 
example, should the preUminary test estimator or composite estimator described in 
Section 3 be appUed at the province level, at the province by age group and sex level, 
or at even more detailed levels? The results obtained depend on the level of analysis 
used. 

3. Could we even consider composite estimators for "high profile" estimators such as 
the provincial population totals? It might be difficult to explain to users why the 
adjustments do not coincide with the published estimates of undercoverage. 

Because the resolution of issues such as these will require professional judgement, the deci­
sion about whether to adjust (and how to adjust) cannot be an automatic one based on com­
pletely pre-specified criteria. While the methods described in this paper can provide useful 
guidance, the final decision wiU require a careful balancing of the potential improvement in 
the accuracy of the estimates with consideration of how easily the methods can be communicated 
to and understood by users of the estimates program. 
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The Creation of a Residential Address Register for Coverage 
Improvement in the 1991 Canadian Census 
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ABSTRACT 

The Address Register is a frame of residential addresses for medium and large urban centres covered 
by Geography Division's Area Master File (AMF) at Statistics Canada. For British Columbia, the Address 
Register was extended to include smaller urban population centres as well as some rural areas. The paper 
provides an historical overview of the project, its objective as a means of reducing undercoverage in the 
1991 Census of Canada, its sources and product, the methodology required for ks initial production, 
the proposed post-censal evaluation and prospects for the future. 

KEY WORDS: Address Register; Census undercoverage; Geographical Information Systems (GIS). 

1. OBJECTIVE 

The concept of an Address Register at Statistics Canada dates back to the 1960s. Fellegi 
and Kr6tki (1967) first considered building one for the 1971 Census using administrative source 
files as the base. Their approach was mostly manual and yielded a very complete set of addresses 
with minimal undercoverage and overcoverage. In the mid-1970s (Booth 1976), the idea resur­
faced in planning for the 1981 Census. This time the approach started with data capture of 
addresses from the previous Census and was augmented with information from Canada Post. 
In both cases, the generated address lists were being considered as a frame for a mail-out Census. 
However, costs of creation were high and would have needed offsetting reductions in other 
Census operations to be effective. In addition, the risks associated with changing the tradi­
tional enumeration method were considered too great. As a result, the construction of an 
Address Register was suspended in each case. 

A renewed interest in the concept of an Address Register emerged from the International 
1991 Census Planning Conference (Royce 1986, 1987) in October 1985. This interest derived 
from the potential for automation of Fellegi and Krotki's approach due to technological 
developments, such as the availabiUty of machine readable administrative files with addresses 
and postal codes and the development of in-house software to parse addresses into standard 
components, to assign postal codes and to link postal codes to Census geography. It followed 
as well from the development of a statistical theory for record linkage (FeUegi and Sunter 1969) 
and computer systems based on this theory (HiU and Pring-MiU 1985). 

As a result, a project was initiated in 1986 with the first research (Gamache-O'Leary et al. 
1987) investigating the use of an Address Register for a mail-out Census rather than the tradi­
tional drop-off approach. It concluded that the new Census data collection approach would 
be less expensive only if the quality of the Address Register required minimal field updating 
prior to the Census. Two smaU pilot registers created in early 1987 put Address Register coverage 
at 90-95%, which was unacceptable without field updating (Drew et al. 1987), ruUng out the 
use of an Address Register for a mail-out Census. 

' L. Swain and B. Lafrance, Social Survey Methods Division; J.D. Drew, Household Surveys Division; K. Lance, 
Geography Division, Statistics Canada, Ottawa, Ontario, Canada KIA 0T6. 
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However, the two pilot registers revealed the potential for an Address Register to aid in 
coverage improvement when used in conjunction with the traditional drop-off methodology. 
This fitted well with the emergence of coverage improvement as one of the top priorities for 
the 1991 Census. The resuUs of the Reverse Record Check for the 1986 Census had indicated 
a dramatic rise in the undercoverage rate compared to previous Censuses (from 2.01 % in 1981 
to 3.21% in 1986 for the national total population; from 2.08% in 1981 to 3.28% in 1986 for 
the national urban population) (Statistics Canada 1990). It was therefore decided that the 
research project should concentrate on the development of the Address Register to use in 
coverage improvement of the 1991 Census. 

The next section describes the two major tests conducted to develop and refine the procedures 
used to create the Address Register for the 1991 Census. As weU, the second section outiines 
the joint agreement with the Province of British Columbia to extend the Address Register. The 
third section presents the administrative and geographic sources used in the production process 
and the structure and content of the Address Register booklets, the end product used by Census 
Representatives in the field. The fourth section describes the methodology used to exploit the 
sources in order to produce the Address Register booklets. In the fifth section, the proposed 
post-censal evaluation is discussed while the last section presents future prospects for the 
Address Register. A separate future report will detail an evaluation of the methodology. 

2. BACKGROUND 

2.1 The November 1987 Test of Coverage Improvement Methods 

A substantial test of the use of the Address Register (AR) as a coverage improvement tool 
was conducted in November 1987 in five large Regional Office cities. It was designed to estimate 
both undercoverage and overcoverage of dweUing units for the traditional Census method of 
listing and for two experimental methods of using an AR for Census coverage improvement: 
Post-Ust and Pre-Ust. The Post-list approach had the enumerator compile the dweUing Ust in 
the usual Census manner (creating a Visitation Record) then reconcile it with a dweUing Ust 
for the Enumeration Area (EA) derived from the AR. Field follow-ups were done where 
necessary on any address discrepancies between Usts. In the Pre-Ust method, the enumerator 
was given the AR in advance and updated it during a canvass of the EA to create the final 
dwelling Ust. 

The resuUs (van Baaren 1988) concluded that the Post-Ust method was the more effective 
in improving coverage. This approach as a simple add-on to the standard Census enumera­
tion process was fail-safe. If for some reason we failed to produce the AR (either in whole or 
in part) on time for the 1991 Census, the AR reconciUation step could simply be dropped without 
affecting the traditional enumeration process. The test data also provided estimates of the degree 
of coverage improvement and costs (Royce and Drew 1988). It was estimated that 34,000 
occupied dwelUngs and 68,000 persons would be added by the AR to the medium and large 
urban centres for which it would be constructed (these urban centres representing those areas 
for which an Area Master File exists, i.e., covering about 65% of the Canadian population). 
This would represent an improvement in coverage of 0.26 percentage points (the national under­
coverage rate in 1986 being estimated as 3.21 percent). Relative to the two previous attempts 
at AR construction, costs were demonstrated to be low to the Census due to the highly 
automated approach and the proven benefit. As well, the risk was minimized since the tradi­
tional data collection method would still be used. Based on this cost, benefit and risk assess­
ment, approval was given for creation of an AR for the 1991 Census. 
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From the November 1987 test, two concerns presented themselves. First, the ordering of 
the addresses in the AR booklets produced for each Enumeration Area (EA) didn't corres­
pond to the order in the Visitation Records which made reconciUation a tedious and time-
consuming task. Second, the overall overcoverage at 17% still seemed too high and more effort 
was required to eliminate erroneously placed or duplicate records. Both these problems were 
addressed by improving the methods for matching the AR to Census geography. Instead of 
Unking addresses merely to EAs as had been done for the November test, procedures were devel­
oped to match the AR to the Area Master File (AMF) (Statistics Canada 1988) blockfaces. An 
algorithm was developed to sort addresses by block and within block in the same order they 
would be encountered by the enumerator in walking around the EA. 

2.2 The September 1989 Test to Refine Procedures 

Another substantial test was conducted in September 1989 involving four cities of various 
sizes: Moncton, Laval, Brampton and Calgary. Each was chosen because of unique difficulties 
that could arise based on the November 1987 test. The results (Dick 1990) showed a signifi­
cant decrease in coverage from 84% in the 1987 test to 73%, a discouraging outcome. On the 
other hand, this test revealed a considerable reduction in overcoverage down from 17% to 8%. 
Importantly, despite the reduced coverage of the AR, its performance as a coverage improve­
ment tool for the Census was stiU viable. On analysis, the new geocoding operation was found 
to be problematic, both in terms of its high costs, since it involved a great deal of clerical 
intervention, and in terms of its quality. The geocoding steps were therefore revamped for 
production, a key aspect of which was the adoption of CANLINK record linkage software 
(Statistics Canada 1989b) to improve quality and reduce costs of the AR/AMF linkage. 

2.3 Joint Agreement with the Province of British Columbia 

The Ministry of Finance and Corporate Relations in British Columbia was concerned about 
the high rate of undercoverage in their province in the 1986 Census (4.49% in 1986, up from 
3.16% in 1981, for the provincial total population) (Statistics Canada 1990). Statistics Canada 
entered into a joint agreement with the Planning and Statistics Division (the provincial statistical 
agency) of the Ministry to help reduce undercoverage in British Columbia in the 1991 Census. 
Within this contract, the Address Register was expanded to include smaUer urban areas in British 
Columbia, thereby increasing the population covered from 62% to 88%. 

3. SOURCES AND PRODUCT 

Production started in April 1990 and ended with the final Address Register (AR) booklet 
stapled in mid-May 1991, when 22,756 booklets had been compiled containing 6.6 million 
addresses for use in the Census data collection process. 

3.1 Administrative Sources 

In the September 1989 test, it was concluded that wherever possible the following four 
administrative sources ought to be used as sources of addresses to create the AR: telephone 
company bilUng files, municipal assessment roUs, hydro company bilUng files and the Tl 
Personal Income Tax file. However, the use of all four sources was possible only in Nova Scotia, 
New Brunswick, and eight major urban centres in Ontario (Ottawa, Toronto, Brampton, 
Etobicoke, London, Mississauga, Hamilton and Windsor). Because of the multipUcity of files. 
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the cost of files and refusals, only three sources were used for Newfoundland, Quebec, 
Manitoba, Alberta (telephone, hydro and tax files) and for Regina and the rest of Ontario 
(telephone, assessment and tax files). For Saskatoon, only telephone and tax files were available. 
The primary source files used by the British Columbia government were those of telephone 
and hydro, though motor vehicles, cable and Elections files were also used. 

3.2 Geography Sources 

In building the AR, extensive use was made of a Geography Division system and files. 

i. The Area Master File (AMF) (Statistics Canada 1988) is a digitized feature network 
(covering streets, railroads, rivers, etc.) for medium and large urban areas, generally with 
populations of 50,000 or more. Of interest for the AR were the street features which con­
tained street name and civic number ranges which could be used to locate individual 
addresses onto a blockface, the primary linkage. 

ii. The Computer Assisted Mapping System (CAM) orders blockfaces into blocks and blocks 
into a Census Enumeration Area (EA). CAM was used for the sequencing of addresses 
in the AR booklets. The EA maps produced by CAM were used by the Census Represen­
tatives for the 1991 Census. For the AR, the maps for all AMF areas were used in the 
second clerical operation. 

iii. The 1990 Postal Code Conversion File (PCCF) (Statistics Canada 1991) is a national file 
of all postal codes, each of which is linked to a 1986 Census EA or a series of 1986 EAs. 
This input was used for secondary linkage of addresses at the EA level. 

iv. The 1986/1991 EA Correspondence File relates the 1986 EA geography to the 1991 
geography. This file was used for the secondary Unkage at the EA level and the second 
clerical operation. 

3.3 Address Register Booklets 

The end product consisted of a set of booklets of residential addresses, one for each 
Enumeration Area, covering urban areas of Canada for which an Area Master FUe existed. 
Figure 1 contains a fictitious example of a page from an AR booklet (reduced in size). 

Each booklet was divided into two sections: a structured portion and an unstructured 
portion. The structured portion contained all the addresses tied to a blockface with all the 
blockfaces being sequenced into blocks within the EA. The sequencing mirrored that found 
on the map that the Census Representative (CR) used for listing the EA in his/her Visitation 
Record (VR). The unstructured portion contained the addresses that could be tied only to the 
EA rather than a blockface. These were sorted by odd/even civic numbers within street name. 
The volume of addresses spUt 90%-10% between structured and unstructured. 

Besides the address data, each page in an AR booklet contained a series of columns to be 
used in the reconciliation operation between the AR and VR. In the reconciUation, the Census 
Representative manually compared the Visitation Record with the AR to identify matches and 
non-matches. If the address was only on the VR, it was added to the AR (undercoverage in 
the AR). If the address was only on the AR, field resolution was usually required by the CR, 
with the result that the address was designated either as a new address to be enumerated for 
the Census by the CR (undercoverage in the Census) or as an invalid address classified by type 
of error (overcoverage in the AR). Addresses were denoted as invaUd if they were duplicates, 
if they lay outside the EA, or for any other reason. AU valid addresses had the Census Household 
Number coded in the booklet by the CR. A telephone number for the address, if available, 
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RD 
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RD 
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at 
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up 
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7 
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0 

Page 21 of 22 

Duplicate 

8 

Invalid 
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EA 

9 

A H Pcf 

other ^°' 
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1044566 
1044564 
1044562 
1044559 
1044583 
1044581 
1019615 
1019617 
1019618 
1019627 
1019629 
1019634 
1019636 
1019640 
1019642 
1019644 
1019646 
1019579 
1019581 
1019648 
1019579 
1019581 
1019583 
1019586 
1019588 

Telepfione 
Number 

12 

5551111 
5561234 
5552321 

7475739 
5552222 
5561029 

5564261 

7478765 
5556942 

7476789 
5568765 
5559999 
7473456 
7450987 

5557171 
5558888 
7462009 
7450235 
5569630 

Figure 1. Example of a Page from an AR Booklet (reduced in size). 

was pre-printed in the last column of the booklet to assist the CR in any required Census 
follow-up operation. 

4. METHODOLOGY 

In this section, the creation of the Address Register (AR) is described. Figure 2 provides 
an overview of the steps involved. 

4.1 Overview of the Methodology 

The free-format addresses contained on the source files were first standardized into ordered 
component parts (steps 1 and 2) in preparation for the use of subsequent software. Then, postal 
codes were confirmed or corrected (step 3) so that those areas or worksites for which the AR 
was to be created could be selected from among all the addresses and locations contained on 
the source files (step 4). Because the same addresses could be contained on more than one file 
or more than once on the same file, undupUcation of addresses based on both exact and pro­
babilistic matching took place (steps 5 and 6). 

Next, automated linkages were made of addresses to the blockface level using the Area 
Master File (step 7) or, where this was not possible, to Enumeration Area (EA) using the Postal 
Code Conversion File (step 8). After loading the addresses into a database management system 
(step 9), manual linkages were made of addresses to blockface (steps 10 and 11) or to EA 
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(step 12). Addresses within each EA were then sequenced by and within blocks (step 13) before 
being printed and coUated in booklets by EA (step 14) for use in the Census. 

4.2 Address Standardization (Steps 1, 2 and 3) 

The Postal Address Analysis System (PAAS - step 2 of Figure 2) (Statistics Canada 1989c) 
performed two tasks: it broke up the free-format addresses from the source files into their 
component parts (street name, civic number, street designator, street direction, apartment 
number, municipality, province, postal code) and composed the address search key (ASK). 
ASK is an ordered concatenation of aU the components of an address and is used during 
undupUcation. 

Although PAAS was an excellent product, analysis from the 1989 prototype had revealed 
certain shortcomings that we felt could be resolved by grooming or filtering the administrative 
file contents prior to using the generalized software. This FILTER step (step 1) concentrated 
on the following tasks: eliminating special characters with which PAAS refused to deal, 
repackaging address components in a manner compatible with PAAS, translating street 
designator short forms to acceptable ones, introducing commas between the street and 
municipaUty components of the free-format address to improve PAAS's comprehension, 
eliminating leading zeroes from civic numbers and numeric street names, and adding 
municipaUty and province names. 

The FILTER and PAAS steps were appUed in an iterative fashion. The first step was to 
discover what anomalies needed filtering for each administrative source. If the PAAS error 
rate after filtering was greater than 5%, error records were reviewed to find recurring problems 
that could be successively eUminated by further filtering untU an error rate of less than 5% 
was achieved. As any address record that failed address standardization was eliminated from 
further consideration, it was vital to have a PAAS success rate as high as possible. 

The PCVERFY step (step 3) used the Automated Postal Coding System (PCODE) (Statistics 
Canada 1989a) package for confirmation and generation of postal codes. It was not quite as 
effective as the PAAS software at address analysis and could only confirm or add postal codes 
for 84% of the output from PAAS. It confirmed 78% of the postal codes and changed another 
6%. Only .003 % of the source administrative records had arrived with no existing postal code. 
It was crucial to have correct postal codes because these would be used for worksite selection 
in the subsequent step. 

Two problems arose in the PCVERFY step during production. If an address was missing 
a municipality/province component, the software continued to attempt to find a postal code 
instead of suspending further processing. As a consequence, enormous amounts of processing 
time could be spent trying to find postal codes. This problem was solved by including in the 
FILTER a step to add municipality and province names. The second problem occurred when 
a street name was numeric, as the processing time per address increased fourfold. This problem 
was not resolved and wiU necessitate modifications to the PCODE software. 

4.3 Worksite Selection (Step 4) 

This step partitioned the country by postal code into manageable worksites for processing 
with the sizes of worksites being based on the efficiency of CANLINK software for linkage 
of multiple large files. A geographic partitioning into worksites was adopted so they had 
dweUing counts in the 100,000 to 150,000 range based on the 1986 Census. Worksites were 
formed from an individual AMF (for a medium sized city), coUections of physically adjacent 
AMFs (for small towns/townships), or parts of an AMF (for a large city). Geography Division's 
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Figure 2. Overview of the Methodology. 
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Postal Code Conversion File (PCCF) which links postal codes and detailed Census geography 
was used to do this partitioning in the SELECT step (step 4). Once partitioning was completed, 
there were 105 distinct worksites and the original 43.4 miUion addresses had been reduced to 
20.5 miUion addresses, with the dropped addresses having postal codes outside the AMF areas 
{i.e., smaller cities and rural areas). 

4.4 UndupUcation (Steps 5 and 6) 

In order to delete addresses included more than once on the source files, an undupUcation 
process was conducted in two stages: an exact match with DEEXACT (step 5) and a probabiUstic 
match using CANLINK software (step 6). 

The DEEXACT step utilized the address search key (ASK) produced by the PAAS soft­
ware and aU records with an identical ASK were collapsed into a single record. With 
DEEXACT, the 20.5 million records from the SELECT step were reduced down to 10.1 million 
records. This reduction shows the importance of performing the address standardization. 

Step 6 utiUzed the CANLINK generaUzed record linkage software (Statistics Canada 1989b). 
It clusters close records into groups called "pockets" and only records within the same pocket 
are actually matched together. For this application, civic number was used as the pocket. The 
components of the address (street name, municipaUty name, postal code, etc.) were used for 
matching purposes and weights were assigned for agreement or disagreement of each compo­
nent. The development of levels of partial agreement for street name, municipality name and 
the last three characters of the postal code aUowed for spelling variations and letter transposi­
tions within the fields. The CANLINK step accounted for a further reduction to 6.7 million 
records. More details on the use of CANLINK in address undupUcation are given in Drew et al. 
(1988), where its application in the November 1987 test is described. 

4.5 AR/AMF Linkage (Step 7) 

The major concern from the 1989 test was the strategy used to Unk addresses to their respec­
tive blockface. Because of the 11% drop in coverage from 84% to 73% compared to the 1987 
test, a thorough investigation was needed and possibly a new approach. The other concern 
was that automated matching accounted for only 80% of the records matched whUe the other 
20% were picked up clericaUy. This would have represented a daunting manual workload in 
full production. In order to circumvent these two concerns, another CANLINK application 
was developed for the AR/AMF linkage (step 7). 

The original 1989 test files for Brampton still existed, so this became the test site for 
developing this step. The revised approach yielded 10% more matches, which increased the 
coverage back up to 1987 levels. As well, the automated matching was now responsible for 
97% of the matches with 3% being picked up clericaUy, a significant improvement on the earlier 
80%-20% split. Based on these resuUs, the CANLINK approach was adopted for Census 
production. 

In the construction of the new matching strategy, the first area of study involved a com­
parison of the contents of fields that would be used for matching purposes. This revealed certain 
anomalies that could be corrected prior to use to improve the number of Unkages. The 
processing modifications to existing fields covered the following areas: removal of blanks 
between compound street names; alignment of street directions and civic numbers; conver­
sion of numeric street names to numbers (on the AMF); removal of special characters in street 
names (on the AMF); correction of spelUng variations in municipalities (on the AR); and a 
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recreation of certain PAAS translations for street names (on the AR). Several new fields were 
also generated: NYSIIS (New York State Identification and Intelligence System) and 
SOUNDEX versions of the street name, employing two phonetic encoding packages used to 
eliminate the effects of common speUing errors (Statistics Canada 1989d); a duplicate street 
name flag (on the AMF) to identify situations where a street name was not unique; a unidirec­
tional street flag (on the AMF) to identify streets that had only a single street direction coded; 
and an official street name flag (on the AR) to indicate that the street name matched an official 
AMF street name. The AMF records contained only street data so we appended the Census 
Subdivision name and a province code and then attempted to assign postal codes to blockface 
civic numbers. When the postal codes differed between the "from" and " to" civic numbers, 
we generated subblockfaces for each unique postal code. 

For this application, three distinct pockets were created for each record, effectively 
tripUcating the files. The primary pocket was the most stringent in nature and was designed 
to find all the good match possibilities quickly in the first pass of the files. It was composed 
of street name/Forward Sortation Area (FSA)/odd or even civic number flag. The second 
pocket was postal code/odd or even civic number flag which allowed for poorly parsed addresses 
to be matched on postal code. The third was the NYSIIS version of the street name/odd or 
even civic number flag which aUowed records with spelling variations in street name and missing 
postal codes to be considered as potential matches. 

The function rules established for partial matches for street name, municipality name and 
the last three characters of the postal code were taken directly from our existing CANLINK 
apphcation used for internal undupUcation where they had already demonstrated their 
effectiveness. 

However, there were three AMFs to which we had difficulty matching in the course of 
production: Red Deer, St. Thomas and Charny. The problem with all three was missing civic 
number data on the AMF. Knowing that these would require heavy clerical intervention, a field 
operation was mounted in December 1990 to update the maps from the Computer Assisted 
Mapping System (CAM). CAM maps from Geography Division were sent to Regional Office 
staff who added the missing civic number ranges. These updated maps were subsequently 
forwarded to Geography Division for inclusion in the next round of updates to the AMF. For 
the creation of the AR, the civic number ranges for the three AMFs were used manually in 
the clerical operation. 

Success in matching was quite similar across aU provinces except for Quebec. In Quebec, 
the automatic matching to the blockface dipped by about 10-12% to 73% as it was not as effec­
tive at deaUng with French addressing as it was with EngUsh addressing. Three situations were 
identified as causes for the drop in the automatic match rate: the use/non-use of articles within 
the street name {e.g., Savane, de la Savane, la Savane), the use of complete personal names 
as street names with a high degree of spelUng variabiUty (e.g., Jean-Fran?ois Belanger, 
J.F. Belanger and Jean F. Belanger) and the lack of street designators. As a resuh, the clerical 
operations described below, especially the first one, were of increased importance for matching 
in Quebec relative to the other provinces. 

During the AR/AMF processing with the CANLINK software, the only problem that arose 
was in exceeding an internal pocket maximum on the number of records allowed. The solution 
was to identify the streets causing the problem from the pocket report (they were always major 
thoroughfares) and set up special pre-processing programs that would add the fifth digit of 
the postal code in calculating the pocket value for those streets to make it more discriminating. 
This had the effect of reducing the number of records within the pocket. 
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4.6 AR/PCCF Linkage (Step 8) 

This step (step 8) attempted to obtain an automated link to the proper Enumeration 
Area (EA) for those addresses which could not be matched to the blockface using the AMF 
in step 7. 

The principal inputs were the Postal Code Conversion File (PCCF), which gave the 
correspondence between postal codes and 1986 EAs, and the 1986 to 1991 EA Correspondence 
File. By matching the two together we could identify postal codes that were uniquely matched 
to a single 1991 EA, as well as postal codes matched to two or more possible 1991 EAs, requiring 
manual work to resolve later in step 12. 

Again, Brampton became the test vehicle. The analysis of the postal code/EA matching 
revealed that 38% of the postal codes could be uniquely assigned to a 1991 EA. The linkage 
to these postal codes of the AR records unmatched to a blockface yielded a further 5% increase 
in total matches. OveraU, the automated match rate increased to 89% (84% to the blockface 
and 5% to the EA), up from 64% in the September 1989 test, almost cutting in half the amount 
of manual intervention. 

4.7 Loading the Base (Step 9) 

To faciUtate queries and in anticipation of future usage, ORACLE had been used in the 
1989 test as the database management system and was used again for the 1991 production. The 
ORACLE load step (step 9) involved the transformation of the up-to-now sequential file iiito 
four separate component files, one for each of municipality, blockface, street and address. 

4.8 Clerical Procedures (Steps 10, 11 and 12) 

The clerical procedure for the 1989 test was a review of aU unique combinations of street 
name/street designator/street direction from both AMF and AR records along with an AR 
record count for each street combination. The objective was to replace an unmatched AR street 
combination with the legimate AMF combination. By comparing similar street combinations 
and determining which ones should in fact have been identical, hitherto uncoded AR records 
could be matched manually to a particular blockface. This procedure had worked weU in 1989 
and had proved useful in two problem situations: those where there were large discrepancies 
in street name speUing and those where the AR street name field contained both the street name 
and a street designator short form that the PAAS software had not understood in parsing the 
address. 

We expanded the capabiUty of this clerical procedure (step 10) to compare AR street com­
binations with other similar AR street combinations to handle instances where a particular street 
might have a number of AR speUing variations with no AMF equivalent. This expansion 
permitted some additional manual coding of addresses to blockface. 

To summarize, in this first clerical procedure (Clerical-1), all addresses not coded 
automatically to blockface in step 7 (that is, those coded automatically to EA in step 8 and 
those not yet coded) were examined for possible manual coding to blockface. 

Following the Clerical-1 procedure, we added a Compress step (step 11), which was applied 
to aU records coded to the blockface. For each unique value of street name/street 
designator/street direction within a worksite, aU the corresponding address records were 
checked for uniqueness using the civic number/apartment number as the key. Where multiple 
records occurred, they were collapsed with all pertinent data blended into one single record, 
a further step of undupUcation. 
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As a resuU, at the end of step 10, the database contained addresses coded automatically or 
manually to blockface, automatically to EA or uncoded as yet. 

Step 12 now dealt with those residual addresses that could not be Unked to a unique EA 
but could be matched to two or more possible EAs via step 8. A complete set of CAM-generated 
maps was produced for the AR project. The Clerical-2 step consisted of examining these maps 
for the candidate EAs to assign these residual addresses to the proper EA wherever possible. 

Overall, the ratio of automated to manual matching was 91 % -9%. The automated portion 
comprised 87% from the AR/AMF linkage to blockface, and 4% from the AR/PCCF linkage 
to EA. The manual portion was split 3% matched to the blockface from the Clerical-1 operation 
and 6% to the EA in Clerical-2. 

Although ORACLE was an appropriate vehicle for the 1989 prototype, it proved to be costly 
and eventually a bottleneck once in fuU production with the AR as just one user on a Bureau-
wide database. It allowed for only 8-10% of the worksites on-Une at any one time, and had 
to export and import sites continuously to free up space and reload to carry on processing. 
A second ORACLE database was therefore set up for exclusive use of the AR team. In fairness 
to ORACLE, not all the processing being done was conducive to any database management 
system. The product was being built and as a consequence large portions of the tables were 
being examined to make sweeping field changes, to eliminate duplication and to select records 
for printing. ORACLE did offer tremendous flexibility to change software procedures quickly 
and generate new ones as production unfolded. 

4.9 Use of the Computer Assisted Mapping System (Step 13) 

The Computer Assisted Mapping System (CAM) was a new research initiative for the 1991 
Census whose development ran concurrently with AR development. The system generated all 
the Enumeration Area maps within AMF coverage areas. This was a major departure from 
the manual map generation process of the past. CAM also provided a structure to EAs that 
located blockfaces within blocks and sequenced the blocks within the EA (step 13). An off­
shoot to CAM for AR purposes was set up to sequence the dweUings on the blockface. This 
was necessary to organize the address lists in a manner corresponding more closely to the way 
the Census Representatives do their listing. 

CAM was fully implemented by the time of AR production. In order to remain compatible 
with it, the same vintage of the AMF that CAM employed was used. However, a small portion 
of blockfaces had no structure data assigned to them. For any EA where this percentage was 
greater than 5%, either CAM was re-executed for that worksite if time permitted or an alternate 
system, Point-in-Polygon Assignments (PIPA), that locates blockfaces within their EA was 
executed. Although PIP A shifted addresses from the structured portion of the AR booklet 
(based on blockface coding) to the unstructured portion (EA coding), at least the affected 
addresses were not dropped during the print selection process, which was the case when 
sequencing data were missing. 

4.10 Printing and Booklet Production (Step 14) 

The last production step was the printing and gathering of booklets (step 14) for the almost 
23,000 Enumeration Areas containing at this point 6.6 miUion addresses. Major concerns which 
were addressed included print speed and quality (a continuous-page printer was used), durability 
of booklets (the booklets had front and back covers and were stapled) and compilation costs 
(the booklets were gathered and attached in-house). 
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5. POST-CENSAL EVALUATION 

The post-censal evaluation can be broadly categorized into four study areas: field opera­
tions, data capture of AR booklets, update of the AR and determination of the AR contribu­
tion to coverage improvements. 

Evaluation of field operations will focus on the effectiveness of training, how complete the 
reconciliation work was, and causes of errors, with a view to improving the methodology for 
future Censuses. 

The data capture operation will yield two separate outputs. First, addresses printed in the 
booklets will be deleted if invalid, and if valid their Census Household Number will be captured. 
Second, the new addresses added by the Census Representatives wiU be captured. It will then 
be possible to calculate the AR overcoverage and undercoverage rates and the AR contribution 
to Census coverage. Addresses placed in the wrong EA can be investigated and traced back 
to the source of error. Through the Census Household Number, the number of persons added 
and characteristics of dwelUngs and persons can be studied. 

From a cost perspective, the unit cost per dweUing added by the AR will be calculated, in 
view of the cost of creating the AR and using it in the Census. 

6. FUTURE DIRECTIONS 

The Address Register (AR), although initially set up as one of the procedures for reducing 
Census undercoverage, is a developmental project with potential impact on other programs 
within Statistics Canada as well as other government agencies. 

The more immediate objectives for the future development of the AR are as follows: to incor­
porate the addresses identified during Census enumeration; to evaluate the effectiveness of 
the AR in improving coverage of the 1991 Census; to document and evaluate the production 
activities; and to develop a longer-term plan for the AR addressing its cost-effectiveness as 
a household frame, the optimal updating strategy and its potential for use by external agencies. 

Within these guidelines, a project plan was prepared and is presented below under six main 
topic areas. 

6.1 Relationships between the Census and the Address Register 

Besides the potential for coverage improvement, other ways in which the AR could contribute 
to the Census will be explored. Some preUminary thoughts in this regard include possibilities 
for the AR to be used as a processing control file, for telephone numbers to be used for follow-up 
purposes, for creation of control numbers of dwellings in an Enumeration Area, for certifica­
tion of dweUing counts for processing, or for migration analysis. Consideration will be given 
to whether the AR should be used before or after Census Day, and to how the AR might be 
used for those addresses where only a higher level of geography than the EA can be ascertained. 

6.2 Relationships between Geography and the Address Register 

As is evident in the description of the methodology, the creation of the AR relied heavily 
on many of the products from Geography Division {e.g., the Area Master File, the Postal Code 
Conversion File). Their contributions and limitations in building the AR will be reviewed. For 
any new products developed by Geography Division, their possible use in the AR wiU be 
investigated with a view to incorporating the AR needs directly into the new product. As well, 
the AR wiU be integrated into the Geography Division's Geographical Information System 
(GIS). 
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The AR may be able to provide update indicators to the Area Master File (AMF) or for 
the delineation of Enumeration Areas. The AR could be used to establish priorities especially 
in high-growth areas or in areas where there are poor civic number ranges in the AMF. The 
updating of the Postal Code Conversion File might be served by postal code/Enumeration Area 
or postal code/blockface combinations from the AR. After each Census, all Census households 
are encoded with blockface centroids. Since the bulk of AR records have already been geocoded 
prior to the Census, a link of the AR with the Census Household Number will reduce the amount 
of manual geocoding work after the Census. This last project is already in progress. 

6.3 Documentation, Evaluation and Improvement of Procedures 

A user guide documenting procedures and a technical guide to document programs, sample 
problems and solutions and quality assurance are being prepared for the work done to date. 

As with any new project, much is learned during the creative process and procedures are 
developed as required and as time and budget permit. After the fact, there are usually effi­
ciencies to be gained by reviewing these procedures. 

For the automated procedures, projects already underway include a more efficient use of 
ORACLE or choice of another system, the use of desk-top computers rather than the Statistics 
Canada mainframe computer, standardization of the filter, enhancements to PAAS, 
amalgamation of sites into provincial databases, the dropping of some fields earlier in the 
process, consideration of other postal coding software, improvement of address place name 
matching and an improvement of the Area Master File linkage with French addresses. 

For the manual procedures, improved handling of adjacent Enumeration Areas across 
boundaries of Federal Electoral Districts and of the lack of civic numbers on CAM maps are 
to be pursued. The editing system to correct addresses will be reviewed for possible improve­
ment as weU. 

Telephone numbers were added at a later stage within the AR production. A thorough 
evaluation of their coverage and accuracy will be undertaken especially in view of the poten­
tial uses of telephone numbers in the Census and other Statistics Canada surveys. For the latter, 
initial emphasis will be placed on testing within the context of the upcoming redesign of the 
Labour Force Survey. 

Computer systems developed for the initial production have already been cleaned up to a 
large extent for better efficiency of mainframe expenditures, for programs and disk and tape 
storage, for file manipulation, for output, Ubraries and file access. Better system controls will 
be prepared. 

This AR was produced only for urban areas. Future methodological development will 
examine the potential for extension to rural areas. 

6.4 Updating Methodology 

The AR was created from among four sets of administrative files: telephone files, municipal 
assessment files, hydro files and the Tl tax file from Revenue Canada. As well, the AR is 
currently being updated to be consistent with the 1991 Census so that the Census is also a source. 
The relative contributions of these source files, both in volume and quality, will be investigated 
so that a decision on acquisition of files for updating can be made. 

An integral part of the updating strategy is the development of a methodology for updating. 
The definition of an update will be needed along with an update system. The cost effectiveness 
of ongoing updating, dependent on the various needs which result from projects identified 
throughout these future directions, will be considered as well. Is ongoing updating cost effective 
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when compared to updating only in time for the Census? What requirements will there be from 
other possible uses? Answers to these questions will lead to an updating strategy. 

6.5 Other Uses of the Address Register in Statistics Canada 

Besides the Census and geographical relationships presented earlier, a number of other uses 
are suggested within Statistics Canada. The potential use of the AR in the Labour Force Survey 
(LFS) wUl be investigated as part of the LFS Redesign Project. The possibUity of using the 
AR in urban areas either to improve sampling under the existing area frame or as a list frame 
to reduce the number of stages in the sample design are two major areas highUghted for research. 
With telephone numbers on the AR, more telephone interviewing would be possible. 

The use of the AR as a survey frame for other Statistics Canada surveys will be examined. 
In addition, since the AR currently uses telephone files as a primary source of information, 
it has these files on hand for further exploitation. The Special Surveys Program, the General 
Social Survey and the existing Labour Force Survey are areas which use or require telephone 
files. 

Another potential apphcation within Statistics Canada is as a housing database if the AR 
were enriched with housing data from the 1991 Census and data obtained from municipal 
assessment files, for example. The existence of such a database might reduce the amount of 
information on housing that would have to be collected in future Censuses. Data needs and 
availabiUty have to be explored. 

6.6 Uses of the Address Register External to Statistics Canada 

If the AR is to be used outside Statistics Canada, issues of confidentiality of the source 
files and releasabiUty of the AR must be addressed and meet the requirements of the Statistics 
Act. Some source files were provided to Statistics Canada in confidence, either contractually 
{e.g., some files from Alberta) or legally (the Tl file from Revenue Canada). 

6.7 Conclusion 

The breadth and diversity of the ideas contained above in future directions demonstrate the 
potential of the Address Register as a geographical product with applications in many areas 
of Statistics Canada and elsewhere. 
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Application to Census Undercount Adjustment 
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ABSTRACT 

This article presents a selected annotated bibUography of the literature on capture-recapture (dual system) 
estimation of population size, on extensions to the basic methodology, and the application of these 
techniques in the context of census undercount estimation. 

KEY WORDS: Capture-recapture; Census undercount; Dual system estimation; Loglinear models. 

1. INTRODUCTION 

The method of capture-recapture for estimating the size of a closed population has been 
in use since at least the nineteenth century, when Peterson (1896) developed the standard 
estimator that bears his name for the use with fish populations. Subsequent application to other 
types of populations include Geiger and Werner (1924) - physics; Lincoln (1930) - wildlife; 
Chandrasekar and Deming (1948) - vital statistics for human populations; Wittes and Sidel 
(1968), Wittes, CoUon and Sidel (1974) - epidemiology; Sanathanan (1972b) - particle scan­
ning in physics; Blumenthal and Marcus (1975) - life testing; Green and StoUmack 
(1981),Rossmo and Routledge (1990) - crimes and criminals. In the context of the study of 
human populations and demography the method is often referred to as dual system estimation. 
We have included virtually no references to the related problem of counting the number of 
species, which goes back to the work of R.A. Fisher in the 1940s and had an elegant formulation 
in Efron and Thisted's (1976) Biometrika paper on "How many words did Shakespeare 
know?". 

The basic capture-recapture approach rests on a number of assumptions, e.g.:{l) the popula­
tion under study is closed; (2) individuals (units) can be perfectly matched from capture to 
recapture; (3) capture probabilities are constant across the individuals (units) in the population; 
(4) the probability of inclusion of an individual (unit) in recapture sample is independent of 
inclusion in original census or sample. Beginning in the late 1930s various investigators began 
to explore extensions that allowed for departures from the assumptions. These methods typically 
require additional data such as a second recapture (or even a third) and the full capture-recapture 
history of each individual. 

For human populations and the study of vital statistics the methodology has long been linked 
to census data, e.g., see Tracy (1941) and Shapiro (1949, 1954). In connection with the 1950 
decennial census of population, the U.S. Bureau of the Census introduced the use of a sample 
matched to the census records for coverage evaluation. This approach has evolved into what 
is currently known as the Post Enumeration Survey approach to undercount and overcount 
estimation, and it has been the focal point of the recent and ongoing controversy of the possible 
adjustment of the 1980 and 1990 censuses, e.g., see Eriksen and Kadane (1985); Freedman and 
Navidi (1986, 1992); Freedman (1991); Wolter (1991). 

' Stephen E. Fienberg, Office of Vice President (Academic Affairs), York University, North York, Ontario M3J 1P3, 
Canada. 
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This selected annotated bibUography presents an overview of pubUshed hterature on capture-
recapture estimation of population totals. It includes historical references, articles that explore 
departures from assumptions and extensions of the basic methodology, and is most complete 
in connection with papers that describe the dual and multiple system approaches in the context 
of census undercount estimation. In this regard, however, we have not included references to 
any of the unpubUshed memoranda and papers from the U.S. Bureau of the Census (primarily 
because most of these have been replicated in some form in the published literature). We have 
tended to exclude articles published in unrefereed proceedings for related reasons. Because the 
hterature on specialized applications of capture-recapture techniques to wUdUfe populations 
is so extensive, and only some of it is of relevance for human populations, we have provided 
primarily references to reviews of this literature, e.g., see Brownie et al. (1977); Otis et al. (1978); 
Seber (1973, 1982). Similarly we have included only a small number of references to the more 
speciaUzed methods in use for life testing, e.g., see Dahiya and Blumenthal (1986), as weU as 
those in use for software reliabiUty appUcations, e.g. Jelinski and Moranda (1972), and Duran 
and Wiorkowski (1981). The methods in this latter literature diverge in significant ways from 
those used in the basic capture-recapture and dual system approaches. 

2. SELECTED BIBLIOGRAPHY 

ALHO, J.M. (1990). Logistic regression in capture-recapture models. Biometrics, 46, 623-635. 

• Extends usual dual systems approach to allow for multiplicative stratification effects. 

BAKER, S. G. (1990). A simple EM algorithm for capture-recapture data with categorical covariates 
(with discussion). Biometrics, 46, 1193-1200. 

• Links cross-classification of covariates to the capture and recapture via loglinear models and then uses 
EM algorithm to estimate population size. 

BIEMER, P.P. (1988). Modelling matching error and its effect on estimates of census coverage error. 
Survey Methodology, 14, 117-134. 

• Develops models for evaluating impact of matching error on census coverage. 

BISHOP, Y.M.M., FIENBERG, S.E., and HOLLAND, P.H. (1975). Discrete Multivariate Analysis: 
Theory and Practice, Chapter 6. Cambridge, MA: MIT Press. 

• Monograph on loglinear models which includes a chapter on the relationship to capture-recapture 
models. 

BLUMENTHAL, S., and MARCUS, R. (1975). Estimating population size with exponential failure. 
Journal of the American Statistical Association, 70, 913-922. 

• Uses exponential distribution to estimate population size based on a subset of observations obtained 
by truncated sampling. 

BOSWELL, M.T., BURNHAM, K.P., and PATIL, G. P. (1988). Role and use of composUe sampling 
and capture-recapture sampling in ecological studies. In Handbook of Statistics 6: Sampling, 
(Eds. P.R. Krishnaiah and C.R. Rao). Amsterdam: North Holland, 469-488. 

• Gives succinct summary of several basic variants on capture-recapture models and their estimation. 

BROWNIE, C , ANDERSON, D.R., BURNHAM, K.P., and ROBSON, D.S. (1977). Statistical inference 
from band recovery data: a handbook. U. S. Fisheries and Wildlife Service Resource Publication No. 131. 

• Describes a comprehensive range of capture-recapture models and appropriate goodness-of-fit tests, 
with emphasis on banding experiments. 
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BURGESS, R.D. (1988). Evaluation of reverse record check estimates of undercoverage in the Canadian 
Census of Population. Survey Methodology, 14, 137-156. 

• Describes the survey-based accounting approach of the reverse record check for undercount estimation. 
Does not deal with issue of exclusion of individuals from census and other lists. 

BURNHAM, K. P., ANDERSON, D.R., WHITE, G.C., BROWNIE, C , and POLLOCK,K.H. (1987). 
Design and Analysis Methods for Fish Survival Experiments Based on Release-Recapture. Bethesda, 
MD: American Fisheries Society. 

• Combines methodology of Brownie et al. for band recovery with survival estimation under JoUy-Seber 
mark-recapture models. 

BURNHAM, K.P., and OVERTON, W.S. (1978). Estimation of the size of a closed population when 
the capture probabiUties vary among animals. Biometrika, 65, 625-633. Correction (1981) 68, 345. 

• Develops a capture-recapture model with heterogeneity for animals but constant probabilities of capture 
across samples. Model induces dependencies amongst captures. 

CASTELDINE, B.J. (1981). A Bayesian analysis of multiple-recapture sampUng for a closed population. 
Biometrika, 67, 197-210. 

• Develops a Bayesian approach using beta priors for traditional independence-based Schnabel census 
model for multiple recapture data. 

CHAKRABORTY, P.N. (1963). On a method of estimating birth and death rates from several agencies. 
Calcutta Statistical Association, Bulletin, 12, 106-112. 

• Extends Chandrasekar-Deming approach to three or more sources. 

CHANDRASEKAR, C , and DEMING, W.E. (1949). On a method of estimating birth and death rates 
and the extent of registration. Journal of the American Statistical Association, 44, 101-115. 

• Develops dual-system technique and suggests the use of stratification for eliminating heterogeneity. 
Applies approach to estimation of number of births and deaths in several Indian villages. 

CHAO, A. (1987). Estimating the population size for capture-recapture data with unequal catch ability. 
Biometrics, 43, 783-791. 

• Explores heterogeneous catchability model of Burnham and Overton using a moment inequality to 
get a lower bound on population size. 

CHAO, A. (1989). Estimating population size for sparse data in capture-recapture experiments. 
Biometrics, 45, 427-438. 

• Explores adequacy of estimator resulting from moment inequaUty for heterogeneous catchability model 
in settings involving sparse data. 

CHAPMAN, D.G. (1951). Some properties of the hypergeometric distribution with appUcations to 
zoological sample censuses. University of California Publications in Statistics, 1, 131-160. 

• Develops the hypergeometric sampling model for estimating the population size in capture-recapture 
studies. 

CHOI, C.Y., STEEL, D.G., and SKINNER, T.J. (1988). Adjusting the 1986 AustraUan census count 
for under enumeration. Survey Methodology, 14, 173-189. 

• Describes the use of dual system estimation and a post enumeration survey to adjust the results of 
the Australian census. Also applies Wolter sex-ratio technique to check on sensitivity of dual system 
estimator. 

CHRISTENSEN, H.T. (1958). The method of record linkage applied to family data. Marriage and Family 
Living, 20, 38-43. 
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CITRO, C. F., and COHEN, M. L., (Eds.) (1985). The Bicentennial Census. New Directions for 
Methodology in 1990. Washington, DC: National Academy Press. 

• Report of a panel of the Committee on National Statistics on census methodology including an 
examination of the dual systems approach to undercount correction. 

CO ALE, A.J. (1961). The design of an experimental procedure for obtaining accurate vital statistics. 
International Population Conference, New York, 372-375. 

• Proposes the use of two lists covering the same sample from a population. 

COHEN, M.L. (1990). Adjustment and reapportionment - analyzing the 1980 decision. Journal of Official 
Statistics, 6, 241-250. 

• Examines effect of bias and variability on accuracy of adjusted and unadjusted census counts and the 
impact on the reapportionment of the U.S. House of Representatives. 

CORMACK, R. M. (1981). Loglinear models for capture-recapture experiments on open populations. 
In The Mathematical Theory of the Dynamics of Biological Populations, II (Eds. R.W. Hiorns and 
D. Cooke). London: Academic Press, 217-235. 

• Introduces Poisson model for capture-recapture and uses it with loglinear models to extend standard 
approach to allow for birth, death, and trap dependency. 

CORMACK, R. M. (1989). Log-linear models for capture-recapture. Biometrics, 45, 395-413. 
• Uses Poisson model and loglinear representation for inclusion of birth, death, and trap dependency 

into standard capture-recapture approach. 

CORMACK, R. M., and JUPP, P.E. (1991). Inference for Poisson and multinomial models for capture 
recapture experiments. Biometrika, 78, 911-916. 

• Compares MLEs of parameters under the two models and presents relationship between the corresponding 
asymptotic variances and covariances. 

COWAN, CD., and MALEC, D.J. (1986). Capture-recapture models when both sources have clustered 
observations. Journal of the American Statistical Association, 81, 347-353. 

• Extends dual systems approach to situation involving clustered observations as in the U.S. census 
coverage improvement program. 

CRESSIE, N. (1988). When are census counts improved by adjustment? Survey Methodology, 14,191-208. 
• Proposes a PES-based model for undercount adjustment utilizing an empirical Bayes estimation scheme 

and a family of loss functions. 

CRESSIE, N. (1989). Empirical Bayes estimation of undercount in the decennial census. Journal of the 
American Statistical Association, 84, 1033-1044. 

• Develops and applies empirical Bayes smoothing methods for census adjustment factors produced from 
dual systems approach for geographic by demographic stratification. Applies approach to state data 
from 1980 U.S. census. 

CRESSIE, N., and DAJANI, A. (1991). Empirical Bayes estimation of U.S.undercount based on artificial 
populations. Journal of Official Statistics, 7, 57-67. 

• Shows that synthetic estimation approach used by Isaki et al. is special case of empirical Bayes. 

CROXFORD, A.A. (1968). Record Unkage in education. In Record Linkage in Medicine (Ed. 
E.D. Acheson). London: E. and S. Livingstone, 351-356. 
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DAHIYA, R.C., and BLUMENTHAL, S. (1986). Population or sample size estimation. In Encyclopedia 
of Statistical Sciences, (Volume 7), (Eds. S. Kotz and N.L. Johnson). New York: Wiley, 100-110. 

• Reviews theory underlying population size estimation from truncated sampling for discrete distributions 
and provides references to domains of application. 

DARROCH, J.N. (1958). The multiple-recapture census I: Estimation of a closed population. Biometrika, 
45, 343-359. 

• Describes the maximum UkeUhood approach to the multiple recapture problem under complete 
independence. 

DARROCH, J.N. (1959). The multiple-recapture census II: Estimation when there is immigration or 
death. Biometrika, 46, 336-351. 

• Extends the maximum likelihood approach under independence to open populations with either 
immigration or death. 

DARROCH, J.N. (1961). The two sample capture-recapture census when tagging and sampling are 
stratified. Biometrika, 45, 343-359. 

• Extends the maximum UkeUhood approach whh independence to the situation where the original 
captured individuals are stratified into 5 groups and the individuals in the recapture sample are stratified, 
but according to t (possibly different) strata. 

DARROCH, J.N., FIENBERG, S.E., GLONEK, G.F.V., and JUNKER, B.W. (1992). A three-sample 
multiple-recapture approach to census population estimation with heterogeneous catchability. Submitted 
for publication. 

• Extends triple system estimation to aUow for individual heterogeneity and selected forms of dependence. 
Applies estimators to triple system data from census dress rehearsal in St. Louis. 

DARROCH, J.N., and RATCLIFF, D. (1980). A note on capture-recapture estimation. Biometrics, 36, 
149-153. 

• Presents an alternative estimator for capture-recapture problems with interesting asymptotic properties. 

DASGUPTA, P. (1964). On the estimation of the total number of events and of the probabilities of 
detecting an event from information supplied by several agencies. Calcutta Statistical Association, 
Bulletin, 13, 89-100. 

• Extends Chandrasekar-Deming approach to three or more sources. 

DAVIDSON, L. (1962). Retrieval of misspelled names in an airline passenger record system. Communications 
of the Association of Computer Machinery, 5, 169-171. 

DEMING, W.E., and KEYFITZ, N. (1967). Theory of surveys to estimate total populations. In 
Proceedings of the World Population Conference, Belgrade, 1965 (Vol. 3). New York: United Nations, 
141-144. 

• Extends of Chandrasekar-Deming approach to three sources. 

DIFFENDAL, G. (1988). The 1986 test of adjustment related operations in Central Los Angeles County. 
Survey Methodology, 14, 71-86. 

• Describes implementation of post-enumeration survey approach to dual system estimation in a test 
census. 

DING, Y. (1990). Capture-Recapture Census with Uncertain Matching. Ph.D. dissertation. Department 
of Statistics, Carnegie Mellon University. 

• Develops a probabilistic matching model for use with dual and multiple system estimation, and considers 
a Bayesian approach for estimating the population size. lUustrates techniques using data from test 
census results from Los Angeles. 
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DING, Y., and FIENBERG, S.E. (1992). Estimating population and census undercount in the presence 
of matching error. Submhted for pubUcation. 

• Develops a probabilistic matching model for use with dual system estimation and illustrates its 
application to data from test census results from Los Angeles. 

DURAN, J.W., and WIORKOWSKI, J.J. (1981). Capture-recapture sampUng for estimating software 
error content. IEEE Systems Engineering, 1, 147-148. 

EFRON, B., and THISTED, R.A. (1976).Estimating the number of unseen species: How many words 
did Shakespeare know? Biometrika, 63, 435-467. 

• Adapts a parametric model due to Fisher and a nonparametric model for the classical species problem 
using empirical Bayes methods. Applies approach to the vocabulary of Shakespeare. 

EL-KHORAZATY, M.N., IMREY, P.B., KOCH, G.G., and WELLS, H.B. (1977). Estimating the total 
number of events with data from multiple record systems: a review of methodological strategies. 
International Statistical Review, 45, 129-157. 

• Review of Hterature and methods for dual- and multiple systems estimation. Includes sections comparing 
use of techniques and departures from assumptions in wUdUfe and human populations. 

ERICKSEN, E.P., and KADANE, J.B. (1985). Estimating the population in a census year: 1980 and 
beyond (with discussion). Journal of the American Statistical Association, 80, 98-131. 

• Applies dual system approach to 1980 census data, including the regression-based smoothing of 
undercount estimates and the estimation of adjusted odds ratios using demographic estimates. 

ERICKSEN, E.P., KADANE, J.B., and TUKEY, J.W. (1989). Adjusting the 1980 census of population 
and housing. Journal of the American Statistical Association, 84,927-944. 

• Presents revisions and extensions to the Ericksen and Kadane methodology and a critique of Freedman 
and Navidi. 

FAY, R. E., PASSEL, J. S., ROBINSON, J. G., and COWAN, C. D. (1988). The Coverage of Population 
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A Variation of the Housing Unit Method for Estimating 
the Population of Small, Rural Areas: 

A Case Study of the Local Expert Procedure 

LINDA K. ROE, JOHN F. CARLSON and DAVID A. SWANSON^ 

ABSTRACT 

This paper examines the suitability of a survey-based procedure for estimating populations in small, rural 
areas. The procedure is a variation of the Housing Unit Method. It employs the use of local experts enlisted 
to provide information about the demographic characteristics of households randomly selected from 
residential unit sample frames developed from utility records. The procedure is nonintrusive and less 
costly than traditional survey data collection efforts. Because the procedure is based on random sampling, 
confidence intervals can be constructed around the population estimated by the technique. The results 
of a case study are provided in which the total population is estimated for three unincorporated com­
munities in rural, southern Nevada. 

KEY WORDS: Survey-based; Utility records; Confidence intervals; Nevada. 

1. INTRODUCTION 

In its most recent survey of state and local agencies preparing population and housing 
estimates, the U.S. Bureau of the Census found that about 89 percent of the agencies surveyed 
use the Housing Unit Method (HUM) (Byerly 1990). This method was also found to be widely 
used in an earUer survey (U.S. Bureau of the Census 1978). The method has been found to 
provide accurate estimates of the total population (Lowe, Pittenger and Walker 1977; Lowe, 
Weisser and Myers 1984; Smith and Lewis 1980, 1983; Smith and Mandell 1984) as well as a 
strong conceptual and practical foundation for a municipal estimation system (Martin and 
Serow 1979; Rives and Serow 1984; Swanson, Baker and Van Patten 1983). 

One of the strong features of the HUM is that it can be implemented in a variety of forms, 
which allows it to be adapted to a range of data environments (Swanson, Baker and Van Patten 
1983). This adaptabiUty has been exploited primarily by subnational demographic centers for 
purposes of revenue sharing and related programs (Martin and Serow 1978; Swanson, Baker 
and Van Patten 1983). However, as pointed out by Rives (1982), the method has potential uses 
in other arenas. 

As an example, consider the case of environmental impact statements. Concerns over legal 
and environmental issues have resulted in decisions to locate unpopular facilities in sparsely 
populated rural areas for which census and other socioeconomic data are usually not available 
(Freudenburg 1982; Brown, Geertsen and Krannich 1989; Munsell 1988). As a consequence, 
it has become necessary to develop methods of inquiry, particularly suited for small, rural areas, 
that fully exploit available data, are less costly and, in many cases, less intrusive, than area, 
telephone, and mail surveys. We beUeve that the variation of the HUM that we propose in this 
paper contributes to this type of methodological development. 

' Linda K. Roe and John F. Carlson, Science Applications International Corporation, 101 Convention Center Drive, 
Las Vegas, Nevada 89109; David A. Swanson, Center for Social Research and Department of Sociology, Pacific 
Lutheran University, Tacoma, Washington 98447-0003, USA. 
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The HUM variation that we describe in this paper combines two methods that are, in 
themselves, weU known. However, they have largely been developed in isolation from each 
other, as well as from the HUM. These are: (1) random sampUng; and (2) "local expert" 
interviews. As discussed later, these methods, combined with the HUM may lead to a means 
of obtaining the population size and, eventually, composition data required to meet the infor­
mation needs of impact assessment projects and other activities affecting smaU, rural areas. 

2. CONSIDERATIONS IN ASSESSING IMPACTS IN SMALL, 
RURAL AREAS 

The location of new plants or industries in rural areas generally requires a work force 
exceeding that which is available in the local area. Population growth in the communities that 
are in close proximity to the site can be expected to vary according to the size of the project 
and the number of employees that will be hired to build, then to operate and maintain the com­
pleted facility. Whether rapid increases in the overall number of individuals are expected, or 
significant changes in the age and sex distribution, the ahered population structure will have 
an effect on the type and amount of pubUc services needed (Summers 1982). Thus, impact 
assessments require information regarding anticipated increases in school enrollment, housing 
requirements, health care needs, and other services. Before such projections can be made, how­
ever, information on the current population in the impacted area must be determined in order 
to have a "jump-off" or "launch" population for forecasting purposes (Carlson, WiUiams 
and Swanson 1990; Pittenger 1976; U.S. Department of Energy 1988). 

The understanding of major factors affecting the distribution of people in isolated rural 
areas is critical in constructing demographic profiles and projections. These communities are 
likely to have been affected by periods of both boom growth and decline (Krannich and Greider 
1984). Historical patterns of population change, as weU as current trends, may differ substan­
tially from averages derived from that of the county as a whole or even other sub-county areas. 
This presents a special problem because accurate demographic information is usually available 
only for years in which the Federal Census is conducted. However, census data, including infor­
mation on households, are not typically available for unincorporated places with small popula­
tions. Since cost is usually a major factor, the possibility of conducting special censuses or large 
sample surveys, particularly on a regular basis, is often precluded, even in smaU, rural areas. 
An additional problem associated with such counts is that they require interviewers to contact 
individual households, which imposes on time and privacy and adds to disruption burdens that 
may be already high for local residents (Brown, Geertsen and Krannich 1989; Krannich, Berry 
and Greider 1989; Schleifer 1986). 

The estimation of the size of the current population of a small, rural area could, in prin­
ciple, be accomplished through several techniques. However, data limitations and a desire for 
accuracy severely curtail the range of candidates and, realistically, point to a single technique: 
HUM (Smith 1986; Smith and MandeU 1984; Lowe, Weisser and Myers 1984; Swanson, Van 
Patten and Baker 1983; Smith and Lewis 1983, 1980). 

3. THE HOUSING UNIT METHOD 

The concept of the HUM relies on the fact that nearly everyone sleeps under some kind of 
shelter. The U.S. Bureau of the Census, for example, chooses to define two classes of shelters: 
group quarters; and housing units. All persons are assigned to one shelter class or the other. 
The HUM holds that these shelters can be identified, counted, and classified as occupied or 
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vacant. Also, all occupied shelters must have a specific number of occupants. Therefore, the 
population of any given place must be equal to the sum of the housing units times the occupancy 
rate times the average number of persons per occupied housing unit (household) plus the number 
of persons in group quarters. The four elements of the HUM provide an exact demographic 
identity, with the population of a given place given by 

P= [{H)* (O) * {PPH)] + GQ, 

where 

P = total population, 
H = total housing units, 
O = proportion of occupied units, 

PPH = mean number of persons per household, 
GQ = group quarters population. 

The key accuracy issue in using the HUM is in the determination of each of the components. 
Moreover, as Smith (1986, pp. 245-246) observes: 

"The Housing Unit Method is a robust, comprehensive, and extremely flex­
ible form of population estimation with a number of characteristics that make 
it useful for smaU-area analysis. It is not confined to a single technique or 
type of data; rather, it can utUize a number of different techniques and data 
sources, including those that may be appUcable in one area but not another." 

As also noted by Smith (1986), there are two major approaches used to generate the "number 
of households" element of the HUM. One relies on measures of construction activity and the 
estimation of an occupancy rate; the other uses utility data, such as residential electrical 
customers. A major advantage of the second approach is that it can directly provide the number 
of households, which eliminates or substantially reduces a number of potential data inac­
curacies, including the need to estimate time lags between when permits are issued and units 
are completed, completion rates, demolitions, conversions, and occupancy rates. Starsinic and 
Zitter (1968) as weU as Rives and Serow (1984) find that the "utUity data" approach to the 
HUM is advantageous, although they also acknowledge certain Umitations. 

Another advantage of using utility data is that the same data used to obtain total households 
can also be used as a complete frame from which samples can be drawn in order to obtain an 
estimate of the average number of persons per household {PPH). There are three forms that 
traditional data collection usually take in obtaining this type of sample information: mail, 
telephone, and personal interview. We propose that in their place "local experts" be used to 
minimize both cost and disruption burdens. 

4. LOCAL EXPERTS 

The local expert procedure (also refered to as the key informant procedure) of obtaining 
information about a community is well-estabUshed in the field of cultural anthropology. It 
is generally acknowledged as a "rehance on a smaU number of knowledgeable participants, 
who observe and articulate social relationships for the researcher " (Seidler 1974, p. 816). 
Further, Poggie (1972) finds that when the questions asked in the field relate to noncontrover-
sial, concrete, and directly observable pubUc phenomena, local experts are a highly reUable 
and precise source of information. 
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There are two key issues in using the local expert procedure in conjunction with utility records 
and the HUM. The first is to identify and recruit people who are truly local experts on the com­
position of the households presented to them in the sample. The second is to be able to obtain 
household identifying information that is familiar to the local experts {e.g., a street address 
and the name of the householder instead of a utiUty company biUing code). 

5. CASE STUDY 

The data collection activity on which our population estimates rely is part of a program to 
assess the socioeconomic characteristics of communities located near Yucca Mountain, Nevada, 
the proposed site of a geologic nuclear waste repository (U.S. Department of Energy 1988). 
The data will comprise part of the set used in a comprehensive impact analysis of the proposed 
repository. 

Yucca Mountain is located in Nye county, approximately 90 miles northwest of Las Vegas 
in a sparsely populated, desert area. The impact analysis is focused on the communities that 
are within a fifty mile radius of the Yucca Mountain site. The study areas includes the unin­
corporated communities of Amargosa Valley, Beatty, and Pahrump in southern Nye county 
and Indian Springs in Clark county. Tax boundaries specified by the county commissioners 
are used to deUniate community boundaries for purposes of the impact analysis. 

6. DATA AND METHODS 

During a preUminary phase of the research, contacts were made with community leaders 
and residents. These contacts resulted in a network that later facilitated the coUection of data. 
Field notes were taken describing the general layout of each community in the study area. These 
included the types and locations of businesses and residential areas. Four separate housing types 
were defined using the guideUnes developed by the U.S. Bureau of the Census. 

Following the preliminary investigation, the road system and other features were mapped 
for each community. Using these maps and utility records, representatives of the electrical com­
pany servicing southern Nye county identified the location and type of housing, if any, 
associated with all current electrical connections. This information was added to the housing 
unit file constructed from the utility records for each community. Because of the lack of ade­
quate utility records for Indian Springs, housing information for this area was collected by 
a "windshield survey," a systematic, block-by-block canvassing of housing units by teams 
operating from automobiles (Lowe, Pittenger and Walker 1977). As a consequence, Indian 
Springs is not included in the test results reported in this paper. 

The preliminary field work indicated that substantial differences in PPH could he expected 
across the communities in the study area. Thus, a random selection of units from the housing 
unit file was drawn separately for each community, based on the number of housing units in 
each community. A conservative approach was used to determine the size of each community's 
sample. It assumed a 5% margin of error, a significance level of .05 and interest in a 
dichotomous variable with a 50-50 distribution (Cochran 1977). Once the initial size was deter­
mined, an additional 15% was added to allow for missing cases. The final sample size for 
Amargosa Valley was 175 housing units, for Beatty it was 222, and for Pahrump, 355. 

Local experts were initially identified through the contact network on the basis of their 
experience in community activities and their familiarity with local residents. Each potential 
expert was interviewed and asked to complete a form designed to assess their qualifications. 
A written explanation of the project and specific instructions regarding the data collection 
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process were provided and discussed. The persons selected as local experts were given instruc­
tions regarding confidentiaUty. For this project, we found that the "meter readers" employed 
by the local utilities constituted a good source of local experts. The local experts were provided 
with the sample set of housing units for their respective communities. In most cases, two local 
experts worked together, which made it possible to verify the accuracy of information as it 
was recorded. For each unit, the local experts communicated to the researcher only the number 
of persons in the household as of July 15, 1990, the age (using eight age groups) and gender 
of each household member, and the retirement status of any member fifty years of age and 
over. If either of the two local experts was unsure about the composition of a given household, 
another member of the community was contacted to confirm the data. In the case where the 
composition of any part of the household could not be confirmed, "data unknown" was 
recorded for the entire unit. The data were recorded on a form that listed and identified the 
sample units by an attribute number (designated according to location on the housing unit map), 
the electrical meter number assigned to the unit, and the type of housing unit. All residential 
units, including those identified as "burned down" or otherwise destroyed, unoccupied or 
"removed from pad'' (in the case of mobile homes and trailers) are considered part of the final 
sample. Units identified as "not a residence" were eUminated from the frame and not included 
in the sample. There were a few units for which data were unknown. These units are not included 
in the final sample, which may cause some slight bias. 

7. RESULTS 

The first data product is the number of households, which is derived directly from the active 
meter records, screened and classified by utility company personnel. Table 1 displays these 
figures by community along with other results that are discussed later. 

Table 1 also provides the estimated PPH, which is taken from aggregate number of persons 
identified in the occupied sample units by the local experts. Also found in this table is the 
estimated household population of each community, which was found by applying the HUM 
formula to the household and PPi/components. There were no group quarters identified in 
any of the communities. 

Table 1 
Sample Characteristics and Results of the Accuracy Test* 

Community 

Amargosa Valley 
Beatty 
Pahrump 

Households 

326 
672 

3,224 

PPH 

2.58 
2.43 
2.23 

Estimated 1990 

SE 

.11 

.10 

.06 

Population 

841 
1,633 
7,190 

1990 
Census 
Count 

853 
1,623 
7,425 

95% 
Confidence 

Interval 

Low High 

771 911 
1,501 1,765 
6,810 7,569 

• The Estimated data and confidence intervals are produced by the procedures described in the text. The 1990 census 
counts are taken from Table 3 in the "1990 Census Extract, Nevada, Public Law 94-171 Data," dated February 11, 
1991 and distributed by Betty McNeal, Nevada State Data Center Librarian, Nevada State Library and Archives, 
Capitol Complex, Carson City, Nevada 89710. The count for the area "Amargosa Valley is made up of the 1990 
population reported for Nye county's Amargosa Valley Division (761) and Crystal Division (92). The count for 
the area "Beatty" is taken from the Beatty Census Designated Place and the count for the area "Pahrump" is taken 
from the Pahrump Division of Nye county. 
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8. MEASURING UNCERTAINTY IN THE ESTIMATES 

One major advantage of estimates based on randorn sampling is that confidence intervals 
can be generated. Rives (1982) advocates this approach. However, he did not consider the use 
of local experts and believed that his suggestion would only be foUowed in exceptional 
circumstances because of the high expense associated with traditional surveys. This was also 
noted by Morrison (1982) and Lee and Goldsmith (1982) in their critical review of Rives' 
suggestion. 

In the case of the local expert procedure, the "statistic" is the PPH value, which in prac­
tice would vary from sample to sample depending on the variation in PPH values. Our interest 
is less in the PPH values than in the estimate of population, however, so we use a simple 
transformation introduced by Espenshade and Tayman (1982) and used more recently by 
Swanson (1989) to place the confidence interval originally generated for a given community's 
PPH value around each of the community population estimates. 

Let 

Then 

P = estimated household population, 
N = number of households, 

PPH = estimated persons per household. 

lower limit {P) = {N) * {PPH - {t„_2, a/2) • {se)), 
upper Umit (P) = (Â ) * {PPH -I- {t„_2, a/2) * {se)). 

where 

n = number of households sampled, 
a = level of significance desired, 

se = standard error of the estimated PPH, 
tn-2 = (a/2)100th percentile of the t distribution,with {n - 2) degrees of freedom. 

As an example, using a significance level of .05, the corresponding 95% confidence interval 
for the estimated 1990 population of Pahrump (7,190) is 

lower limit = 6,810 = (3,224) * (2.23 - (1.96 * .06)), 
upper limit = 7,569 = (3,224) * (2.23 -h (1.96 * .06)). 

9. TEST OF ACCURACY 

Before turning to the test results, which are also included in Table 1, some data qualifica­
tions require discussion. The single most problematic issue in terms of comparing the estimates 
with the 1990 census results lies in the fact that the Bureau of the Census does not recognize 
the "tax districts" as administrative boundaries for the communities in the study area. This 
means that the Bureau's "statistical" geography must be used, which requires some adjustments 
so that the geography used for purposes of the impact analysis matches that used by the Bureau. 
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In terms of these adjustments, the area identified as Amargosa Valley for purposes of the 
impact study is known to vary from the Amargosa Valley Census Division of Nye county used 
by the Bureau in that the study's definition includes the Crystal Census Division of Nye county. 
Fortunately, this is a case where two pieces of statistical geography used by the Bureau can 
be combined to virtually match that used in the impact study. Thus, the 1990 census population 
counts shown in Table 1 for the Amargosa Valley include the Crystal Division along with the 
Amargosa Valley Division. "Beatty" is another area that is known to vary in terms of 
geography. It is identified as both a Census Designated Place and as the Beatty Census Division 
of Nye county by the Bureau. In this situation, it is the Census Designated Place that cor­
responds very closely to the definition of Beatty used in the impact study. Thus, the 1990 census 
population count for Beatty shown in Table 1 is for the Beatty CDP. 

The third community, Pahrump, is identified as a Census Division of Nye county. This piece 
of statistical geography used by the Bureau is virtually identical to that used in the impact study. 
Consequently, the 1990 census population found in Table 1 for Pahrump is that given for this 
division of Nye county. 

There are other differences between the estimates and the 1990 census figures. The official 
date of the census count is April 1st; the estimates are for July 15th. In terms of this difference, 
seasonal effects are believed to be very slight for the communities in question. With the exception 
of the outflow of some "snowbirds," who may have been counted in the study area because 
they had no usual residence elsewhere, there were no known migration streams of any conse­
quence between AprU and July. Similarly, the other components of population change were 
slight. 

Had the Bureau found transient persons with no usual residence elsewhere, the estimation 
procedure is Ukely to have missed them. These differences would also impact housing unit 
counts. If a transient person, identified as a resident for purposes of the decennial census, is 
found in a recreational vehicle it would be included in the community's "other" housing stock 
by the Bureau. Such accommodations would not be included in the data derived from the 
residential electrical meter records. 

We beUeve, however, that such instances are rare and, further, that the test results are not 
confounded by comparing a household population with a population that resides mainly in 
households but also, to some extent, in group quarters. 

The results of the test of accuracy are also summarized in Table 1, along with the "low" 
and "high" estimates corresponding to the 95 percent confidence interval placed around each 
community's estimated population. The estimated population is very close to the population 
reported by the Bureau. Overall, the mean absolute difference is 86 persons and the mean 
absolute percent difference is 1.7. 

The three confidence intervals contain the 1990 census population in each of the three com­
munities, respectively. This finding is of special interest because the intervals are relatively 
narrow for a 95 percent level of confidence. On average, the width, as measured from the 
estimated population to either boundary is 7.2 percent of the estimated population. This 
suggests that confidence intervals constructed around the estimates derived from this varia­
tion of the HUM are meaningful, even in the presence of some unknown level of nonsampling 
error. 

Two of the three communities are underestimated. In the case of Pahruhip, it appears that 
the estimation technique was not able to capture all of the recent growth that appears to be 
spilUng from the Las Vegas VaUey into the Pahrump area. It is not known to what extent this 
was due to missing households on the frame and what was due to underestimating Pahrump's 
PPH value. 
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10. SUMMARY 

While the local expert procedure may not provide satisfactory population estimates in all 
smaU, rural areas {e.g., vacation spots, with a high incidence of seasonal housing units and 
privately owned rental units), it appears to hold promise based on the data for the area included 
in this study. As with any estimation technique, the key criteria for determining if it could be 
implemented elsewhere revolve around the possibility of obtaining the required data and 
implementing the procedure within available funding. In the case of the local expert procedure, 
this would mean that utility data can provide the number of households and be used as a sample 
frame. Once a sample was selected, the procedure's effectiveness would depend on the recruit­
ment and knowledge of local experts. If these criteria can be met, the procedure would seem 
to be feasible. The next step would be to determine how accurate it is in a given application. 

We were not able to evaluate the accuracy of the age and other composition data estimated 
through the procedure at the time of this writing because these data were not yet available from 
the 1990 decennial census. However, we are encouraged by the test results for the total popula­
tion, which indicate that the procedure has the potential for highly accurate estimates, even 
in small, rural areas experiencing rapid change. 
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ABSTRACT 

The scenario considered here is that of a sample survey having the following two major objectives: 
(1) identification for future follow up studies of n* subjects in each of//subdomains, and (2) estimation 
as of this time of conduct of the survey of the level of some characteristic in each of these subdomains. 
An additional constraint imposed here is that the sample design is restricted to single stage cluster sampling. 
A variation of single stage cluster sampling called telescopic single stage cluster sampling (TSSCS) had 
been proposed in an earUer paper (Levy et al. 1989) as a cost effective method of identifying n* individuals 
in each sub domain and, in this article, we investigate the statistical properties of TSSCS in crossectional 
estimation of the level of a population characteristic. In particular, TSSCS is compared to ordinary single 
stage cluster sampling (OSSCS) with respect to the reliability of estimates at fixed cost. Motivation for 
this investigation comes from problems faced during the statistical design of the Shanghai Survey of 
Alzheimer's Disease and Dementia (SSADD), an epidemiological study of the prevalence and incidence 
of Alzheimer's disease and dementia. 

KEY WORDS: Single stage cluster sampUng; Prevalence estimation; Telescopic single stage cluster 
sampUng; Alzheimer's disease; Dementia. 

1. BACKGROUND AND INTRODUCTION 

Many studies have both a crossectional component in which the levels of quantitative 
variables or prevalences of dichotomous variables are estimated by means of a sample survey, 
and a longitudinal component in which a cohort of individuals is identified by means of the 
same sample survey and followed over a defined period for subsequent events. This type of 
study is especiaUy common in the field of epidemiology in which estimates of the prevalence 
of a disease or condition are required both for the study population as a whole as well as for 
defined subgroups of it, and a sufficient number of individuals initially free of the disease or 
condition need to be identified within each of the defined subgroups for future estimation of 
the incidence of the disease or condition {cf Kannel 1966). 

Design of a cost efficient sampling plan for such studies poses a challenge since sufficient 
numbers of individuals within each domain must be selected, often under some type of cluster 
sampling scheme, to ensure reliable estimation of both the prevalence and incidences discussed 
above. In this report, which has been motivated by a recent study conducted in China, we discuss 
these issues of sample design under a particular type of cluster sampUng (single stage cluster 
sampling). 

' Zhisen Xia, Paul S. Levy and Zhengyu Wang, School of Public Health, University of Illinois at Chicago, P.O. Box 
6998, Chicago IL. 60680, U.S.A., Elena S.H. Yu, School of Public Health, San Diego State University, San Diego, 
California, U.S.A., Mingyuan Zhang, Shanghai Institute of Mental Health, Shanghai, Peoples Republic of China. 
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2. STATISTICAL FORMULATION 

Let us suppose that a population consists of A'̂ individuals divided into i/mutually exclusive 
subdomains, each containing Nf, individuals {h = 1 H). Suppose further that the 
population is grouped into M clusters which wiU comprise the sampUng units for the survey. 
Let us assume that sampling of the clusters will be according to ordinary single-stage cluster 
sampUng {i.e., simple random sampUng of clusters foUowed by selection of aU individuals within 
each sample cluster.) 

If we wish to identify with 100 x (1 — a) % confidence at least n^ individuals in a partic­
ular domain, h, then the following number, m/,, of clusters must be selected {cf Levy et al. 
1989): 

where 

and 

mi, 

Nfii = the number of individuals in domain h, cluster i, (/ = 1, . . . , M), 

M 

NH = Y N^' 
1=1 

M 

''k = Y i^hi - N,)^I(M -1), 
i=l 

Za = the lOOa'th percentile of the normal distribution 

^h = I ̂ a I X F^^/2. 

The above assumes that the N^i are normally distributed over the M clusters. Also, the 
number, n%, of individuals needed in domain h is based on statistical considerations relevant 
to the longitudinal component of the study. For example, it could be based on the expected 
occurrence rate of the event of interest in the follow up period and the precision required for 
the estimate of this occurrence rate. 

If one also wishes to estimate with 100 x (1 - a)% confidence the total or mean level of 
some variable JC to within 100 x €% of its true value for each domain, h, then one would 
require sampling of the foUowing number, M^, of clusters in domain h; 

zi-a/2Vic+ (M- i)e 
m" - < - l - a / 2 - ' " •• hx .js. 
' "A - T2 1^ T T T T 7 T 7 T ' ^•^^ 
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where. 

Xijjj = the level of variable JC for individual j within domain h of cluster / 
{j = 1, ...,Nhi; i = 1, . ..,M), 

Nhi 

Xhi = Y -^hij' 
j=i 

M 

Xh =Y ^M/M, 
1=1 

M 

and 

<=i 

^Ivc — <^hx/Xf,. 

For both of the specifications stated above to be satisfied within each domain, it follows that 
we would require W/, clusters to be sampled where for h = 1 H, 

m^ = max{ml„ m^). (3) 

Without loss of generality, we can relabel the domains in order of increasing required m̂ , 
{i.e., m, < m2 < . . . < m^,). 

FinaUy, in order for both of the specifications to be satisfied in each of the H domains under 
an ordinary single stage cluster sampUng design, the number, m, of clusters required to be 
sampled would be W//. We note again that in ordinary single stage cluster sampUng, every indi­
vidual in every sample cluster is sampled. Thus, while the specifications of sample size are met 
minimally in domain H, the domain requiring the largest number of sample clusters, they are 
more than met in the other domains: 1, .. .,H — 1. This inclusion in domains other thanH 
of more individuals than are actually required could result in a survey that has overly expen­
sive field costs. 

The alternative to ordinary single-stage cluster sampling that is generally used to avoid this 
needless expense would be a two-stage cluster sampling design with different second stage 
sampling fractions {i.e., over sampUng) in each domain. Given, however, a scenario in which 
it is not feasible to subsample at all within clusters, a methodology called single stage telescopic 
cluster sampling (SSTCS) was proposed in an earlier publication (Levy et al. 1989) which 
allowed the eligibility rule {i.e., the rule that determines which individuals are eligible for inclu­
sion in the sample) to vary over the sample clusters. In this design, the particular domains 
included in the sample would not be the same for each sample cluster. This earlier publication 
demonstrated the usefulness of single stage telescopic sampling in surveys which have as major 
objective the identification for future longitudinal follow up of a certain number of individuals 
in each of several domains. In this report, we will characterize the properties of estimates 
from this type of design and compare them to estimates from ordinary single-stage cluster 
sampUng. 
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3. TELESCOPIC SINGLE-STAGE CLUSTER SAMPLING 

3.1 Sampling of Clusters 

As mentioned above, single-stage telescopic cluster sampling is proposed as a cost saving 
alternative to ordinary single-stage cluster sampUng in situations where it is not feasible to sub-
sample within sample clusters, and is performed as foUows. If there are //mutuaUy exclusive 
and exhaustive domains for which estimates are desired, and if m clusters are to be sampled, 
the m sample clusters are divided randomly into m* type 1 clusters, /wJ typ^ 2 clusters 
and /7z^0'/;ei/clusters having the foUowing properties: A type h cluster {h = 1, .. .,H) as 
iUustrated below has as eligible sample persons individuals in domains h, h -I- 1, .. .,H, but 
not in domains h' where h' < h. 

Cluster 
Type 1 

-1-

2 
h 
H 

" -H " = domain sampled 

Domains Sampled 
2 

-1-
+ 
-
-

(( »> 

h 

+ 
+ 
+ 
-

= domain not sar 

H 

+ 
+ 
+ 
+ 

tipled. 

The term telescopic was suggested by the appearance of the above diagram. 

The number, mj,, of type h clusters is generally determined according to the following 
strategies: Suppose that under single-stage cluster sampUng, a sample of m^ clusters as deter­
mined by relation (3) is required for domain h, {h = 1, ..., H); and, again supposing that 
mi < m2 ... ^ mff, we would let: 

m* = mi; and ml = mi, — mj,_i for h = 2, ..., H. 

Clearly, this allocation results in a total of w^ sample clusters being selected, with elements 
in each domain, h, being sampled in m/, sample clusters, exactly the number of clusters 
required to achieve the specifications placed on the reliability of estimates and the identifica­
tion of individuals for future follow up. As discussed above, if ordinary single-stage cluster 
sampling (OSSCS) were used, a sample of mjf clusters would be needed to meet specifications 
in domain H, but this would entail individuals in the other domains also being sampled in mff 
clusters in excess of that needed to meet the stated specifications. 

3.2 Characterization of Estimates 

Let ^ 

M . 

/=1 

Sh — f'l. '2, • • •. 'mJ = the set of sample clusters having eligible persons in domain h. 
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The foUowing results can then be obtained from combinatorial theory. 

1. The estimated total, x(g\, under TSSCS of a population total A" is given by 

<ei = Y ^f" (̂ ^ 
h = l 

where xl, is given by 

xl, = {M/m^) Y ^hi-
iiSh 

2. The mean, E{x(i{), and variance, Var(Xtei), of x,'ei are given by 

E{xle,) = X, (5) 

(6) 
h=\ " ^ ' ^ k<h ' 

These relationships follow in a straightforward way from combinatorial theory. 

4. COST COMPARISONS BETWEEN OSSCS AND TSSCS 

We can examine the comparative costs of OSSCS vs. TSSS by considering the following 
simple cost function that would be associated with OSSCS: 

Co = Cimn + C2m;̂ (7Vi -I- iVj -f . . . ^ N^) = mJci ^ C2Y ^A > (7) 
^ h = l ' 

where CQ is the expected cost, Cj is the cost component associated with clusters {e.g., travel 
to and from cluster, procurement of the list of enumeration units in the cluster, preparation 
of materials for field work within the cluster, etc.) and C2 is the cost component associated 
with listing units (primarily travel between Usting units and interviewing). It should also be 
noted that the expression, Y, "=\ ̂ h> is the average number of Usting units per cluster. Again, 
throughout this discussion the listing units are the individuals themselves. The analogous 
expected cost, C„ associated with telescopic sampling would then be given by: 

C, = Cimff + C2{miNi + m2N2 + . . . + w T̂V ,̂) = m„fci -\- C2 Y "^"^A) > («) 

where T/, = m^/mH (which is < 1). Thus, the cost, C„ associated with TSSCS is less than or 
equal to that associated with an OSSCS of the same number of clusters with the difference 
being equal to 

h = l 
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The most important comparison between the two sample designs, in many instances, would 
be that involving their performance at equivalent cost in estimating the overall level, X, of a 
characteristic, 3C. An estimator, Xord. based on an OSSCS of m/^clusters (the number required 
to meet the specifications within each domain) would have variance given by: 

Var(x̂ ,) = ^ ( ^^^ ) YtU + 'It ^̂ 4 • (9) 
ni„\ M-1 J ;^^\ *<. / 

This is not the usual form of the variance {cf. Levy and Lemeshow 1991, chapter 9), but is 
an algebraically equivalent form that can be compared directly with the variance of x,'ei based 
on a TSSCS design with m^ clusters sampled (equation (6)). The difference between these two 
variances is given by 

Var(x^,) - Var{xi,,) = - ^ f ('!1H^U^\ J^ (al + 2 Y <^Hk.) , (10) 
M-l ^^\ m^m, ) ^^ V .r. / 

which is greater than or equal to zero (0). This is not surprising since an OSSCS of m^ clusters 
wiU invariably resuh in a larger overaU sample size than a TSSCS of the same number of clusters. 

Although an OSSCS of mfj clusters will result in an estimator, x^ti, which has a lower 
variance than the estimator, x(^i, resuhing from a TSSCS of the same number, W//, of clusters, 
it does so at a higher cost. For this reason, it is more reasonable to compare jr/ei based on a 
sample of mH clusters to x^^^ based on a sample of w* clusters where m" is the number of 
clusters that can be sampled from an OSSCS design at cost equivalent to that based on a TSSCS 
design having mH sample clusters. From equations (7) and (8), it follows that m* is given by: 

G 
H 

1 + TT D '^hNh 

^*=^H\ ^ ^ ^ I- (11) 

i + ^ i : ^ . 
h = l 

It should be noted that 

(1) m* < mff. 

(2) As C2/C1 — 00, then m* ^ m„ 

rt I " 

where, m^ = Y '^h^^h Y 
h=l I h=l 

H I H 

(3) As C2\Ci - 0, then m* ~ mjf 

and 

(4) m* decreases monotonically with increase in C2/C1 which impUes that m„, <//?*< mff. 
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From the above analysis, we note that at a cost equivalent to that of a TSSCS of mff 
clusters, the variance of Xord (ignoring the finite population correction) will be inflated by at 
most a factor equal to mff/m^, over that which would have been obtained from an OSSCS of 
mff clusters, where fn^ is a weighted mean of the AM/, clusters required within each domain for 
the domain specific specifications to be met. The weights in this instance are the TV;,, which 
are the average number of individuals within each particular domain. It should be noted also 
that the reduction in effective sample size of an OSSCS equivalent in cost to a TSSCS increases 
with increase in C2/C1, which is essentially the ratio of the cost of extracting information from 
sample individuals to that of preparing the sample clusters for the survey. This makes sense 
intuitively. 

The issues discussed above are illustrated in the next section with data from the Shanghai 
Survey of Alzheimer's Disease and Dementia. 

5. THE SHANGHAI SURVEY OF ALZHEIMER'S 
DISEASE AND DEMENTIA 

The SSADD was planned in 1986 having as major objectives: (1) estimation of the prevalence 
of physical and mental impairments including Alzheimer's and other dementing diseases among 
persons in each of three age groups (55-64 yrs/65-74 years/ and 75 yrs. and older) in the Jing-
An district of Shanghai, China, and (2) identification of approximately 1,400 persons in each 
of these 3 age groups for future determination of the incidence of these conditions. Jing-An, 
is one of twelve districts comprising the city of Shanghai, and was chosen as the target area 
because of its relatively large and stable population of elderly and its proximity to the Shanghai 
Institute of Mental Health which was responsible for the field work. Findings from this study 
have been discussed by Zhang et al. (1990) and by Yu et al. (1989). Methodological issues have 
been discussed by Levy et al. (1988 and 1989). 

The clusters in this survey are administrative entities called neighborhood groups consisting 
of geographically contiguous households having a well defined social and political structure. 
The strategy was to involve the leaders of neighborhood groups selected in the sample in the 
identification and recruitment of eligible persons. At the time of the planning of the survey, 
there were 4,066 neighborhood groups within the Jing-An District. This particular population 
of aging and elderly Chinese generally had a low level of education and had experienced in 
their lifetimes repeated periods of political upheaval and repression {e.g., the Warlords, the 
Japanese invasion, the Cultural Revolution), where being singled out or selected often had 
adverse consequences. For these reasons, it was felt strongly, especially by the local Chinese 
members of the research team who were most familiar with the target population, that any 
attempt to subsample persons in the target age groups within neighborhood groups that fall 
into the sample would compromise response rates and overaU cooperation. 

Restricted to single stage cluster sampUng and faced with a very tight deadline for designing 
the sample, the member of the study team responsible for the sample design (PSL) proposed 
a heuristic method that would result with reasonable certainty in the identification of 1,400 
individuals within each of the three target age groups. The resulting design was essentially a 
TSSCS in which 446 neighborhood groups were sampled. For detaUs of this design, the reader 
is referred to the publications on the SSADD cited above. It should be emphasized that the 
resulting design was chosen purely on heuristic grounds and long before the theory behind this 
methodology was developed. 
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Of the 446 neighborhood groups sampled, 149 were designated as type 1, and 136 of these 
contained at least 1 person in the target age group (55 years and above). Since only the type 1 
clusters have as eligible respondents all persons in each of the 3 target age groups, they can 
be used to estimate all of the parameters needed to evaluate the cost effectiveness of TSSCS 
relative to OSSCS. In the ensuing discussion, we will use the data from these 136 clusters to 
iUustrate numerically how, on the basis of avaUable "pilot" data, comparisons can be made 
between OSSCS and TSSCS with respect to cost effectiveness. From this sample of 136 clusters, 
we have for each domain, h, estimates of relevant parameters as shown below: 

Age 

55-64 
65-74 
75-h 

NH 

10.985 
8.088 
3.478 

^^H 

.485 

.513 

.643 

Xj, 

.125 

.360 

.456 

VH. 

2.991 
2.357 
1.665 

Y '̂ ''*' 
lc<h 

0.000 
0.190 
0.296. 

If we wish to identify with 95% confidence at least 1,400 persons in each age group, then from 
relation (1) and the data shown above, we would have 

Al = 1.645 X 0.485/2 = 0.3989 

and 

r / , 1,400 N'/q 2 
m{ = 0.3989 -f ( (0.3989)^ -I- -^ j = 136.78 « 137. 

Similarly, mi = 185, and mi == 419. 

Let us suppose that for each of the three age groups, we wish to estimate with 80% con­
fidence to within 30% of its true value the proportion, X/,, of persons showing evidence of 
cognitive dysfunction as jlidged by a score below 18 on the Mini Mental State Examination 
(MMSE), which is a screening test for cognitive dysfunction. From these same data, we have 
the following estimates of the parameters necessary to determine the number of sample clusters 
required to meet this specification: 

From relation (2), with M = 4,066, e = 0.30, and Zi-an — 1-2S, we have the foUowing values 
of mi;: 

m{' = 157; mi' =99; mi' = 50 

and from relation (3), the number, mf,, of clusters required to satisfy both conditions in each 
domain is given by: 

mi = max(137,157) = 157; W2 = max( 185,99) = 185; ^3 = max(419,50) = 419. 

Thus, for an OSSCS design to satisfy both specifications, the number, m, of clusters required 
to be sampled would be 419. Likewise, a TSSCS design having 157 type 1, 28 type 2, and 234 
type 3 sample clusters would satisfy both requirements. 
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The cost components, Ci and C2, expressed in person hours, are estimated to be 20 and 2 
respectively. The relatively high cost component, Cj, associated with clusters is due to the fact 
that once a neighborhood group is selected in the sample, many hours must be spent obtaining 
the Ust of households and persons from a central bureau and enlisting the support of the 
neighborhood group leaders. The cost component, C2, of 2 person hours associated with 
individuals involves primarily interview and call-back activities. Thus, the field costs, CQ, 
associated with an OSSCS design that satisfies both specifications is (from relation (7)) 27,278 
person hours as compared to a cost of 17,737 person hours (from relation (8)) associated with 
a TSSCS design that satisfies both specifications. This represents a 35% savings in field costs, 
which is substantial. 

From relation (9), we calculate that the estimate, Xord. of the number of persons over all 
3 age groups having evidence of a cognitive disorder based on an OSSCS of 419 sample clusters 
would have variance equal to 70,844, whereas x(eh the analogous estimate based on a TSSCS 
also with 419 clusters, would have variance equal to 122,744, which is 42% greater than the 
variance of the OSSCS estimate. However, an OSSCS design having the same field costs as 
a TSSCS design based on 419 sample clusters would permit only 208 clusters to be sampled 
(relation (11)). The variance of ATord based on an OSSCS design with 208 sample clusters would 
be estimated to be 141,733, which is 15% higher than the variance of the analogous TSSCS 
estimate having the same field cost. Also, the OSSCS design having 208 sample clusters would 
not satisfy the two specifications placed on the estimates. 

6. DISCUSSION 

The methodology, TSSCS, discussed here and in earUer pubUcations, arose from a situa­
tion in which cluster sampUng was clearly indicated but a definite "red light" was given to 
any subsampling within clusters. For the Shanghai Survey of Alzheimer's Disease and Dementia 
considered here, the two major objectives were to identify a certain number of individuals within 
each of 3 domains (age groups in this instance) and to obtain domain specific estimates meeting 
certain specifications pertaining to precision. Based on resuUs presented above for this par­
ticular survey, it appears that this method could result in considerable savings in field costs 
without compromising objectives. 

One might raise questions concerning the general applicability of this methodology. It would 
be of use primarily in situations where it is either not feasible or too costly to subsample clusters 
and the individuals do not have to be screened to determine whether they belong to one of the 
target domains (in the SSADD, the leadership of the sample neighborhood groups provided 
a Ust of all persons in the neighborhood group along with information on data of birth). Such 
scenarios may occur, for example, in surveys where data are abstracted from records by per­
sonnel sufficiently familiar with the records to abstract information, but not considered capable 
of sampling the records without expensive supervision. Again, in such situations, TSSCS may 
provide a reasonable alternative. 
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