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# In This Issue 

This issue of Survey Methodology features a special section on Record Linkage and Statistical Matching. Special thanks are due to Fritz Scheuren for coordinating the editorial work of this special section. One or two papers which also deal with this topic, and which were too late to be included in this issue, may appear in a later issue.

In record linkage two datafiles are combined by linking records which refer to the same unit. The objective may be to create an enriched datafile containing variables from both of the source files, or it may be to identify records referring to common units. In situations where record linkage is not possible, statistical matching could be used to create an enriched datafile. A datafile created by statistical matching may contain synthetic records in the sense that variables obtained from the different data sources need not refer to the same unit; however, it is hoped that the matched file still accurately reflects statistical relationships among the variables.

Bartlett, Krewski, Wang and Zielinski discuss the advantages and disadvantages of record linkage in epidemiological studies. Record linkage methodology and methodological issues are reviewed and illustrated with examples of two large scale record linkage studies in epidemiology. Issues in the analysis of data from linked files are also reviewed.

Belin describes an experimental approach to the evaluation of alternative record linkage procedures. The approach is illustrated through a factorial experiment investigating the effect of such factors as the choice of matching variables, assignment of weights, and other factors. The experiment uses data from the 1988 U.S. census/post-enumeration survey dress rehearsal.

Thibaudeau considers an alternative to the commonly used conditional independence model for the probabilities of matches in different comparison fields. Data from the 1988 St. Louis census/post-enumeration survey dress rehearsal is used for illustration. It is found that the conditional independence model is reasonable for the true links; however, a hierarchical log-linear model with some interaction terms is used for the true nonlinks.

Scheuren and Winkler consider the analysis of data from linked files. In particular they consider the problem of regression of a dependent variable from one source file onto an independent variable from another source file. The approach taken is to estimate and correct for biases due to possibly incorrectly linked records. The approach works well if the probability of a match being a true link (and hence the biases in the regression estimation) can be well estimated. Some empirical results are presented.

The last paper in this special section, by Singh, Mantel, Kinack and Rowe, deals with statistical matching rather than record linkage. The authors develop methods of matching which use auxiliary data to avoid the conditional independence assumption. They also consider imposing categorical constraints so that the matched file agrees with appropriate marginal or conditional categorical distributions obtained from the source files or from auxiliary information. The main conclusion of an empirical evaluation is that the use of appropriate auxiliary information can considerably improve the quality of the matched file.

Hidiroglou, Drew and Gray present standards for the definitions of nonresponse to surveys that are being adopted at Statistics Canada. This will facilitate the analysis of global trends in nonresponse and better understanding of differences in nonresponse to different surveys. Factors affecting nonresponse and measures taken to reduce it are also discussed and nonresponse for two major Statistics Canada surveys is examined.

Treder and Sedransk compare simple random sampling and three allocation methods for double sampling. The three allocation methods are proportional, Rao's and optimal.

Casady and Lepkowski propose stratified telephone survey designs, based on commercial lists of telephone numbers, as alternatives to the widely used two stage random digit dialing procedure known as the Mitofsky-Waksberg technique. The efficiencies of various sampling schemes for this stratified design, simple random digit dialing and the Mitofsky-Waksberg procedure are compared.

Ouyang, Schreuder, Max and Williams consider the problem of estimation in Poisson-Poisson and binomial-Poisson sampling. A number of estimators of totals and standard errors are developed and empirically evaluated in the context of estimation of total volume of usable wood in a stand of trees.

Starting with this issue, Survey Methodology is changing to a larger page size. This larger size is less expensive to print and will allow Survey Methodology to reduce its continuing production deficit. We also took this opportunity to redesign the cover. I hope you like the result of our efforts.

# Evaluation of Error Rates in Large Scale Computerized Record Linkage Studies 

S. BARTLETT, D. KREWSKI, Y. WANG and J.M. ZIELINSKI ${ }^{1}$


#### Abstract

Matching records in different administrative data bases is a useful tool for conducting epidemiological studies to study relationships between environmental hazards and health status. With large data bases, sophisticated computerized record linkage algorithms can be used to evaluate the likelihood of a match between two records based on a comparison of one or more identifying variables for those records. Since matching errors are inevitable, consideration needs to be given to the effects of such errors on statistical inferences based on the linked files. This article provides an overview of record linkage methodology, and a discussion of the statistical issues associated with linkage errors.


KEY WORDS: Computerized record linkage; Canadian Farm Operators Study; National Dose Registry Mortality Study; Threshold selection.

## 1. INTRODUCTION

In recent years, there has been a trend in environmental epidemiology towards the use of existing administrative databases as sources of information for health studies (Howe and Spasoff 1986; Carpenter and Fair 1990). In general terms, this involves linking records of human exposure to environmental hazards with records on health status, often using computerized methods for matching individual records from different databases (Newcombe 1988).

Computerized record linkage (CRL) methods have recently been used to examine the mortality experience of over 326,000 farm operators in Canada in relation to farm practices (Jordan-Simpson et al. 1990). This study involved linking the Canadian Mortality Data Base (CMDB) with the 1971 Census of Population and the 1971 Census of Agriculture. Preliminary results based on 70,000 male farm operators in Saskatchewan have indicated that, although the cohort as a whole demonstrated no excess mortality for specific causes of death, there was some evidence of a doseresponse relationship between mortality due to non-Hodkins lymphoma and acres sprayed with herbicides among farms less than 1,000 acres in size (Wigle et al. 1990).

Another ongoing large-scale study which involves record linkage is based on the National Dose Registry (NDR) of Canada. The NDR contains information on occupational exposures to ionizing radiation experienced by approximately 255,000 Canadians dating back to 1950. The NDR has recently been linked to the CMDB to investigate associations between exposure to ionizing radiation and cancer mortality (Ashmore et al. 1993).

A number of other health studies have been conducted by linking exposure data to the CMDB. Howe et al. (1987) determined significantly elevated lung cancer in uranium miners in the Northwest Territories. Significant associations were determined between lung cancer and diesel fumes and coal dust in a cohort study of male pensioners of the Canadian National Railway Company (Howe et al. 1983). Shannon et al. (1984) linked employment records of nickel workers in Ontario to the CMDB and found an excess in laryngeal and lung cancer mortality. Morrison et al. (1988) found significantly elevated risk of cancer of the lung, salivary gland, buceal cavity and pharynx among Newfoundland underground fluorspar miners. Mao et al. (1988) used CRL to link the CMDB to the Alberta Cancer Registry to determine survival rates after diagnosis for a wide range of cancers. The Canadian Labor Force Survey data base has been linked to the CMDB to examine the mortality experience of different occupations (Howe and Lindsay 1983). A comprehensive list of other health studies based on linking exposure data with the CMDB was compiled by Fair (1989).

Record linkage is the process of bringing together two or more separately recorded pieces of information pertaining to the same individual. The procedures for CRL have become highly refined, using sophisticated algorithms to evaluate the likelihood of a correct match between two records (Hill 1988; Newcombe 1988). Statistics Canada has developed a CRL system called CANLINK which is capable of handling both one-file or internal linkages as well as linkages between two separate files (Howe and Lindsay 1981; Smith and Silins 1981).

[^0]The confidentiality of records protected under the Statistics Act is strictly maintained if they are to be used in a study requiring record linkage. All studies requiring linkage with protected data bases must satisfy a rigorous review and approval process prior to implementation. All linked files with identifying information remain in the custody of Statistics Canada (Labossière 1986).

Record linkage studies have several advantages over traditional epidemiological studies. By using existing administrative databases, the need to collect new data for health studies is circumvented. By accessing existing data, large sample sizes can often be achieved with relatively little effort. Depending on the nature of the databases utilized, record linkage provides an inexpensive way of exploring many possible associations in epidemiological studies.

Record linkage also has a number of disadvantages. Matching errors may occur due to coding differences or nonuniqueness of the identifiers. There is generally little control over the information collected and there can be appreciable loss to follow-up. Record linkage studies also suffer from the same deficiencies as conventional epidemiological studies, including possible biases, confounding, and insensitivity to weak associations between the environment and health.

The purpose of this article is to explore the use of computerized record linkage in epidemiological studies based on administrative health and environmental records. Of particular interest is the impact of false links on statistical inferences about environmental health hazards. Algorithms for computerized record linkage are discussed in section 2. Applications of record linkage in studies of occupational exposure to ionizing radiation and agricultural chemicals are described in section 3. A discussion of statistical issues in
the analysis of data bases formed by record linkage is given in section 4. Our conclusions concerning the use of record linkage as a tool for use in environmental epidemiology are presented in section 5 .

## 2. ISSUES IN RECORD LINKAGE

### 2.1 Problem Definition

Consider two computer files, $\mathbf{A}$ and $\mathbf{B}$, consisting of health data and environmental exposure data, respectively, for two groups of individuals. Each file consists of a number of records or "observations", each containing a number of fields or "components". Typically, each observation corresponds to an individual member of the population. Fields are attributes such as name, address, age, and sex which characterize the observations. Record linkage is used to identify and link observations on each file that correspond to the same individual (Figure 1). In this example, record 1 of file A matches record 1 in file B, and record 2 in data base A matches record 3 in file B. Record 3 in file A does not match any records in file B, nor does record 2 in file B match any records in file A.

If the records contain unique identifiers which were accurately assigned, then the matching operation is trivial. The social insurance number is an example of an identifier that is unique to an individual. However, unique identifiers may not be available, in which case a "hard" linkage cannot be performed and thus some form of probabilistic linkage must be considered (see section 2.3). With this latter form of linkage, the likelihood of a correct match is computed, and a system of linkage weights is used to determine links and nonlinks.

File A
Identifier

Record 1
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## Identifier

1


2


1



Record 2

Figure 1. Schematic Diagram of Linking Two Files

### 2.2 Computerized Record Linkage System (CRL)

In probabilistic record linkage systems, the preliminary matching decision is based on a weight obtained from the comparisons of components of a pair of records (Newcombe 1988). The weight reflects the degree to which the pair is likely to be a true link: the higher the weight, the more likely the pair is a true link. The weight is commonly based on the odds in favour of a match when comparing two records,
$\frac{P(M \mid A B \ldots Z)}{P(\bar{M} \mid A B \ldots Z)}=\frac{P(A \mid M) P(B \mid M) \ldots P(Z \mid M) P(M)}{P(A \mid \bar{M}) P(B \mid \bar{M}) \ldots P(Z \mid \bar{M}) P(\bar{M})}$.
Here, $M$ is the event that two records match and ( $A$, $B, \ldots, Z\}$ are outcomes of the comparisons of individual identitiers. The weight $w$ is defined by the log-odds

$$
\begin{aligned}
w=\log _{2}\{ & \left.\frac{P(M \mid A B \ldots Z)}{P(\bar{M} \mid A B \ldots Z)}\right\} \\
& =W_{a}+W_{b}+\ldots+W_{z}+W
\end{aligned}
$$

where

$$
W_{j}=\log _{2}\left\{\frac{P(J \mid M)}{P(J \mid \bar{M})}\right\}
$$

for all $J \in\{A, B, \ldots, Z\}$, and

$$
W=\log _{2}\left\{\frac{P(M)}{P(\bar{M})}\right\}
$$

It should be noted that in order to obtain an absolute odds, it is necessary to know the number of true matches and the number of non-matches. Otherwise, only the relative odds ratio can be determined. The weight determined by the CRL system used by Statistics Canada is the relative log-odds ratio.

Algorithms have been developed for assigning weights for the likelihood of a link between two records, based on the assumption that the likelihoods of the match for the individual identifiers are statistically independent (Howe and Lindsay 1981). Some identifiers, however, may be correlated leading to bias in the assignment of the overall weight.

Fellegi and Sunter (1969) proposed a mathematical model to provide a theoretical framework for record linkage. In the Fellegi-Sunter model, the weight takes into account the error probabilities for each field by using a likelihood ratio, with the weight $w$ defined by

$$
w=\sum_{i \in \mid \text { fields } \mid} w_{i}
$$

where
$w_{i}=\left\{\begin{array}{l}\log _{2}\left\{m_{i} / u_{i}\right\} \\ \log _{2}\left\{\left(1-m_{i}\right) /\left(1-u_{i}\right)\right\}\end{array}\right.$
if field $i$ of a record pair agrees
if field $i$ of a record pair disagrees,
with

$$
\begin{equation*}
m_{i}=\operatorname{Pr}\{\text { field } i \text { agrees } \mid \text { record pair } \in M\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{i}=\operatorname{Pr}\{\text { field } i \text { agrees } \mid \text { record pair } \in U\} . \tag{2}
\end{equation*}
$$

Here, $M$ is a set of true matched record pairs and $U$ is a set of un-matched pairs of records. The outcomes of each field comparison are also assumed to be statistically independent (Jaro 1989).

Newcombe (1988), Fellegi and Sunter (1969), Tepping (1968), Copas and Hilton (1990) developed various probabilistic and model-based approaches for assigning weights to components (fields) of records. A probabilistic system like the one used at Statistics Canada determines linkage weights by computing the logarithm of observed odds in favour of a match; other model-based systems use the EM algorithm (Dempster et al. 1977) to estimate linkage weights (Jaro 1989; Belin 1989; Winkler 1988).

### 2.3 Sources of Error

There are a number of sources of potential errors in record linkage that may lead to mismatching of records. Coding errors, such as the wrong birthdate, may occur when records are entered into data bases. There could be variations in the codes, such as different versions of the given name or surname.

In addition to coding errors and coding variations, missing data, especially for important identifiers, will significantly increase the error rate for record linkage (Fair and Lalonde 1988). Duplicate records, which occur when the same record in one file is matched with more than one record in the second file, could also lead to linkage errors (Jabine and Scheuren 1986). Because of this, CRL systems need to include rules that permit multiple matches.

One technique used for increasing the reliability of the surname identifier is to use a phonetic coding system. For example, two observations of an identifier, ANDERSON and ANDERSEN, will both be recoded as ANDAR by using the New York State Intelligence and Identification System (NYSIIS) (Newcombe 1988). Thus, the impact of variations in the name on the linkage would be minimized. However, in compressing the name, the power to discriminate between records may be diminished since two different names may have the same NYSIIS code. The likelihood of making incorrect links also increases (Newcombe 1988).

The given name may have variations with different versions entered on different data bases. Examples are William and Bill, Cynthia and Cindy, and David and Dave. Newcombe et al. (1992) discuss methods of using knowledge about variations in given names to increase the likelihood of a correct link.

Sometimes, the available identifiers may not adequately discriminate between individual records. The linkage algorithm may also under use the information contained in the the identifying fields used in the linkage process. Both situations can lead to matching errors.

For large files, it becomes impractical to compare all possible pairs of records. To reduce the number of comparisons, the records for the two files to be linked can be partitioned into mutually exclusive and exhaustive blocks and comparisons be made within blocks. Blocking is generally implemented by sorting the two files using one or more identifying variables. A disadvantage of doing this is that pairs of records, assigned to different blocks would not be compared, and hence would be classified as nonmatching. The pairs to be compared would only be drawn from those records where the sorting variables agree. Thus, the number of false negative links would increase (Newcombe 1987; Jaro 1989). Good blocking variables are those based upon blocks that contain nearly the same number of records (Jaro 1989).

In most applications of the Fellegi-Sunter method, results of comparisons for different matching fields are assumed to be independent. Kelley (1986) performed simulation studies to investigate the robustness of the U.S. Census Bureau's linkage system against violations of the independence assumption. For certain populations and linkage variables, it was found that violation of the independence assumption can have an appreciable effect on the linkage error rates.

Newcombe et al. (1983) compared the accuracy of computerized matching with that of corresponding manual searches in an epidemiological follow-up study. They found that the computerized matching was more successful than the manual searches, and less likely to yield false links with records not related to the study population. In both approaches, accuracy was strongly dependent on the degree of personal identifying information available on the records being linked. Fair and Lalonde (1987) reached the same conclusion after examining the influence of the availability or non-availability of various identifiers on linkage error rates.

Schnatter et al. (1990) tested the adequacy of the CRL system used at Statistics Canada for correctly identifying deaths. Deaths known to have occurred in a cohort of 17,446 refinery and petroleum workers were compared to deaths determined through record linkage to the CMDB. Of the deaths occurring in Canada, $98 \%$ were detected by the CRL system.

### 2.4 Threshold Selection and Error Rate Estimation

After weights have been assigned to all potential matched pairs, a decision is made about the likelihood of the match being a true link. With the Fellegi-Sunter method, each weight is compared to upper and lower thresholds and a decision made as follows.

Potential link $= \begin{cases}\text { a link } & \text { if } w \geq w_{u} \\ \text { a possible link } & \text { if } \quad w_{l}<w<w_{u} \\ \text { a non-link } & \text { if } w \leq w_{l} .\end{cases}$

Here, $w_{l}$ and $w_{u}$ are the lower and upper linkage thresholds, respectively, which ideally are selected to minimize the number of possible links, holding the two types of classification errors (true links classified as nonlinks and true nonlinks classified as links) at or below given levels.

Where feasible, any matches classified as possible links are resolved manually. Additional information may be used to aid in making decisions about possible links. In many applications, however, manual resolution is not practical, especially for linkages with a large number of possible links. In these situations, a single threshold, $w_{t}=w_{l}=w_{u}$, may be determined so that only two outcomes are possible. Those links with weights greater than $w_{t}$ are declared links; those with weights less than $w_{t}$ are declared non-links.

The choice of the threshold $w_{t}$ is not straightforward. Existing methods are based on knowledge of the linkage error rates which are estimated either by manually resolving a sample of (if not all) possible links, or analytically. The former is a sample based approach since it involves the collection of data to estimate the linkage error rate.

The error rates for record linkage depend on how the thresholds are set. The larger the difference between the upper and lower thresholds, the more possible links there are. With a single threshold, the number of false negatives increases and the number of false positives decreases as the threshold increases.

A simple sample based approach for selecting the threshold entails a pilot study. First, a sample of the smaller of the two files to be linked is selected. Second, links are determined both manually and using a computerized probabilistic record linkage system. Third, assuming that the manually matched links are true links, the threshold is chosen as the weight at which the number of false positives plus the number of false negatives is minimized. Even so, linkage errors could still occur in the manually resolved links due to coding errors, insufficient discriminatory power in the identifiers used, or other linkage problems.

To estimate the error rates of a CRL system, a $2 \times 2$ contingency table can be constructed as follows.

| CRL | Manual |  |
| :--- | :---: | :---: |
|  | Linked | Unlinked |
| Linked | $n_{11}$ | $n_{12}$ |
| Unlinked | $n_{21}$ | $n_{22}$ |

The false positive (FP) and false negative ( FN ) rates are then estimated by

$$
\mathbf{F P}=\frac{n_{12}}{n_{11}+n_{12}}
$$

and

$$
\mathbf{F N}=\frac{n_{21}}{n_{21}+n_{22}}
$$

Fellegi and Sunter (1969) point out that the error rates associated with given thresholds are functions of the agreement probabilities for true matches and true non-matches. Consequently, estimates of the agreement probabilities can be used to determine thresholds. This approach is also discussed by Jaro (1989).

For model-based record linkage systems, the principles for linking pairs of records and the strategy for setting thresholds are, with some modifications, similar to the sample based described above. The emphasis of this approach is to fit models for estimating conditional probabilities given by (1) and (2) and for estimating error rate using log odds of two estimated conditional probabilities. One such system uses the EM algorithm to estimate the conditional probabilities $m_{i}$ and $u_{i}$ given in (1) and (2) for the $i$ th field of the record by assuming independence of the comparisons among fields,

$$
\begin{aligned}
& \operatorname{Pr}\left(\gamma^{j} \mid M\right)=\Pi_{i=1}^{n} m_{i}^{\gamma_{i}^{\prime}\left(1-m_{i}\right)^{1-\gamma_{i}^{j}},} \\
& \operatorname{Pr}\left(\gamma^{j} \mid U\right)=\Pi_{i=1}^{n} u_{i}^{\gamma_{i}^{\prime}}\left(1-u_{i}\right)^{1-\gamma_{i}^{\prime}},
\end{aligned}
$$

( $i=1, \ldots, n$ and $j=1, \ldots, N$ ), where $n$ is the number of fields, $N$ is the number of all comparison pairs, and

$$
\gamma_{l}^{j}=\left\{\begin{array}{lll}
1 & \text { if } & \text { field } i \text { agrees for record pair } j \\
0 & \text { if } & \text { field } i \text { disagrees for record pair } j
\end{array}\right.
$$

Iterating between the expectation step (E-step) and the maximization step (M-step) in the EM algorithm yields estimates of conditional probabilities $\hat{m}_{i}$ and $\hat{u}_{i}$. The overall probability of correct matches may then be estimated based upon $\hat{m}_{i}$ and $\hat{u}_{i}$ (Jaro 1989).

Belin and Rubin (1991) provide a procedure which uses previous computer matching experience to fit a mixture
model for estimating the linkage error rate. A Box-Cox transformation (Box and Cox 1964) is applied to the weights for matches and for non-matches so that the transformed weights $w_{i}^{*}$ form Gaussian distributions, $\varphi_{T}$ and $\varphi_{F}$, with means $\mu_{T}$ and $\mu_{F}$, and variances $\sigma_{T}^{2}$ and $\sigma_{F}^{2}$, respectively. All transformed weights are then assumed to come from a mixture distribution

$$
\lambda \varphi_{T}\left(\frac{w_{i}^{*}-\mu_{T}}{\sigma_{T}}\right)+(1-\lambda) \varphi_{F}\left(\frac{w_{i}^{*}-\mu_{F}}{\sigma_{F}}\right)
$$

After estimating the mixture coefficient $\lambda$ using information obtained from previous matching experience, the above model can be fit using weights obtained from linkage procedure. The error rate for the record linkage algorithm given a particular threshold can then be estimated using the fitted model. The associated standard error of the estimated error rate is also estimated by using the SEM algorithm in which the covariance of the estimated parameters provided by the EM algorithm is estimated (Meng and Rubin 1991).

## 3. EXAMPLES OF LARGE RECORD STUDIES

### 3.1 Canadian Farm Operators Study

The Canadian Farm Operators Study was initiated to investigate possible relationships between causes of death in farm operators and various socio-demographic and farming variables. In particular, relationships between pesticide use and mortality are of interest. Mortality data was obtained from the CMDB, while the socio-demographic and farming variables were obtained from the Census of Population and the Census of Agriculture. Since exposure to pesticides was not directly available in the census data bases, variables such as the number of acres sprayed for the control of insects or weeds and the cost of agricultural chemicals was used as surrogate information. The analysis file containing the pertinent information was constructed using probabilistic record linkage.

### 3.1.1 Cohort Definition

The cohort consists of all male farmers who met the definition for farm operator in the 1971 Census. A farm operator is defined as the person responsible for the daily decisions to be made about the operation of the farm. Farm operators are not necessarily owners, but could be tenants or hired managers. Only one operator was designated for each farm. A farm as determined in the 1971 census was an agricultural holding with one or more acres and with sales of agricultural products of $\$ 50$ or more. There were 326,000 male individuals who were classified as farm operators (Jordan-Simpson et al. 1990). The mortality experience of the cohort was followed up to 1987.

### 3.1.2 Record Linkage Methodology

The analysis file for the Canadian Farm Operator Study was formed as a result of three separate linkages, the last of which was the linkage of the farm operator cohort file to the CMDB. Before this linkage was done, the farm operator cohort file needed to be constructed.

Socio-demographic data was available from the 1971 Census of Population and information on farming practices was available from the 1971 Census of Agriculture. The Census of Population contains records for every individual in Canada and was collected in two versions, a short form and a long form. The long form asked for more information than the short form and was randomly administered to one third of the households. The Census of Agriculture was administered at all agricultural holdings.

Farm operators are not specifically identified by name in the Census of Agriculture file nor in the Census of Population file. The name and addresses of farm operators are contained in the Central Farm Registry which was created as a mailing list for agriculture questionnaires.

CMDB contains records for all registered deaths reported by the provinces and territories since 1950 and is stored in a standardized, computerized format under the custody of Statistics Canada (Smith and Newcombe 1982). The total number of death registrations on the CMDB from 1950 to 1987 is 5.9 million. The file contains identifying information, plus the date, place and underlying cause of death coded using the International Classification of Disease (ICD) code.

The Statistics Act protects the confidentiality of all records in the CMDB and the Census of Population and Census of Agriculture. As stated previously, all studies requiring linking with these data bases must satisfy a rigorous review and approval process prior to implementation and the resulting linked files with identifying information remain in the custody of Statistics Canada.

To form the analysis file, all the files described above were linked together in three phases.
(a) Follow-up. The 1971 and the 1981 Central Farm Registers were linked using CRL to determine if farmers listed in 1971 were still alive in 1981. This information was added to the 1971 Central Farm Registry to increase the probability of linkage to the correct individual in the CMDB.
(b) Farm operator cohort data base. The 1971 Central Farm Registry with the follow-up information was merged with the Census of Agriculture in order to add names to the cohort data base. This was necessary for linkage to the mortality data base. The resulting file was then linked to the Census of Populaton file using CRL to form the farm operator cohort data base.
(c) Analysis file. The farm operator cohort data base was linked to the CMDB using CRL. The resulting file contained sociodemographic, exposure and death data and was then suitable for analysis.

### 3.1.3 Threshold Selection

Thresholds were required for each of the three linkages completed to form the analysis file and for linkages based on the short form and the long form. For the mortality linkage, Statistics Canada used a sample based procedure for setting thresholds. This procedure is illustrated for the final linkage of the farm operater cohort data base for those who filled out the short census form with the mortality data base.

A sample of approximately $10 \%$ of the short form records filled out by the cohort of farm operators was selected (Statistics Canada 1991a). The links were then determined in two ways, by using the Statistics Canada CRL and by manual resolution using information from death records. The results of the linkages were then compared assuming that the linkages determined by manual resolution were true linkages.

Numbers of false positives and false negatives at a series of link weight thresholds are shown in Figure 2 for the short form linkage. The threshold was selected to minimize the total number of false positives and false negatives, and occurs at a threshold value of 8 . The false positive error rate is estimated to be $(36 / 453) \times 100=7.9 \%$, while the false negative error rate is estimated to be $(38 / 20,847) \times 100=0.2 \%$ leading to an overall error rate of $8.1 \%$ (Table 1).

Table 1
Comparisons of Linked and Unlinked Records Using CLR and Manual Resolution Based on a Sample of Census Records in the Farm Operator's Study

| Computerized <br> Record Linkage <br> (CLR) | Manual Resolution |  |  |
| :--- | :---: | ---: | ---: |
|  | Linked |  | Unlinked |$\quad$ Total

To illustrate the impact of additional identifying information, a similar table can be constructed for the long form records (Table 1). The false positive and false negative error rates are $(13 / 299) \times 100=4.3 \%$ and $(15 / 18,511) \times 100=0.1 \%$, respectively, for an overall rate of $4.4 \%$. Thus, with more identifying information, the error rates can be reduced.


Figure 2. False Positive and False Negative Links Canadian Farmer Operators Mortality Linkage: Short Form

### 3.2 National Dose Registry Mortality Study

The National Dose Registry of Canada contains records of occupational radiation exposures for approximately 255,000 Canadians dating back to 1951. The NDR has recently been linked to the CMDB. The purpose of the National Dose Registry mortality study is to determine associations between excess mortality due to cancer and other causes and occupational exposure to low levels of ionizing radiation (Ashmore et al. 1993).

### 3.2.1 Cohort Definition

The cohort consists of all workers monitored for ionizing radiation, including tritium and radon daughters, whose records were contained in the National Dose Registry as of December 31, 1983. It contains radiation exposure records of virtually all monitored radiation workers in Canada, with some records providing 37 years of exposure data. In addition, the Registry includes 80 different job categories ranging from nuclear power generating station workers to hospital radiologists to dentists. A total 248,940 people were included in the study cohort.

Depending on the type of radiation and the levels of exposure anticipated within specific job categories, radiation exposure records have been collected annually, quarterly, monthly, or biweekly. Each year, a summary measure of the annual dose experienced by each individual is recorded in the Lifetime Dose History System (LDHS). The annual exposure records maintained in the LDHS will be used as the basis for examining potential relationships between occupational radiation exposure and health status.

The individual data in the LDHS also permit the calculation of a cumulative lifetime dose for each individual. Although individuals will not experience the same level of exposure each year, an average annual dose for an individual can be obtained by dividing the cumulative lifetime dose by the number of years which have elapsed since the time of first exposure. Statistical analysis can be based on the cumulative lifetime dose, the average annual dose, or the annual doses as recorded on the LDHS. Up to 1986, personal identifying information such as surname, given name, sex, year of birth, and assigned identification numbers used to identify the individuals' dose records were stored separately in the Master Identification File (MIF) (Ashmore and Grogan 1985).

## 3:2.2 Record Linkage Methodology

Identifying variables changed form a number of times during the history of the NDR making tracing an individual's dose history difficult, at times. Because of these and related problems, the Social Insurance Number has been used as the key to the individuals' records from 1977 onward.

There were several linkages required to bring together the appropriate personal identifiers, dose histories, and death information.
(a) Dose history linkage. Since 1984 Statistics Canada has been conducting dynamic merges to their LDHS database in order to regroup dose records; reducing the number of fragmented records and consolidating the records into comprehensive dose histories for each study member. The file resulting from the internal linkages indicated which records on the NDR appear to belong to the same individual.
(b) CMDB linkage. The internally linked MIF cohort was linked to the mortality records (two-file linkage). By linking the two, it is possible to measure the cohort members' subsequent risk of death. In this study, the CMDB was used to obtain the underlying cause, year of death, the place of death, place of birth, and birth year information.
(c) Analysis file. A match of data from MIF, the CMDB and the LDHS was performed to create a comprehensive record for each member of the study cohort. Where the information is available, each record includes birth month and year, sex, the death data listed above, the death linkage weight, and a dose history. Any unmatched records from the MIF or dose history file have undergone special scrutiny.

### 3.2.3 Threshold Selection

Threshold selection for the link of the cohort file to the CMDB was done in a manner similar to that used in the Canadian Farm Operator Study. First, the weights of potential links were determined. All potential links that had weights less than -30 were considered to be nonlinks. There were 4,429 female and 8,686 cohort members with linkage weights above this value. A sample of these remaining individuals was selected and manually resolved by reviewing death certificates to determine if the links were true links or nonlinks. The threshold was selected at the link weight for which the number of false positive links was equal to the number of false negative links for females and males separately. For females the selected threshold was 53 and for males, 27 (figure not shown).

## 4. ISSUES IN ANALYSIS OF LINKED DATA SETS

Relatively little work has been done to determine the impact of record linkage on the results of regression analysis. Neter et al. (1965) recognized that errors introduced during the matching process could adversely affect analysis based on the resultant linked files. Suppose that true values of a random variable of interest are recorded on a data file comprised of $N$ records. Let $Y_{i}$ denote the true value for record $i=1, \ldots, N$. This file is linked to a second file containing identifying information, following which a value of $Z_{i}$ is assigned to record $i=1, \ldots, N$. Assuming that all matching errors are equally probable, we have,

$$
Z_{i}=\left\{\begin{array}{lll}
Y_{i} & \text { with probability } p \\
Y_{j} & \text { with probability } q(j \neq i)
\end{array}\right.
$$

where $p+(N-1) q=1$.
Neter et al. (1965) used this model to study the impact of matching errors on the sample mean and variance of the variable $Z$. The effect of matching errors on the correlation between $Z$ and a second random variable $X$ contained on the same file as well on parameter estimates of the regression between $Z_{i}$ and $X_{i}$, was also investigated. It was shown that (1) the estimate of the mean of $Z$ is unbiased for the mean of the $Y$; (2) if " $X$ ' is positively correlated with $Y$, the residual variance from a regression of $Z$ on $X$ will be larger than the variance from a regression of $Y$ on " $X$ ', and (3) the slope of the regression line will be underestimated when $Z$ is used rather than $Y$.

Belin and Rubin (1991) and Winkler and Thibaudeau (1991) discuss theoretical framework, computational algorithms, and software for estimating matching probabilities. These advances motivated Scheuren and Winkler (1991) to update the work of Neter et al. (1965). They used the model

$$
Z_{i}=\left\{\begin{array}{lll}
Y_{i} & \text { with probability } & p_{i} \\
Y_{j} & \text { with probability } & q_{i j}(j \neq i),
\end{array}\right.
$$

where $p_{i}+\sum_{j \neq i} q_{i j}=1$, to study the impact of matching errors on the estimates of the coefficients $\beta$ in the linear regression model

$$
Y=X \beta+\epsilon
$$

The effect of matching errors on the above regression model may be expressed as

$$
E\left(Z_{i}\right)=Y_{i}+B_{i},
$$

where the bias term is given by

$$
B_{i}=\left(p_{i}-1\right) Y_{i}+\sum_{j \neq i} q_{i j} Y_{i}
$$

Instead of using the pair of independent and dependent variables ( $X_{i}, Y_{i}$ ), the pair of independent and linked dependent variables ( $X_{i}, Z_{i}$ ) is used to fit the model. Noticing that the linked dependent variable may be written as $Z=Y+B$, the coefficients are estimated as

$$
\hat{C}=\left(X^{T} X\right)^{-1} X^{T} Z=\hat{\beta}+\left(X^{T} X\right)^{-1} X B
$$

where $\hat{\beta}=\left(X^{T} X\right)^{-1} X^{T} Y$, so that the bias adjustment is $\left(X^{T} X\right)^{-1} X B$.

Scheuren and Winkler (1991) used these models conduct simulation studies based on real data. Their approach was to take a file of linked and nonlinked cases and re-link them using different matching variables. This simulation demonstrates that the ability to accurately estimate matching probabilities critically effects the accuracy of the coefficient estimates. If the matching probabilities can be accurately estimated, the adjustment procedure works reasonably well.

## 5. DISCUSSION

Record linkage provides an attractive methodology for exploring relationships between exposures and health outcomes by making use of existing data bases. However, linkage errors are possible, resulting from coding errors, variations in identifiers, missing data, and insufficient discrimination power in the identifiers.

Error rates depend on the amount of identifying information, as seen in the farm operators study. Here, the error rate decreased for the linkage of the long census form where more identifying information was available than in the short census form. Thus, it is important that good identifying information be available for record linkage.

Relatively little attention has been paid to the impact of linkage errors on statistical inferences based on record linkage studies. Such errors can lead to biases in estimates of measures of association between health and environmental variables, such as regression coefficients. Work is in progress to investigate the impact of these errors on the results of the epidemiological studies presented in this paper.
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# Evaluation of Sources of Variation in Record Linkage through a Factorial Experiment 

THOMAS R. BELIN ${ }^{1}$


#### Abstract

Record linkage refers to the use of an algorithmic technique for identifying pairs of records in separate data files that correspond to the same individual. This paper discusses a framework for evaluating sources of variation in record linkage based on viewing the procedure as a "black box" that takes input data and produces output (a set of declared matched pairs) that has certain properties. We illustrate the idea with a factorial experiment using census/post-enumeration survey data to assess the influence of a variety of factors thought to affect the accuracy of the procedure. The evaluation of record linkage becomes a standard statistical problem using this experimental framework. The investigation provides answers to several research questions, and it is argued that taking an experimental approach similar to that offered here is essential if progress is to be made in understanding the factors that contribute to the error properties of record-linkage procedures.


KEY WORDS: Cutoff weight; False-match rate; Fellegi-Sunter algorithm; Matching variables; Post-enumeration survey; String comparison; Weighting scheme.

## 1. EVALUATING RECORD-LINKAGE PROCEDURES

Record linkage refers to the use of an algorithmic technique to identify pairs of records, one from each of two data files, that correspond to the same individual. The goal is to identify, using a computerized approach, the records from the respective data files that should be declared "matched" as well as the records that should be declared "not matched" without an excessive rate of error, thereby avoiding the cost of manual processing.

Specifying a record-linkage procedure requires both a method for measuring closeness of agreement between records and a rule for deciding when to classify records as matches or non-matches. Much attention has been paid in the record-linkage literature to the problem of assigning so-called "weights" to individual fields of information in a multivariate record to obtain a "composite weight" that summarizes the closeness of agreement between two individuals (e.g., Newcombe et al. 1959; Fellegi and Sunter 1969; Newcombe 1988; Copas and Hilton 1990). Less attention has been paid to other aspects of recordlinkage procedures, such as the handling of close but inexact agreement between fields of information, and to the effects of using various approaches (treatments) in combination with one another.

In some settings, a personal identifier, such as a social security number, can serve as a basis for linkage. However, such an identifier is not always available, and even when one is present, it still may be necessary to rely on other identifying information for a substantial subset of cases (e.g., Rogot, Sorlie and Johnson 1986).

This paper describes a large factorial experiment contrasting various procedures for matching census and post-enumeration survey (PES) records. Social security number is not collected in the census, so we are in a setting where closeness of agreement is based on several variables. Interest focuses on two questions:
(1) What are the most important factors affecting the accuracy of record linkage?
(2) What combination of factors works best in practice?

Beyond addressing these questions in the census/PES setting, perhaps the most important contribution of this investigation is the idea that record-linkage procedures should be studied by conducting careful experiments. With many factors at the discretion of the operator of the program, there is little hope of understanding the full complexities of a matching algorithm by varying factors one at a time (or worse, not even conducting any systematic evaluation at all). The idea of conducting an experiment would seem quite natural to an agricultural scientist or an industrial quality-control engineer, although it seems that such an approach has not been taken in the context of record linkage aside from this investigation and earlier work by the author (Belin 1989a, 1989b).

## 2. APPLIED CONTEXT FOR RECORD LINKAGE

### 2.1 Applications of Record Linkage

Record-linkage methods have been used in a variety of settings. Applications can be characterized as falling into two broad groups: problems where it is desired to draw

[^1]inferences about relationships between variables collected in separate large data files, and problems where interest focuses directly on the number of individuals represented in one or both data files (or a function of those quantities).

Examples of the first type of application are numerous. Studies have been conducted linking data from health and nutrition surveys to registries of mortality data to study relationships between dietary risk factors and death from various causes (Johansen 1986), linking labor force survey data to mortality data to assess health effects of uranium mining (Newcombe, Smith, Howe, Mingay, Strugnell and Abbatt 1983; Abbatt 1986), linking information on educational background to records of earnings of individuals some years later to assess the benefit of a college education (Fagerlind 1975), comparing reported income on welfare records to reported income on tax records (Kershaw and Fair 1979), and linking records of individuals exposed to radiation during atomic-bomb tests and records of a cohort of control individuals to national death records to assess differences in mortality patterns between exposed and control individuals (Dulberg, Spasoff and Raman 1986). Using record-linkage methodologies in such studies is attractive primarily for reasons of cost and timeliness, since for any of the research endeavors just described, it would take much longer and would have been much more expensive to conduct studies with one or more stages of followup than it was to make use of existing data.

The primary motivating example in this article is representative of the other type of application, where the goal is to determine the number of overlapping cases in two data files. In this example, a record-linkage procedure is used as the first step of an extensive matching operation in which records from a census are compared to records from a large-scale post-enumeration survey (PES) conducted after the census to evaluate census coverage. Other examples where the goal is to determine the number of overlapping cases between data files are the investigation by Nicholl (1986) of classification errors regarding the types of injuries sustained by road accident victims (based on linking hospital records to police reports of accidents), the investigation by Johnson (1991) into caseloads for U.S. Attorneys in different districts around the country (based on linking a list of cases assembled by the Department of Justice to a list of cases assembled by federal district courts), and a variety of investigations into the accuracy and coverage of mortality data files (Wentworth et al. 1983; Curb et al. 1985; Boyle and Decouflé 1990; Williams et al. 1992).

Census undercount estimation has been a prominent and at times controversial topic in statistical research, especially during the past decade. Much of the controversy revolves around a proposed adjustment of the census based on undercount estimates from a PES. For general background on issues involved in census undercount
estimation, see Ericksen and Kadane (1985), Citro and Cohen (1985), Freedman and Navidi (1986), Wolter (1986), Schirm and Preston (1987), Ericksen, Kadane, and Tukey (1989), Cohen (1990), and the special sections on census coverage error in the June and December, 1988, issues of this journal. A record-linkage procedure is the first step of matching census records to PES records; it is followed by matching of records by clerks, subsequent followup interviewing of households when there appear to be discrepancies between the census and PES findings, and an additional round of clerical matching after followup interviewing. Based on assessments from the matching operation and certain assumptions about the probability that individuals would be included only in the census, only in the PES, in both the census and PES, or in neither the census nor PES, it is possible to estimate undercount (or overcount) rates in the census.

### 2.2 Background on Record-Linkage Theory

The development probabilistic reasoning in recordlinkage theory can be traced to Newcombe, Kennedy, Axford, and James (1959), who develop a weighting scheme in an effort to reflect the odds that a pair of records is correctly matched. Fellegi and Sunter (1969) enhance the theoretical underpinnings of commonly-used weighting rules, noting that the procedure proposed by Newcombe et al., corresponds to calculating a likelihood ratio under a simple model for the record-linkage problem that supposes independence of agreement among all fields of information within records. They show that a weighting scheme similar to that of Newcombe et al., combined with cutoff weights that depend on a specified false-match rate and a specified false non-match rate, define a linkage procedure that is optimal in the sense of minimizing the proportion of records that will be assigned neither as definitely matched nor as definitely not matched, assuming the underlying model is valid.

Much of the ensuing development of record-linkage technology has taken place in the context of applications, as investigators put the theoretical ideas outlined in the earlier literature to practical use. Prominent applications include the Oxford Record Linkage Study (Acheson 1967; Goldacre 1986); the three-way match among records from the Current Population Survey, the Social Security Administration, and the Internal Revenue Service (Kilss and Scheuren 1978); and the National Longitudinal Mortality Study (Rogot, Sorlie, Johnson, Glover and Treasure 1988). The proceedings volumes from conferences on record linkage (Kilss and Alvey 1985; Howe and Spasoff 1986; Carpenter and Fair 1990), compilations of papers from annual conferences (Kilss and Alvey 1984a; Kilss and Alvey 1984b; Kilss and Alvey 1984c; Kilss and Alvey 1987; Kilss and Jamerson 1990), and proceedings volumes from conferences more broadly focused on uses of administrative
data (Coombs and Singh 1988) document numerous other applications that make use of record-linkage methodology.

Software development has enhanced the ability to pursue research into record linkage. Software incorporating refinements of weighting methods and blocking strategies has been developed for use in a variety of applications at Statistics Canada and the U.S. Bureau of the Census. Background on the Statistics Canada "Generalized Iterative Record Linkage System'' (GIRLS) is discussed in Howe and Lindsay (1981); documentation is contained in Hill (1981) and Hill and Pring-Mill (1986). Background on the matching system developed by the Record Linkage Staff at the U.S. Bureau of the Census can be found in Jaro (1989), Winkler (1989), and Winkler and Thibaudeau (1992), with documentation found in Laplant (1988), Laplant (1989), and Winkler (1991).

New models that reflect subtleties within data files that could be used in developing a probabilistic weighting scheme are offered by Copas and Hilton (1990). Other extensions to record-linkage methodology designed to take advantage of information in person names are described in Newcombe, Fair and Lalonde (1992). A review paper by Jabine and Scheuren (1986), a textbook by Newcombe (1988), and a compilation by Baldwin, Acheson and Graham (1987) serve as broad references on record-linkage methodology.

### 2.3 Flow of a Standard Record-Linkage Procedure

Typical steps in a record linkage procedure can be described as follows: (1) data collection, (2) preprocessing of data, (3) determination of rules for assessing closeness of agreement between candidate matched pairs, (4) assignment of candidate matched pairs, and (5) declaration of matched pairs. We use the term "candidate matched pairs" to describe pairs of records that are brought together as being the best potential match for each other from the respective data files (cf. "hits"' in Rogot, Sorlie, and Johnson (1986); "pairs" in Winkler (1989); "assigned pairs' in Jaro (1989)). Candidate matched pairs might be declared matched after the application of a decision rule in step (5), but they will not necessarily be declared matched by the decision rule.

As indicated earlier, closeness of agreement between candidate matched pairs is assessed in many record-linkage procedures by a univariate summary statistic, often referred to as a "composite weight". In such procedures, step (3) above would refer to the determination of weighting rules, and step (5) above would involve the setting of a cutoff weight above which record pairs will be declared matched.

Record linkage may be viewed as a decision problem with two or more actions to be taken by the computer. Typically, three actions are considered (e.g., declare records matched, declare records as not matched, or send
record to be reviewed more closely by a human observer, as in Fellegi and Sunter 1969), although sometimes only two actions (declare matched, declare not matched) are contemplated, and as many as five actions have been considered in some instances (Tepping 1968).

Postulating that distance between multivariate records can be summarized by a univariate composite weight narrows the scope of possible procedures that could be used to perform record linkage. The author is aware of very little research exploring alternatives to such univariate-composite-weight approaches, other than merely specifying a deterministic set of rules for when to declare records matched; one exception is Smith and Newcombe (1975). Such alternatives are beyond the scope of this paper.

### 2.4 Detailed Description of the Procedure Used to Match Census/PES Records

A variety of separate techniques may be involved in each of the five steps outlined above. Figure 1 provides a flowchart illustration of the main steps used in the linkage of census/PES records.

The frame of the census is a compilation of housingunit address listings. Addresses are assembled by a variety of techniques, generally depending on whether the area is urban or rural. In urban and suburban areas, census forms are mailed to households with the hope that residents will respond by mailing back a completed form; in other areas census enumerators visit households. When there is no response from a household that was sent a census form by mail, an enumerator will visit the household in person. Data are entered into Census Bureau computer files by a combination of computerized scanning techniques and clerical keying operations. An overview of census methodology can be found in Citro and Cohen (1985); detailed descriptions of various census operations can be found in the Census Bureau's 1990 Decennial Census Information Memorandum Series (Bureau of the Census 1988-1991).

Data collection in the type of post-enumeration survey conducted in 1990 (and in test censuses leading up to the 1990 PES) begins with a process of listing addresses that is conducted by enumerators canvassing neighborhoods. Information is obtained entirely through interviewing operations as opposed to the mailout-mailback approach. Data are entered into computer files entirely by clerical keypunching. Hogan (1992) provides an overview of the PES; details of PES operations can be found in the Census Bureau's STSD Decennial Census Memorandum Series (Bureau of the Census 1987-1991).

Preprocessing of data is rarely discussed in the literature on record linkage, even though this stage provides opportunities both for squeezing available information from the data at hand and for unwisely discarding information available from the data. Winkler (1985a, 1985b) presents


Figure 1. Flowchart of Census/PES Record Linkage Procedures
some specific strategies that are shown to make it easier to distinguish true matches from false matches, and Jabine and Scheuren (1986) and Newcombe (1988) offer some broad guidelines in this area. In the census/PES matching operation, preprocessing of data includes coding demographic variables according to common rules, identifying and separating address components (such as house number, street name, apartment number, rural route number, and post office box number) from the keyed address field (Laplant 1989), and "standardizing" an individual's first name by comparing the keyed first name to a library of nicknames and converting nicknames observed in the data to their common antecedent names (Paletz 1989).

The census/PES record-linkage procedure is a weightbased procedure. The determination of a weighting method includes consideration of both model-based and ad hoc rules for assigning weights for agreement and disagreement on individual fields of information, rules for assigning weights for close but inexact agreement on particular fields, rules for assigning weights when information is missing from records, and rules for assigning weights when certain combinations of variables are found to be in agreement or disagreement.

The designation of candidate matched pairs in census/ PES matching reflects certain constraints that are placed on the matching process. First, time and resource constraints make it impractical to compare each record in one data file to every record in the other data file. Accordingly, comparisons are made only between pairs of records that meet certain minimal criteria, such as that they fall in the same census block and share the same first letter of last name. The subset of records formed by this restriction is referred to as a "block", and the variables required to be in agreement for a match to be declared are referred to as "blocking variables" (Jaro 1989).

Another constraint placed on the census/PES matching operation is that a given record in one data file is not allowed to be declared matched to more than one record in the other data file. The approach that is used to perform the assignment of candidate matched pairs draws on operations-research techniques for solving the so-called transportation problem (Jaro 1989). The algorithm assigns candidate matches so as to maximize the sum of composite weights among all possible pairs of records within a block defined by the blocking variables, subject to the aforementioned restriction that no record is allowed to match more than one record in the other data file. For example, suppose that within a particular block record A from file 1 has a higher agreement weight with record B from file 2 than with any other record in file 2. The assignment algorithm still might link record A to another record, say C, and link B to another record, say D, if the sum of the agreement weights for ( $\mathrm{A}, \mathrm{C}$ ) and ( $\mathrm{D}, \mathrm{B}$ ) are higher than for other permutations of candidate match assignment.

The current approach to census/PES matching contemplates three possible actions to be taken by the computer: declare a record pair to be a match, declare a record pair to be a 'possible match", or declare a record to be not matched. All non-matches and possible matches are sent to clerks to be reviewed, and an attempt to obtain a followup interview is made for households where there is a discrepancy between the census and the PES. The distinction between possible matches and non-matches only has to do with the procedures applied by clerks when they review these cases (Childers 1989; Donoghue 1990). In the processing of 1990 census/PES data, the operator of the matching program set cutoff weights manually to distinguish matches, possible matches, and non-matches after scanning sets of candidate matched pairs with weights in a certain range. A new technique by Belin and Rubin (1991) offers an alternative for automating the setting of cutoffs.

## 3. AN EXPERIMENT

### 3.1 Factors Influencing the Output of RecordLinkage Procedures

The performance of a record-linkage procedure can depend on a number of factors, including:
(1) The choice of matching variables;
(2) The choice of blocking variables;
(3) The assignment of weights to agreement or disagreement on various matching variables;
(4) The handling of close but not exact agreement between matching variables;
(5) The handling of missing data in one or both of a pair of records;
(6) The algorithm for assigning candidate matches;
(7) The choice of a cutoff weight above which record pairs will be declared matched;
(8) The site or setting from which the data are obtained.

Among these factors, only (8) represents a source of variation over which the operator of the matching program does not have control. As mentioned earlier, two lines of inquiry are of primary interest in the experiment. Identifying major sources of variability in record linkage could help to focus future record-linkage research and to offer a deeper understanding of the process that generates errors in linkage procedures. Further, it is of interest to identify the combination of factors that works best in achieving a maximum number of matches while maintaining low error rates, since in practice the user generally must make a single choice among a myriad of possibilities for each factor just described.

### 3.2 Factorial Experiment Using Census/ Post-Enumeration Survey Data

A study was conducted using data from each of the three sites (St. Louis, Missouri; East Central Missouri including the Columbia, Missouri area; and a rural area in eastern Washington state) of the 1988 dress rehearsal census and PES. These data sets had been matched by computer and then reviewed by clerks. For the purposes of subsequent analysis, the final clerical determinations of true and false match status are taken as the truth. Thus, although subsequent analyses will only be as accurate as the determinations by clerks, these data files offer an excellent opportunity to study record linkage.

Descriptions of the specific methods used in linking records between the census and PES can be found in Jaro (1989), Winkler (1991), and Winkler and Thibaudeau (1992). The current implementation of the record-linkage procedure allows the user a variety of options over all of the factors listed in Section 3.1 except for the choice of an algorithm for assigning candidate matches (a "linear-sum assignment" algorithm is used; see Jaro 1989).

The variables available for matching census/PES records include name, address, age, race, sex, telephone number, marital status, and relationship to head of household. In practice, name is usually broken down into first name, last name, and middle initial, with these three used as separate matching variables. A preprocessing
program is typically used to parse address information into house number, street name, apartment number, rural route number, and box number (Laplant 1989). Sometimes "irregularities" in address information, perhaps caused by clerical typing errors or by recording errors on the part of a census or post-enumeration survey interviewer, result in an inability to parse an address into various components; in these cases, the entire address field (referred to as the "conglomerated address") is used as a matching variable. An available preprocessing program also can be used to convert nicknames to a "standardized"' name using a library of names and their common variants (Paletz 1989). A variety of schemes are available for assigning weights based on close agreement between variables, and a procedure is also available for adding or subtracting weight to the composite weight for a record pair when certain combinations of fields are in agreement or disagreement (Winkler 1991).

The experiment consisted of eight "treatment'' factors and one "blocking' factor (where "blocking" here refers to the experimental-design notion of a grouping of units expected to yield results as similar as possible in the absence of treatment effects) with replication across three sites in a $2^{5} \times 3^{3} \times 5 \times 13$ factorial design. The outcome variable in the experiment, described further in Section 3.5, was a transformation of the false-match rate, where the transformation was used to stabilize the variance of the outcome. The factors in the experiment can be described as follows:

Label $\quad$ Description of factor | Number of |
| :---: |
| levels of |
| factors |$\quad$ Description of levels of factor

## A <br> Assignment of weight for name fields. <br> 5

1. Assign weights of $\pm 2$ for agreement/ disagreement on first, last name.
2. Assign weights of $\pm 4$ for agreement/ disagreement on first, last name.
3. Assign weights of $\pm 6$ for agreement/ disagreement on first, last name.
4. Assign weights based on estimates of probabilities of agreement on first, last name from Fellegi-Sunter algorithm (see Winkler and Thibaudeau 1992).
5. Use frequency-based weighting for first, last name (see Winkler and Thibaudeau 1992).

| Label | Description of factor | Number of <br> levels of <br> factors |
| :--- | :--- | :--- | Description of levels of factor

B

Assignment of weight for non-name fields.
Assignment of weight for close but inexact agreement on name fields.

D

E

Use of keyed first name or standardized version of first name.
version of first name.

Assignment of weight for close but inexact agreement on nonname fields.



1. Assign disagreement weight for any discrepancy in first, last name.
2. Assign fraction of agreement weight for close agreement on first, last name using Jaro string comparison metric (Jaro 1989; Winkler 1991).
3. Assign fraction of agreement weight for close agreement on first, last name using piecewise linear metric described in Winkler (1991).
4. Assign weights of $\pm 2$ for agreement/ disagreement on age, phone number, and address fields, and assign weights of $\pm 1$ for agreement/ disagreement on sex, race, marital status, relationship to head of household, middle initial.
5. Assign weights based on estimates of probabilities of agreement from Fellegi-Sunter algorithm.
6. Assign disagreement weight for any discrepency in non-name fields.
7. Assign fraction of agreement weight for close agreement on house number, street name, phone number, age, using Jaro string comparator.
8. Assign fraction of agreement weight for close agreement on street name using Jaro string comparator, for age using Jaro pro-rated-to-absolutedifference metric, for house number and phone number using Winkler piecewise-linear string comparator.
9. Use the version of the individual's first name that was keyed into each data file for comparison of first name.
10. Use the version of the individual's first name that is obtained as output from name standardization software (Paletz 1989).

| Label | Description of factor | Number of levels of factors | Description of levels of factor |
| :---: | :---: | :---: | :---: |
| F | Adjustment of weights for correlated agreement. | 2 | 1. Do not adjust the composite weight for possible correlated agreement. <br> 2. Adjust composite weights for possible correlated agreement between first name, middle initial and among first name, sex, age. |
| G | Inclusion of marital status, relationship to head of household as matching variables. | 2 | 1. Do not include marital status, relationship as matching variables. <br> 2. Include marital status, relationship as matching variables. |
| H | Use of four or seven digits of phone number. | 2 | 1. Use only last four digits of phone number as a matching variable. <br> 2. Use all seven digits of phone number. |
| I | Site of census/postenumeration survey. | 3 | 1. Eastern Washington state. <br> 2. Columbia, Missouri. <br> 3. St. Louis, Missouri. |
| J | Proportion of PES file declared matched. | 13 | 1.-13. Let the number of records accepted as declared matches equal $60 \%, 62.5 \%, 65 \%, 67.5 \%$, $70 \%, 72.5 \%, 75 \%, 77.5 \%, 80 \%$, $82.5 \%, 85 \%, 87.5 \%, 90 \%$ of the number of PES records in the given site. |

With reference to the sources of variation described in Section 3.1, factors $E, G$, and $H$ relate to the choice of matching variables; factors $\mathrm{A}, \mathrm{C}$, and F relate to the choice of a weighting scheme; factors $B$ and $D$ relate to the handling of close but inexact agreement; factor $J$ reflects the choice of a cutoff; and factor I reflects the influence of the particular site on the performance of the matching procedure.

Consideration of resource limitations led to a decision not to address the effect of varying missing data treatments or the effect of different choices of blocking variables in this experiment, and the lack of available software precluded any investigation of alternative alogrithms for assigning candidate matches. Belin (1989a, 1989b) studied the influence of missing data treatments and of different choices of blocking variables in an experiment similar to the factorial experiment described here. The results of that investigation suggested that alternative treatments of missing data had no substantial effect on false-match rates
associated with different cutoffs in matching of census/PES data, but the choice of blocking variables did have a substantial effect.

In this investigation, as in Belin (1989a, 1989b), only "one-pass" matching procedures are considered. That is, the entire computer-matching operation consists of a single cycle of choosing blocking variables, establishing weights, and setting a cutoff, as opposed to "multiplepass" procedures that first use very restrictive blocking variables to skim off the nearly perfect matches, then relax the blocking criteria in successive passes through the data. The author is aware of very little research on multiple-pass matching procedures. Belin (1989b) reports that when single-pass procedures are used, procedures that use relatively less restrictive blocking criteria enjoy advantages over procedures that use relatively more restrictive blocking criteria, confirming the intuitive notion that the blocking process can exclude true matches from consideration as an unfortunate side effect.

### 3.3 Subtleties in Experimental Treatments

### 3.3.1 Treatments for Assigning Weights for Agreement/ Disagreement on Fields of Information

To clarify the experiment, we describe each of the experimental factors in greater detail. Factors A and C are concerned with the assignment of weights for agreement and disagreement on the various matching variables. The different weighting approaches used in factors $\mathbf{A}$ and $\mathbf{C}$ include completely ad hoc methods and methods that are based on estimates of parameters in explicit probability models. The study of ad hoc weights provides an opportunity to gauge the importance of incorporating more complicated approaches to weighting.

The ad hoc weighting schemes call for a weight of $U$, say, to be added to the composite weight if the fields being compared agree, and for an identical weight $U$ to be subtracted from the composite weight if the fields being compared disagree. Three different values of $U$ are studied in factor A , with the same value of $U$ being assigned for agreement on first name as for agreement on last name. In factor C , an ad hoc scheme that weights some variables more than others is studied, with the decision about which variables to weight more being based on a priori judgments. Belin (1989b) suggests that such a "modified-equalweighting" scheme has advantages over an "equalweighting" scheme in which all matching variables are assigned the same weights for agreement or disagreement.

The 'Fellegi-Sunter algorithm'' refers to the method outlined in Fellegi and Sunter (1969), which is based on a probabilistic model that incorporates information about patterns of agreement and disagreement between pairs of records. The model postulates that probabilities of agreement on individual fields of information given that a pair is a true match are independent across all fields of information, and that independence across fields also holds given that a pair is a false match. The paper by Fellegi and Sunter shows that such a model implies certain optimality properties for the type of weighting scheme used by Newcombe et al. (1959), in which weights for individual fields of information are calculated by taking the logarithm of the ratio of probability of agreement given true match to the probability of agreement given false match, and in which composite weights are obtained by summing individual field weights.

In applications, the probabilities of agreement given true match and agreement given false match need to be estimated. For the treatments in the experiment characterized as relying on the Fellegi-Sunter weighting approach, the probabilities of agreement given true match are estimated using a version of an EM algorithm (Dempster, Laird and Rubin 1977) to obtain maximum likelihood estimates of these probabilities based on counts of all possible patterns of agreement observed in the data files at hand (Winkler 1989; Jaro 1989). The probabilities of agreement given
false match are estimated based on counts of agreement on individual fields between all record pairs that agree on blocking variables, making use of the fact that most of the pairs that could possibly be brought together as matches are not true matches (Winkler and Thibaudeau 1992).

Another weighting approach that has been implemented in the Census Bureau's record linkage software considers the relative frequency of names in the data files at hand, assigning more weight for agreement on names such as Abramowicz, which may be relatively rare, than for agreement on names such as Smith, which may be common. Of course, it could happen that in a particular area Abramowicz is a more common name than Smith, in which case the frequency-based weighting approach would assign greater weight to agreement on the name Smith. The idea of incorporating information on marginal frequencies from the current data files was mentioned by Newcombe et al. (1959), and has been noted by many authors since then, including Fellegi and Sunter (1969). (Thus, the distinction drawn here between the "Fellegi-Sunter algorithm'" and "frequency-based weighting" is actually a distinction between two methods of calculating weights that are both discussed by Fellegi and Sunter.) Details on the implementation of frequency-based weighting in the Census Bureau's software can be found in Winkler and Thibaudeau (1992).

### 3.3.2 Treatments for Handling Close but Inexact Agreement

Factors B and D deal with the handling of fields that may agree closely but do not agree exactly with one another. Several techniques have been proposed for handling close but inexact agreement between fields of information, often reflecting different perspectives on probable departures from exact agreement.

The Jaro string comparator is designed to measure the closeness of agreement of two multi-character fields; the metric that defines closeness is a function of the lengths of the character fields in the two files, the number of characters in common between the character fields, and the number of transpositions of characters between the character fields. The weight that gets assigned for partial agreement is between the weight for agreement on the field and the weight for disagreement on the field, and is a linear function of the string comparator metric between the agreement weight and the disagreement weight.

The Winkler piecewise-linear approach uses the same metric as the Jaro string comparator to define closeness of agreement, but the rate at which partial agreement weights decrease from the agreement weight to the disagreement weight is a piecewise linear function of the string comparator metric, requiring two user-supplied rate parameters and two user-supplied thresholds where the slope changes.

The Jaro pro-rated method assigns a weight between the agreement weight and the disagreement weight based on the absolute value of the difference between two numeric fields. As with the aforementioned techniques, the partial agreement weight falls off as a linear function of the absolute value of the difference.

Even for some numeric fields (e.g., telephone number), a comparison method designed to accommodate slight typographical variation would seem more sensible than a method based on absolute numerical difference. However, for variables such as year of birth or age, it may not be clear whether to target efforts toward accommodating typographical errors (for which a string comparison method would be best suited), reporting errors (for which the absolute-difference method may be most appropriate), or other types of errors such as "heaping" or rounding of reported ages on multiples of five years (for which neither of the previously mentioned comparison methods would be ideally suited). Accordingly, we pursue our empirical evaluations in an attempt to shed light on these issues.

### 3.3.3 Treatments Involving the Choice of Matching Variables

As mentioned previously, an approach has been developed at the Census Bureau for converting nicknames to a standardized root. Software developed by Paletz (1989) implements the name-standardization routine.

The treatment that omits marital status and relationship to head of household as matching variables allows for an assessment of the importance of two background demographic variables on the quality of matching. Chernoff (1980) develops theory for the information carried by a matching variable and shows that a variable recorded in error even a small percentage of the time can lose a substantial amount of information for matching purposes (e.g., the Kullback-Leibler information associated with a binary variable recorded in error three percent of the time is only about half that of a binary variable recorded without error). Considering that relationship to head of household could differ between the census and PES if the person listed as the head of household is different, and that marital status will change for some individuals in the intervening time, it is not clear in advance how much information for matching is provided by these variables. On the other hand, it is hard to imagine that using additional matching variables would be deleterious, so that this treatment provides a standard for assessing the practical significance of some of the other treatments.

The treatment of using either four or seven digits of phone number as a matching variable is self-explanatory. A motivation for considering this treatment is that one of the specific piecewise-linear string comparator methods proposed by Winkler was developed based on analysis of the last four digits of phone number as a matching variable.

### 3.3.4 Treatment for Adjusting Composite Weights for Correlated Agreement

The method described as adjusting the composite weight to reflect the possibility of correlated agreement is also due to Winkler and is described in Winkler and Thibaudeau (1992). Research by Kelley (1986) and Thibaudeau (1989) reveals that agreement on the various fields available for matching between the census and PES data files is far from being independent across fields. In particular, analyses suggested that agreement on first name was correlated with agreement on middle initial and that agreement on first name, age, and sex were mutually correlated. These findings led to the implementation of modifications to the composite weight when certain patterns appear (e.g., if first name, age, and sex all disagree, then a large value is subtracted from the composite weight). The current scheme for adjusting the composite weight is entirely ad hoc; research into methods that reflect correlated agreement still appears to be in its infancy.

### 3.4 Data Files Used in Experiment

As mentioned before, the three sites of the 1988 dress rehearsal census and post-enumeration survey provided separate data files on which these analyses of record linkage could be performed. There were 12,072 records in the PES file from St. Louis, 6,581 records in the PES file from East Central Missouri, and 2,782 records in the PES file from eastern Washington state. As was also noted earlier, the final determinations by clerks who reviewed these files were taken as the truth for purposes of evaluation. Other test censuses were conducted during the 1980's; the primary reason for not including the data from other test censuses in this experiment is that a considerable amount of "overhead" time is required to prepare a data set for the analyses performed here.

### 3.5 Outcome Variable

The primary outcome variable considered in this experiment was a transformation of the false-match rate. The false-match rate is defined as the number of false matches divided by number of declared matches, and is a common measure of performance in the literature on record linkage (e.g., Fellegi and Sunter (1969) attempt to provide output that satisfies a fixed false-match rate criterion supplied by the operator of the program). In order to stabilize the variance of the outcome, the analyses here use the arcsine of the square root of the false-match rate as an outcome variable.

### 3.6 Choice of Cutoff Weight as a Blocking Factor

It is clear that the false-match rate in record linkage is apt to depend heavily on the choice of a cutoff between declared matches and declared non-matches. Accordingly,
a blocking factor (Factor J) is introduced to fix the determination of cutoffs so as to facilitate comparison of other record-linkage treatments. To provide a standard for comparisons across sites having different numbers of records, the cutoff level is defined in terms of the proportion of the PES data file declared matched.

Because of the discreteness of record-linkage weights, it is possible to have ties among the weights of record pairs on the boundary where the cutoff should be assigned. For example, in a file of 10,000 records, there may be 40 records with weight $W$ (of which 10 may be false matches), 7,980 records with weight greater than $W$ (of which 3 may be false matches), and 1,980 records with weight less than $W$. If the treatment in factor J calls for $80 \%$ of the PES file to be matched, then it may not be obvious how to calculate the false-match rate, since there are 40 records with the same weight straddling the point where the cutoff should be set. Calculations of the false-match rate in such a case are based on the following relationship:

$$
\mathrm{fmr}=\frac{f_{\mathrm{abv}}+\frac{f_{\mathrm{bdy}}}{n_{\mathrm{bdy}}} \times\left(n_{\mathrm{cut}}-n_{\mathrm{abv}}\right)}{n_{\mathrm{cut}}}
$$

where fmr denotes false-match rate, $f_{\text {abv }}$ is the number of false matches and $n_{\text {abv }}$ the number of declared matches with weights above the cutoff weight, $f_{\text {bdy }}$ is the number of false matches and $n_{\text {bdy }}$ the number of declared matches with weights equal to the boundary cutoff weight, and $n_{\text {cut }}$ is the number of declared matches needed to satisfy the condition that a certain percentage of the PES data file be declared matched. If we were to calculate the falsematch rate by randomly selecting the appropriate number of boundary records to satisfy the cutoff criterion, then the expression above would give the expected false-match rate over repetitions of such a procedure; thus, the logic behind this definition is clear.

In the example above, one fourth of the boundary cases are false matches, and twenty additional records are needed to satisfy the stipulation that $80 \%$ of the file be declared matched. Effectively five false matches are added to the three among the records among the pairs with weights above the cutoff weight, giving a false-match rate of $(3+0.25(40-20)) / 8,000=8 / 8,000=0.001$.

### 3.7 Further Considerations Relevant to the Analysis of Experimental Results

Analysis of the experimental results proceeded from the standpoint that general indications of significance are more important than precise $p$-values, especially because the experiment itself is exploratory. Belin (1991) points out that appropriate methods for assessing significance from these data are somewhat complicated; this is because site
should be thought of as a random factor (since we would like to generalize about treatment effects from the sample of three sites to a population of many possible sites), but standard procedures that use the site by treatment interaction as the error term for a particular treatment suffer from low power given the small number of available sites. Belin (1991) uses the Johnson-Tukey display-ratio plot (Johnson and Tukey 1987), which is a close relative of the halfnormal plot of Daniel (1959), to estimate underlying noise levels in assessing the significance of effects. In this paper, we do not attempt to present formal significance findings.

## 4. RESULTS

### 4.1 ANOVA Breakdown of Experimental Results

We begin by breaking down the results of the factorial experiment into an analysis of variance, distinguishing treatment effects, site effects, cutoff effects, and their interactions from one another, grouping effects of the same order. Table 4.1 is an excerpt from the complete ANOVA breakdown of the experiment, showing treatment interactions up to four-way along with corresponding error terms.
$F$-statistics are calculated dividing the mean square for the given effect by the mean square for the effect-by-site interaction term. Thus, for example, the $F$-statistic for three-way interactions among treatments is calculated as $0.0120 / 0.00470=2.551$, with the denominator coming from the line for the four-way treatment-by-site interaction.

If the $F$-statistics are interpreted in the usual way, then statistical significance at the 0.0001 -level is achieved for all of the $F$-statistics reported in Table 4.1 except the treatment-by cutoff four-way interactions; however, caution should be used in interpreting these results. First, the magnitudes of the various mean-square terms suggest that the higher-order effects are not of substantial practical importance. Further, the comparison of the $F$-statistics calculated above to a reference $F$-distribution relies on certain exchangeability assumptions (e.g., that site-to-site variability in main effects is the same for all main effects) that are not necessarily well-founded. For example, it may not make sense to pool site-to-site variability in the effect of four versus seven digits of phone number with site-tosite variability in the effect of the different weighting schemes in estimating an error term for main effects.

### 4.2 Importance of Choice of Cutoff as Compared to Other Controllable Factors

It is evident (e.g., from the mean squares for main effects) that site-to-site variability and variability due to the choice of a cutoff are considerably larger than the variability explained by differences in treatments. Although

Table 4.1
Excerpt from ANOVA Breakdown of Factorial Experiment, Grouping Effects of the Same Order

| Source | $d f$ | Sums of squares | Mean square | $F$ |
| :--- | ---: | ---: | ---: | ---: |
| Site main effects |  |  |  |  |
| Treatment main effects | 2 | 35.195 | 17.598 |  |
| Cutoff main effects | 13 | 30.917 | 2.378 | 10.570 |
| Treatment/site 2-way interactions | 12 | 147.515 | 0.293 | 7.548 |
| Cutoff/site 2-way interactions | 26 | 5.850 | 1.629 |  |
| Treatment/treatment 2-way ints | 24 | 39.089 | 0.100 |  |
| Treatment/cutoff 2-way ints | 70 | 6.992 | 0.009 | 4.041 |
| Treatment/site 3-way interactions | 156 | 1.410 | 0.0247 | 3.553 |
| Cutoff/treatment/site 3-way ints | 140 | 3.461 | 0.0025 |  |
| Treatment 3-way interactions | 312 | 0.794 | 0.0120 |  |
| Treatment/cutoff 3-way ints | 206 | 2.472 | 0.0006 | 2.551 |
| Treatment/site 4-way interactions | 840 | 0.530 | 0.00470 | 1.866 |
| Cutoff/treatment/site 4-way ints | 412 | 0.938 | 0.00034 |  |
| Treatment 4-way interactions | 1,680 | 0.747 | 0.00205 |  |
| Treatment/cutoff 4-way ints | 365 | 0.267 | 0.00011 | 2.365 |
| Treatment/site 5-way interactions | 2,472 | 0.632 | 0.00087 | 0.236 |
| Cutoff/treatment/site 5-way ints | 730 | 0.226 | 0.00046 |  |
| Total | 4,944 | 279.169 |  |  |

this result may be explained in part by the fact that some treatments are very close to one another (e.g., using four digits versus seven digits of phone number), it is nevertheless the case that some of the qualitative differences between treatments are quite substantial (e.g., leaving out two matching variables versus keeping them in). The ANOVA breakdown also highlights the fact that we can expect substantial site-to-site variability in false-match rates. In their approach to calibrating record-linkage procedures, Belin (1991) and Belin and Rubin (1991)
explicitly accommodate site-to-site variability in providing estimates of false-match rates corresponding to different cutoffs.

### 4.3 The Main Effects of Treatments

In Table 4.2, we give the mean of the outcome variable observed for each level of the treatment factors. Since arcsine $(x)$ is a monotone increasing function of $x$, lower values of the outcome signify lower false-match rates and thus better performance.

Table 4.2
Marginal Values of arcsine ( $\sqrt{ } \mathrm{fmr}$ ) for each Level of Experimental Treatments Averaged over all other Experimental Conditions

| Factor | A | (name wts) | Factor | B | (inexact agree, name wts) | Factor | C | (non-name wts) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Level | 1 | 0.106 | Level | 1 | 0.113 | Level | 1 | $\begin{aligned} & 0.101 \\ & 0.101 \end{aligned}$ |
|  | 2 | 0.096 |  | 2 | 0.094 |  |  |  |
|  | 3 | 0.093 |  | 3 | 0.095 |  |  |  |
|  | 4 | 0.130 |  |  |  |  |  |  |
|  | 5 | 0.079 |  |  |  |  |  |  |
| Factor | D | (inexact agree, non-name wts) | Factor | E | (Standardize name) | Factor | F | (Adjust for correlated agree) |
| Level | 1 | 0.111 | Level | 1 | 0.102 | Level | 1 | 0.106 |
|  | 2 | 0.108 |  | 2 | 0.100 |  | 2 | 0.095 |
|  | 3 | 0.084 |  |  |  |  |  |  |
| Factor | G | (Include marit/rel) | Factor | H | (Four or seven digits phone \# |  |  |  |
| Level | 1 | 0.103 | Level | 1 | 0.102 |  |  |  |
|  | 2 | 0.098 |  | 2 | 0.100 |  |  |  |

Belin (1991) breaks down the experimental findings into a set of complementary orthogonal contrasts. The largest main-effect contrasts among those prespecified by Belin (1991) were those between frequency name weights $(A=5)$ and Fellegi-Sunter name weights ( $A=4$ ), between Winkler's string comparators on non-name fields ( $\mathrm{D}=3$ ) and Jaro's corresponding string comparators ( $\mathrm{D}=2$ ), between some string comparator for names ( $B=2$ or 3 ) and no string comparator for names $(B=1)$, between some string comparator for non-name fields ( $\mathrm{D}=2$ or 3 ) and no string comparator for these fields ( $\mathrm{D}=1$ ), and between performing an adjustment for correlated agreement $(\mathrm{F}=2$ ) and not performing such an adjustment ( $\mathrm{F}=1$ ).

### 4.4 Two-Way Treatment Interactions

The largest two-way treatment interaction contrast among those reviewed by Belin (1991) was the $F \times G$ effect, which is the interaction of performing an adjustment for correlated agreement (among first name and middle initial and among first name, age, and sex) with including or not including marital status and relationship to head of household as matching variables. This contrast was statistically significant according to any of the procedures used in Belin (1991) for estimating a background noise level. We show the average levels of the outcome across the four treatment combinations above in Table 4.3.

Table 4.3
Average Performance for Combinations of F and G Treatments

| F | G | False-match rate | Arcsine $(\sqrt{ }$ fmr) |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0.0182 | 0.116 |
| 1 | 2 | 0.0143 | 0.097 |
| 2 | 1 | 0.0128 | 0.091 |
| 2 | 2 | 0.0151 | 0.100 |

This result suggests that the adjustment for correlated agreement (level 2 of factor $F$ ) helps a great deal when marital status and relationship are not included as matching variables (level 1 of factor $G$ ), but the adjustment for correlated agreement does not help on average when marital status and relationship are included as matching variables. That we are able to identify this type of effect emphasizes the importance of pursuing empirical evaluations in an experimental framework.

The next two largest two-way treatment interaction contrasts cited by Belin (1991) after the $\mathrm{F} \times \mathrm{G}$ interaction comprise part of the $\mathrm{A} \times \mathrm{B}$ interaction (involving the choice of name weights and the choice of string comparisons to use for name fields). We show the average results for all of the combinations of treatments for factors $A$ and B below as Table 4.4.

Table 4.4
Average Performance for Combinations of A and B Treatments

| A | B | False-match rate | Arcsine $(\sqrt{ }$ fmr $)$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0.0192 | 0.120 |
| 1 | 2 | 0.0140 | 0.099 |
| 1 | 3 | 0.0143 | 0.100 |
| 2 | 1 | 0.0170 | 0.110 |
| 2 | 2 | 0.0120 | 0.087 |
| 2 | 3 | 0.0123 | 0.089 |
| 3 | 1 | 0.0177 | 0.113 |
| 3 | 2 | 0.0118 | 0.084 |
| 3 | 3 | 0.0119 | 0.083 |
| 4 | 1 | 0.0254 | 0.145 |
| 4 | 2 | 0.0193 | 0.123 |
| 4 | 3 | 0.0189 | 0.122 |
| 5 | 1 | 0.0109 | 0.079 |
| 5 | 2 | 0.0109 | 0.079 |
| 5 | 3 | 0.0109 | 0.078 |

Thus, we find that when we use frequency-based name weights ( $A=5$ ), it hardly matters whether we use any string comparison method, but when we use ad hoc name weights or Fellegi-Sunter name weights, the use of string comparison methods substantially improves the average performance of the computer-matching procedure.

We highlight some of the other interesting findings noted in Belin (1991) based on exploring the largest twoway treatment interaction effects:
(1) The Winkler approach to inexact agreement on nonname variables (i.e., $\mathrm{D}=3$ ), which is the best treatment on average for factor $D$, has more of a helpful effect on average when marital status and relationship to head of household are included as matching variables (i.e., $G=2$ ), even though the latter variables are not included in any of the treatments for handling inexact agreement.
(2) Unlike the other treatments for name weights, which appear to be helped by the inclusion of marital status and relationship, frequency-based name weighting appears to be adversely affected by the inclusion of these variables.
(3) Ad hoc weights of $\pm 6$ for agreement on name perform better on average when combined with the ad hoc weighting approach to non-name variables; ad hoc name weights of $\pm 4$ and $\pm 2$ work better with the weights assigned by the Fellegi-Sunter algorithm to non-name variables.
(4) Without the adjustment for correlated agreement, Fellegi-Sunter weights for non-name variables worked better for these data than ad hoc weights, but the ad hoc weights worked better when the adjustment for correlated agreement was included. (However, based on the method of estimating the background noise level described in Belin (1991), this phenomenon should not necessarily be expected to carry over to other sites.)

### 4.5 Which Treatment Combination Works Best?

To wrap up the analysis of the experimental results, we consider now the question of which treatment combination works best. To measure the performance for a given treatment combination, we take the average outcome from using that procedure across the three available sites. The outcomes we examine are the false-match rates corresponding to $60 \%, 62.5 \%, 65 \%, 67.5 \%, 70 \%, 72.5 \%, 75 \%$, $77.5 \%, 80 \%, 82.5 \%, 85 \%, 87.5 \%$, and $90 \%$ of the PES file declared matched. The results from the experiment are provided in Table 4.5.

## Table 4.5

Best Treatment Combination for each of Thirteen Cutoffs from Factorial Experiment


These results contrast with the earlier result suggesting that frequency-based weighting for names (level 5 for factor A) is better on average than using ad hoc name weights of $\pm 6$ (level 3 for factor A). Apparently, the reason that the latter is worse on average is due to certain interaction effects. When the ad hoc weighting approach is combined with the appropriate levels of other factors, it appears to perform at least as well as the frequencyweighting approach. We also note that the best combination of factors F and G is not always treatments 2 and 1 , respectively, despite our earlier finding that this treatment combination for these two factors performs best on average. Only treatment 3 of factor D (using Winkler modifications in handling inexact agreement on non-name variables) is an unequivocal choice for the best treatment no matter how we measure the outcome of the experiment. The choice for the best treatment for name weights is between deterministic weights of $\pm 6$ or $\pm 4$ and the frequency name-weighting approach. If one of the deterministic weighting schemes is used, the Winkler approach
to string comparisons for names is to be recommended; with frequency name weights, it is not clear that any string comparison approach should be used on names.

Between Fellegi-Sunter weights for non-name variables and ad hoc weights, the choice is not obvious, but earlier analysis suggested that the effect either way is small. Similar remarks apply to the choice of whether to use standardized or unstandardized first names and to the choice of whether to use four or seven digits of the phone number.

Considering the fact that there is not a single treatment combination that is uniformly superior to all other treatment combinations, one might look to the performance of different treatment combinations in a particular region of interest (e.g., where the false-match rate is around 0.001 ). However, if we look at the best treatment combinations in the region where $70 \%-80 \%$ of the PES file is declared matched (i.e., restricting attention to five cutoffs), we still find no obvious choice for a preferred treatment combination. Averaged across those five cutoffs, the best treatment combination is ( $2,3,2,3,1,2,1,2$ ); that is, using name weights of $\pm 4$, incorporating Winkler's modifications to inexact agreement on name, estimating weights using the Fellegi-Sunter algorithm for non-name variables, using Winkler's approach to inexact agreement for nonname variables, using the original unstandardized version of first name, adjusting the composite weight for correlated agreement, not including marital status and relationship to head of household as matching variables, and using all seven digits of phone number.

For comparison, we display in Table 4.6 the average performance of some of the other candidates for best treatment combination. Thus it appears that the best alternatives to ( $2,3,2,3,1,2,1,2$ ) are treatment combinations $(3,3,1,3,2,2,2,2)$ and (3,3,1,3,2,1,2,1). Both of these procedures feature name weights of $\pm 6$, predetermined

Table 4.6
Average False-match Rates for Different Treatment
Combinations Across Three Sites and across Combinations Across Three Sites and across
Five Cutoff Levels $(70 \%, 72.5 \%, 75 \%, 77.5 \%$, and $80 \%$ of PES File Declared Matched)
$\left.\begin{array}{c}\hline \begin{array}{c}\text { Levels of factors in } \\ \text { treatment combination } \\ \text { (A B C D E F G H) }\end{array}\end{array} \begin{array}{c}\text { Average false-match rate across } \\ \text { sites and across cutoffs with 70\%, } \\ \text { 72.5\%, } \\ \text { PES file declared matched }\end{array}\right]$

Average false-match rate across sites and across cutoffs with $70 \%$, $2.5 \%, 75 \%, 77.5 \%$, and $80 \%$ of PES file declared matched
ad hoc weights for non-name variables, Winkler's approaches to inexact agreement for both name and nonname variables, standardized first names, and inclusion of marital status and relationship as matching variables. These treatment combinations differ from each other in that one includes an adjustment of the composite weight for correlated agreement and calls for using seven digits of phone number, whereas the other features no adjustment of weights for correlated agreement and only four digits of phone number. The treatment combinations involving the use of frequency-based name weighting do not perform as well as the best treatment combinations using ad hoc name weights according to this standard.

In the 1990 PES, the treatment combination that was used in computer-matching operations was very close to treatment combination (5,3,2,3,2,2,2,1). In the test-census data sets studied here, this treatment combination produced an average false-match rate across the five cutoffs of 0.00179 .

### 4.6 Concluding Remarks

While the results in this paper address the tradeoff between the number of records declared matched and false-match rates, an anonymous referee noted that "every gain which is achieved by a superior record linkage procedure must be justified by the cost of implementing that procedure." This is another tradeoff that any practitioner can appreciate. Hopefully, the findings presented here about the relative importance of various factors in record linkage will provide some guidance to those who develop and implement linkage software. Because some of the results may depend on specific features of the census/PES data being matched, there may be some question as to how these results relate to other record-linkage settings. But as was emphasized at the outset, one practical recommendation that does generalize across data settings is the call for taking an experimental approach to the study of record linkage. Empirical study through designed experiments is a tried and true source of guidance, offering a clear framework for adding to the accumulated insights of record-linkage specialists.
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# The Discrimination Power of Dependency Structures in Record Linkage 

YVES THIBAUDEAU ${ }^{1}$


#### Abstract

A record-linkage process brings together records from two files into pairs of two records, one from each file, for the purpose of comparison. Each record represents an individual. The status of the pair is a "matched pair" status if the two records in the pair represent the same individual. The status is an "unmatched pair" status if the two records do not represent the same individual. The record-linkage process is governed by an underlying probabilistic process. A record-linkage rule infers the status of each pair of records based on the value of the comparison. The pair is declared a "link" if the inferred status is that of a matched pair, and it is declared a "non-link" if the inferred status is that of an unmatched pair. The discrimination power of a record-linkage rule is the capacity of the rule to designate a maximum number of matched pairs as links, while keeping the rate of unmatched pairs designated as links to a minimum. In general, to construct a discriminatory record-linkage rule, some assumptions must be made on the structure of the underlying probabilistic process. In most of the existing literature, it is assumed that the underlying probabilistic process is an instance of the conditional independence latent class model. However, in many situations, this assumption is false. In fact, many underlying probabilistic processes do not exhibit key properties associated with conditional independence latent class models. The paper introduces more general models. In particular, latent class models with dependencies are studied and it is shown how they can improve the discrimination power of particular record-linkage rules.


KEY WORDS: Record-linkage rule; Latent class model; Expectation-Maximization procedures.

## 1. INTRODUCTION

The goal of the paper is to show how record-linkage rules can gain in discriminatory power when probabilistic models more descriptive of the underlying probabilistic processes, are elicited. For this purpose, a particular record-linkage situation is chosen and the conditional independence model, traditionally used in record linkage, is compared to a more descriptive model, in the sense that the new model allows for the expression of more complex relations of dependency between some of the variables involved.

First some terminology must be reviewed. In section 2, the definition of record-linkage process is stated and a general formulation of the probabilistic process underlying a record-linkage process is given. This formulation leads to the expression of two central concepts: the concepts of record-linkage rule and that of most discriminatory record-linkage rule.

In section 3, probabilistic models for record linkage are considered. In the first part of section 3, the family of latent class models is introduced and it is shown how this family provides natural models for the probabilistic process underlying a record-linkage process. In the second part of the section, the focus is on a particular model in the family of latent class models: the latent class model
with conditional independence. This model is of interest because it is easy to handle computationally. In the third part, inference techniques adapted to the conditional independence model are reviewed.

In section 4, an application is presented. For this application, truth and falsehood are available, that is, it is known which pairs are matched and which aren't. The first part describes how the information on truth and falsehood was obtained. The second part shows how dependencies between the comparison fields are generated. In the third part of section 4, the knowledge on truth and falsehood is used to evaluate the dependencies between the comparison fields. This leads in the fourth part to the formulation of a model more descriptive of the underlying probabilistic structure of the record-linkage process. The final part is a brief discussion regarding the techniques of parameter estimation for generalized latent class models.

In section 5, an alternative methodology to construct approximate probabilistic models is presented. The model produced by this methodology is compared to those introduced in sections 3 and 4, in terms of discrimination power of the record-linkage rules derived from the models. The results of the comparisons are reported in section 6. In section 7, the suggestions of an anonymous referee to improve the methodology of the paper are presented. In section 8 , conclusions are drawn and guidelines are provided.

[^2]
## 2. THE FELLEGI-SUNTER MODEL FOR RECORD-LINKAGE

### 2.1 Record-Linkage Processes

The paper is geared toward building new record-linkage techniques. Before expanding on new record-linkage techniques, some background is necessary. The concept of record-linkage process first needs to be reviewed. Consider two files; file A and file B, both containing records, each record representing an individual. A record-linkage process brings together one record from file A with one record from file $B$. The records are compared, producing the comparison pattern $\gamma$. For the purpose of this paper, this comparison pattern is a vector $\gamma=\left[\gamma^{1}, \ldots, \gamma^{N}\right]$, where $N$ is the dimensionality of the vector. Each dimension corresponds to a comparison field recorded for each individual, such as last name, age, address, etc. With no loss of generality, $\gamma^{i}$ is assigned the value 0 if the records disagree over comparison field $i$ and it is assigned 1 if they agree. The comparison space $\Gamma$ is assumed to be the set of all binary vectors (i.e. whose components are 0 or 1 ) of dimension $N$.

### 2.2 Underlying Probabilistic Processes

A record-linkage process is governed by an underlying probabilistic process. A good knowledge of the probabilistic process is needed to extract information from the recordlinkage process. The formulation of the underlying probabilistic process is presented here in general terms. It is made more specific in the next section.

Consider a particular comparison pattern $\gamma$, define $m(\gamma)$ as the probability of observing $\gamma$, given that the two records producing $\gamma$, when brought together, represent the same individual. Similarly, define $u(\gamma)$ as the probability of observing $\gamma$, given that the two records producing $\gamma$, when brought together, do not represent the same individual. These two conditional probabilities, along with the probability of a match, define the underlying probabilistic process. The probabilistic process drives the recordlinkage process. $m(\gamma)$ and $u(\gamma)$ are fundamental in the construction of record linkage rules; in particular most discriminatory rules. Record-linkage rules are devices to retrieve matches. They are defined next.

### 2.3 Record-Linkage Rules

In practice, a record-linkage rule classifies the pairs generated by a record-linkage process in one of three possible categories: a link, a non-link or a possible link. A link is an inferred matched pair and a non-link is an inferred unmatched pair. The pairs classified as possible links are set aside for further examination and eventually they are reclassified as links or non-links. The rule is based only on the value of the comparison vectors corresponding to each pair. The errors induced by a record-linkage rule are of two types: the type I error measuring the proportion
of unmatched pairs among the pairs classified as links under the linkage rule, and the type II error measuring the proportion of matches among the pairs classified as non-links.

The objective of record-linkage, from the standpoint of the paper, is to construct a most discriminatory recordlinkage rule; that is one that will retrieve a maximum number of links while keeping the type I error under control. To accomplish this, let the comparison patterns be indexed according to decreasing value of $m(\gamma) / u(\gamma)$ to obtain the sequence $\left\{\gamma_{1}, \gamma_{2}, \ldots \gamma_{m}\right\}$, where $M$ is the total number of pairs. Fellegi and Sunter (1969) show that the rule declaring the pairs whose index is smaller than some upper bound $K$ "links" is the most discriminatory record linkage rule. The upper bound $K$ is a function of the maximum type I error tolerated. The rule is most discriminatory in the sense that for the same tolerance on the type I error, it is impossible to find another rule which, in the long run, will retrieve more matched pairs. This fact is a direct application of the Neyman-Pearson Lemma (DeGroot 1986, pp. 444-445). Two uses of the FellegiSunter rule are illustrated in section 6.

The Fellegi-Sunter record-linkage rule is articulated around the ratio $m(\gamma) / u(\gamma)$. Usually this ratio is estimated from the data through a model of the underlying probabilistic process. It is assumed that the model is a genuine representation of the probabilistic process. If the representation is not genuine, then substituting $m(\gamma) / u(\gamma)$ in the Fellegi-Sunter rule may not yield a most discriminatory record-linkage rule. Therefore, particular care must be taken in the choice of the model. The next section introduces models designed to describe the underlying probabilistic process in given situations.

## 3. MODELS FOR RECORD-LINKAGE

Two models formulating underlying probabilistic processes are presented in this section. The first model is a general formulation of any underlying process. The second model is an application of the first. In some situations, the second model is a good representation of the underlying probabilistic process and the Fellegi-Sunter rule based on this model is most discriminatory. Parameter estimation is discussed so that the expressions involved in the FellegiSunter rule can be evaluated.

### 3.1 Latent Class Models

Because of the particular nature of a record-linkage process, the underlying probabilistic process can always be represented by a latent class model. A latent class model is built around latent variables. Generally speaking, a latent variable is a variable not observable, characterizing any observation generated by the probabilistic process. Latent variables classify the observations into latent
classes. In this problem, the observations are the comparison vectors (i.e. comparison patterns). An obvious latent variable categorizing the observations into two latent classes is the status of the pair associated with each comparison vector. This status is that of a matched pair status or of an unmatched pair status. The corresponding latent classes are the class of matched pairs and the class of unmatched pairs. A mathematical representation is given next to enable development of specific latent class models.

Let $\nu_{k, i_{1}, \ldots, i_{N}}$ represent the count of pairs with the following attributes: if $k=0$ the corresponding pairs have an unmatched pair status and if $k=1$ they have a matched pair status. Furthermore, whenever $i_{s}=0$, the corresponding pairs do not exhibit record agreement over the comparison field $s$ and whenever $i_{s}=1$, the pairs do exhibit record agreement over the comparison field $s$. Note that $s=1, \ldots, N$, where $N$ is the number of comparison fields. It is important to keep in mind that the counts $\nu_{k, i_{1}}, \ldots, i_{N}$ cannot be observed. Rather, what is observed are the counts aggregated over the latent classes. The aggregated counts are denoted by $\nu_{i_{1}}, \ldots, i_{N}$, where

$$
\begin{equation*}
\nu_{i_{1}}, \ldots, i_{N}=\nu_{0, i_{1}}, \ldots, i_{N}+\nu_{1, i_{1}}, \ldots, i_{N} . \tag{1}
\end{equation*}
$$

While only the aggregated counts are observable in record-linkage situations, models are usually expressed in terms of the basic counts. This is done only for convenience. The following subsection is more specific and a simple latent class model for record linkage is introduced.

### 3.2 Conditional Independence

The conditional independence models are the simplest latent class models. Despite their simplicity, these models are an accurate representation of the underlying probabilistic process in some situations. Goodman (1974) gives a thorough analysis of several conditional independence models. Haberman (1979) gives a presentation of several conditional independence models, along with appropriate techniques of parameter estimation.

In this section, the conditional independence model for record linkage is introduced and its implications in terms of the underlying probabilistic process are exposed. The model is best described in its log-linear representation:
$\log \left(\nu_{k, i_{1}}, \cdots, i_{N}\right)=\mu+\lambda_{k}+\sum_{j=1}^{N} \alpha_{i j}^{j}+\sum_{j=1}^{N} \zeta_{k_{k, j_{j}}^{j}}$.
Naturally, there are constraints attached to the parameters of the model given in (2):
$\lambda_{1}=-\lambda_{0} ; \alpha_{1}^{j}=-\alpha_{0}^{j} ; \zeta_{k, 1}^{j}=-\zeta_{k, 0}^{j} ; \zeta_{1, i j}^{j}=-\zeta_{0, i j}^{j}$,

$$
\begin{equation*}
k=0,1 ; j=1, \ldots, N ; i_{j}=0,1 \tag{3}
\end{equation*}
$$

The expression on the right-hand side of (2) includes one term for the latent variable ( $\lambda_{k}$ ) and one term for each comparison field ( $\alpha_{i j}^{j}$ ). It also includes interaction terms ( $\zeta_{k, i, i_{j}}^{j}$ ). Each interaction is between a field and the latent variable. There are no direct interaction between the comparison fields. In other words, conditional on each latent class, agreements and disagreements over the comparison fields occur independently.

The assumption that the comparison variables are independent given the value of the latent variable is implicit when deriving inference through a conditional independence model. In practice, however, the underlying probabilistic process often conflicts with this assumption. Then the Fellegi-Sunter record-linkage rule constructed assuming model (2) may not be most discriminatory. In that situation, the discriminatory power can be raised through a better elicitation of the model. In fact, more elaborate latent class models integrate a higher degree of complexity in the relationships between the comparison fields themselves and between the comparison fields and the latent variable. These models can take a large number of forms according to the nature of a particular recordlinkage situation. An instance of such models is presented in Section 4.

### 3.3 Parameter Estimation for the Conditional Independence Model

Once a model has been formulated, the values of its parameters must be evaluated. Then the Fellegi-Sunter rule is constructed from the model using the corresponding estimated values for $m(\gamma)$ and $u(\gamma)$. The parameter estimation process shall be reliable enough to prevent a significant loss of discriminatory power by way of the estimation error.

One feature of the latent class models makes them prone to estimation error: unidentifiability. Latent class models typically are unidentifiable in the sense that the equations maximizing the likelihood admit more than one solution. Parameter estimation with unidentifiable models remains difficult and confusing. However, from experience, the author found that for the conditional independence models, unidentifiability is usually not a determinant factor in the estimation error. A larger part of the error typically comes from the inadequacy of the model as a genuine representation of the underlying probabilistic process.

A suitable parameter-estimation technique for conditional independence models stems from approaching the problem as one of finding a maximum likelihood estimator in the presence of "missing observations". The missing observation in this case is the latent variable, the status of each pair. In the general context of parameter estimation with missing observations, Expectation-Maximization (E.M.) algorithms are quite popular. In fact, the E.M. algorithm is implemented without difficulty in the estimation
of the parameters of the conditional independence model given in (2) (Winkler 1988). But if there is considerable departure from the independence assumption, the value of the estimates becomes difficult to interpret (An example of this is given in section 4).

## 4. THE ST. LOUIS DATA: AN EXAMPLE OF A COMPLEX RECORD-LINKAGE PROCESS

This section introduces a particular example of a recordlinkage process. A model is developed specifically to represent the underlying probabilistic process supporting this record-linkage process. It is expected that this model will induce more discrimination power in the application of the Fellegi-Sunter rule than the conditional independence model would.

### 4.1 Observable Latent Variable

The example is based on data collected in 1988 during a dress rehearsal in preparation for the Decennial Census Operations. Basically, there are two separate and presumably exhaustive surveys of all the individuals living in a defined geographical area within the city of St. Louis, Missouri. For each survey and for each individual available at the time of the survey, a record is created and various characteristics of the individual are recorded. These characteristics are: house number, phone number, street name, first name, last name, middle initial, marital status, age, race, sex, relationship with the respondent. The records of the two surveys are linked together.

For this particular application, the latent variable is made observable through an extensive follow-up study for the purpose of this and other researches. In the present situation, the information extracted from the latent variable leads to the construction of a model representative of the probabilistic process underlying the record-linkage process. Ultimately the discrimination power of this model is compared with that of the conditional independence model. The motivations leading to the construction of the model are presented in the following subsections.

### 4.2 Blocking and Dependencies

The goal of record-linkage is to retrieve as many matched pairs as possible given an upper bound on the type I error. The first obstacle is often the size of the files. The files may be quite large, making it impossible to examine all the pairs consisting of one record of file A and one record of file B. Blocking is considered whenever an exhaustive review of all the pairs is too costly and/or too time consuming.

The principle of blocking is as follows: To bring down the number of comparisons and other associated operations, the records of each file are assigned to blocks according to the value of a few key characteristics. These
characteristics are called the blocking variables. Only the records whose blocking variables take the same values may be brought into pairs. Since the records forming a matched pair tend to agree on the blocking characteristics, it is natural to expect the vast majority of the pairs discarded to be unmatched, as a result of the blocking scheme.

In the St. Louis example, the census file has 15,048 records, while the PES file contains 12,072 records. Potentially, there are over $180,000,000$ pairs available for review. This number is excessive and blocking must be used to keep the size of the problem manageable. Therefore, the records are blocked on the first character of the surname and on a geographical unit called geocode. The geographical area encompassed by a given value of the geocode may consist of several street blocks, or two or more nearby perpendicular or parallel streets. This scheme yields blocks of reasonable sizes. Under this design, 116,305 pairs provide the information to construct inference.

Unfortunately, while it brings down the size of the problem, blocking on geocode also has undesirable side effects: it induces strong dependencies between the household variables among the unmatched pairs. The household variables are the last name, house number, street name and telephone number. For instance, consider two individuals forming an unmatched pair but who are part of the same block. Now, suppose these two individuals agree on the last name. Intuitively, given this information, chances are higher that the two individuals are from the same household. Therefore, the probabilities of agreement over the other household fields, given the information of agreement on the last name, are higher than the marginal probabilities. The nature of the dependencies between the household variables is studied next.

### 4.3 Measuring the Dependencies

To construct a model representative of the St. Louis record-linkage process, the dependencies between the household variables must be assessed. The information on the latent variable allows this. Table 1 gives the correlations of the responses of record comparisons over the comparison fields for the matched pairs. Table 2 gives the correlations of the responses of the record comparisons over the comparison fields for the unmatched pairs. For both matrices, all the correlations greater or equal to .01 are given. A correlation is not shown only if it is smaller than .01 .

The correlations in Table 1, are rather small and overall do not suggest a significant pattern of dependency among the comparison variables restricted to the matched pairs. Note in particular that the correlations between the household variables are small among the matched pairs, suggesting little or no dependency. This can be explained by the fact that among the matched pairs, the agreement rate over any household field is very high and has a behavior close to that of a constant.

Table 1
Correlations Between Selected Comparison Fields over the Set of Links

|  | Middle In. | Street | Phone | Marital |
| :--- | :---: | :---: | :---: | :---: |
| First Name | .123 | 0. | .045 | .032 |
| Middle In. | 1 | .010 | .161 | .079 |
| House No. | .017 | .194 | .037 | 0. |
| Street | .01 | 1 | .035 | 0. |
| Phone | .161 | .035 | 1 | .107 |
| Age | .051 | .004 | .075 | .118 |
| Marital | .079 | 0. | .107 | 1 |

Table 2
Correlations Between Selected Comparison Fields over the Set of Non-Links

|  | House No. | Street | Phone | Marital | Race |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Last N. | .748 | .326 | .642 | .099 | .101 |
| House No. | 1 | .400 | .699 | .111 | .105 |
| Street | .400 | 1 | .292 | .043 | .086 |
| Age | .104 | .054 | .086 | .165 | .024 |
| Rel | .121 | .068 | .084 | .394 | .049 |

But in Table 2, the effects of blocking are evident in the high values of the correlations associated with the household variables restricted to the unmatched pairs. A sensible design for the model of the underlying probabilistic process should account for these high correlations by incorporating dependency components.

### 4.4 A Model Tailored for the St. Louis Data

In order to make valid inference on the status of the pairs, a model descriptive of the underlying probabilistic process must be elicited. The conditional independence model presented in (2) is attractive because of its simplicity. However, it is clear at this point that this model does not correctly represent the probabilistic process underlying the St. Louis record-linkage process. An educated model is introduced, motivated by the information made available on the dependencies between the household variables.

To appreciate the more general structure of the educated model, some conventions must be set regarding the indexing of the comparison fields: comparison field 1 is the last name, comparison field 2 is the house number, comparison field 3 is the street name, and comparison field 4 is the phone number. The seven remaining comparison fields are indexed arbitrarily by the values $5-11$. The educated model accounts for all possible interaction effects between fields 1 through 4 among the unmatched pairs. The log-linear representation of the educated model is as follows:

$$
\begin{align*}
& \log \left(\nu_{k, i_{1}, \ldots, i_{11}}\right)=\mu+\lambda_{k}+\sum_{j=1}^{11} \alpha_{i_{j}}^{j}+\sum_{j=1}^{11} \zeta_{k, i_{j}}^{j} \\
&+(1-k)\left(\sum_{i \leq j<l \leq 4\}} \eta_{i_{j}, i_{l}}^{j, l}\right. \\
&\left.+\sum_{\{1 \leq j<l<m \leq 4\}} \Phi_{i_{j}, i_{i}, i_{m}}^{j, 1, m}+\Psi_{i_{1}, i_{2}, l_{3}, i_{4}}^{1,2,3,4}\right) \tag{4}
\end{align*}
$$

Note the coefficient ( $1-k$ ) multiplying the household interaction terms, indicating that the dependency relation between the household variables is only among the unmatched pairs. This contrasts with the symmetry of the conditional independence model in (2).

The restrictions in (3) apply here as well. In addition, more constraints must be satisfied. The following constraints are imposed on the interaction terms of the second order:

$$
\begin{equation*}
\eta_{i, 1}^{j, l}=-\eta_{i, 0}^{j, l} ; \quad \eta_{1, i l}^{j, l}=-\eta_{0, i l}^{j, 1} . \tag{5}
\end{equation*}
$$

The range of the indices is $1 \leq j<l \leq 4$. The constraints on the interaction terms of the third order are:

$$
\begin{align*}
& \Phi_{i_{j}, i, 1}^{j, 1, m}=-\Phi_{i_{j}, i_{2}, 0}^{j, l, m} ; \quad \Phi_{i_{j}, 1, i_{m}}^{j, l_{m}}=-\Phi_{i_{j}, 0, i_{m}}^{j, 1, m} ; \\
& \Phi_{1, i, i_{m}}^{j, 1, m}=-\Phi_{0, i, i_{m}}^{j, l_{m}} . \tag{6}
\end{align*}
$$

The range of the indices in this case is: $1 \leq j<l<m \leq 4$. Finally, the constraints on the fourth order interaction terms are:

$$
\begin{array}{ll}
\Psi_{i_{1}, i_{2}, i_{1}, 1}^{1,2,4}=-\Psi_{i_{1}, i_{2}, i_{3}, 0}^{1,2,4} ; & \Psi_{i_{1}, i_{2}, 1, i_{4}}^{1,2, \Psi_{i}}=-\Psi_{i_{1}, i_{2}, 0, i_{4}}^{1,2,3,4} ; \\
\Psi_{i_{1}, 1,1, i_{3}, i_{4}}^{1,2,3,4}=-\Psi_{i_{1}, 0, i_{3}, i_{4}}^{1,2,3,4} ; & \Psi_{1, i, 2, i_{3}, i_{4}}^{1,2,3,4}=-\Psi_{0,2, i, i_{4}}^{1,2,3,4} . \tag{7}
\end{array}
$$

It is natural to expect the educated model (4) to be more discriminatory since it accounts for interactions between the household variables. In section 6, the performances of the two models are presented.

### 4.5 Parameter Estimation for Models with Dependencies

Parameter estimation for models with dependencies is far more difficult than for conditional independence models. For the St. Louis example, the scoring algorithm given by Haberman (1979, p. 547) was used to estimate the parameters of the educated model (4). This technique can be regarded as an E.M. algorithm where the maximization part (M. step) is an application of the Newton-Ralphson algorithm.

The most important difficulty when using this technique is the choice of a starting point. The following strategy is adopted to choose a starting point. First, the parameters of the conditional independence model (2) are estimated via the E.M. algorithm presented in subsection 3.3. Then an intermediate model is constructed. The intermediate model, in this case, embeds all the second and lower order interaction terms of the educated model (4). The estimated parameters of the conditional independence model can serve to construct the starting point to estimate the parameters of the intermediate model through the scoring algorithm. Finally, the estimates of the parameters of the intermediate model are used as a starting point to estimate the parameters of the educated model (4), via the scoring algorithm.

## 5. THE AD-HOC APPROACH

In the last section, a complex model representing an underlying probabilistic process was elicited for the St. Louis data. In this situation, the elicitation is easy since follow-up information is available. Of course in practice, follow-up information is not available. It is often too difficult and/or too expensive to go through the elicitation and estimation procedures to determine the structure of the underlying process and the values of the parameters. In those cases, an ad-hoc approach might be appropriate. In the St. Louis example, the ad-hoc approach consists of adjusting the parameters of the process derived from the conditional independence model (2) to obtain a more discriminatory model.

Note that under both model (2) and model (4), for the matched pair, the agreement or disagreements over the comparison fields are independent. This means that the following formula applies in both situations.

$$
m(\gamma)=\prod_{i-1}^{N} m_{i}^{x_{i}}\left(1-m_{i}\right)^{1-x_{i}},
$$

$m_{i}$ is the probability of agreement over field $i$ of two records forming a matched pair. Furthermore, $x_{i}=0$ if the pattern $\gamma$ calls for a disagreement over field $i$ and $x_{i}=1$ if it calls for an agreement. The idea behind the ad-hoc method is to keep the conditional independence structure in (2), but to adjust the values of the $m_{i}$ 's.

The probabilities of agreement, conditional on a matched pair, evaluated under the conditional independence model and the educated model are given in Table 3. The difference between the probability corresponding to the educated model with the probability corresponding to the conditional independence model can be quite substantial for some fields. In particular, the difference is important in the case of the first name field.

Table 3
Probabilities of Agreement Conditional on a Matched Pair

| Comparison Field | Cond'l Indep. | Educated |
| :--- | :---: | :---: |
| Last Name | .9430 | .9561 |
| First Name | .3319 | .9140 |
| Mid. Init. | .2125 | .5222 |
| House No. | .9692 | .9724 |
| Street Name | .9179 | .9194 |
| Phone | .6619 | .6887 |
| Age | .3903 | .8602 |
| Relation | .3353 | .4986 |
| Marital Status | .6072 | .8547 |
| Sex | .6134 | .4842 |
| Race | .9672 | .9018 |

In general, experience shows that the conditional probability of agreement over first name, conditional on a matched pair, is around .99 , closer to the .91 value obtained under the educated model. Therefore, after estimating the parameters of the conditional independence model through the E.M. algorithm, the probability of agreement over the first name given a match status is replaced by the value . 99 . The probability of agreement over the last name given a matched pair is also replaced by the value .99 . This procedure increases the discriminatory power associated with the conditional independence model in the application of the Fellegi-Sunter rule.

## 6. APPLYING THE FELLEGI-SUNTER RULE

### 6.1 St.Louis

This subsection evaluates the discrimination power of the Fellegi-Sunter rule when applied to the St-Louis recordlinkage data and assuming, in turn, three different underlying probabilistic processes. The three underlying probabilistic processes assumed are derived directly from the conditional model (2), directly from the educated model (4), and finally, from the conditional model (2), through the ad-hoc procedure. The following table gives a comparative measure of the performance of the Fellegi-Sunter rule under each of the 3 assumptions regarding the underlying process. The performance is evaluated making use of the privileged information available on the latent variable.

Each cell of Table 4 contains three entries. The first of these entries is the number of matched pairs that were designated links through the Fellegi-Sunter record-linkage rule, assuming each of the three underlying processes, and under four different controlled Type I errors. The total number of matched pairs that could theoretically be recovered is 9,823 . The second entry of each cell is the total number of pairs designated link through the Fellegi-Sunter rule. The third entry of the cell is the upper bound on the

Type I error. Recall that the Fellegi-Sunter rule maximizes the number of links under a fixed type I error provided it is based on the correct underlying process. The first column of Table 4 gives the counts assuming an underlying process derived from the conditional independence model (2). The second column gives the same quantities assuming an underlying process derived from the educated model (4). Finally, the third column gives the same numbers assuming an underlying process derived from the conditional independence model and adjusted through the ad-hoc procedure.

Table 4
St. Louis: Links Recovered via Three Approaches under Four Error Levels

|  | Independence <br> Assumption | Household <br> Interactions | Ad-hoc <br> Procedure |
| :--- | :---: | :---: | ---: |
| Links | 6,404 | 9,012 | 6,476 |
| Pairs | 6,436 | 9,056 | 6,508 |
| Error Bound | .005 | .005 | .005 |
| Links | 7,273 | 9,712 | 9,562 |
| Pairs | 7,346 | 9,808 | 9,659 |
| Error Bound | .01 | .01 | .01 |
| Links | 9,636 | 9,758 | 9,765 |
| Pairs | 9,824 | 9,952 | 9,960 |
| Error Bound | .02 | .02 | .02 |
| Links | 9,740 | 9,776 | 9,783 |
| Pairs | 10,038 | 10,062 | 10,097 |
| Error Bound | .03 | .03 | .03 |

There are two important facts that can be deduced from this table. First, the rule based on an underlying process derived from the educated model (4) does consistently better than the rule based on an underlying process derived from the conditional independence model in terms of matches retrieved. Secondly, the performances of the rules differ most when the bound on the type I error is small and at that level (.005), the rule based on an underlying probability process derived from the educated model is clearly superior. When the bound is larger (.03), the underlying probabilistic models are more or less equivalent in terms of induced discrimination power.

### 6.2 Columbia

The same type of data were collected throughout the area of Columbia, Missouri. The data are slightly different because some of the records have a rural format, that is the street name is replaced by the rural route number and the house number by the box number. Nevertheless, the same relations of dependencies emerge and the same model is appropriate. Table 5 gives a summary of the discrimination achieved at 2 levels of tolerance on the type I error. Taking into account the blocking scheme, there are 6,780 retrievable pairs.

Table 5
Columbia: Links Recovered via Three Approaches under Two Error Levels

|  | Independence <br> Assumption | Household <br> Interactions | Ad-hoc <br> Procedure |
| :--- | :---: | :---: | ---: |
| Links | 700 | 1,268 | 2,035 |
| Pairs | 704 | 1,276 | 2,046 |
| Type I Error | .005 | .005 | .005 |
| Links | 5,954 | 6,607 | 6,545 |
| Pairs | 6,016 | 6,675 | 6,612 |
| Type I Error | .01 | .01 | .01 |

In the case of Columbia, it is clear again than the educated model does better than the conditional independence model. It should be noted that in practice, the ad-hoc approach built on the conditional independence model performs as well as the educated model. The educated model however, is preferred because of its sound theoretical basis.

## 7. A SUGGESTION FROM AN ANONYMOUS REFEREEE

Another ad-hoc technique is suggested by an anonymous referee. The referee points out that a large majority of the pairs examined in situations like these are unmatched. In the case of St. Louis, $91.5 \%$ of the pairs examined turn out to be unmatched. Given this proportion, the trends animating the comparison variables over the set of all pairs, mostly reflect the activity of the unmatched pairs. This reasoning can be extended further to conclude that the estimation of the parameters of the dependency structure underlying the unmatched pairs can be carried through successfully by treating the set of all pairs as if it were the set of unmatched pairs. The parameter estimation becomes trivial. The parameters that must be estimated characterize a simple log-linear model, without any latent variable (Fienberg, Bishop and Holland, p. 24). The parameters descriptive of the matches can be estimated separately through a simple iterative technique such as the E.M. algorithm, combined with a priori information.

The approach of the referee does proceed from a realistic model of the process, and in that way, it is in agreement with the thrust of this paper. But the effort of the paper is also to devise discriminatory rules, while sticking to the latent structure constraint. In situations where the proportion of matched pairs is high, or dependencies are manifest among the matches, the approach of the referee fails. A parameter estimation derived directly from the natural model, if feasible, is recommended.

## 8. CONCLUSIONS

The goal of the research was to show how a better elicitation of the probabilistic models supporting recordlinkage processes can induce accrued discriminatory power in the Fellegi-Sunter record-linkage rule. In the cases of the St. Louis and Columbia examples, this goal was certainly achieved. The educated model given in (4) is indeed more descriptive of the underlying probabilistic process and it induces a good deal more discrimination power in the Fellegi-Sunter rule than the conditional independence model (2).

The techniques used for the St. Louis and Columbia data can also be used for the analysis of other data set generated by record-linkage processes supported by a probabilistic process with a similar dependency structure. This dependency structure is certain to surface in any record-linkage application involving the matching of records of individuals on a set of household variables (last name, street name, house number, phone, rural address etc.). It is also likely to occur when matching records of businesses on household variables.

There are two major difficulties in the way, when seeking improved discriminatory power by model elicitation. First, since the probability structure underlying the process is usually unknown, to elicit the structure or the corresponding statistical model involves a considerable investigative effort and the cost involved may be prohibitive. Second, even assuming that the correct model is available, the estimation procedures available for the parameter estimation are difficult to handle and poorly understood. More research and work are needed to understand and, to a degree, overcome these two difficulties.

It must also be pointed out that methods based on ad-hoc adjustments of the type described in section 5 , and on approximations, as suggested by an anonymous referee, also increase the discriminatory power of the FellegiSunter rule substantially in situations of the type of St. Louis or Columbia. Techniques of this type are serious competitors. The parameter estimation is easy and the associated Fellegi-Sunter rule can be just as crisp in some cases. However, the assumptions supporting these techniques are flawed and the resulting Fellegi-Sunter rule is pathological, providing an unsteady basis on which to make decisions. A model with parameters estimated "naturally" is preferable. The ad-hoc techniques and approximations are recommended when the elicitation of an educated model seems not possible, or the estimation of the parameters of the educated model appears excessively difficult.

A word must be said about the St. Louis and Columbia data. These data are of very high quality. This explains in part the very successful rate of matching exhibited in both the St. Louis and Columbia examples. It is also reasonable to expect a less clear-cut difference between the various linkage techniques had the data been lower quality.
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# Regression Analysis of Data Files that are Computer Matched 
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#### Abstract

This paper focuses on how to deal with record linkage errors when engaged in regression analysis. Recent work by Rubin and Belin (1991) and by Winkler and Thibaudeau (1991) provides the theory, computational algorithms, and software necessary for estimating matching probabilities. These advances allow us to update the work of Neter, Maynes, and Ramanathan (1965). Adjustment procedures are outlined and some successful simulations are described. Our results are preliminary and intended largely to stimulate further work.
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## 1. INTRODUCTION

Information that resides in two separate computer data bases can be combined for analysis and policy decisions. For instance, an epidemiologist might wish to evaluate the effect of a new cancer treatment by matching information from a collection of medical case studies against a death registry in order to obtain information about the cause and date of death (e.g., Beebe 1985). An economist might wish to evaluate energy policy decisions by matching a data base containing fuel and commodity information for a set of companies against a data base containing the values and types of goods produced by the companies (e.g., Winkler 1985). If unique identifiers, such as verified social security numbers or employer identification numbers, are available, then matching data sources can be straightforward and standard methods of statistical analysis may be applicable directly.

When unique identifiers are not available (e.g., Jabine and Scheuren 1986), then the linkage must be performed using information such as company or individual name, address, age, and other descriptive items. Even when typographical variations and errors are absent, name information such as 'Smith" and "Robert'' may not be sufficient, by itself, to identify an individual. Furthermore, the use of addresses is often subject to formatting errors because existing parsing or standardization software does not effectively allow comparison of, say, a house number with a house number and a street name with a street name. The addresses of an individual we wish to match may also differ because one is erroneous or because the individual has moved.

Over the last few years, there has been an outpouring of new work on record linkage techniques in North America (e.g., Jaro 1989; and Newcombe, Fair and Lalonde 1992). Some of these results were spurred on by
a series of conferences beginning in the mid-1980s (e.g., Kilss and Alvey 1985; Howe and Spasoff 1986; Coombs and Singh 1987; Carpenter and Fair 1989); a further major stimulus in the U.S. has been the effort to study undercoverage in the 1990 Decennial Census (e.g., Winkler and Thibaudeau 1991). The new book by Newcombe (1988) has also had an important role in this ferment. Finally, efforts elsewhere have also been considerable (e.g., Copas and Hilton 1990).

What is surprising about all of this recent work is that the main theoretical underpinnings for computer-oriented matching methods are quite mature. Sound practice dates back at least to the 1950s and the work of Newcombe and his collaborators (e.g., Newcombe et al. 1959). About a decade later, the underlying theory for these basic ideas was firmly established with the papers of Tepping (1968) and, especially, Fellegi and Sunter (1969).

Part of the reason for the continuing interest in record linkage is that the computer revolution has made possible better and better techniques. The proliferation of machine readable files has also widened the range of application. Still another factor has been the need to build bridges between the relatively narrow (even obscure) field of computer matching and the rest of statistics (e.g., Scheuren 1985). Our present paper falls under this last category and is intended to look at what is special about regression analyses with matched data sets.

By and large we will not discuss linkage techniques here. Instead, we will discuss what happens after the link status has been determined. The setting, we will assume, is the typical one where the linker does his or her work separately from the analyst. We will also suppose that the analyst (or user) may want to apply conventional statistical techniques - regression, contingency tables, life tables, etc. to the linked file. A key question we want to explore then is "What should the linker do to help the analyst?" A

[^3]related question is "What should the analyst know about the linkage and how should that information be used?"

In our opinion it is important to conceptualize the linkage and analysis steps as part of a single statistical system and to devise appropriate strategies accordingly. Obviously the quality of the linkage effort may directly impact on any analyses done. Despite this, rarely are we given direct measures of that impact (e.g., Scheuren and Oh 1975). Rubin (1990) has noted the need to make inferential statements that are designed to summarize evidence in the data being analyzed. Rubin's ideas were presented in the connotation of data housekeeping techniques like editing and imputation, where nonresponse can often invalidate standard statistical procedures that are available in existing software packages. We believe Rubin's perspective applies at least with equal force in record linkage work.

Organizationally, our discussion is divided into four sections. First, we provide some background on the linkage setting, because any answers - even partial ones - will depend on the files to be linked and the uses of the matched data. In the next section we discuss our methodological approach, focusing, as already noted, just on regression analysis. A few results are presented in section 4 from some exploratory simulations. These simulations are intended to help the reader weigh our ideas and get a feel for some of the difficulties. A final section consists of preliminary conclusions and ideas for future research. A short appendix containing more on theoretical considerations is also provided.

## 2. RECORD LINKAGE BACKGROUND

When linking two or more files, an individual record on one file may not be linked with the correct corresponding record on the other file. If a unique identifier for corresponding records on two files is not available - or is subject to inaccuracy - then the matching process is subject to error. If the resultant linked data base contains a substantial proportion of information from pairs of records that have been brought together erroneously or a significant proportion of records that need to be brought together are erroneously left apart, then statistical analyses may be sufficiently compromised that results of standard statistical techniques could be misleading. For the bulk of this paper we will only be treating the situation of how erroneous links affect analyses. The impact of problems caused by erroneous nonlinks (an implicit type of sampling that can yield selection biases) is discussed briefly in the final section.

### 2.1 Fellegi-Sunter Record Linkage Model

The record linkage process attempts to classify pairs in a product space $\mathbf{A} \times \mathbf{B}$ from two files $\mathbf{A}$ and $\mathbf{B}$ into M , the set of true links, and $U$, the set of true nonlinks. Making rigorous concepts introduced by Newcombe (e.g.,

Newcombe et al. 1959), Fellegi and Sunter (1969) considered ratios of probabilities of the form:

$$
\begin{equation*}
R=\operatorname{Pr}(\gamma \in \Gamma \mid M) / \operatorname{Pr}(\gamma \in \Gamma \mid U), \tag{2.1}
\end{equation*}
$$

where $\gamma$ is an arbitrary agreement pattern in a comparison space $\Gamma$. For instance, $\Gamma$ might consist of eight patterns representing simple agreement or not on surname, first name, and age. Alternatively, each $\gamma \in \Gamma$ might additionally account for the relative frequency with which specific surnames, such as Smith or Zabrinsky, occur. The fields that are compared (surname, first name, age) are referred to as matching variables.

The decision rule is given by:
If $R>$ Upper, then designate pair as a link.
If Lower $\leq R \leq$ Upper, then designate pair as a possible link and hold for clerical review.
If $R<$ Lower, then designate pair as a nonlink.
Fellegi and Sunter (1969) showed that the decision rule is optimal in the sense that for any pair of fixed bounds on $R$, the middle region is minimized over all decision rules on the same comparison space $\Gamma$. The cutoff thresholds Upper and Lower are determined by the error bounds. We call the ratio $R$ or any monotonely increasing transformation of it (such as given by a logarithm) a matching weight or total agreement weight.

In actual applications, the optimality of the decision rule (2.2) is heavily dependent on the accuracy of the estimates of the probabilities given in (2.1). The probabilities in (2.1) are called matching parameters. Estimated parameters are (nearly) optimal if they yield decision rules that perform (nearly) as well as rule (2.2) does when the true parameters are used.

The Fellegi-Sunter approach is basically a direct extension of the classical theory of hypothesis testing to record linkage. To describe the model further, suppose there are two files of size $n$ and $m$ where - without loss of generality we will assume that $n \leq m$. As part of the linkage process, a comparison might be carried out between all possible $n \times m$ pairs of records (one component of the pair coming from each file). A decision is, then, made as to whether or not the members of each comparison-pair represent the same unit or whether there is insufficient evidence to determine link status.

Schematically, it is conventional to look at the $n \times m$ pairs arrayed by some measure of the probability that the pair represent records for the same unit. In Figure 1, for example, we have plotted two curves. The curve on the right is a hypothetical distribution of the $n$ true links by the "matching weight" (computed from (2.1) but in natural logarithms). The curve on the left is the remaining of the $n \times(m-1)$ pairs - the true nonlinks - plotted by their matching weights again in logarithms.


Figure 1. Log Frequency vs Weight, Links and Nonlinks

Typically, as Figure 1 indicates, the link and nonlink distributions overlap. At the extremes the overlap is of no consequence in arriving at linkage decisions; however, there is a middle region of potential links, say between "L" and "U", where it would be hard, based on Figure 1 alone, to distinguish with any degree of accuracy between links and nonlinks.

The Fellegi-Sunter model is valid on any set of pairs we consider. However, for computational convenience, rather than consider all possible pairs in $\mathbf{A} \times \mathbf{B}$, we might consider only a subset of pairs where the records from both files agree on key or "blocking" information that is thought to be highly accurate. Examples of the logical blocking criteria include items such as a geographical identifier like Postal (e.g., ZIP) code or a surname identifier such as a Soundex or NYSIIS code (see e.g., Newcombe 1988, pp. 182-184). Incidentally, the Fellegi-Sunter Model does not presuppose (as Figure 1 did) that among the $n \times m$ pairs there will be $n$ links but rather, if there are no duplicates on A or B, that there will be at most $n$ links.

### 2.2 Handling Potential Links

Even when a computer matching system uses the Fellegi-Sunter decision rule to designate some pairs as almost certain true links or true nonlinks, it could leave a large subset of pairs that are only potential links. One way to address potentially linked pairs is to clerically review them in an attempt to delineate true links correctly. A way to deal with erroneously nonlinked pairs is to perform additional (again possibly clerical) searches. Both of these approaches are costly, time-consuming, and subject to error.

Not surprisingly, the main focus of record linkage research since the beginning work of Newcombe has been how to reduce the clerical review steps caused by the potential links. Great progress has been made in improving linkage rules through better utilization of information in pairs of records and at estimating error rates via probabilistic models.

Record linkage decision rules have been improved through a variety of methods. To deal with minor typographical errors such as "Smith"' versus "Smoth", Winkler and Thibaudeau (1991) extended the string comparator metrics introduced by Jaro (1989). Alternatively, Newcombe et al. (1989) developed methods for creating and using partial agreement tables. For certain classes of files, Winkler and Thibaudeau (1991) (see also Winkler 1992; Jaro 1989) developed Expectation-Maximization procedures and ad hoc modelling procedures based on a priori information that automatically yielded the optimal parameters in (2.1) for use in the decision rules (2.2).

Rubin and Belin (1991) introduced a method for estimating error rates, when error rates could not be reliably estimated via conventional methods (Belin 1991,
pp. 19-20). Using a model that specified that the curves of weights versus $\log$ frequency produced by the matching process could be expressed as a mixture of two curves (links and nonlinks), Rubin and Belin estimated the curves which, in turn, gave estimates of error rates. To apply their method, Rubin and Belin needed a training sample to yield an a priori estimate of the shape of the two curves.

While many linkage problems arise in retrospective, often epidemiological settings, occasionally linkers have been able to designate what information is needed in both data sets to be linked based on known analytic needs. Requiring better matching information, such as was done with the 1990 Census Post-Enumeration Survey (see e.g., Winkler and Thibaudeau 1991), assured that sets of potential links were minimized.

Despite these strides, eventually, the linker and analyst still may have to face a possible clerical review step. Even today, the remaining costs in time, money and hidden residual errors can still be considerable. Are there safe alternatives short of a full review? We believe so and this belief motivates our perspective in section 3 , where we examine linkage errors in a regression analysis context. Other approaches, however, might be needed for different analytical frameworks.

## 3. REGRESSION WITH LINKED DATA

Our discussion of regression will presuppose that the linker has helped the analyst by providing a combined data file consisting of pairs of records - one from each input file - along with the match probability and the link status of each pair. Link, nonlink, and potential links would all be included and identified as such. Keeping likely links and potential links seems an obvious step; keeping likely nonlinks, less so. However, as Newcombe has pointed out, information from likely nonlinks is needed for computing biases. We conjecture that it will suffice to keep no more than two or three pairs of matches from the B file for each record on the A file. The two or three pairs with the highest matching weights would be retained.

In particular, we will assume that the file of linked cases has been augmented so that every record on the smaller of the two files has been paired with, say, the two records on the larger file having the highest matching weights. As $n \leq m$, we are keeping $2 n$ of the $n \times m$ possible pairs. For each record we keep the linkage indicators and the probabilities associated with the records to which it is paired. Some of these cases will consist of (link, nonlink) combinations or (nonlink, nonlink) combinations. For simplicity's sake, we are not going to deal with settings where more than one true link could occur; hence, (link, link) combinations are by definition ruled out.

As may be quite apparent, such a data structure allows different methods of analysis. For example, we can partition
the file back into three parts - identified links, nonlinks, and potential links. Whatever analysis we are doing could be repeated separately for each group or for subsets of these groups. In the application here, we will use nonlinks to adjust the potential links, and, thereby, gain an additional perspective that could lead to reductions in the Mean Square Error (MSE) over statistics calculated only from the linked data.

For statistical analyses, if we were to use only data arising from pairs of records that we were highly confident were links, then we might be throwing away much additional information from the set of potentially linked pairs, which, as a subset, could contain as many true links as the set of pairs which we designate as links. Additionally, we could seriously bias results because certain subsets of the true links that we might be interested in might reside primarily in the set of potential links. For instance, if we were considering affirmative action and income questions, certain records (such as those associated with lower income individuals) might be more difficult to match using name and address information and, thus, might be heavily concentrated among the set of potential links.

### 3.1 Motivating Theory

Neter, Maynes, and Ramanathan (1965) recognized that errors introduced during the matching process could adversely affect analyses based on the resultant linked files. To show how the ideas of Neter et al. motivate the ideas in this paper, we provide additional details of their model. Neter et al. assumed that the set of records from one file (1) always could be matched, (2) always had the same probability $p$ of being correctly matched, and (3) had the same probability $q$ of being mismatched to any remaining records in the second file (i.e. $p+(N-1) q=1$ where $N$ is file size). They generalized their basic results by assuming that the sets of pairs from the two files could be partitioned into classes in which (1), (2) and (3) held.

Our approach follows that of Neter et al. because we believe their approach is sensible. We concur with their results showing that if matching errors are moderate then regression coefficients could be severely biased. We do not believe, however, that condition (3) - which was their main means of simplifying computational formulas - will ever hold in practice. If matching is based on unique identifiers such as social security numbers subject to typographical error, it is unlikely that a typographical error will mean that a given record has the same probability of being incorrectly matched to all remaining records in the second file. If matching variables consist of name and address information (which is often subject to substantially greater typographical error), then condition (3) is even more unlikely to hold.

To fix ideas on how our work builds on and generalizes results of Neter et al. we consider a special case. Suppose
we are conducting ordinary least squares using a simple regression of the form,

$$
\begin{equation*}
y=a_{0}+a_{1} x+\epsilon \tag{3.1}
\end{equation*}
$$

Next, assume mismatches have occurred, so that the $y$ variables (from one file) and the $x$ variables (from another file) are not always for the same unit.

Now in this setting, the unadjusted estimator of $a_{1}$ would be biased; however, under assumptions such as that $x$ and $y$ are independent when a mismatch occurs, it can be shown that, if we know the mismatch rate, $h$, that an unbiased adjusted estimator can be obtained by simply correcting the ordinary estimator by multiplying it by ( $1 /(1-h)$ ). Intuitively, the erroneously linked pairs lead to an understatement of the true correlation (positive or negative) between $x$ and $y$. The adjusted coefficient removes this understatement. With the adjusted slope coefficent $\hat{a}_{1}$, the proper intercept can be obtained from the usual expression $\hat{a}_{0}=\tilde{y}-\hat{a}_{1} \bar{x}$, where $\hat{a}_{1}$ has been adjusted.

Methods for estimating regression standard errors can also be devised in the presence of matching errors. Rather than just continuing to discuss this special case, though, we will look at how the idea of making a multiplicative adjustment can be generalized. Consider

$$
\begin{equation*}
Y=X \beta+\epsilon \tag{3.2}
\end{equation*}
$$

the ordinary univariate regression model, for which error terms all have mean zero and are independent with constant variance $\sigma^{2}$. If we were working with a data base of size $n, Y$ would be regressed on $X$ in the usual manner. Now, given that each case has two matches, we have $2 n$ pairs altogether. We wish to use ( $X_{i}, Y_{i}$ ), but instead use ( $X_{i}, Z_{i}$ ). $Z_{i}$ could be $Y_{i}$, but may take some other value, $Y_{j}$, due to matching error.
For $i=1, \ldots, n$,

$$
Z_{i}=\left\{\begin{array}{l}
Y_{i} \text { with probability } p_{i}  \tag{3.3}\\
Y_{j} \text { with probability } q_{i j} \text { for } j \neq i
\end{array}\right.
$$

$p_{i}+\sum_{j} q_{i j}=1$.
The probability $p_{i}$ may be zero or one. We define $h_{i}=1-p_{i}$ and divide the set of pairs into $n$ mutually exclusive classes. The classes are determined by records from one of the files. Each class consists of the independent $x$-variable $X_{i}$, the true value of the dependent $y$-variable, the values of the $y$-variables from records in the second file to which the record in the first file containing $X_{i}$ have been paired, and computer matching probabilities (or weights). Included are links, nonlinks, and potential links. Under an assumption of one-to-one matching, for each $i=1, \ldots, n$, there exists at most one $j$ such that $q_{i j}>0$. We let $\phi$ be defined by $\phi(i)=j$.

The intuitive idea of our approach (and that of Neter et al.) is that we can, under the model assumptions, express each observed data point pair ( $X, Z$ ) in terms of the true values ( $X, Y$ ) and a bias term ( $X, b$ ). All equations needed for the usual regression techniques can then be obtained. Our computational formulas are much more complicated than those of Neter et al. because their strong assumption (3) made considerable simplification possible in the computational formulas. In particular, under their model assumptions, Neter et al. proved that both the mean and variance of the observed $Z$-values were necessarily equal the mean and variance of the true $Y$-values.

Under the model of this paper, we observe (see Appendix) that

$$
\begin{array}{r}
E(Z)=(1 / n) \sum_{i} E(Z \mid i)=(1 / n) \sum_{i}\left(Y_{i} p_{i}+\sum_{j} Y_{j} q_{i j}\right) \\
=(1 / n) \sum_{i} Y_{i}+(1 / n) \sum_{i}\left[Y_{i}\left(-h_{i}\right)+Y_{\phi(i)} h_{i}\right] \\
=\bar{Y}+B \tag{3.4}
\end{array}
$$

Às each $X_{i}, i=1, \ldots, n$, can be paired with either $Y_{i}$ or $Y_{\phi(i)}$, the second equality in (3.4) represents $2 n$ points. Similarly, we can represent $\sigma_{z y}$ in terms of $\sigma_{x y}$ and a bias term $B_{x y}$, and $\sigma_{z}^{2}$ in terms of $\sigma_{y}^{2}$ and a bias term $B_{y y}$. We neither assume that the bias terms have expectation zero nor that they are uncorrelated with the observed data.

With the different representations, we can adjust the regression coefficients $\beta_{z x}$ and their associated standard errors back to the true values $\beta_{y x}$ and their associated standarderrors. Our assumption of one-to-one matching (which is not needed for the general theory) is done for computational tractability and to reduce the number of records and amount of information that must be tracked during the matching process.

In implementing the adjustments, we make two crucial assumptions. The first is that, for $i=1, \ldots, n$, we can accurately estimate the true probabilities of a match $p_{i}$. See Appendix for the method of Rubin and Belin (1991). The second is that, for each $i=1, \ldots, n$, the true value $Y_{i}$ associated with independent variable $X_{i}$ is the pair with the highest matching weight and the false value $Y_{\phi(i)}$ is associated with the second highest matching weight. (From the simulations conducted it appears that at least the first of these two assumptions matters greatly when a significant portion of the pairs are potential links.)

### 3.2 Simulated Application

Using the methods just described, we attempted a simulation with real data. Our basic approach was to take two files for which true linkage statuses were known and re-link them using different matching variables - or really versions of the same variables with different degrees of distortion introduced, making it harder and harder to
distinguish a link from a nonlink. This created a setting where there was enough discrimination power for the Rubin-Belin algorithm for estimating probabilities to work, but not so much discriminating power that the overlap area of potential links becomes insignificant.

The basic simulation results were obtained by starting with a pair of files of size 10,000 that had good information for matching and for which true match status was known. To conduct the simulations a range of error was introduced into the matching variables, different amounts of data were used for matching, and greater deviations from optimal matching probabilities were allowed.

Three matching scenarios were considered: (1) good, (2) mediocre, and (3) poor. The good matching scenario consisted of using most of the available procedures that had been developed for matching during the 1990 U.S. Census (e.g., Winkler and Thibaudeau 1991). Matching variables consisted of last name, first name, middle initial, house number, street name, apartment or unit identifier, telephone, age, marital status, relationship to head of household, sex, and race. Matching probabilities used in crucial likelihood ratios needed for the decision rules were chosen close to optimal.

The mediocre matching scenario consisted of using last name, first name, middle initial, two address variations, apartment or unit identifier, and age. Minor typographical errors were introduced independently into one seventh of the last names and one fifth of the first names. Matching probabilities were chosen to deviate from optimal but were still considered to be consistent with those that might be selected by an experienced computer matching expert.

The poor matching scenario consisted of using last name, first name, one address variation, and age. Minor typographical errors were introduced independently into one fifth of the last names and one third of the first names. Moderately severe typographical errors were made in one fourth of the addresses. Matching probabilities were chosen that deviated substantially from optimal. The intent was for them to be selected in a manner that a practitioner might choose after gaining only a little experience.

With the various scenarios, our ability to distinguish between true links and true nonlinks differs significantly. For the good scenario, we see that the scatter for true links and nonlinks is almost completely separated (Figure 2). With the mediocre scheme, the corresponding sets of points overlap moderately (Figure 3); and, with the poor, the overlap is substantial (Figure 4).

We primarily caused the good matching scenario to degenerate to the poor matching error (Figures 2-4) by using less matching information and inducing typographical error in the matching variables. Even if we had kept the same matching variables as in the good matching scenario (Figure 2), we could have caused curve overlap (as in Figure 4) merely by varying the matching
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Table 1
Counts of True Links and True Nonlinks and Probabilities of an Erroneous Link in Weight Ranges for Various Matching Cases; Estimated Probabilities via Rubin-Belin Methodology

| Weight | False match rates |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Good |  |  |  | Mediocre |  |  |  | Poor |  |  |  |
|  | True |  | Prob |  | True |  | Prob |  | True |  | Prob |  |
|  | Link | NL | True | Est | Link | NL | True | Est | Link | NL | True | Est |
| $15+$ | 9,176 | 0 | . 00 | . 00 | 2,621 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 14 | 111 | 0 | . 00 | . 00 | 418 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 13 | 91 | 0 | . 00 | . 01 | 1,877 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 12 | 69 | 0 | . 00 | . 02 | 1,202 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 11 | 59 | 0 | . 00 | . 03 | 832 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 10 | 69 | 0 | . 00 | . 05 | 785 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 9 | 42 | 0 | . 00 | . 08 | 610 | 0 | . 00 | . 00 | 0 | 1 | . 00 | . 00 |
| 8 | 36 | 2 | . 05 | . 13 | 439 | 3 | . 00 | . 00 | 65 | 1 | . 02 | . 00 |
| 7 | 30 | 1 | . 03 | . 20 | 250 | 4 | . 00 | . 01 | 39 | 1 | . 03 | . 00 |
| 6 | 14 | 7 | . 33 | . 29 | 265 | 9 | . 03 | . 03 | 1,859 | 57 | . 03 | . 03 |
| 5 | 28 | 4 | . 12 | . 40 | 167 | 8 | . 05 | . 06 | 1,638 | 56 | . 03 | . 03 |
| 4 | 6 | 3 | . 33 | . 51 | 89 | 6 | . 06 | . 11 | 2,664 | 62 | . 02 | . 05 |
| 3 | 12 | 7 | . 37 | . 61 | 84 | 5 | . 06 | . 20 | 1,334 | 31 | . 02 | . 11 |
| 2 | 8 | 6 | . 43 | . 70 | 38 | 7 | . 16 | . 31 | 947 | 30 | . 03 | . 19 |
| 1 | 7 | 13 | . 65 | . 78 | 33 | 34 | . 51 | . 46 | 516 | 114 | . 18 | . 25 |
| 0 | 7 | 4 | . 36 | . 83 | 13 | 19 | . 59 | . 61 | 258 | 65 | . 20 | . 28 |
| -1 | 3 | 5 | . 62 | . 89 | 7 | 20 | . 74 | . 74 | 93 | 23 | . 20 | . 31 |
| -2 | 0 | 11 | . 99 | . 91 | 3 | 11 | . 79 | . 84 | 38 | 23 | . 38 | . 41 |
| -3 | 4 | 6 | . 60 | . 94 | 4 | 19 | . 83 | . 89 | 15 | 69 | . 82 | . 60 |
| -4 | 4 | 3 | . 43 | . 95 | 0 | 15 | . 99 | . 94 | 1 | 70 | . 99 | . 70 |
| -5 | 4 | 4 | . 50 | . 97 | 0 | 15 | . 99 | . 96 | 0 | 25 | . 99 | . 68 |
| -6 | 0 | 5 | . 99 | . 98 | 0 | 27 | . 99 | . 98 | 0 | 85 | . 99 | . 67 |
| -7 | 1 | 6 | . 86 | . 98 | 0 | 40 | . 99 | . 99 |  |  | . 99 | . 99 |
| -8 | 0 | 8 | . 99 | . 99 | 0 | 41 |  | . 99 |  |  | . 99 | . 99 |
| -9 | 0 | 4 | . 99 | . 99 | 0 | 4 |  | . 99 |  |  | . 99 | . 99 |
| -10- | 0 | 22 |  |  | 0 | 22 |  | . 99 |  |  | . 99 | . 99 |

Notes: In the first column, weight 10 means weight range from 10 to 11 . Weight ranges 15 and above and weight ranges -9 and below are added together. Weights are log ratios that are based on estimated agreement probabilities. NL is nonlinks and Prob is probability.
parameters given by equation (2.1). The poor matching scenario can arise when we do not have suitable name parsing software that allows comparison of corresponding surnames and first names or suitable address parsing software that allows comparison of corresponding house numbers and street names. Lack of proper parsing means that corresponding matching variables associated with many true links will not be properly utilized.

Our ability to estimate the probability of a match varies significantly. In Table 1 we have displayed these probabilities, both true and estimated, by weight classes. For the good and mediocre matching scenarios, estimated probabilities were fairly close to the true values. For the poor scenario, in which most pairs are potential links, deviations are quite substantial.

For each matching scenario, empirical data were created. Each data base contained a computer matching weight, true and estimated matching probabilities, the independent $x$-variable for the regression, the true dependent $y$-variable, the observed $y$-variables in the record having the highest match weight, and the observed $y$-variable from the record having the second highest matching weight.

The independent $x$-variables for the regression were constructed using the SAS RANUNI procedure, so as to be uniformly distributed between 1 and 101. For this paper, they were chosen independently of any matching variables. (While we have considered the situation for which regression variables are dependent on one or more matching variables (Winkler and Scheuren 1991), we do not present any such results in this paper.)

Three regression scenarios were then considered. They correspond to progressively lower $R^{2}$ values: (1) $R^{2}$ between 0.75 and 0.80 ; ( 2 ) between 0.40 and 0.45 ; and (3) between 0.20 and 0.22 . The dependent variables were generated with independent seeds using the SAS RANNOR procedure. Within each matching scenario (good, mediocre, or poor), all pairing of records obtained by the matching process and, thus, matching error was fixed.

It should be noted that there are two reasons why we generated the $(x, y)$-data used in the analyses. First, we wanted to be able to control the regression data sufficiently well to determine what the effect of matching error was. This was an important consideration in the very large Monte Carlo simulations reported in Winkler and Scheuren (1991). Second, there existed no available pairs of data files in which highly precise matching information is available and which contain suitable quantitative data.

In performing the simulations for our investigation, some of which are reported here, we created more than 900 data bases, corresponding to a large number of variants of the three basic matching scenarios. Each data base contained three pairs of ( $x, y$ )-variables corresponding to the three basic regression scenarios. An examination of these data bases was undertaken to look at some of the matching sensitivity of the regressions and associated adjustments to the sampling procedure. The different data bases determined by different seed numbers are called different samples.

The regression adjustments were made separately for each weight class shown in Table 1, using both the estimated and true probabilities of linkage. In Table 1, weight class 10 refers to pairs having weights between 10 and 11 and weight class -1 refers to pairs having weights between -0 and -1 . All pairs having weights 15 and above are combined into class $15+$ and all pairs having weights -9 and below are combined into class $-10-$. While it was possible with the Rubin-Belin results to make individual adjustments for linkage probabilities, we chose to make average adjustments, by each weight class in Table 1. (See Czajka et al. 1992, for discussion of a related decision. Our approach has some of the flavor of the work on propensity scores (e.g., Rosenbaum and Rubin 1983, 1985). Propensity scoring techniques, while proposed for other classes of problems, may have application here as well.

## 4. SOME HIGHLIGHTS AND LIMITATIONS OF THE SIMULATION RESULTS

Because of space limitations, we will present only a few representative results from the simulations conducted. For more information, including an extensive set of tables, see Winkler and Scheuren (1991).

The two outcome measures from our simulation that we consider are the relative bias and relative standard
error. We will only discuss the mediocre matching scenario in detail and only for the case $R^{2}$ between 0.40 and 0.45 . Figures 5-7 shows the relative bias results from a single representative sample. An overall summary, though, for the other scenarios is presented in Table 2. Some limitations on the simulation are also noted at the end of this section.

### 4.1 Illustrative Results for Mediocre Matching

Rather than use all pairs, we only consider pairs having weights 10 or less. Use of the smaller subset of pairs allows us to examine regression adjustment procedures for weight classes having low to high proportions of true nonlinks. We note that the eliminated pairs (having weight 10 and above) are associated only with true links. Figures 5 and 6 present our results for adjusted and unadjusted regression data, respectively. Results obtained with unadjusted data are based on conventional regression formulas (e.g., Draper and Smith 1981). The weight classes displayed are cumulative beginning with pairs having the highest weight. Weight class $w$ refers to all pairs having weights between $w$ and 10 .

We observe the following:

- The accumulation is by decreasing matching weight (i.e. from classes most likely to consist almost solely of true links to the classes containing increasing higher proportions of true nonlinks). In particular, for weight class $w=8$, the first data point shown in Figures 5-7, there were 3 nonlinks and 439 links. By the time, say, we had cumulated the data through weight class $w=5$, there were 24 nonlinks; the links, however, had grown to 1,121 - affording us a much larger overall sample size with a corresponding reduction in the regression standard error.
- Relative biases are provided for the original and adjusted slope coefficient $\hat{a}_{1}$ by taking the ratio of the true coefficient (about 2) and the calculated one for each cumulative weight class.
- Adjusted regression results are shown employing both estimated and true match probabilities. In particular, Figure 5 corresponds to the results obtained using estimated probabilities (all that would ordinarily be available in practice). Figure 7 corresponds to the unrealistic situation for which we knew the true probabilities.
- Relative root mean square errors (not shown) are obtained by calculating MSEs for each cumulative weight class. For each class, the bias is squared, added to the square of the standard errors, and square roots taken.
Observations on the results we obtained are fairly straightforward and about what we expected. For example, as sample size increased, we found the relative root mean square errors decreasd substantially for the adjusted coefficients. If the regression coefficients were not adjusted,



## Cumulative Weight Classes

Figure 5. Relative Bias For Adjusted Estimators, Estimated Probabilities


Figure 6. Relative Bias For Unadjusted Estimators


Figure 7. Relative Bias For Adjusted Estimators, True Probabilities
standard errors still decreased as the sample size grew, but at an unacceptably high price in increased bias.

One point of concern is that our ability to accurately estimate matching probabilities critically affects the accuracy of the coefficient estimates. If we can accurately estimate the probabilities (as in this case), then the adjustment procedure works reasonably well; if we cannot (see below), then the adjustment could perform badly.

### 4.2 Overall Results Summary

Our results varied somewhat for the three different values of $R^{2}$ - being better for larger $R^{2}$ values. These $R^{2}$ differences, however, do not change our main conclusions; hence, Table 2 does not address them. Notice that, for the good matching scenario, attempting to adjust does little good and may even cause some minor harm. Certainly it is pointless, in any case, and we only included it in our simulations for the sake of completeness. At the other extreme, even for poor matches, we obtained satisfactory results, but only when using the true probabilities something not possible in practice.

Table 2
Summary of Adjustment Results for Illustrative Simulations

| Basis of <br> adjustments | Matching scenarios |  |  |
| :---: | :---: | :---: | :---: |
|  | Adjustment <br> was not helpful <br> because it was <br> not needed | Good results <br> like those in <br> Section 4.1 | Good results <br> like those in <br> Section 4.1 |
| Estimated <br> probabilities | Same as <br> above | Same as <br> above | Poor results <br> because Rubin- <br> Belin could not <br> estimate the <br> probabilities |

Any statistical estimation procedure will have difficulty with the poor matching scenario because of the extreme overlap of the curves. See Figure 4. We believe the mediocre scenario covers a wide range of typical settings. Nonetheless, the poor matching scenario might arise fairly often too, especially with less experienced linkers. Either new estimation procedures will have to be developed for the poor case or the Rubin-Belin probability estimation procedure - which was not designed for this situation - will have to be enhanced.

### 4.3 Some Simulation Limitations

The simulation results are subject to a number of limitations. Some of these are of possible major practical significance; others less so. A partial list follows:

- In conducting simulations for this paper, we assumed that the highest weight pair was a true link and the second highest a true nonlink. This assumption fails because, sometimes, the second highest is the true link and the highest a true nonlink. (We do not have a clear sense of how important this issue might be in practice. It would certainly have to be a factor in poor matching scenarios.)
- A second limitation of the data sets employed for the simulations is that the truly linked record may not be present at all in the file to which the first file is being matched. (This could be important. In many practical settings, we would expect the "logical blocking criteria" also to cause both pairs used in the adjustment to be false links.)
- A third limitation of our approach is that no use has been made of conventional regression diagnostic tools. (Depending on the environment, outliers created because of nonlinks could wreak havoc with underlying relationships. In our simulations this did not show up as much of a problem, largely, perhaps, because the $X$ and $Y$ values generated were bounded in a moderately narrow range.)


## 5. CONCLUSIONS AND FUTURE WORK

The theoretical and related simulation results presented here are obviously somewhat contrived and artificial. A lot more needs to be done, therefore, to validate and generalize our beginning efforts. Nonetheless, some recommendations for current practice stand out, as well as areas for future research. We will cover first a few of the topics that intrigued us as worthy of more study to improve the adjustment of potential links. Second, some remarks are made about the related problem of what to do with the (remaining) nonlinks. Finally, the section ends with some summary ideas and a revisitation of our perspective concerning the unity of the tasks that linkers and analysts do.

### 5.1 Improvements in Linkage Adjustment

An obvious question is whether our adjustment procedures could borrow ideas from general methods for errors-in-variables (e.g., Johnston 1972). We have not explored this, but there may be some payoffs.

Of more interest to us are techniques that grow out of conventional regression diagnostics. A blend of these with our approach has a lot of appeal. Remember we are making adjustments, weight class by weight class. Suppose we looked ahead of time at the residual scatter in a particular weight class, where the residuals were calculated around the regression obtained from the cumulative weight classes above the class in question. Outliers, say, could then be identified and might be treated as nonlinks rather than potential links.

We intend to explore this possibility with simulated data that is heavier-tailed than what was used here. Also we will explore consciously varying the length of the weight classes and the minimum number of cases in each class. We have an uneasy feeling that the number of cases in each class may have been too small in places. (See Table 1.) On the other hand, we did not use the fact that the weight classes were of equal length nor did we study what would have happened had they been of differing lengths.

One final point, as noted already: we believe our approach has much in common with propensity scoring, but we did not explicitly appeal to that more general theory for aid and this could be something worth doing. For example, propensity scoring ideas may be especially helpful in the case where the regression variables and the linkage variables are dependent. (See Winkler and Scheuren (1991) for a report on the limited simulations undertaken and the additional difficulties encountered.)

### 5.2 Handling Erroneous Nonlinks

In the use of record linkage methods the general problem of selection bias arises because of erroneous nonlinks. There are a number of ways to handle this. For example, the links could be adjusted by the analyst for lack of representativeness, using the approaches familiar to those who adjust for unit or, conceivably, item nonresponse (e.g., Scheuren et al. 1981).

The present approach for handling potential links could help reduce the size of the erroneous nonlink problem but, generally, would not eliminate it. To be specific, suppose we had a linkage setting where, for resource reasons, it was infeasible to follow up on the potential links. Many practitioners might simply drop the potential links, thereby, increasing the number of erroneous nonlinks. (For instance, in ascertaining which of a cohort's members is alive or dead, a third possibility - unascertained - is often used.)

Our approach to the potential links would have implicitly adjusted for that portion of the erroneous nonlinks which were potentially linkable (with a followup step, say). Other erroneous nonlinks would generally remain and another adjustment for them might still be an issue to consider.

Often we can be faced with linkage settings where the files being linked have subgroups with matching information of varying quality, resulting in differing rates of erroneous links and nonlinks. In principle, we could employ the techniques in this paper to each subgroup separately. How to handle very small subgroups is an open problem and the effect on estimated differences between subgroups, even when both are of modest size, while seemingly straightforward, deserves study.

### 5.3 Concluding Comments

At the start of this paper we asked two "key" questions. Now that we are concluding, it might make sense to reconsider
these questions and try, in summary fashion, to give some answers.

- "What should the linker do to help the analyst?" If possible, the linker should play a role in designing the datasets to be matched, so that the identifying information on both is of high quality. Powerful algorithms exist now in several places to do an excellent job of linkage (e.g., at Statistics Canada or the U.S. Bureau of the Census, to name two). Linkers should resist the temptation to design and develop their own software. In most cases, modifying or simply using existing software is highly recommended (Scheuren 1985). Obviously, for the analyst's sake, the linker needs to provide as much linkage information as possible on the files matched so that the analyst can make informed choices in his or her work. In the present paper we have proposed that the links, nonlinks, and potential links be provided to the analyst - not just links. We strongly recommend this, even if a clerical review step has been undertaken. We do not necessarily recommend the particular choices we made about the file structure, at least not without further study. We would argue, though, that our choices are serviceable.
- "What should the analyst know about the linkage and how should this be used?" The analyst needs to have information like link, nonlink, and potential link status, along with linkage probabilities, if available. Many settings could arise where simply doing the data analysis steps separately by link status will reveal a great deal about the sensitivity of one's results. The present paper provides some initial ideas about how this use might be approached in a regression context. There also appears to be some improvements possible using the adjustments carried out here, particularly for the mediocre matching scenario. How general these improvements are remains to be seen. Even so, we are relatively pleased with our results and look forward to doing more. Indeed, there are direct connections to be made between our approach to the regression problem and other standard techniques, like contingency table loglinear models.

Clearly, we have not developed complete, general answers to the questions we raised. We hope, though, that this paper will at least stimulate interest on the part of others that could lead us all to better practice.
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## APPENDIX

The appendix is divided into four sections. The first provides details on how matching error affects regression models for the simple univariate case. The approach most closely resembles the approach introduced by Neter et al. (1965) and provides motivation for the generalizations presented in appendix sections two and three. Computational formulas are considerably more complicated than those presented by Neter et al. because we use a more realistic model of the matching process. In the second section, we extend the univariate model to the case for which all independent variables arise from one file, while the dependent variable comes from the other, and, in the third, we extend the second case to that in which some independent variables come from one file and some come from another. The fourth section summarizes methods of Rubin and Belin (1991) (see also Belin 1991) for estimating the probability of a link.

## A.1. Univariate Regression Model

In this section we address the simplest regression situation in which we match two files and consider a set of numeric pairs in which the independent variable is taken from a record in one file and the dependent variable is taken from the corresponding matched record from the other file.

Let $Y=X \beta+\epsilon$ be the ordinary univariate regression model for which error terms are independent with expectation zero and constant variance $\sigma^{2}$. If we were working with a single data base, $Y$ would be regressed on $X$ in the usual manner. For $i=1, \ldots, n$, we wish to use ( $X_{i}, Y_{i}$ ) but we will use ( $X_{i}, Z_{i}$ ), where $Z_{i}$ is usually $Y_{i}$ but it may take some other value $Y_{j}$ due to matching error.

That is, for $i=1, \ldots, n$,

$$
z_{i}=\left\{\begin{array}{lll}
Y_{i} & \text { with probability } & p_{i} \\
Y_{j} & \text { with probability } & q_{i j}
\end{array} \text { for } j \neq i,\right.
$$

where $p_{i}+\sum_{j \neq i} q_{i j}=1$.
The probability $p_{i}$ may be zero or one. We define $h_{i}=1-p_{i}$. As in Neter et al. (1965), we divide the set of pairs into $n$ mutually exclusive classes. Each class consists of exactly one ( $X_{i}, Z_{i}$ ) and, thus, there are $n$ classes. The intuitive idea of our procedure is that we basically adjust
$Z_{i}$ in each ( $X_{i}, Z_{i}$ ) for the bias induced by the matching process. The accuracy of the adjustment is heavily dependent on the accuracy of the estimates of the matching probabilities in our model.

To simplify the computational formulas in the explanation, we assume one-to-one matching; that is, for each $i=1, \ldots, n$, there exists at most one $j$ such that $q_{i j}>0$. We let $\phi$ be defined by $\phi(i)=j$. Our model still applies if we do not assume one-to-one matching.

As intermediate steps in estimating regression coefficients and their standard errors, we need to find $\mu_{z} \equiv E(Z)$, $\sigma_{z}^{2}$, and $\sigma_{z x}$. As in Neter et al. (1965),

$$
\begin{gather*}
E(Z) \equiv(1 / n) \sum_{i} E(Z \mid i) \equiv(1 / n) \sum_{i}\left(Y_{i} p_{i}+\sum_{j=i} Y_{j} q_{i j}\right) \\
=(1 / n) \sum_{i} Y_{i} \\
\quad+(1 / n) \sum_{i}\left[Y_{i}\left(-h_{i}\right)+Y_{\phi(i)} h_{i}\right] \\
\quad \equiv \bar{Y}+B . \tag{A.1.1}
\end{gather*}
$$

The first and second equalities are by definition and the third is by addition and subtraction. The third inequality is the first time we apply the one-to-one matching assumption. The last term on the right hand side of the equality is the bias which we denote by $B$. Note that the overall bias $B$ is the statistical average (expectation) of the individual biases $\left[Y_{i}\left(-h_{i}\right)+Y_{\phi(i)} h_{i}\right]$ for $i=1, \ldots, n$. Similarly, we have

$$
\begin{align*}
\sigma_{z}^{2} \equiv & E(Z-E Z)^{2}=E(Z-(\bar{Y}+B))^{2} \\
= & (1 / n) \sum_{i}\left(Y_{i}-\bar{Y}\right)^{2} p_{i}+(1 / n) \sum_{j \neq i} \\
& \quad\left(Y_{j}-\bar{Y}\right)^{2} q_{i j}-2 B E(Z-\bar{Y})+B^{2} \\
& =(1 / n) S_{y y}+B_{y y}-B^{2}=\sigma_{y}^{2}+B_{y y}-B^{2}, \tag{A.1.2}
\end{align*}
$$

where $B_{y y}=(1 / n) \sum_{i}\left[\left(Y_{i}-\bar{Y}\right)^{2}\left(-h_{i}\right)+\left(Y_{\phi(i)}-\bar{Y}\right)^{2} h_{i}\right]$, $S_{y y}=\sum_{i}\left(Y_{i}-\bar{Y}\right)^{2}$ and $\sigma_{y}^{2}=(1 / n) S_{y y}$.
$\sigma_{z x} \equiv E[(Z-E Z)(X-E X)]$

$$
=(1 / n) \sum_{i}\left(Y_{i}-\bar{Y}\right)\left(X_{i}-\bar{X}\right) p_{i}
$$

$$
+(1 / n) \sum_{j \neq i}\left(Y_{j}-\bar{Y}\right)\left(X_{i}-\bar{X}\right) q_{i j}
$$

$$
\begin{equation*}
=(1 / n) S_{y x}+B_{y x}=\sigma_{y x}+B_{y x}, \tag{A.1.3}
\end{equation*}
$$

where $B_{y x}=(1 / n) \sum_{i}\left[\left(Y_{i}-\bar{Y}\right)\left(X_{i}-\bar{X}\right)\left(-h_{i}\right)+\right.$ $\left.\left(Y_{\phi(i)}-\bar{Y}\right)\left(X_{i}-\bar{X}\right) h_{i}\right], S_{y x}=\sum_{i}\left(Y_{i}-\bar{Y}\right)\left(X_{i}-\bar{X}\right)$, and $\sigma_{y x}=(1 / n) S_{y x}$. The term $B_{y y}$ is the bias for the second moments and the term $B_{y x}$ is the bias for the crossproduct of $Y$ and $X$. Formulas (A.1.1), (A.1.2), and (A.1.3), respectively, correspond to formulas (A.1), (A.2), and (A.3) in Neter et al. The formulas necessarily differ in detail because we use a more general model of the matching process.

The regression coefficients are related by
$\beta_{z x} \equiv \sigma_{z x} / \sigma_{x}^{2}=\sigma_{y x} / \sigma_{x}^{2}+B_{y x} / \sigma_{x}^{2}=\beta_{y x}+B_{y x} / \sigma_{x}^{2}$.
To get an estimate of the variance of $\beta_{y x}$, we first derive an estimate $s^{2}$ for the variance $\sigma^{2}$ in the usual manner.

$$
\begin{align*}
(n-2) s^{2} & =\sum_{i}\left(y_{i}-\hat{y}_{i}\right)^{2}=S_{y y}+\beta_{y x} S_{x y} \\
& =n \sigma_{y}^{2}-n \beta_{y x} \sigma_{\dot{x}}^{2} . \tag{A.1.5}
\end{align*}
$$

Using (A.1.2) and (A.1.3) allows us to express $s^{2}$ in terms of the observable quantities $\sigma_{z}^{2}$ and $\sigma_{z x}$ and the bias terms $B_{y y}, B_{y x}$, and $B$ that are computable under our assumptions. The estimated variance of $\beta_{y x}$ is then computed by the usual formula (e.g., Draper and Smith 1981, 18-20)

$$
\operatorname{Var}\left(\beta_{y x}\right)=s^{2} /\left(n \sigma_{x}^{2}\right)
$$

We observe that the first equality in (A.1.5) involves the usual regression assumption that the error terms are independent with identical variance.

In the numeric examples of this paper we assumed that the true independent value $X_{i}$ associated with each $Y_{i}$ was from the record with the highest matching weight and the false independent value was taken from the record with the second highest matching weight. This assumption is plausible because we have only addressed simple regression in this paper and because the second highest matching weight was typically much lower than the highest. Thus, it is much more natural to assume that the record with the second highest matching weight is false. In our empirical examples we use straightforward adjustments and make simplistic assumptions that work well because they are consistent with the data and the matching process. In more complicated regression situations or with other models such as loglinear we will likely have to make additional modelling assumptions. The additional assumptions can be likened to the manner in which simple models for nonresponse require additional assumptions as the models progress from ignorable to nonignorable (see Rubin 1987).

In this section, we chose to adjust independent $x$-values and leave dependent $y$-values as fixed in order to achieve consistency with the reasoning of Neter et al. We could have just as easily adjusted dependent $y$-values leaving $x$-values as fixed.

## A.2. Multiple Regression with Independent Variables from One File and Dependent Variables from the Other File

At this point we pass to the usual matrix notation (e.g., Graybill 1976). Our basic model is

$$
Y=X \beta+\epsilon,
$$

where $Y$ is a $n \times 1$ array, $X$ is a $n \times p$ array, $\beta$ is a $p \times 1$ array, and $\epsilon$ is a $n \times 1$ array.

Analogous to the reasoning we used in (A.1.1), we can represent

$$
\begin{equation*}
Z=Y+B \tag{A.2.1}
\end{equation*}
$$

where $Z, Y$, and $B$ are $n \times 1$ arrays having terms that correspond, for $i=1, \ldots, n$, via

$$
z_{i}=y_{i}+p_{i} y_{i}+h_{i} y_{\phi(i)}
$$

Because we observe $Z$ and $X$ only, we consider the equation

$$
\begin{equation*}
Z=X C+\epsilon \tag{A.2.2}
\end{equation*}
$$

We obtain an estimate $\hat{C}$ by regressing on the observed data in the usual manner. We wish to adjust the estimate $\hat{C}$ to an estimate $\hat{\boldsymbol{\beta}}$ of $\boldsymbol{\beta}$ in a manner analogous to (A.1.1).

Using (A.2.1) and (A.2.2) we obtain

$$
\begin{equation*}
\left(X^{T} X\right)^{-1} X^{T} Y+\left(X^{T} X\right)^{-1} X B=\hat{C} \tag{A.2.3}
\end{equation*}
$$

The first term on the left hand side of (A.2.3) is the usual estimate $\hat{\beta}$. The second term on the left hand side of (A.2.3) is our bias adjustment. $\boldsymbol{X}^{T}$ is the transpose of $\boldsymbol{X}$.

The usual formula (Graybill 1976, p. 176) allows estimation of the variance $\sigma^{2}$ associated with the i.i.d. error components of $\epsilon$,

$$
\begin{align*}
& (n-p) \hat{\sigma}^{2}=(Y-X \beta)^{T}(Y-X \beta) \\
& =Y^{T} Y-\hat{\beta} X^{T} Y, \tag{A.2.4}
\end{align*}
$$

where $\hat{\beta}=\left(X^{T} X\right)^{-1} X^{T} Y$.
Via (A.2.1) $\hat{\beta} X^{T} Y$ can be represented in terms of the observable $Z$ and $X$ in a manner similar to (A.1.2) and (A.1.3). As

$$
\begin{equation*}
Y^{T} Y=Z^{T} Z-B^{T} Z-Z^{T} B+B^{T} B \tag{A.2.5}
\end{equation*}
$$

we can obtain the remaining portion of the right hand side of (A.2.4) that allows estimation of $\sigma^{2}$.

Via the usual formula (e.g., Graybill 1976, p. 276), the covariance of $\hat{\beta}$ is

$$
\begin{equation*}
\operatorname{cov}[\hat{\beta}]=\sigma^{2}\left(X^{T} X\right)^{-1} \tag{A.2.6}
\end{equation*}
$$

which we can estimate.

## A.3. Multiple Regression with Independent Variables from Both Files

When some of the independent variables come from the same file as $\boldsymbol{Y}$ we must adjust them in a manner similar to the way in which we adjust $\boldsymbol{Y}$ in equations (A.1.1) and (A.2.1). Then data array $X$ can be written in the form

$$
\begin{equation*}
X_{d}=X+D \tag{A.3.1}
\end{equation*}
$$

where $D$ is the array of bias adjustments taking those terms of $\boldsymbol{X}$ arising from the same file as $\boldsymbol{Y}$ back to their true values that are represented in $X_{d}$. Using (A.2.1) and (A.2.2), we obtain

$$
\begin{equation*}
Y+B=\left(X_{d}-D\right) C . \tag{A.3.2}
\end{equation*}
$$

With algebra (A.3.2) becomes

$$
\begin{align*}
\left(X_{d}^{T} X_{d}\right)^{-1} X_{d}^{T} Y= & \left(X_{d}^{T} X_{d}\right)^{-1} X_{d}^{T}(-B) \\
& +\left(X_{d}^{T} X_{d}\right)^{-1} X_{d}^{T}\left(X_{d}+D\right) C \\
= & \left(X_{d}^{T} X_{d}\right)^{-1} X_{d}^{T}(-B) \\
& +\left(X_{d}^{T} X_{d}\right)^{-1} X_{d}^{T} D C+C . \tag{A.3.3}
\end{align*}
$$

If $\boldsymbol{D}$ is zero (i.e., all independent $x$-values arise from a single file), then (A.3.3) agrees with (A.2.3). The first term on the left hand side of (A.2.3) is the estimate of $\hat{\beta}$. The estimate $\hat{\sigma}^{2}$ is obtained analogously to the way (A.2.3), (A.2.4) and (A.2.5) were used. The covariance of $\hat{\boldsymbol{\beta}}$ follows from (A.2.6).

## A.4. Rubin-Belin Model

To estimate the probabilty of a true link within any weight range, Rubin and Belin (1991) consider the set of pairs that are produced by the computer matching program and that are ranked by decreasing weight. They assume that the probability of a true link is a montone function of the weight; that is, the higher the weight, the higher the probability of a true link. They assume that the distribution of the observed weights is a mixture of the distributions for true links and true nonlinks.

Their estimation procedure is:

1. Model each of the two components of the mixture as normal with unknown mean and variance after separate power transformations.
2. Estimate the power of the two transformations from a training sample.
3. Taking the two transformations as known, fit a normal mixture model to the current weight data to obtain maximum likelihood estimates (and standard errors).
4. Use the parameters from the fitted model to obtain point estimates of the false-link rate as a function of cutoff level and obtain standard errors for the false-link rate using the delta-method approximation.

While the Rubin-Belin method requires a training sample, the training sample is primarily used to get the shape of the curves. That is, if the power transformation is given by

$$
\psi\left(w_{i} ; \delta, \omega\right)= \begin{cases}\left(w_{i}^{\delta}-1\right) /\left(\delta \omega^{\delta-1}\right) & \text { if } \delta \neq 0 \\ \omega \log \left(w_{i}\right) & \text { if } \delta=0\end{cases}
$$

where $\omega$ is the geometric mean of the weights $w_{i}$, $i=1, \ldots, n$, then $\omega$ and $\delta$ can be estimated for the two curves. For the examples of this paper and a large class of other matching situations (Winkler and Thibaudeau 1991), the Rubin-Belin estimation procedure works well. In some other situations a different method (Winkler 1992) that uses more information than the Rubin-Belin method and does not require a training sample yields accurate estimates, while software (see e.g., Belin 1991) based on the Rubin-Belin method fails to converge even if new calibration data are obtained. Because the calibration data for the good and mediocre scenarios of this paper are appropriate, the Rubin-Belin method provides better estimates than the method of Winkler.
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# Statistical Matching: Use of Auxiliary Information as an Alternative to the Conditional Independence Assumption 
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#### Abstract

In the creation of micro-simulation databases which are frequently used by policy analysts and planners, several datafiles are combined by statistical matching techniques for enriching the host datafile. This process requires the conditional independence assumption (CIA) which could lead to serious bias in the resulting joint relationships among variables. Appropriate auxiliary information could be used to avoid the CIA. In this report, methods of statistical matching corresponding to three methods of imputation, namely, regression, hot deck, and log linear, with and without auxiliary information are considered. The log linear methods consist of adding categorical constraints to either the regression or hot deck methods. Based on an extensive simulation study with synthetic data, sensitivity analyses for departures from the CIA are performed and gains from using auxiliary information are discussed. Different scenarios for the underlying distribution and relationships, such as symmetric versus skewed data and proxy versus nonproxy auxiliary data, are created using synthetic data. Some recommendations on the use of statistical matching methods are also made. Specifically, it was confirmed that the CIA could be a serious limitation which could be overcome by the use of appropriate auxiliary information. Hot deck methods were found to be generally preferable to regression methods. Also, when auxiliary information is available, log linear categorical constraints can improve performance of hot deck methods. This study was motivated by concerns about the use of the CIA in the construction of the Social Policy Simulation Database at Statistics Canada.


KEY WORDS: Categorical constraints; Conditional correlation; Log normal contaminations; Shrinkage to the mean.

## 1. INTRODUCTION

Statistical matching can be viewed as a special case of imputation in which we have two distinct micro-data sources containing different information on different units. One data source serves as a host or recipient file to which new information is imputed for each record using data from the other source which is the donor file. Statistical matching, however, differs from the usual problem of imputation whenever the host file contains information about additional variables which are not present in the donor file. A typical use for the matched file is as input to micro-simulation models for which a complete file with all variables is required. Available micro-datafiles may correspond to samples from administrative files or survey data. Since the records from the different source files correspond to different units, the process of merging the information from the various files is unlike exact matching in which one would search through these other data sources for specific units. In fact, even if exact matching were possible, confidentiality concerns could prevent an exact matching of the files.

A general formulation is as follows. A host file A will contain information on variables ( $X, Y$ ) and a donor file B
will contain information on variables ( $X, Z$ ). The common variable $X$ can be used to identify similar units in the two files. The problem is to complete the records in file $A$ by imputing live values for $Z$, using the information on the $(X, Z)$ relationship in file B . In practice, the variables $X, Y$, and $Z$ would generally be multivariate. An important advantage of imputing live values of $Z$ is that relationships among components of multivariate $Z$ are preserved. Throughout this paper, it will be assumed, for convenience, that $X, Y$ and $Z$ are univariate.

The Social Policy Simulation Database (SPSD; see Wolfson et al. 1987), a micro-simulation database created at Statistics Canada, provides an important application of statistical matching for use in economic policy analysis, e.g., calculations of taxes and transfers for families on the database. The multistage construction process of the SPSD uses the technique of statistical matching at a number of points in order to enrich the host datafile, the Survey of Consumer Finance (SCF), with additional information from other data sources. Specifically, information from unemployment insurance claim histories, personal income tax returns, and the Family Expenditure Survey is added to the SCF records. If file A corresponds to the SCF and file B to the tax file, then $X$ variables may represent

[^4]demographic and economic variables, $Y$ may denote transfer income, and $Z$ may correspond to tax liability, investment income and deductions.

Statistical matching, as described above, suffers from a serious limitation in that information on the variable $Y$ is completely ignored. This limitation amounts to the assumption of conditional independence of $Y$ and $Z$ given $X(Y \perp Z \mid X)$, denoted CIA (conditional independence assumption). The importance of the CIA is obvious, since the purpose of the match is to analyze the joint relationships of $X, Y$ and $Z$. If the true relationships of the variables are such that conditional independence does not hold, then the CIA would mask an important component of these relationships, and would bias some analyses involving the full set of variables. The potential seriousness of the CIA was noted by Sims (1978) and Rubin (1986), and, although statistical matches based on the CIA are not necessarily seriously flawed, Paass (1986) and Armstrong (1989) offer some empirical evidence that the problem is often real. The present study, in fact, is motivated from considerations of improving the content of the SPSD which assumes the CIA for the process of statistical matching; see also comments of Scheuren (1989) on the methodology used in the SPSD.

The literature on statistical matching extends over more than two decades. Early references are Budd and Radner (1969), Budd (1971) and Okner (1972). Sims (1972), in his comments on Okner's paper, was the first to point out the potential risk of statistical matching because of the implicit conditional independence assumption. Concerns were also expressed by Fellegi (1977) about the validity of joint distributions in the matched file and he suggested that thorough empirical testing of matching methods should be done. U.S. Department of Commerce (1980) provides a good review of statistical matching as well as exact matching methods; see also Kadane (1978) and Rodgers (1984). Barr and Turner (1990) describe a detailed empirical investigation of quality issues for file merging, and also present a good list of references. For a more recent review see Cohen (1991).

In this paper we consider the use of auxiliary information as an alternative to the CIA in statistical matching. Thus, it is assumed that there exists a third file C representing auxiliary information about the full set ( $X, Y, Z$ ) or the reduced set ( $Y, Z$ ). This information could be outdated, proxy (i.e. different but similar variables), or in the form of frequency tables and could come from small scale specially conducted surveys or from confidential datafiles. We wish to complete records in file $A$ by adding $Z$ from file $B$ using information from files $A, B$, and $C$ on the joint relationships of $X, Y$, and $Z$. A measure of success would be the extent to which the $Z$ values on the completed file A could reasonably have come from the true underlying distribution conditional on $X$ and $Y$. In the context of a simulation study we can compare the matched $Z$ values to
the suppressed true $Z$ values by evaluation measures at the unit level or at the aggregate level. Some examples of unit level measures are mean absolute distance from the true $Z$ values and the deviation of conditional covariance, $\operatorname{Cov}(Y, Z \mid X)$, from the true value. Some examples of aggregate level evaluation measures are chi-square distance and $P$-values based on likelihood ratio tests for categorical distributions. It is often the case in practice that the completed file A is used to produce cross-classified tables of counts and, therefore, the aggregate level measures based on categorical distributions would generally be of main interest. Moreover, for any arbitrary distribution for ( $X, Y, Z$ ), which could be quite complex in practice, the categorical transformation provides a simple unified approach for summarizing the joint distribution.

The statistical matching problem as mentioned above is clearly important from practical considerations. In practice, for a given problem the matching method should be appropriately chosen for the type of auxiliary information available. The methods proposed earlier in the literature are mainly due to Rubin (1986) and Paass (1986). Rubin proposed versions of parametric regression while Paass proposed versions of nonparametric regression. These are related respectively to the familiar regression (REG) and hot deck (HOD) methods of imputation.

Rubin's method (a version of which is denoted in this paper by REG*) basically consists of first finding an intermediate value, $Z_{\text {int }}$, from the regression predictor of $Z$ on $X$ and $Y$ (obtained by using information about the unconditional correlation $\rho_{Y, Z}$ or the conditional correlation $\rho_{Y, Z \mid X}$ from file C ) and then a live $Z$-value is determined from file B using hot deck with ( $X, Z$ ) Euclidean distance; see Section 3 for details. If the form of the regression predictor function is known, then the $\mathrm{REG}^{*}$ procedure for statistical matching could be easily implemented in practice. However, finding a suitable predictor for $Z$ is in general not easy, especially when $Z$ is multivariate. Moreover, if information in file C is in the form of a categorical distribution, which may be quite common in practice, the REG* method would not be applicable.

Paass's method (a version of which is denoted in this paper by HOD*), on the other hand, basically consists of first finding an intermediate value, $Z_{\text {int }}$, from file C by hot deck imputation (with $Y$ - or ( $X, Y$ )-distance as the case may be) and then a live $Z$-value from file B is obtained using again hot deck with ( $X, Z$ )-distance. This is a simplified version of the original Paass's method which is iterative such that values of $Z$ for file $A, Y$ for file $B$, and $X$ for file $C$ (assuming $C$ has only ( $Y, Z$ ) information) are updated successively using files $C, A$ and $B$ respectively until some convergence criterion is satisfied; see Section 3 for details. To start the iteration, initial values of $Z$ for $A, Y$ for $B$ and $X$ for $C$ are imputed suitably. In the evaluation study considered in this paper, we have considered only the simplified version of Paass's method due to the
considerable computational effort required for the original method. As in the case of the REG* method, the HOD* method is not applicable if file C is in the form of a frequency table. Moreover, even if file $C$ contains micro-data but its size is small (as in the case of a small scale specially conducted survey) or it is proxy or outdated, it may be better to extract some macro-level information such as the categorical distribution based on a fairly coarse partition.

It may be remarked that in the absence of auxiliary information, i.e. file C, both REG* and HOD* methods reduce simply to the usual methods of imputation, namely regression (REG) and hot deck (HOD). As part of the evaluation study, these methods are also included.

We propose modifications of Rubin's and Paass's methods, denoted by REG.LOGLIN* and HOD.LOGLIN* respectively, which are based on the log linear method of imputation as introduced by Singh (1988). The proposed modifications use auxiliary information to impose categorical constraints on the matched files obtained from REG* and HOD* methods. In this way, categorical association parameters (estimated via log linear modelling) which measure departure from conditional independence (in the categorical sense) are preserved in the matched file. These categorical constraints are expected to render joint distributions for the completed file $A$ data robust to inferior quality or imperfect nature of the auxiliary data from file C. If auxiliary information is in the form of a categorical distribution and not at the micro-level, then CIA based matching methods can be modified by imposing categorical constraints; in this case the CIA is being used only within $X, Y$ categories. For example, with the usual methods of imputation REG and HOD, which could be used to match by ignoring $Y$, we can get the corresponding modified versions as REG.LOGLIN and HOD.LOGLIN. These two methods are also considered in this paper.

Note that the categorically constrained matching methods are different from the usual constrained statistical matching methods where the constraints are in the form of a few characteristic measures from file B (such as mean and variance) that variables in the matched file must satisfy. Another key distinction is that the usual constrained matching methods focus on the marginal distribution of $Z$, whereas the focus here is on the conditional distribution, albeit categorical, which is more relevant for file $A$; thus there is a basic difference between the two approaches to constrained matching.

Following Rubin (1986) and Paass (1986), we investigate the performance of matching methods empirically. A Monte Carlo study was carried out to investigate the effect of the proposed modifications to the existing methods for the two cases, with and without auxiliary information. This would allow analysis of sensitivity to failure of the CIA and gains from using auxiliary data. The synthetic data for the simulation study was generated from
multivariate normal distributions with some log normal contamination to induce asymmetry. An important advantage of using synthetic data is that relevant control parameters could be modified to yield different distributional scenarios for the matching problem. Eight methods (four existing ones, REG, REG*, HOD, HOD*, and four proposed ones, REG.LOGLIN, REG.LOGLIN*, HOD.LOGLIN, HOD.LOGLIN*) were compared by four evaluation measures (two at the unit level and two at the aggregate level) as mentioned earlier; see Section 6 for details. The main findings of the empirical study can be summarized as follows.
(i) Use of auxiliary information to avoid the CIA could considerably improve the quality of the matched file. However, if there is no auxiliary information, then among CIA based methods (i.e. REG and HOD), the HOD method has better overall performance. Furthermore, an interesting finding was that for small departures from conditional independence, use of auxiliary information may not improve performance of the HOD method with respect to aggregate level evaluation measures. This should have important practical implications in the absence of readily available auxiliary information.
(ii) The REG* method has very favourable performance with respect to unit level measures. By contrast, it has extremely unfavourable performance with respect to aggregate level measures. This is probably due to the shrinkage towards the mean phenomenon for regressions procedures.
(iii) The HOD* method does considerably better than REG* at the aggregate level but performs, in general, marginally worse than REG* at the unit level.
(iv) Categorical constraints, in general, improve performance of REG* and HOD* methods. Specifically, the REG.LOGLIN* method shows slight improvement at the aggregate level, but HOD.LOGLIN* shows considerable improvement at the aggregate level. Their performances at the unit level remain essentially unaffected.
(v) At the aggregate level, the HOD.LOGLIN method based only on categorical auxiliary information performs generally better than HOD.LOGLIN* based on micro-level auxiliary information. At the unit level, however, HOD.LOGLIN shows marginal deterioration in comparison to HOD.LOGLIN*. This finding may be important from practical considerations because HOD.LOGLIN is computationally much less demanding than HOD.LOGLIN* and does not require micro-level auxiliary information. The REG.LOGLIN method does not have such favourable performance, probably again due to the shrinkage to the mean effect.
(vi) If the auxiliary data is outdated or proxy, there may still be gain in using it. In this context, the HOD.LOGLIN method performs quite favourably and in fact, has fairly robust behaviour with respect to imperfect auxiliary information. Note that since this method uses only information about categorical associations from auxiliary data, it would seem reasonable for this to be affected only slightly by a limited degree of outdatedness or proxyness in file C. The REG.LOGLIN method, however, does not share this property.

It should be noted that there have been several empirical investigations in the past to evaluate statistical matching methods. Among those that do not consider the use of auxiliary information, some main references are Ruggles, Ruggles and Wolff (1977), Paass and Wauschkuhn (1980), Barr, Stewart and Turner (1981) and Rodgers and DeVol (1982). Paass (1986) provides an excellent review of these empirical tests on the quality of matching methods.

All of the studies cited above confirmed the seriousness of the CIA. This stresses the need for additional information to be incorporated in the matching process. There have been few empirical studies considering the use of auxiliary information and the impact of the CIA; Paass (1986) considered an evaluation with synthetic data only, whereas Armstrong (1989) considered simulations with both synthetic and real data. The present study could be considered as complementary to these studies in the sense that some new methods are included and the choice of underlying population distributions is reasonably broad.

The organization of this paper is as follows. Section 2 describes different types of auxiliary information. A brief review of alternative matching methods using auxiliary information is given in Section 3 and the proposed modifications using categorical constraints are described in Section 4. Different types of matching methods are illustrated in Section 5 by means of a simple numerical example. The description of the design of the empirical study on the proposed matching methods is given in Section 6 and the discussion of results in Section 7. Finally, Section 8 contains concluding remarks and some directions for further research.

## 2. TYPES OF AUXILIARY INFORMATION

Although a current and sufficiently large micro-datafile with information on the full set of variables is not available, it may be the case that an additional auxiliary source exists containing information on some of the joint relationships of either the full set of variables ( $X, Y, Z$ ) or perhaps the reduced set $(Y, Z)$. When this is the case it can be incorporated into the matching process to avoid the CIA and improve the quality of the completed file by reducing distortions in the joint relationships in the matched file.

Such auxiliary information may emanate from various possible sources and may reside in several different forms. Since the purpose of the auxiliary information is only to aid in avoiding the CIA, we limit its use in that information from the host or donor files is never overridden or modified by the auxiliary information. In other words, the objective is to borrow additional information from the auxiliary source not available in the source files. This is accomplished in such a way that confidentiality concerns associated with the auxiliary source would not be violated and implies that the auxiliary source could be a specially conducted small scale survey or a confidential datafile.

Another implication is that the auxiliary information need not be perfect. That is, it may be deficient in some sense. For instance, it may come from an outdated data source (perhaps a previous census or survey), but from which the required auxiliary information may still be valid, or at least represent an improvement over the otherwise default CIA. On the other hand, the auxiliary information may refer to a set of proxy variables expected to behave similarly to the variables of interest.

Auxiliary information could be at the macro-level or micro-level. At the macro-level, it could take the form of either correlations or categorical cell proportions or possibly some other parameters. If the auxiliary information in file C is on the conditional correlation of $Y$ and $Z$ given $X$, i.e. $\rho_{Y, Z \mid X}$, it can be used with the $(X, Y)$ and ( $X, Z$ ) correlations from files A and B to estimate the unconditional correlation of ( $Y, Z$ ) using

$$
\begin{align*}
\rho_{Y, Z}= & \rho_{X, Y} \rho_{X, Z} \\
& +\rho_{Y, Z \mid X}\left(1-\rho_{X, Y}^{2}\right)^{1 / 2}\left(1-\rho_{X, Z}^{2}\right)^{1 / 2} \tag{2.1}
\end{align*}
$$

Now data from files $A$ and $B$ can be used to obtain a linear regression of $Z$ on $X$ and $Y$ for the REG* method (see Section 3.1). If auxiliary information on only the unconditional correlation of $Y$ and $Z$ is available, then it can also be used in a similar manner.

The second type of macro-level auxiliary information from file C would be in the form of a categorical distribution for ( $X^{*}, Y^{*}, Z^{*}$ ) where '*' denotes the categorical transformation of the original variable. If some variables were categorical to begin with, then it may not be necessary to change them. The frequency table required for categorically constrained matching methods can be obtained by raking the ( $X^{*}, Y^{*}, Z^{*}$ ) table corresponding to file C such that its marginal tables ( $X^{*}, Y^{*}$ ) and ( $X^{*}, Z^{*}$ ) match respectively with the ( $X^{*}, Y^{*}$ ) table from file A and ( $X^{*}, Z^{*}$ ) table from file B. Note that the ( $X^{*}, Z^{*}$ ) table from file.B would have to be raked first to match its $X^{*}$ marginal with that from file A. The method of raking preserves the ( $Y^{*}, Z^{*}$ ) and ( $X^{*}, Y^{*}, Z^{*}$ ) associations of the ( $X^{*}, Y^{*}, Z^{*}$ ) table from file $C$ in deriving the categorical constraints. The above adjustment of the ( $X^{*}, Y^{*}, Z^{*}$ ) table
from file C is reasonable on the grounds that information about the ( $X^{*}, Y^{*}$ ) distribution from file A and about the ( $X^{*}, Z^{*}$ ) distribution from B are believed to be more precise or appropriate than those from file $C$. If only the ( $Y^{*}, Z^{*}$ ) distribution is available (or used) from file C , then the above raking procedure could be modified to obtain suitable categorical constraints. In this case, the ( $Y^{*}, Z^{*}$ ) association from file C would be preserved and the three factor ( $X^{*}, Y^{*}, Z^{*}$ ) association term would be assumed to be zero. To achieve this, first the ( $X^{*}, Z^{*}$ ) table from B is raked as before to match the $X^{*}$ margin from A and then the ( $Y^{*}, Z^{*}$ ) table from C is raked to match the $Y^{*}$ margin from A and the $Z^{*}$ margin from $B$. Then, a three dimensional table of ones is raked to match the ( $X^{*}, Y^{*}$ ) table from A, the adjusted ( $X^{*}, Z^{*}$ ) table from $B$ and the adjusted ( $Y^{*}, Z^{*}$ ) table from C. The categorical counts obtained by these procedures need not be integer values. They are rounded randomly by redistributing fractional counts by sampling cells randomly without replacement with probabilities proportional to the fractions for each cell. This is done independently for each ( $X^{*}, Y^{*}$ ) category.

The next section elaborates on the use of auxiliary information in statistical matching. It also describes the use of auxiliary micro-data. In most cases when micro-level auxiliary information is available, it is possible to roll it up to the macro-level and obtain reliable information on correlations and categorical cell proportions. The validity and reasonableness of this would depend in part on the size of the micro-level datafile.

## 3. REVIEW OF ALTERNATIVE STATISTICAL MATCHING METHODS

### 3.1 The Regression Method

We first describe a regression method which uses auxiliary information. This is a version of the method due to Rubin (1986). A parametric form of the regression of $Z$ on $X$ and $Y$ is assumed and the corresponding parameters are then estimated from data in files A, B, and C. For example, in the case of a linear regression, we have the model

$$
\begin{align*}
E(Z \mid X, Y)=\beta_{0}+\beta_{1} X+ & \beta_{2} Y \\
& V(Z \mid X, Y)=\sigma^{2} \tag{3.1}
\end{align*}
$$

where $\beta_{0}, \beta_{1}$, and $\beta_{2}$ are estimated from equations similar to the usual least squares equations by combining information from files A, B, C suitably. Below we describe a procedure for doing this which is somewhat different from the one described in Rubin (1986). If file $C$ has ( $X, Y, Z$ ) information, then estimates can be obtained of the conditional correlation $\rho_{Y, Z \mid X}$ from $C$, the correlation $\rho_{X, Z}$, mean $\mu_{Z}$, and standard deviation $\sigma_{Z}$ from B and the correlation $\rho_{X, Y}$, means $\mu_{X}, \mu_{Y}$, and standard deviations $\sigma_{X}, \sigma_{Y}$ from A.

Thus file B will be used only if file A is deficient in information about the quantity of interest and file $C$ will be used for some information only when A and B are deficient. Thus we assume a hierarchy of reliability or relevance of the files A, B, and C. Such a hierarchy was not assumed by Rubin. We can then get the required estimates from

$$
\begin{align*}
\beta_{2}=\rho_{Y, Z \mid X} \frac{\sigma_{Z \mid X}}{\sigma_{Y \mid X}}, \quad \beta_{1}=\rho_{X, Z \mid Y} \frac{\sigma_{Z \mid Y}}{\sigma_{X \mid Y}}, \\
\beta_{0}=\mu_{Z}-\beta_{1} \mu_{X}-\beta_{2} \mu_{Y}, \tag{3.2}
\end{align*}
$$

where
$\sigma_{Z \mid X}=\left(1-\rho_{X, Z}^{2}\right)^{1 / 2} \sigma_{Z}, \quad \sigma_{Y \mid X}=\left(1-\rho_{X, Y}^{2}\right)^{1 / 2} \sigma_{Y}$,
$\sigma_{Z \mid Y}=\left(1-\rho_{Y, Z}^{2}\right)^{1 / 2} \sigma_{Z}, \quad \sigma_{X \mid Y}=\left(1-\rho_{X, Y}^{2}\right)^{1 / 2} \sigma_{X}$,
and $\rho_{X, Z \mid Y}$ is obtained from the standard formula after first calculating $\rho_{Y, Z}$ from (2.1), i.e.

$$
\begin{equation*}
\rho_{X, Z \mid Y}=\left(\rho_{X, Z}-\rho_{X, Y} \rho_{Y, Z}\right)\left(1-\rho_{X, Y}^{2}\right)^{-1 / 2} \tag{3.4}
\end{equation*}
$$

It may be noted that under the normality assumption, departures from conditional independence are parametrized by $\rho_{Y, Z \mid X}$. Under conditional independence, $\rho_{Y, Z \mid X}=0$ and the model (3.1) reduces to the simple linear regression of $Z$ on $X$, i.e.

$$
\begin{equation*}
E(Z \mid X)=\beta_{0}+\beta_{1} X, \quad V(Z \mid X)=\sigma^{2} \tag{3.5}
\end{equation*}
$$

which can be specified by combining information from files $A$ and $B$ or from file $B$ alone. The formulas (3.2) reduce to
$\beta_{2}=0, \quad \beta_{1}=\rho_{X, z} \frac{\sigma_{Z}}{\sigma_{X}}, \quad \beta_{0}=\mu_{Z}-\beta_{1} \mu_{X}$.
For the case when file C contains information about $\rho_{Y, Z}$ only, the parameters of (3.1) can be easily estimated in a similar manner by combining information from $\mathrm{A}, \mathrm{B}$ and C .

After the regression model is determined, the REG* method can be applied in the following two steps. Step II is important because we want to have live values of $Z$ so that relationships among components of multivariate $Z$ are preserved.

REG* (Step I) For each ( $X, Y$ ) in A, find an intermediate value $Z_{\text {int }}$ from the regression model (3.1).

REG* (Step II) Replace each ( $X, Y, Z_{\text {int }}$ ) obtained in Step I with ( $X, Y, Z_{\text {match }}$ ) where $Z_{\text {match }}$ denotes a live $Z$-value from $B$ which is nearest under the Euclidean distance in ( $X, Z$ ) where the components $X$ and $Z$ would be scaled by their respective standard deviations. In other words, the hot deck distance method is used to find the live value. This was termed "regression with predictive mean matching" by Rubin; see Little and Rubin (1987).

Another point of departure from the method described by Rubin (1986) is that in his method a predicted $Y$ is found for records on file B using an equation analogous to (3.1) and then corresponding predicted $Z$ values are found; then records on file A are matched to records on file B based on the difference in predicted $Z$-values.

If auxiliary information is not available then the matching method REG under CIA can be used. The two steps are

REG (Step I) For each ( $X, Y$ ) in A, find $Z_{\text {int }}$ from the simple regression model (3.5).

## REG (Step II) Same as in REG*.

The method described by Rubin (1986) differs in that a predicted $Z$ is also obtained for records on file B using (3.5), and then records on file $A$ are matched to records on file $\mathbf{B}$ based on the difference in predicted $Z$-values. In the present example, where $X$ is univariate, this is equivalent to matching on $X$.

### 3.2 The Hot Deck Method

We first describe a hot deck method using auxiliary data. This is a version of the method due to Paass (1986). Here, ideas of nonparametric regression are used. In parametric regression, the conditional distribution of $Z$ given $X$ and $Y$ is specified in a wide sense by mean and variance functions in terms of a few parameters. In nonparametric regression the techniques of nonparametric density estimation are used to estimate the conditional distribution itself. For instance, in the case of the nearest neighbour method of density estimation, for each ( $X, Y$ ), $K$ nearest neighbours (with respect to a distance function such as the Euclidean distance in ( $X, Y$ ) are determined and then the conditional distribution is represented by this sample (possibly weighted) of the $K$ neighbours where $K$ is an integer specified suitably. Thus, $P(Z \in U \mid X, Y)$ can be specified as a conditional expectation,

$$
\begin{equation*}
E\left(I_{U}(Z) \mid X, Y\right)=\sum_{i=1}^{K} w_{i}(X, Y) I_{U}\left(Z_{i}\right) \tag{3.7}
\end{equation*}
$$

where $w_{i}$ 's denote weights which decrease with growing distance of ( $X_{i}, Y_{i}$ ) from ( $X, Y$ ) and $I_{U}$ is the indicator function for the set $U$.

In Paass's method, first the conditional distribution of $Z$ for each ( $X, Y$ ) in A is determined by representing it with a set of $K Z$-values using nonparametric regression. In other words, $K Z$-values are added to each ( $X, Y$ ). Then for each ( $X, Y$ ) in A, a single live $Z$-value, $Z_{\text {match }}$, from $B$ is obtained which is nearest under ( $X, Z$ ) -distance. This gives the matched file with ( $X, Y, Z_{\text {match }}$ ). The conditional distributions for file $\mathbf{A}$ are obtained by an iterative process in the case of file $C$ with $(Y, Z)$ information, as follows. Choose $K$ initial values for nearest neighbours for $Z$ in file A,
for $Y$ in file B, and for $X$ in file C. This can be done by the usual hot deck method of imputation. Now each cycle consists of determining conditional distributions for elements ( $X, Y$ ) in A from information in C, i.e. suitably updating $K Z$-values in A from $Z$-values in $C$ using ( $X, Y$ ) distance, and then updating $K Y$-values in file $B$ from those of file A using ( $X, Z$ ) distance, and finally updating $K$ $X$-values in C from those of file B using $(Y, Z)$ distance. This cycle is repeated until the maximal difference between some statistics for the three-dimensional distribution of ( $X, Y, Z$ ) of successive iterations (e.g. covariance matrix) falls below a given threshold. At convergence, each file has $K$ added values representing respective conditional distributions. In the other case in which file $C$ has information about ( $X, Y, Z$ ) the process becomes noniterative. We simply use file C to get $K Z$-values for A using ( $X, Y$ ) distance and then get $Z_{\text {match }}$ from B for each ( $X, Y$ ) in A using ( $X, Z$ )-distance. This case was, however, not considered by Paass.

In the empirical study considered in this paper we did not use the above iterative version of Paass's method when file $C$ had ( $Y, Z$ ) data, because of its computationally intensive nature. Instead, we used a simplified noniterative version with $K=1$. This method, denoted by HOD*, consists of the following two steps.

HOD* (Step I) For each ( $X, Y$ ) in A, find an intermediate value $Z_{\text {int }}$ from C using hot deck with $Y$-distance in the case of ( $Y, Z$ ) auxiliary information and with ( $X, Y$ ) Euclidean distance in the case of ( $X, Y, Z$ ) auxiliary information.

HOD* (Step II) Replace each ( $X, Y, Z_{\text {int }}$ ) obtained in Step I by ( $X, Y, Z_{\text {match }}$ ) where $Z_{\text {match }}$ is obtained from B using hot deck with ( $X, Z$ ) Euclidean distance.

If file $C$ were not available, then the matching method HOD under CIA can be used. The two steps for HOD are

HOD (Step I) Determine suitable $X$-categories as in usual hot deck imputation.
HOD (Step II) For each ( $X ; Y$ ) in A, impute a live $Z$-value from the corresponding $X$-category from B using hot deck with $X$-distance.

## 4. THE PROPOSED MODIFICATIONS BY CATEGORICALLY CONSTRAINED MATCHING

We propose modifications to REG, REG*, HOD and HOD* matching methods by imposing categorical constraints on the $Z$-values selected from $B$ for completing A. The purpose of these constraints is to preserve categorical associations (as defined by log linear modelling) under a suitable partition of ( $X, Y, Z$ ) for the matched file. These
associations are obtained by combining information from $\mathrm{A}, \mathrm{B}$ and C . The idea of categorically constrained matching is based on the method of log linear imputation (cf. Singh 1988, Singh et al. 1988). Here the constraints could be based on auxiliary information which could be used to estimate the categorical conditional distribution, or some aspects of it, but which would not be of sufficient quality to estimate the full conditional distribution.

We start with a suitable partition of $X, Y$ and $Z$ variables. Let $X^{*}, Y^{*}, Z^{*}$ denote the corresponding categorically transformed variables. Now the distribution of cell proportions for the ( $X^{*}, Y^{*}, Z^{*}$ ) table can be parametrized by a $\log$ linear model

$$
\begin{align*}
\log p_{i j k}= & u+u_{1 i}+u_{2 j}+u_{3 k} \\
& +u_{12 i j}+u_{13 i k}+u_{23 j k}+u_{123 i j k} \tag{4.1}
\end{align*}
$$

where $p_{i j k}$ denotes the proportion for $(i, j, k)$ th cell and 1 , 2,3 denote respectively $X^{*}, Y^{*}$, and $Z^{*}$. It should be noted that the parametrization (4.1) holds for arbitrary underlying distributions of the original variables ( $X, Y, Z$ ). The files A and B, of course, do not contain any information about the two-factor effects $u_{23}$ and three-factor effects $u_{123}$. If these are set to zero, this amounts to assuming CIA in the categorical sense, i.e. $Y^{*} \perp Z^{*} \mid X^{*}$. However, with auxiliary information in file C , this assumption can be avoided because the parameters $u_{23}$ and $u_{123}$ could be estimable from C . Thus, regardless of the form of the joint distribution of ( $X, Y, Z$ ), the above $\log$ linear modelling provides a unified approach for gauging departures from CIA at least in the categorical sense. In the linear regression approach, on the other hand, departures from CIA are parametrized by $\rho_{Y, Z \mid X}$ only in the case of normality.

As was explained in Section 2, the auxiliary information from file C (either on ( $Y, Z$ ) or on ( $X, Y, Z$ ) ) is first used to construct categorical constraints in the form of a ( $X^{*}, Y^{*}, Z^{*}$ ) distribution. This is done by means of raking such that $u_{23}$ and $u_{123}$ effects from file C are preserved. The categorically constrained version of REG*, denoted by REG.LOGLIN*, can now be defined by the following two steps.

## REG.LOGLIN* (Step I) Same as in Step I of REG*.

REG.LOGLIN* (Step II) Same as in Step II of REG* except that categorical constraints are imposed, implying that match order is required when obtaining live $Z$-values from $B$. We first find the match with minimum distance in ( $X, Z$ ). The ( $X^{*}, Y^{*}, Z^{*}$ ) category of the completed record would be noted and if the resulting number of matched records in that ( $X^{*}, Y^{*}, Z^{*}$ ) category does not exceed the count imposed by the categorical constraints that match is allowed. Otherwise, that match is rejected and the match with the second smallest distance is examined.

The process continues until file A is completed, and then the distribution of ( $X^{*}, Y^{*}, Z^{*}$ ) in the completed file must satisfy the categorical constraints.

Similarly, the categorically constrained version of HOD*, denoted by HOD.LOGLIN*, consists of the following two steps.

HOD.LOGLIN* (Step I) For each ( $X, Y$ ) in A, find an intermediate value, $Z_{\text {int }}$, from C using hot deck with $Y$ or ( $X, Y$ )-distance as the case may be such that the categorical constraints are satisfied. This step is similar to Step II of REG.LOGLIN*.
HOD.LOGLIN* (Step II) For each ( $X, Y, Z_{\text {int }}$ ), a live value, $Z_{\text {math }}$, from B is determined using hot deck with ( $X, Z$ )-distance while respecting the category of $Z_{\text {int }}$.

An alternative approach for HOD.LOGLIN* would have been to impute an intermediate $Z_{\text {int }}$ without constraints and then to use categorically constrained distance matching to get a live value from file B, as in Step II of REG.LOGLIN*. This was also tried but did not work well so it was dropped from the study becuase of computational burden. One possible explanation for its poor performance is shrinkage to the mean for the $Z_{\text {int }}$ values from file C due to file $C$ being too small. That is, the $Z_{\text {int }}$ values would tend to be near the centre of the distribution and when the categorical constraints are then imposed the final $Z$ values would tend to be clumped at the inside boundaries of the outer $Z$ categories.

Suppose file C has information only at the macro-level in the form of a categorical distribution, or the micro-level information in C is considered unreliable but the information in the categorical distribution under a somewhat coarse partition is considered reliable. We can then define categorically constrained versions of the REG and HOD methods, to be denoted by REG.LOGLIN and HOD. LOGLIN respectively. The two steps for REG.LOGLIN are

REG.LOGLIN (Step I) Same as in Step I of REG.
REG.LOGLIN (Step II) Same as in Step II of REG.LOGLIN*.
Similarly, HOD.LOGLIN consists of the following two steps.
HOD.LOGLIN (Step I) Same as in Step I of HOD.
HOD.LOGLIN (Step II) Same as in Step II of REG.LOGLIN* except that no intermediate values $Z_{\text {int }}$ exist, so that matching is based on $X$-distance instead of ( $X, Z$ )-distance.

For both REG.LOGLIN and HOD.LOGLIN, which do not require micro-level information on file C, the CIA is being used only within $X, Y$ categories. Thus a reduced form of conditional independence is being assumed and the consequences of this assumption should not be as severe as those of the full CIA.

## 5. AN ILLUSTRATIVE EXAMPLE

Before we investigate the empirical properties of the proposed modifications in relation to the previously proposed methods, it may be instructive to consider a simple numerical example to illustrate the types of computation involved with the eight methods. Suppose files A, B and C are as shown in Table 1 which are based on random samples drawn from a multivariate normal with mean 0 and covariance matrix specified by $\sigma_{X}=\sigma_{Y}=\sigma_{Z}=1$, $\rho_{X, Y}=\rho_{X, Z}=.5$ and $\rho_{Y, Z}=.7$ (which implies that $\left.\rho_{Y, Z \mid X}=.6\right)$. Here, file C is assumed to have only $(Y, Z)$ information. For file $\mathbf{A}, Z$-values are suppressed in Table 1 but are shown in Table 3 for computing evaluation measures. Suppose we employ, for simplicity and in view of small file sizes, a rather coarse categorical transformation for $X, Y, Z$ by considering only two categories, ( $-\infty, 0$ ) and $[0, \infty)$. Then, the three two dimensional count tables corresponding to files A, B and C can be constructed as in Table 2(a). Table 2(b) shows the adjusted tables for B and $C$ so that they match the appropriate marginals as described in Section 2. Table 2(c) gives the three-dimensional
table obtained after raking and Table 2(d) gives the desired categorical constraints after random rounding of entries of Table 2(c) as explained earlier in Section 2.

The eight methods were applied to the data of Table 1 and the matching results are shown in Table 3 along with the true values of $Z$ which were suppressed in Table 1.

The evaluation measures shown in Table 3 were briefly introduced earlier in the introduction and are fully explained in the next section. The categorical partition for the $\chi^{2}$ measure was the same as the one used for deriving categorical constraints. Note that since the partitioning is not changed for evaluation, the $\chi^{2}$ values for M3, M4, M7 and M8 would be identical. It should be pointed out that the evaluation measures are given only for the sake of illustrating the calculation and should not be construed as indicators for the relative performance of various methods because they are based on just one small sample realization.

The method M8 (HOD.LOGLIN*) happens to be the most computationally intensive, the details of which are shown in Table 4. From this, it would be relatively easy to visualize the computational steps required for other methods.

Table 1
Data for Files A, B, C

| Record Identifier | File A |  | Record Identifier | File B |  | Record Identifier | File C |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $X$ | $\boldsymbol{Y}$ |  | X | $Y$ |  | $Y$ | $z$ |
| A1 | -0.86 | -0.32 | B1 | -0.95 | -0.69 | C1 | -0.40 | -0.60 |
| A2 | -0.77 | -0.33 | B2 | -0.64 | -0.83 | C2 | -2.33 | -2.81 |
| A3 | -0.09 | -0.26 | B3 | -1.58 | -0.11 | C3 | -0.79 | -0.47 |
| A4 | -0.42 | 0.62 | B4 | -0.42 | 0.36 | C4 | 0.67 | -0.29 |
| A5 | -0.81 | 0.56 | B5 | 0.97 | -0.42 | C5 | -0.65 | 1.19 |
| A6 | -0.56 | 0.00 | B6 | 1.09 | -1.16 | C6 | -1.32 | 0.05 |
| A7 | 0.37 | -0.04 | B7 | 0.44 | -0.49 | C7 | -0.55 | 0.70 |
| A8 | 0.06 | -1.29 | B8 | 0.14 | -0.38 | C8 | 0.55 | 0.66 |
| A9 | 0.95 | -2.15 | B9 | 1.33 | 1.24 | C9 | 1.31 | 1.12 |
| A10 | 1.90 | -1.07 | B10 | 0.80 | 0.85 | C10 | 1.46 | 2.58 |
| Al1 | 1.32 | 0.61 | B11 | 1.60 | 0.31 |  |  |  |
| A12 | 1.38 | 0.79 | B12 | 1.42 | 0.99 |  |  |  |
| A13 | 1.63 | 1.03 |  |  |  |  |  |  |
| A14 | 0.50 | 1.24 |  |  |  |  |  |  |
| A15 | 0.90 | 1.19 |  |  |  |  |  |  |

Table 2
Categorial distributions for files $\mathrm{A}, \mathrm{B}, \mathrm{C}$ under the given $2 \times 2 \times 2$ partition
(a)

| File A |  |  |
| :---: | :---: | :---: |
|  | $Y<0$ | $Y \geq 0$ |
| $X<0$ | 3 | 3 |
| $X \geq 0$ | 4 | 5 |


| File B |  |  |
| :---: | :---: | :---: |
|  | $Z<0$ | $Z \geq 0$ |
|  |  |  |
| $X<0$ | 3 | 1 |
| $X \geq 0$ | 4 | 4 |

File C

|  | $Z<0$ | $Z \geq 0$ |
| :---: | :---: | :---: |
| $Y<0$ | 3 | 3 |
| $Y \geq 0$ | 1 | 3 |

(b)

| Unadjusted File A Table |  |  |
| :---: | :---: | :---: |
|  | $Y<0$ | $Y \geq 0$ |
|  | 3 | 3 |
| $X<0$ | 4 | 5 |


| Adjusted File B Table |  |  |
| :--- | :---: | :---: |
|  | $Z<0$ | $Z \geq 0$ |
|  |  |  |
| $X<0$ | 4.5 | 1.5 |
| $X \geq 0$ | 4.5 | 4.5 |


| Adjusted File C Table |  |  |
| :---: | :---: | :---: |
|  | $Z<0$ | $Z \geq 0$ |
| $Y<0$ | 5.15 | 1.85 |
| $Y \geq 0$ | 3.85 | 4.15 |

(c)

Raked $2 \times 2 \times 2$ table of ones to match the marginals in Table 2(b)

|  | $Z<0$ |  |  | $Z \geq 0$ |
| :--- | :---: | :---: | :---: | :---: |
|  | $Y<0$ | $Y \geq 0$ | $Y<0$ | $Y \geq 0$ |
| $X<0$ | 2.55 | 1.95 | 0.45 | 1.05 |
| $X \geq 0$ | 2.60 | 1.90 | 1.40 | 3.10 |

(d)

Categorical constraints by randomly rounding entries of Table 2(c)

|  | $Z<0$ |  | $Z \geq 0$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $Y<0$ | $Y \geq 0$ | $Y<0$ | $Y \geq 0$ |
| $X<0$ | 2 | 2 | 1 | 1 |
| $X \geq 0$ | 2 | 2 | 2 | 3 |

Table 3
Comparison of Eight Matching Methods for Completing File A

| File A |  |  | Matched $Z$-Values |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Versions of REG Method |  |  |  | Versions of HOD method |  |  |  |
| $X$ | $Y$ | $z$ | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 |
| -0.86 | -0.32 | -0.97 | -0.69 | -0.69 | -0.69 | -0.69 | -0.69 | -0.69 | -0.69 | -0.69 |
| -0.77 | -0.33 | 0.16 | -0.69 | -0.69 | -0.69 | -0.69 | -0.83 | -0.69 | -0.83 | -0.69 |
| -0.09 | -0.26 | 0.19 | -0.38 | -0.38 | 0.36 | 0.36 | 0.36 | -0.38 | 0.36 | 0.36 |
| -0.42 | 0.62 | -0.44 | -0.38 | 0.36 | 0.36 | -0.38 | 0.36 | -0.38 | 0.36 | -0.38 |
| -0.81 | 0.56 | -0.76 | -0.69 | 0.36 | -0.69 | 0.36 | -0.69 | 0.36 | -0.69 | 0.36 |
| -0.56 | 0.00 | 1.06 | -0.83 | -0.83 | -0.83 | -0.83 | -0.83 | -0.83 | -0.83 | -0.83 |
| 0.37 | -0.04 | -1.18 | -0.38 | -0.38 | -0.38 | 0.36 | -0.49 | -0.49 | -0.49 | -0.49 |
| 0.06 | -1.29 | 0.33 | -0.38 | -0.38 | -0.36 | -0.38 | -0.38 | -0.38 | 0.85 | 0.36 |
| 0.95 | -2.15 | -1.26 | -0.42 | -1.16 | -0.42 | -1.16 | -0.42 | -1.16 | -0.42 | -1.16 |
| 1.90 | -1.07 | 0.01 | 0.31 | 0.31 | 0.31 | 0.31 | 0.31 | 0.31 | 0.31 | 0.31 |
| 1.32 | 0.61 | 2.08 | 0.31 | 0.99 | 0.31 | 0.99 | 1.24 | -0.42 | 1.24 | -0.42 |
| 1.38 | 0.79 | 0.32 | 0.31 | 0.99 | 0.31 | 0.99 | 0.99 | -0.42 | 0.99 | -0.42 |
| 1.63 | 1.03 | 1.53 | 0.31 | 0.99 | 0.31 | 0.99 | 0.31 | 0.99 | 0.31 | 0.99 |
| 0.50 | 1.24 | 1.34 | -0.49 | 0.85 | -0.49 | -0.38 | -0.49 | 0.85 | -0.49 | 0.85 |
| 0.90 | 1.19 | - 1.01 | -0.42 | 0.85 | -0.42 | -0.42 | -0.42 | 0.85 | -0.42 | 0.85 |
| Evaluation Measures |  | MAD-Z | 0.79 | 0.81 | 0.76 | 0.78 | 0.79 | 0.85 | 0.78 | 0.78 |
|  |  | $x^{2}$ | 13.07 | 13.34 | 1.75 | 1.75 | 2.70 | 10.78 | 1.75 | 1.75 |

Note: M1: REG M2: REG* M3: REG.LOGLIN M4: REG.LOGLIN* M5: HOD M6:HOD* M7: HOD.LOGLIN M8: HOD.LOGLIN*.

Table 4
Computational Steps Required for M8 (HOD.LOGLIN*)

| $\begin{gathered} (X, Y) \\ \text { cell } \end{gathered}$ | $\boldsymbol{X}$ | $Y$ |  | Match Order | $\begin{gathered} Y- \\ \text { dist } \end{gathered}$ | $\mathrm{Z}_{\text {int }}$ |  | $\begin{gathered} (X, Z)- \\ \text { dist } \end{gathered}$ | $\mathrm{Z}_{\text {match }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} X & <0 \\ Y & <0 \end{aligned}$ | -0.86 | -0.32 | (A1) | 2 | . 08 | -0.60 | (C1) | . 12 | -0.69 | (B1) |
|  | -0.77 | -0.33 | (A2) | 1 | . 07 | $-0.60$ | (C1) | . 19 | -0.69 | (B1) |
|  | -0.09 | -0.26 | (A3) | 3 | . 29 | 0.70 | (C7) | . 47 | 0.36 | (B4) |
| $\begin{aligned} & X<0 \\ & Y \geq 0 \end{aligned}$ | -0.42 | 0.62 | (A4) | 2 | . 05 | -0.29 | (C4) | . 56 | -0.38 | (B8) |
|  | -0.81 | 0.56 | (A5) | 1 | . 01 | 0.66 | (C8) | . 50 | 0.36 | (B4) |
|  | -0.56 | 0.00 | (A6) | 3 | . 40 | -0.60 | (C1) | . 25 | $-0.83$ | (B2) |
| $\begin{aligned} & X \geq 0 \\ & Y<0 \end{aligned}$ | 0.37 | -0.04 | (A7) | 4 | . 36 | -0.60 | (C1) | . 14 | -0.49 | (B7) |
|  | 0.06 | -1.29 | (A8) | 1 | . 03 | 0.05 | (C6) | . 57 | 0.36 | (B4) |
|  | 0.95 | -2.15 | (A9) | 2 | . 18 | -2.81 | (C2) | 1.66 | -1.16 | (B6) |
|  | 1.90 | -1.07 | (A10) | 3 | . 25 | 0.05 | (C6) | . 40 | 0.31 | (B11) |
| $\begin{aligned} X & \geq 0 \\ Y & \geq 0 \end{aligned}$ | 1.32 | 0.61 | (A11) | 1 | . 06 | -0.29 | (C4) | . 37 | -0.42 | (B5) |
|  | 1.38 | 0.79 | (A12) | 3 | . 12 | -0.29 | (C4) | . 43 | -0.42 | (B5) |
|  | 1.63 | 1.03 | (A13) | 5 | . 28 | 1.12 | (C9) | . 25 | 0.99 | (B12) |
|  | 0.50 | 1.24 | (A14) | 2 | . 07 | 1.12 | (C9) | . 41 | 0.85 | (B10) |
|  | 0.90 | 1.19 | (A15) | 4 | . 12 | 1.12 | (C9) | . 29 | 0.85 | (B10) |

Note: Match order between records in files A and C is within $(X, Y)$ cell under the categorical constraints given by Table 2(d).

## 6. EMPIRICAL INVESTIGATION OF PROPOSED MATCHING METHODS

This section presents the details of an empirical evaluation through an extensive simulation study with synthetic data generated from symmetric as well as skewed multivariate distributions. Symmetry was introduced via normal distributions, while skewness was introduced via contaminations by multivariate log normal distributions. The reason for using synthetic data is to have control over all of the relevant parameters, including those specifying the joint relationships of the different variables. This permits evaluation of the various approaches to matching as the joint relationships are allowed to depart in a systematic manner from conditional independence. It also permits comparisons of the methods as the underlying distribution generating the data moves away from symmetry. Proxy auxiliary information was generated by changing parameters of the normal distribution generating file C or by inducing $\log$ normal contaminations. We thus have four types of matching problems; the two corresponding to symmetric and skewed distributions with nonproxy data for C and the two corresponding to symmetric distributions with two types of proxy data for C. Programming was done on micro-computers using the software GAUSS.

### 6.1 Design of the Monte Carlo Study

In order to simulate statistical matching three datafiles are needed: a host file A, a donor file B, and an auxiliary file C. These are generated synthetically from specified distributions, with each file containing the three variables $X, Y$ and $Z$. In file A the variable $Z$ is suppressed and in file $B$ the variable $Y$ is dropped. The suppressed $Z$-values in file A are used to evaluate the performance of the various methods of statistical matching. File $C$ could have only ( $Y, Z$ ) information (by suppressing $X$ ) or the full ( $X, Y, Z$ ) information. The empirical results presented in this paper correspond to file C with only ( $Y, Z$ ) variables although file C with ( $X, Y, Z$ ) variables was also included in the study (see Singh et al. 1990).

Runs of 100 simulations apiece were performed for each combination of design parameters considered. Four evaluation measures were calculated for each simulation and then were combined over all 100 simulations.

Files A and B were always generated from the same underlying distribution, with each containing 500 independent and identically distributed observations. File C contained 250 observations, not necessarily from the same distribution as that for files A and B; that is, file C could contain either proxy or nonproxy auxiliary information.

The distribution of observations ( $X, Y, Z$ ) was multivariate normal with some $\log$ normal contamination introduced by taking the exponentials of $X, Y$ and $Z$ for
some of the observations. Individual observations were contaminations or not according to a Bernoulli process with probability fixed for any particular run of 100 simulations. Prior to contamination $X, Y$ and $Z$ were standard normal. The covariances of ( $X, Y$ ) and ( $X, Z$ ) prior to contamination were always .5 , with the covariance of ( $Y, Z$ ) varying from run to run. Consequently, the conditional correlation of $Y$ and $Z$ given $X, \rho_{Y, Z \mid X}$, was also varied from run to run.

For most runs the distribution of observations in the auxiliary file $\mathbf{C}$ was the same as that in files $\mathbf{A}$ and $\mathbf{B}$. However, if in an application the source of auxiliary information is historical or via proxy variables this assumption may be unreasonable. Two series of runs were carried out with proxy auxiliary information. In the first series the auxiliary data had a different $\rho_{Y, Z \mid X}$. In the second series the auxiliary data had some log normal contamination.

For the proposed methods which use categorical constraints and for defining matching categories for the HOD method, it was necessary to choose a categorical partition. Two partitions were used. The first, called standard interval, divided the ranges of the $X, Y$ and $Z$ variables into the categories $<-1,[-1,0),[0,1), \geq 1$; that is, the partition was centred on the mean of the marginal distribution before contamination, with break points at the centre and at plus or minus one standard deviation. The second partition, called equal probability, was similar but had break points at the quartiles of the pre-contamination marginal distributions; that is, the partition had the categories <-.6745, [-.6745,0), $[0, .6745), \geq .6745$. The partitions were defined in terms of the pre-contamination distributions; for simplicity the same partitions were used when there were log normal contaminations. It would, however, have been more realistic to let the partitions be data dependent.

### 6.2 The Matching Methods

The eight methods as defined earlier were considered. Except for REG and HOD, all others use auxiliary information. Thus, we have two variants for each depending on whether ( $Y, Z$ ) or ( $X, Y, Z$ ) information is available in file C. For the methods HOD and HOD.LOGLIN, three versions of hot deck (namely, rank, random, and $X$-distance) were considered for finding live $Z$-values from $B$ although only results based on $X$-distance are reported here. For the other six methods, although we considered three types of hot deck (namely, $Z$-distance, ( $X, Z$ )-distance, and ( $X, Y, Z$ )-distance) for finding live $Z$-values from B , we show only results for ( $X, Z$ ) distance here for simplicity. Section 7.3 does contain a brief description of results obtained with different distance measures. The report by Singh et al. (1990) contains other details not included here. It may be noted that for using hot deck with ( $X, Y, Z$ )distance to get a live $Z$-value from B, intermediate $Y$-values
would have to be first obtained for B from file C, analogous to $Z_{\text {int }}$ for file A. Note also that the Euclidean distance was always employed whenever hot deck with distance metric was used. However, variables were not preadjusted by their standard deviations for convenience and because all the variables in the synthetic population had common variances.

### 6.3 The Evaluation Measures

Four evaluation measures were used to measure how well the different matching methods performed. All of the evaluations are based on comparisons of the matched file to the file with the suppressed true $Z$-values. Two of the measures are based on categorical comparisons, but the categories used for evaluations need not be the same as those used for categorical constraints by the LOGLIN procedures. The results reported here correspond to using the equal probability partition (see Section 6.1) for matching and the standard interval partition for evaluations. The first of the four evaluation measures is based on unit by unit comparison of the matched and suppressed $Z$-values. However, the objective of a statistical matching procedures cannot be to reproduce the suppressed $Z$-values exactly, but to produce $Z$-values that come from the same distribution given what is known, in this case given $X$ and $Y$.The last three evaluation measures are based more on comparisons of the conditional distributional properties of $Z$.

## (i) Average of Mean Absolute Differences of $\boldsymbol{Z} \overline{\text { (MAD- } \boldsymbol{Z})}$

The simplest measure of performance is the mean absolute difference between the matched and suppressed $Z$-values for records in file A. Monte Carlo averages of these means as well as standard errors were obtained.

The formula for the MAD-Z statistic for any given simulation, is

$$
\begin{equation*}
\text { MAD-Z }=\sum_{i}\left|Z_{s, i}-Z_{m, i}\right| / 500 \tag{6.1}
\end{equation*}
$$

where $Z_{s, i}$ is the suppressed $Z$-value for the $i$ th record in file $\mathrm{A}, Z_{m, i}$ is the matched $Z$-value, and the sum is over all 500 records of file A. $\overline{\text { MAD-Z }}$ denotes the average of the MAD- $Z$ statistics over simulations.

## (ii) Average of Absolute Difference of Covariances (AD-Cov)

The second measure of performance is the absolute difference of the conditional covariances of $Y$ and $Z$ given $X$ in the matched and suppressed files. Monte Carlo averages of these absolute differences as well as standard errors were obtained.

For a file with variables $X, Y$ and $Z$ we may define

$$
\begin{align*}
& \operatorname{Cov}(Y, Z \mid X)=\operatorname{Cov}(Y, Z)- \\
& \operatorname{Cov}(X, Y) \operatorname{Cov}(X, Z) / \operatorname{Var}(X), \tag{6.2}
\end{align*}
$$

where Cov and Var are the sample covariance and variance operators respectively. In the multivariate normal case this corresponds to the covariance of $Y$ and $Z$ given $X$. Otherwise it may be interpreted as the covariance of the residuals of a linear regression of $Y$ on $X$ with the residuals of a linear regression of $Z$ on $X$. The AD-Cov statistic for any given simulation, would be the absolute difference between these quantities for the matched and suppressed files. $\overline{\mathrm{AD}-\mathrm{Cov}}$ denotes as usual the average over simulations.

## (iii) Average of Chi-square Statistics ( $\overline{\chi^{2}}$ )

The third measure of performance, based on categorical comparisons, is a distance measure based on the Pearson chi-square statistic. What is reported is the average chi-square statistic over the 100 simulations, transformed to lie in the interval ( 0,1 ).

The formula for the chi-square statistic, is

$$
\begin{equation*}
\chi^{2}=\sum_{i, j, k}\left(m_{i j k}-n_{i j k}\right)^{2} /\left(m_{i j k}+.5\right) \tag{6.3}
\end{equation*}
$$

where $m_{i j k}$ is the number of records in $X^{*}$ category $i, Y^{*}$ category $j$, and $Z^{*}$ category $k$ in the matched file, $n_{i j k}$ is the same for the suppressed file, and the sum is over all ( $X^{*}, Y^{*}, Z^{*}$ ) categories. A constant .5 is added to all of the denominators in this sum to avoid the problem of zeros.

Once the mean of the chi-square statistics from 100 simulations, say $\overline{\chi^{2}}$, is obtained, it is transformed to lie in the interval ( 0,1 ) using the transformation (see Bishop, Fienberg and Holland 1975, p 383; here 500 is the size of file A)

$$
\begin{equation*}
\text { Transformed } \overline{\chi^{2}}=\left[\overline{x^{2}} /\left(\overline{\chi^{2}}+500\right)\right\}^{1 / 2} \text {. } \tag{6.4}
\end{equation*}
$$

## (iv) Likelihood Ratio Test (LRT)

The final measure of performance is also based on categorical comparisons. Within each ( $X^{*}, Y^{*}$ ) category that has a minimum number of observations (in the present study, we set it at 20 ) a likelihood ratio test that the categorical $Z$-values from the matched and suppressed files come from the same multinominal distribution is performed. The tests for different ( $X^{*} ; Y^{*}$ ) categories are then combined to obtain an overall $P$-value. What is reported is the proportion of times, out of 100 simulations, that the overall $P$-value was less than .05 . The larger this proportion, the greater the difference between the true and matched categorical distributions of $Z^{*}$ given the ( $X^{*}, Y^{*}$ ) categories.

The minimum sample size of 20 for $\left(X^{*}, Y^{*}\right)$ categories in file A was required so that the chi-square approximation to the distribution of the test statistic might be reasonable. If the number of $Z^{*}$ categories was increased, this minimum sample size might also need to be increased.

Using the same notation as in the previous measure, the formula for the likelihood ratio test statistic from the ( $i, j$ ) ( $X^{*}, Y^{*}$ ) category is

$$
\begin{align*}
& \mathrm{LRT}=2 \sum_{k}\left\{( n _ { i j k } + . 5 ) \operatorname { l n } \left(\left(n_{i j k}+.5\right) /\right.\right. \\
&\left.\left(n_{i j k}+m_{i j k}+1\right)\right)+\left(m_{i j k}+.5\right) \\
&\left.\ln \left(\left(m_{i j k}+.5\right) /\left(n_{i j k}+m_{i j k}+1\right)\right)\right\} \\
&+\left(4 n_{i j}+2 K\right) \ln 2 \tag{6.5}
\end{align*}
$$

where

$$
\begin{align*}
& n_{i j}=\sum_{k} n_{i j k}=\sum_{k} m_{i j k}, \quad i=1, \ldots, \mathrm{I}, \\
& j=1, \ldots, J, \quad k=1, \ldots, K . \tag{6.6}
\end{align*}
$$

The asymptotic distribution of this statistic, when the $m_{i j k}$ 's and $n_{i j k}$ 's come from the same multinominal distribution, is chi-square with ( $K-1$ ) degrees of freedom. An overall $P$-value is obtained by adding these statistics and their degrees of freedom for each ( $X^{*}, Y^{*}$ ) category meeting the minimum sample size criterion, and finding the probability of a chi-square variable with the appropriate degrees of freedom being larger than the observed value.

## 7. RESULTS OF THE MONTE CARLO STUDY

In this section we describe the results of the simulation study. A more complete description is given in Singh et al. (1990). Tables of actual numbers underlying Figures 1 through 5 are available upon request.

We have not paid much attention to Monte Carlo standard errors of the evaluation measures in the presentation. This is because they were generally quite small, for example, coefficients of variation were generally less than two percent for the $\overline{\mathrm{AD}-\mathrm{Cov}}$ evaluation measure. Furthermore, the evaluations of different methods would be expected to be positively correlated so that the relative differences between matching methods would be even more precisely estimated than suggested by the standard errors. A further indication of the quality of the Monte Carlo evaluations of the various methods is the general smoothness of observed trends, for example, see Figures 2 to 5 . In short, any discernible difference in the figures is likely to indicate a real difference.

### 7.1 Methods with no Auxiliary Information (REG and HOD)

Figures 2 through 5 show how departures from conditional independence affect performance of matching methods which use CIA. Apparently the use of such methods may result in serious bias in the joint relationship of ( $X, Y, Z$ ) in the matched file. For example, Figure 2 shows a progressive deterioration as the true conditional correlation, $\rho_{Y, Z \mid X}$, moves away from zero with respect to all measures except $\overline{M A D-Z}$ which actually shows no deterioration at all. It may be due to the fact that MAD-Z is an unconditional measure which is based on unit by unit comparison of the matched and suppressed $Z$-values, while the other measures are based on comparisons of the conditional distributions of $Z$. It is interesting to note from Figure 2 that when the true value of $\rho_{Y, Z \mid X}$ is small, the performance of the HOD* method, which uses auxiliary information, can be worse with respect to the categorical or aggregate level evaluation measures than the performance of the HOD method which does not make use of auxiliary information. The point at which the use of auxiliary information would become advantageous would depend on the precision of the auxiliary information.

### 7.2 Methods with Auxiliary Information

Our empirical results do confirm, as expected, that the use of auxiliary information does protect against the failure of the CIA. The degree of protection would depend on the method and the type of auxiliary information used. A brief summary of performances of various methods was presented earlier in the introduction. Here, we will provide some details based on Figures 2 to 5.

In the regression family, the methods using auxiliary information on conditional correlations, namely REG*. and REG.LOGLIN*, show very favourable performance with respect to the unit level measures (i.e. $\overline{\text { MAD-Z }}$ and $\overline{\text { AD-Cov }}$ ) for symmetric populations (see Figure 2). They continue to outperform hot deck methods for skewed populations (Figure 3) although the bias tends to increase as the degree of skewness grows. However, for proxy auxiliary information having different conditional correlation (Figure 4), the regression methods perform in a mixed fashion, i.e. they could be better or worse than hot deck methods at the unit level. In fact, for the second type of proxy auxiliary information (namely, with log normal contamination; see Figure 5), they tend to be slightly inferior to the HOD.LOGLIN method with respect to the $\overline{\mathrm{AD}-\mathrm{Cov}}$ measure. If we restrict ourselves to the regression family, then the REG* method can be recommended with regard to the unit level evaluation measures. However, with respect to the aggregate level, all regression methods show very unfavourable performance. This can probably be explained by the shrinkage to the mean effect as discussed in subsection 7.3.

## Matching Methods for Figures 1 to 5

REG $\quad Z_{\text {int }}$ obtained from regression of $Z$ on $X, Z_{\text {match }}$ based on $(X, Z)$ distance
REG* $\quad Z_{\text {int }}$ obtained from regression of $Z$ on $X$ and $Y, Z_{\text {match }}$ based on $(X, Z)$ distance
REG.LOGLIN $\quad Z_{\text {int }}$ obtained from regression of $Z$ on $X, Z_{\text {match }}$ based on ( $X, Z$ ) distance using categorical constraints
REG.LOGLIN* $Z_{\text {int }}$ obtained from regression of $Z$ on $X$ and $Y, Z_{\text {match }}$ based on ( $X, Z$ ) distance using categorical constraints
HOD Hot deck using $X$ distance within $X$ categories
HOD* $\quad Z_{\text {int }}$ obtained from file $C$ using hot deck with $Y$ distance, $Z_{\text {match }}$ obtained from file $B$ using hot deck with $(X, Z)$ distance

HOD.LOGLIN Hot deck using $X$ distance within $X$ categories and using categorical constraints
HOD.LOGLIN* $Z_{\text {int }}$ obtained using hot deck with $Y$ distance and using categorical constraints, $Z_{\text {match }}$ obtained using hot deck with ( $X, Z$ ) distance within ( $X, Y, Z$ ) categories


Figure 1. Difference of matched and suppressed marginal $Z$-histograms (symmetric data, $\rho_{Y, Z \mid X}=.4$ )


Figure 2. Comparison of statistical matching methods as $\rho_{Y, Z \mid X}$ varies for the symmetric population, non-proxy auxiliary information


Figure 3. Comparison of statistical matching methods as the proportion of log-normal contamination varies $\rho_{Y, Z \mid X}$ before contamination), non-proxy auxiliary information


Figure 4. Comparison of statistical matching methods as $\rho_{Y, Z \mid X}$ varies for the auxiliary data file $\mathrm{C}\left(\rho_{Y, Z \mid X}=.4\right.$ for files A and B$)$
O REG $\nabla$ REG* $\quad$ REG.LOGLIN $\triangle$ REG.LOCLIN*
0 HOD $\nabla$ HOO* $\square$ HOD.LOCLIN $\triangle$ HODLOGLIN.









Figure 5. Comparison of statistical matching methods as the proportion of log normal contaminations varies for the auxiliary data file $\mathrm{C}\left(\rho_{Y, Z \mid X}=.4\right.$ before contamination and files $A$ and $B$ have no log-normal contamination)

In the hot deck family of methods with auxiliary information, the two methods with categorical constraints, namely, HOD.LOGLIN and HOD.LOGLIN* show vary favourable performance at the aggregate level (i.e. with respect to transformed $\chi^{2}$ and LRT) for all types of underlying populations; see Figures 2 to 5 . In this case, the method HOD.LOGLIN generally outperforms HOD.LOGLIN*. Next we consider unit level measures. For symmetric and skewed populations (Figures 2 and 3), generally speaking, HOD* and HOD.LOGLIN* perform very similarly to each other and somewhat better than HOD.LOGLIN but slightly worse than REG*. However, for proxy auxiliary data (Figures 4 and 5) with respect to the $\overline{\text { AD-Cov measure, the method HOD.LOGLIN could }}$ be better or worse than the HOD.LOGLIN* and the REG* methods, and is more often better in the case of proxy data with log normal contaminations. Also HOD.LOGLIN in the case of proxy data tends to have fairly robust behaviour with respect to all four evaluation measures. Thus, in the hot deck family, based on overall performance, HOD.LOGLIN* can be recommended. However, in practice, HOD.LOGLIN may be preferable as a compromise because it performs moderately well at the unit level, extremely well at the aggregate level, is computationally much less demanding and shows robustness with respect to the proxy auxiliary data. Furthermore, HOD.LOGLIN does not require micro-level auxiliary information.

### 7.3 Miscellaneous Observations

In this subsection we describe separately some interesting findings, the corresponding empirical results for some of which are not included here, but are presented in Singh et al. (1990).

## (i) Shrinkage to the Mean

An important and consistent finding was that matching methods in the regression family do not perform well with respect to the categorical measures. This can be explained by shrinkage towards the mean; that is, the matched $Z$-values are more tightly distributed about their mean than are the suppressed true $Z$-values. This is displayed in Figure 1 which shows the difference between the marginal histograms of matched and suppressed $Z$-values for various matching methods.

The positive differences for REG and REG* near the centre indicate that there are more $Z$-values in that region in the matched file than in the suppressed file. The very large negative observations at the extreme points of this plot are associated with open ended intervals, and it seems quite likely that had these intervals been broken down into several smaller intervals the plot would have shown several smaller negative numbers in the extreme tails, so that the interpretation of the plot should be that these methods are
putting too many $Z$-values at the centre of the distribution at the expense of the extreme tails.

Figure 1 also shows shrinkage towards the mean for the REG.LOGLIN and REG.LOGLIN* methods. However, in this case the shrinkage is limited by the categorical constraints so that, while we still see that the tails of the $Z$-distribution of the matched file are too short, the displaced values are now not going to the centre of the distribution, but only to the partition boundary points which act like walls. The large positive values to either side of the central boundary point can be explained similarly if one bears in mind that what this plot is showing is actually an average of differences of histograms over 100 independent simulations. It seems reasonable that if we were to examine each of the 100 differences of histograms individually we would sometimes see a large positive value just to the left of the central boundary point, and sometimes just to the right, but never both at the same time.

Figure 1 also shows that shrinkage to the mean and boundary effects are not serious for methods in the hot deck family.

## (ii) $(Y, Z)$ vs $(X, Y, Z)$ Auxiliary Information

Although only results based on ( $Y, Z$ ) auxiliary information were presented in this paper, $(X, Y, Z)$ auxiliary information was also considered as part of the simulation study as mentioned in Section 6. An interesting finding was that for the HOD.LOGLIN and HOD.LOGLIN* methods, the use of $(Y, Z)$ auxiliary information leads, in general, to somewhat better performance at the aggregate level than the use of ( $X, Y, Z$ ) information. This does not seem to be the case with the HOD* method. This phenomenon is probably due to instability in the estimation of ( $X^{*}, Y^{*}, Z^{*}$ ) factor effects used in the categorical constraints on account of insufficient size of auxiliary data. An implication is that the true values were probably close to zero and so taking them as zero leads to better results. This suggests that the impact of different sample sizes on performance of matching methods should be considered, if possible, in future investigations. The above consideration also suggests an interesting new class of methods which would combine ( $X, Y, Z$ ) micro-level auxiliary information for finding $Z_{\text {int }}$ values along with the derived ( $Y^{*}, Z^{*}$ ) categorical distribution only from file C for imposing constraints. These methods were, however, not included in the present study.

## (iii) Comparison of Different Versions of Hot Deck Methods

In all the matching methods considered, except HOD and HOD.LOGLIN, the second step for finding $Z_{\text {match }}$ consists of using hot deck imputation in which ( $X, Z$ )-distance is employed. For the remaining two, $X$-distance was considered. Some other options (for methods other than

HOD and HOD.LOGLIN), consist of using Z-distance or ( $X, Y, Z$ )-distance. For the latter, $Y_{i n t}$ would have to be added first to file $B$. This was included in the original simulation study, although empirical results are not reported here. It was found that there is generally no difference though, for REG and REG* methods, ( $X, Z$ )-distance sometimes showed superior performance with respect to the $\overline{\mathrm{AD}-\mathrm{Cov}}$ measure. This is the reason for our choice of ( $X, Z$ )-distance in the methods considered here. However, in practice, it may be preferable to use $Z$-distance with hot deck matching methods because of computational convenience.

Further, it should be noted that for HOD and HOD.LOGLIN methods, there is the option of using random or rank in Step II instead of $X$-distance. In hot deck rank, records from files A and B are ranked separately according to the value of $X$, and then are matched based on ranks. This was proposed by G. Rowe for the SPSD application mentioned in the introduction. Clearly, this method is suitable for univariate $X$ only. An advantage of ranking is that there will not be one record from file B acting as donor for many records from file A . The above three versions of hot deck were included in the Monte Carlo study although results for $X$-distance only are reported here. It was found that it generally does not make much difference which version is used. The choice of $X$-distance was made for HOD and HOD.LOGLIN because it was consistent with the hot deck distance version used for other methods. In practice the hot deck random version would be least demanding computationally; however, in a real application we would not know how much might be lost by using random matching instead of ranking or distance, and we would probably want to use as much information as would be feasible.

## 8. CONCLUDING REMARKS

In this paper, the problem of using auxiliary information in statistical matching was considered. The two main methods previously proposed are due to Rubin (1986) and Paass (1986), versions of which were denoted by REG* and HOD*. Some modifications of these methods, denoted by REG.LOGLIN* and HOD.LOGLIN*, were proposed by imposing categorical constraints derived from auxiliary information. These would reduce to REG.LOGLIN and HOD.LOGLIN if only categorical auxiliary information is available or useable. In the absence of auxiliary information, the usual methods of imputation, REG and HOD would be used. An empirical study was conducted to evaluate performance of the above eight methods with respect to four evaluation measures (two at the unit level, and two at the aggregate level). It was found that for the case of no auxiliary information, the HOD method is preferable. The case of auxiliary information is, however, more complex. If only unit level evaluation measures are deemed important, then the REG*
method is recommended. If aggregate level measures are also considered important then if there is nonproxy auxiliary data HOD.LOGLIN* is recommended. As an alternative, a good compromise would be HOD.LOGLIN if computational burden is an important consideration or if proxy auxiliary data is believed to be present. If unit level measures are less important or are not of interest (this may often be the case because the.matched data would generally be presented in tabular forms in practice), then HOD.LOGLIN would be recommended. With both HOD and HOD.LOGLIN methods, the similar performances of distance, random and rank versions might suggest the use of random versions in practice in view of its computational simplicity.

It may be remarked that we did not consider the fully iterative version of Paass's method. It would be interesting to find out in future investigations how this might perform. Another point that requires investigation is the implementation of categorical constraints with many variables. The application of the raking algorithm may be computationally prohibitive. In this connection, the results of Paass (1989) are expected to be useful.

In the present study we did not, due to limitations of computing, systematically vary the accuracy of the auxiliary data source; that is, we did not vary the size of the file C. We also did not vary the size of the files A or B. An interesting question that might have been addressed is how the performance of various methods might be affected by the size of these files.

Finally, it should be pointed out that although the results of this study are based on synthetic data (which was necessary to produce various scenarios mimicking real data), it is believed that the results would be relevant for real applications. Clearly, it would be interesting and useful to carry out a simulation study with real data to check whether the findings continue to hold and to see what sorts of substantive impact the biases in the joint distribution of the matched file have. A related question is how to account for such biases in inferences based on the matched file; that is, how to produce measures of uncertainty for parameter estimates from the matched file that reflect not only the variability within the matched file, but also the uncertainty inherent in the matching procedure itself. Although we are unable to answer this question, it is clear that matching procedures using auxiliary information would enhance the overall utility of the matched file. These and some other related questions will be investigated in the future.
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# A Framework for Measuring and Reducing Nonresponse in Surveys 
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#### Abstract

The need for standards introduced for the gathering and reporting of information on nonresponse across surveys within a statistical agency is discussed. Standards being adopted at Statistics Canada are then described. Measures to reduce nonresponse undertaken at different stages in the design of surveys at Statistics Canada that have a bearing on nonresponse are described. These points are illustrated by examining nonresponse experiences for two major surveys at Statistics Canada.
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## 1. INTRODUCTION

National agencies such as Statistics Canada conduct a large number of different surveys every year. These vary in their subject matter, units of response, periodicity, sample design and collection methodologies. They also have varied experiences with respect to the nonresponse incurred. There is a need for agency-wide standards for the gathering and reporting of information on response and nonresponse. If they are sufficiently flexible to accommodate the requirements of the variety of surveys that are conducted, it is logical to have standard definitions. A distinction needs to be made though between standard definitions and standards of acceptable levels of different components of nonresponse to surveys. It is the former and not the latter that is under discussion.

There are major differences between surveys that result in different levels of nonresponse achieved; for example, longitudinal and cross-sectional surveys face somewhat different missing data problems. Standard definitions can provide a common lexicon that will help in isolating and understanding better the differences. A common lexicon helps in the ongoing analysis of trends in nonresponse. Information on survey response and nonresponse can serve multiple purposes, such as the potential for nonresponse biases, pointing to weak areas that need to be strengthened in future rounds of the survey. They provide measures of frame coverage, for developing methods to compensate for and to reduce nonresponse. They also give an important input to survey design, collection methodologies, evaluation of data quality and operations for different surveys.

Nonresponse rates can be defined differently, depending on whether they are used to diagnose sampling activities,
data collection activities or to analyze published data. For example, in the case of sampling requirements, the unit for which nonresponse is measured ought to be the sampled unit. Correspondingly, for data collection activities, the unit of measure for computing nonresponse would be based on the unit of response. It should be noted that for business surveys there is often not a one-to-one correspondence between sampled units and units of response (e.g., the sampled unit may be the head office and the unit of response is its branches). For published data, the measure of nonresponse could be weighted size measures or weighted key variables to estimate the contribution of nonrespondents to the key aggregates. In business surveys, such measures can be important because of the skewed populations where a few units contribute to a disproportionately large share of the estimate.

Breakdowns of the nonresponse rates should be available at pre-determined geographical levels, industrial and size levels and combinations of it. If possible, the reasons for nonresponse also should be available e.g., unable to contact, refusal etc. These can be used to produce diagnostics to establish causes of nonresponse. If the data are collected by using interviewers located throughout nationwide regional offices, then nonresponse rates by interviewers within each regional office and nonresponse rates aggregated by regional office can be used as measures of operational performance. Questionnaire item nonresponse rates can be used to point to questions that need to be rethought in terms of wording or data availability.

This paper deals with total nonresponse, where nonresponse occurs at the level of the unit for which data are being collected. It does not deal with partial nonresponse, where the respondent provides usable information for some items but not for others. We start with a conceptual

[^5]framework for the definition of response and nonresponse that is suitable for both business and social surveys. The next section is devoted to general causes of nonresponse and to means for reducing nonresponse. Finally, we look at the experiences with nonresponse for two major surveys conducted at Statistics Canada.

## 2. DEFINITIONS OF NONRESPONSE RATES

Nonresponse rates and their complements, response rates, are defined as ratios of variables that represent a given category of response/nonresponse in some domain of interest. The important variable may be a simple count or it may be weighted by some factor. It may be the sample weights of the unit or the unit's expected contribution to the estimate of some major statistic of the survey. Figure 1 represents a conceptual framework developed by Drew and Gray (1991) for classifying sampled units in a survey into responding, nonresponding and out-of-scope units. The hierarchical representation is similar to one initially proposed by Platek and Gray (1986). The framework has been evaluated for several business and social surveys at Statistics Canada. The agency has adopted these standards
for the gathering and reporting of information on nonresponse. Starting with the 1993 reference year, several major surveys will be required to report detailed nonresponse using the standard definitions. A data base of nonresponse rates will be maintained for use in agencywide monitoring and analysis of trends in nonresponse.

We begin with the Total number of Units (weighted or unweighted). The total number of units consists of those that are thought to belong to the survey of interest before the survey process begins. The total (Box 1 in Figure 1) is broken down into two main categories: resolved (Box 2) and unresolved (Box 3) units. Resolved Units are those whose status as belonging or not belonging to the target universe is known by the cutoff date of the survey data collection. For some surveys all units can be resolved. For other surveys, it is either impossible or impractical to resolve all units. For example, in a telephone survey there are telephone numbers that ring but do not correspond to working numbers. Without checking the status of each so-called ring-no-answer case with the telephone company, there is no way to determine whether such a number represents a working number. Similarly for a survey with mail collection, without a follow-up of units not returning a questionnaire, it may not be known which units are
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out-of-scope (e.g., the unit no longer exists, or it exists but it is out-of-scope), versus those that are in-scope and should have responded. Unresolved Units are units whose status cannot be determined by the end of data collection for the survey. The number of Unresolved Units may be broken down into Estimated In-Scope Units and Estimated Out-of-Scope Units by apportioning the nuber in the same ratio as for the Resolved Units for example. A Resolved Rate may then be defined as the ratio of the number of Resolved Units to the Total number of Units. The two components of the Resolved Units, i.e. In-Scope (Box 4) and Out-of-Scope (Box 5), lead to two complementary rates: the $\mathbf{I n}$-Scope Rate, defined as the ratio of the number of In-Scope Units to the number of Resolved Units and its complement, the Out-of-Scope Rate.

The Out-of-Scope Units (Box 5) may be split up into as many as three categories, some of which may not be applicable to a particular survey. These include Nonexistent (Box 8), Temporarily Out-of-Scope (Box 9) and Permanently Out-of-Scope (Box 10) Units.'The Non-existent Units include business deaths, that is, companies that have gone out of business, and dwellings that have been demolished. For recurring surveys, once it is determined that a unit is non-existent, it is excluded from data collection on future survey occasions. The Temporarily Out-ofScope Units are units that were Out-of-Scope at the time of the survey, but which might be in-scope later. Hence, units can be temporarily Out-of-Scope even for single occasion surveys. For recurring surveys, it is necessary to recontact temporarily out of scope cases periodically in case their status has changed. Examples include businesses that are inactive due to seasonal factors, seasonal dwellings whose occupants have a usual place of residence elsewhere, and vacant dwellings. The Permanently Out-of-Scope Units result from improper classification on the frame because of changes in the classification since the frame was last updated. These cases may be screened out during the first stage of response. The Out-of-Scope Rate may be split up into three component rates: the Non-existent Rate, defined as the ratio of the number of Non-existent Units to the number of Resolved Units. The Temporarily Out-ofScope Rate and Permanently Out-of-Scope Rates rates are similarly defined.

The In-scope Units (Box 4) may be broken down into Respondent (Box 6) and Nonrespondent Units (Box 7). The Respondent Units include in-scope units that have responded by the cutoff date for the data collection and have provided "usable information". The notion of "usable information" applies to respondents who provide only partial information. A threshold is needed in terms of level of completion of the questionnaire, below which units are considered nonrespondents. The Response Rate may be defined in different ways, depending upon the intended analysis. We prefer to define it as ratio of the
number of Respondent Units to the number of In-Scope and Unresolved Units. This ratio is a conservative measure of the quality of the frame and the data collection procedures, since some Unresolved Units may be Out-of-Scope. An alternative definition would include only the number of In-Scope Units in the denominator. That rate, a conditional response rate given the known status of the units in the sample, measures the efficiency of the data collection procedure alone. The Nonrespondent Units (Box 7) are the remainder of the In-Scope Units. The Nonresponse Rate is defined as the complement of the Response Rate. It is the ratio of the number of Nonrespondent and Unresolved Units to the number of In-Scope and Unresolved Units. Alternative definitions omit the Unresolved Units in the numerator and denominator or apportion the Unresolved Units between estimated numbers of In -scope and out-of-scope units.

To determine the effort needed to convert Refusals to Respondents at the data collection stage, the Respondent Units are divided between Refusal Conversions (Box 11) and Other Respondents (Box 12). The Refusal Conversions are those who refuse initially in the current or previous collection period, and are successfully converted to be respondents because of follow-up interviews. The Refusal Conversion Rate is a measure of the success in converting refusals to respondents. Instead of being merely a component of the Response Rate with the same denominator, the Refusal Conversion Rate is defined as the ratio of the number of Refusal Conversions to the number of Refusals and Refusal Conversions. For completeness, we label respondents who were not refusal conversions as Other Respondents.

Finally, the Nonrespondent Units (Box 7) may be broken down into three components; viz. Refusals (Box 13), No Contacts (Box 14) and all remaining categories, that is, the Residual Nonrespondents (Box 15). The Refusals are nonresponding units that have been contacted but refuse to participate in the survey. The Refusal Rate is defined as the ratio of the number of Refusals to the number of In-Scope Units. The No Contacts are in-scope units that cannot be contacted. For social surveys, these include dwellings whose occupants were temporarily absent and households where no one was at home when interviews were attempted. The occupancy status of such dwellings is determined through observation, or where applicable by speaking to building superintendents. For business surveys, these include telephone respondents who cannot be reached, and mail nonrespondents known to be in-scope, but who were not contacted as part of any nonresponse follow-up. The No-Contact Rate is defined as the ratio of number of NoContacts and Unresolved Units to the number of In-Scope and Unresolved Units. The Residual Nonrespondents include units that did not respond due to special conditions (for example, language problems, or inaccessibility) as well as respondents who provided no usable information. Special conditions also include in-scope units for which interviews
were not attempted. This is to avoid unwanted overlap between samples for different surveys, as a measure to prevent undue respondent burden. While these latter units differ from other nonresponse in that interviews are not attempted, it is important that they be considered as nonrespondents in deriving nonresponse adjustment factors at the estimation stage. The Residual Nonrespondent Rate is the ratio of the number of Residual Nonrespondents to the number of In-Scope units.

The rates defined above are at the unit level. Clearly, rates can also be defined at the item level, that is, for individual items on the questionnaire. Typically an item tends to be completed, missing, or in error as detected during editing. Hence, at an item level one can define a response rate, a missing rate, and an edit failure rate. If the missing or edit failures are imputed, one can define an imputation rate. These rates can be defined for unit respondents only, which would generally be preferable if unit nonresponse is treated by reweighting. Alternatively, unit nonrespondents can be included in both the numerators and denominators for the rates, which would be preferable in cases where unit nonresponse is treated by imputation.

We apply the definitions of nonresponse as provided above to several business and social surveys. Table 1 presents annual average nonresponse rates for several Statistics Canada surveys.

Nonresponse rates are highest for three of the social surveys and stem from: (i) the sensitivity of income as a subject matter in the case of the Survey of Consumer Finances, (ii) the respondent burden due to the length of the interview in the case of the Family Expenditure Survey, and (iii) the combination of inexperienced interviewers, telephone survey methodology and nonproxy reporting for the General Social Survey. Nonresponse is very low for the LFS because this is a long-standing flagship survey where many steps are taken to keep nonresponse low. Nonresponse rates are low for the business surveys in Table 1 . Some initiatives were undertaken during the recent business survey redesign program, at reducing nonresponse.

## 3. FACTORS AFFECTING NONRESPONSE

Several survey design factors impact on response and nonresponse. In this section, we begin by briefly examining the influence of the frame and sample design. We follow with a more in depth examination of data collection, in terms of its organization, interviewer training, technology, mode of primary collection, and questionnaire design. Also, methods used for follow-up of nonresponse and edit failures, and use of administrative data to replace direct collection are considered.

Table 1
Response Rate Components for Selected Surveys Data Collection Stage (Rates in \%)

|  | COMPUTATION | FAMEX | ASM | GSS | SCF | LFS | RTS |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Resolved rate | $(2) /(1)$ | 100.0 | 100.0 | 98.1 | 100.0 | 100.0 | 95.8 |
| In-Scope rate | $(4) /(2)$ | 92.0 | 95.3 | 51.2 | 86.3 | 85.1 | 97.0 |
| Response rate | $(6) /[(3)+(4)]$ | 72.9 | 92.8 | 75.9 | 73.9 | 94.4 | 94.0 |
| Refusal Conversion rate | $(11) /[(11)+(13)]$ | N.A. | N.A. | 26.7 | N.A. | N.A. | N.A. |
| Nonresponse rate | $[(7)+(3)] /[(3)+(4)]$ | 27.1 | 7.2 | 24.1 | 26.1 | 5.6 | 6.0 |
| Refusal rate | $(13) /(4)$ | 16.2 | 7.2 | 13.2 | 23.7 | 1.5 | 1.7 |
| No-Contact rate | $(14)+(3)] /[(3)+(4)]$ | 5.1 | 0.0 | 5.9 | 2.3 | 3.6 | 4.3 |
| Residual nonresponse rate | $(15) /(4)$ | 5.8 | 0.0 | 5.8 | 0.0 | 0.4 | 0.0 |
| Out-of-Scope rate | $(5) /(2)$ | 8.0 | 4.7 | 48.8 | 13.7 | 14.9 | 3.0 |
| Non-Existent rate | $(8) /(2)$ | 0.8 | 2.5 | 0.0 | 0.3 | 0.3 | 2.3 |
| Temporarily Out-of-Scope rate | $(9) /(2)$ | 7.1 | 1.2 | 0.0 | 13.4 | 14.6 | 0.5 |
| Permanently Out-of-Scope rate |  | $(10) /(2)$ | 0.0 | 1.0 | 48.8 | 0.0 | 0.0 |

### 3.1 Frame

Duplication or overcoverage on a frame can be irritating and lead to nonresponse if there are no procedures for unduplication, or if the procedures are not always successful. For business surveys, accurate classification information is essential if the survey is industry specific or uses industry specific questionnaires. For example, if a sampled business receives a questionnaire not pertaining to its industrial activity, it is unlikely to respond. Accurate information on the coverage of complexly structured businesses is necessary to provide respondents with a good description of the required geographical and/or industrial information. Similarly, information on contact persons within the business is needed to establish good reporting arrangements with the respondent. Inaccuracies in the contact information will cause delays in getting the required data. Inaccurate coverage description will result in improper or incomplete data being provided by the respondent.

The samples for Business surveys at Statistics Canada are drawn from a file known as the Business Register. It is a list frame that contains relevant information for selecting and contacting samples of business respondents. It has recently been redesigned using a comprehensive model reflecting the real-world complexity of business respondents. The processes incorporated in the Business Register minimize the impact of the above causes for nonresponse. Duplication is kept to a minimum by continually linking the changes that are occurring to existing units on the Business Register. These changes include births, amalgamations, splits and mergers of business respondents. Several events can signal changes to the structure of large businesses, including different administrative sources and direct survey feedback. These signals trigger a "profiling" action, i.e. contact with the business to redefine its structure. In the absence of signals, structures are profiled on a periodic basis, at a frequency depending upon their significance and their propensity to change. The profiling exercise gathers the necessary information to update the model. More details of the required actions are provided by Colledge (1989). The source of updates is a combination of administrative updates, profile updates and direct survey feedback. Contact, coverage and questionnaire type is kept up-to-date for each sampled unit by setting up and maintaining a computerized collection system for sampled businesses for each survey of interest. The resulting collection units are automatically built and kept up-to-date using well defined rules that vary from survey to survey. The questionnaire type takes account of factors such as: the periodicity of data collection, industrial classification, any seasonal considerations for sub-annual surveys, and fiscal year ends for annual surveys. Automatic maintenance of these collection units is carried out using a wide ránge of updates to the Business Register. These updates encompass activity status (live, dead, seasonal), name, address and telephone changes as well as structural changes to the surveyed unit.

The adequacy of the frame plays a similar role for social surveys in reducing nonresponse. The frame in combination with the sample design and collection procedures is important: in ensuring manageable interviewer workloads, in providing information to facilitate contact of respondents by interviewers, and in preventing unwanted overlaps in the sample across surveys. The Labour Force Survey (LFS) serves as the main vehicle for the conduct of social surveys based on area sampling. Presently, most other social surveys are supplements to the LFS, that are administered through add on questions to LFS respondents. Some surveys, due to the length of the interview or sensitivity of the subject matter are not suitable as supplements. Instead, they are based on separate samples of households drawn from the LFS frame and design.

The LFS is based for the most part on an area frame, and initial contact with sampled households is generally by face-to-face interview. The efficiency of the area frame deteriorates over time; dwelling counts for the sampling units used to determine the selection probabilities of the sampling units and interval of sampling become out-ofdate. This makes it harder to plan and maintain manageable interviewer workloads. The principal mechanism for keeping the area frame up-to-date is a sample redesign following each decennial census of population. Other measures have included ad hoc frame updating restricted to high growth areas identified by the mid-decade census. Another measure taken in the 1981 redesign was the creation of so-called buffer strata on the outskirts of large urban centres. This involved a simple design that could be readily updated without affecting the remainder of the frame in the event that growth of the urban centre reached out into the buffer zone. To prevent interviewer workloads from becoming unwieldy when units experiencing large growth enter the sample, sub-sampling is done. For cases of extreme growth, area sub-sampling is resorted to, in which the areal unit is sub-divided into new units, a sub-sample of which is selected. If the growth is not too high, the original sample unit is retained. The rate of sampling is modified to reduce the number of dwellings selected to the point where it no longer poses a problem in terms of the interviewer's workload.

Besides the area frame, a list frame of apartment buildings is used by the LFS in larger cities. This list is kept current using information on building permits. To facilitate contact with sampled dwellings in the apartment sample, telephone numbers are obtained, where possible, by matching address information to telephone company files. Supplying interviewers with telephone numbers in this fashion has proven useful since it gives them an additional means of contacting selected dwellings that are difficult to access due to security systems, or where it is difficult to find people at home. Since the introduction of this procedure, while the nonresponse rate for the apartment frame remains higher than that for the area frame, the gap has narrowed from $8.6 \%$ to $6.2 \%$. An alternative
to the area frame used by a few social surveys is a telephone frame. Sampling is based on Random Digit Dialing of numbers within "banks" of numbers containing working residential numbers. The banks are updated using files purchased from telephone companies. To prevent undue respondent burden, telephone numbers of households currently or recently in the LFS or other surveys using the area frame are excluded from the telephone surveys.

The LFS is currently being redesigned. Consideration is being given to adopting an address register as a list frame in urban areas. An address register of residential dwellings was created as a coverage improvement tool in the 1991 Census, and is being updated to reflect the Census enumeration of dwellings (Swain et al. 1992). Ways of updating the address register on an ongoing basis using administrative records or information from the postal service, and using it as a frame for social surveys are currently under study. An address register based frame should impact positively on field operations and nonresponse. Telephone numbers will be available for up to $70 \%$ of dwellings as a tool for interviewers to facilitate contacting households. Due to its regular updating, the sample can be designed to have good control on interviewer workloads, without having to resort to measures such as sub-sampling as are required under the area frame. Additionally, for the redesign, it is planned to build in mechanisms for both area and list frames to track all dwellings that are selected for Statistics Canada surveys.

### 3.2 Sample Design

The sample size for a survey is arrived at by taking into account budgets, survey objectives and desired level of reliability for key variables for the primary domains of interest. The overall sample size and survey design strategy should also allow for follow-up of non-responding units. In Section 4, we illustrate this point for the recently redesigned Monthly Wholesale and Retail Trade Surveys at Statistics Canada.

Business and Agricultural Surveys are stratified by a number of key variables including the size of the units. Because of the highly skewed nature of the distribution of key variables in the population, the size stratification results in a take-all and a number of take-some strata. Units in the take-all stratum cannot be rotated out of the sample, unless they become smaller in size over time. Optimum sampling plans that minimize the overall sample size for given levels of reliability may require too many units in the take-all stratum. To minimize response burden, some surveys restrict the number of take-all units; for example, the National Farm Survey (Julien and Maranda, 1990). Another means under consideration to reduce the response burden among the large units is the integration of questionnaires and/or data collection for several surveys. This implies that only distinct statistical data need to be collected for the different surveys.

Response burden among the smaller units can be reduced by periodic rotation of sampled units. However, rotation of units increases the cost of the survey because of additional sample maintenance, additional training of interviewers and difficulties in grooming new units to provide data. Partial rotation of sampled units at some fixed rate is undertaken as a compromise between $100 \%$ rotation which is very expensive and gives poor estimates of change, versus no rotation at all which would result in an unacceptable distribution of response burden. The rotation schemes keep a unit in the sample for a given period of time, after which the unit would be ineligible for reselection by the same survey for a minimum period. Surveys using such a scheme include: the Survey of Employment, Payrolls and Hours (with rotation of approximately $1 / 12$ th of the take-some units of the sample every month), the Monthly Wholesale and Retail Trade Survey (with rotation of approximately $1 / 24 \mathrm{th}$ of the smaller sized units every month), and the Labour Force Survey (with rotation of $1 / 6$ th of the sample every month). Another way to reduce response burden for individual units of Business and Agricultural Surveys is to minimize the overlap between surveys. This can be accomplished using a technique known as synchronized sampling. This technique attaches a permanent random number between 0 and 1 to each unit in the population. Different surveys are then allotted subsets of the interval $(0,1)$ and all units whose random number falls within a survey's allotted subset are selected for that survey.

One of the objectives in the redesign of the Labour Force Survey to be introduced in 1995-1996 is to achieve a general household survey vehicle. Several new recurring social surveys are scheduled to start up in the mid-1990's, including a longitudinal survey of labour and income dynamics, and a health survey. The LFS redesign will consider not only LFS requirements, but requirements of these other surveys. Elements of the general survey orientation will include a common frame and similar sample designs with general purpose stratification. It will also feature co-ordinated sampling with overlap of selected primary sampling units (PSU's) to permit common interviewers across surveys. Unduplication of samples of dwellings between surveys to avoid respondent burden will also be carried out.

### 3.3 Data Collection Procedures

While all facets of the survey design can influence the survey response rates, data collection procedures and operations have the most direct and important bearing. In this section we examine the data collection procedures for business and social surveys, and the impact that factors such as the organization, the interviewer, mode of collection, technology, follow-up strategies, and response incentives have on nonresponse.

### 3.3.1 Organization of Data Collection

Data for business surveys are collected primarily through mail surveys with telephone follow-up. Before the mid-1980's, the collection and editing of business survey data was carried out principally in the subject matter divisions of Statistics Canada at its Head Office. This resulted in over seventy percent of the staff in these divisions being assigned to the processing of survey data. For many business surveys, regional offices had the responsibility of collecting data for nonrespondents to the surveys. During the mid-1980's, it was recognized that better use of Head Office and regional office resources could be made by a shift in the organization of data collection. The shift resulted in the concentration of collection and data capture activities within one division at Head Office specializing in the collection of annual data, and the regionalization of data collection for sub-annual surveys to the regional offices. The benefits of this reorganization were as follows: (i) operational resources could be used more effectively, (ii) the division of resources between the Head Office and regional offices could be better allocated, (iii) the increasing complexity of data collection could be handled by groups specialized in this activity, and could more readily exploit technical innovations and movement towards more integrated collection procedures, (iv) regional offices could establish "warm" contacts with the potential respondents on account of their geographical proximity to them, and ( $v$ ) regional offices could offer services to users that would enhance Statistics Canada's presence among the potential responding units. All this helped in reducing the nonresponse rates.

Data for the social surveys are collected through a combination of face-to-face and telephone interviews. The monthly Labour Force Survey and most other social surveys conducted by Statistics Canada use a dispersed field force of approximately 1,000 interviewers across the country. The interviewers do a mixture of telephone interviewing from their homes and face-to-face interviewing. They are supervised by 100 senior interviewers. Project managers located in each of Statistics Canada's regional offices are responsible for the work of 3-4 senior interviewers. For the LFS, project managers and seniors are provided with performance reports each month for the interviewers they supervise. The reports include measures such as edit failure rates, nonresponse and costs. This continual feedback improves data collection procedures, thereby having a positive impact on response rates. For social surveys, there was no alternative to the dispersed organization before the advent of telephone survey methods. From 1985-1989 a program of research and testing of telephone survey methods was carried out (Drew 1991), in which a mixed organization was considered. Under this organization the role of local interviewers would be restricted largely to one of conducting face-to-face interviews, and
telephone interviewing would be carried out from the regional offices. The mixed organization would provide less opportunity for face-to-face follow-up of households that could not be contacted by telephone, leading to somewhat higher nonresponse. Also, the mixed organization would have higher overhead costs for extra office space and equipment in the regional offices. It would result in a much smaller field force, reducing the flexibility to carry out large scale ad hoc surveys requiring face-to-face interviews. Also, the pool of experienced field staff would be reduced to tap into each 5 years for the census of population. Based on these considerations, it was decided to retain the dispersed organization.

### 3.3.2 Interviewers

When new interviewers are hired for the Labour Force Survey, they are paid for 5 hours of home exercises and reading material, followed by three days of classroom training. During their first two days of interviewing in each first two months, new interviewers are observed by the senior interviewer. In addition, interviewers are routinely provided with material to read at home, and with exercises to complete dealing with different aspects of the survey taking procedures. Also, home studies are available to deal with specific problems identified in head office editing of the data. All interviewers receive an additional three days of classroom training per year. For supplements, training generally takes the form of reading material and self-study exercises to complete at home. For business surveys, the number of interviewers is much smaller, 260 in total. Training and monitoring are similar to those in the Labour Force Survey.

In a comprehensive study of nonresponse, Gower (1979) found that nonresponse rates vary greatly among interviewers. Particularly of interest, Gower found that about $15 \%$ of interviewers regularly encounter little or no nonresponse to the LFS. A focus group study is planned involving groups of superior and average interviewers. It will determine how they differ both in terms of locating respondents and in convincing them to participate in the survey. The latter will be looked at from the point of view of compliance theory, drawing on the work of Cialdinni (1991). The objective will be to identify techniques being used by superior interviewers so as to teach them to other interviewers.

### 3.3.3 Mode of Collection

Statistics Canada places high priority on allowing respondents to choose the mode of reporting that best fits their circumstances, including the official language of their choice. Such flexibility helps in improving response rates.

Business surveys conducted at Statistics Canada can be classified in two main groups: annual and sub-annual surveys. For the annual surveys, most of the data collection
is via questionnaire mailout and mailback administered from Ottawa, with some respondents providing data via magnetic tapes or floppy disks. The timing for mailout of annual business surveys should be linked to the respondent's fiscal year end for tax reporting purposes. This is because the required data are readily available at this time, and ambiguity about the reference year is minimized. Bilocq and Fontaine (1988), in a study on the Annual Census of Manufactures, found that the best response rates were obtained by contacting respondents three months after their fiscal year end. This implies a staggered mailout that takes fiscal year end into account. For sub-annual business surveys, data collection is mostly by mailout from Head Office and mailback to the regional offices. Most of the non-mail units respond by telephone to the regional offices, while a few respondents provide computer readable responses directly to Ottawa. It is important to respect bookkeeping practices of respondents. Most respondents use the calendar month for bookkeeping, whereas others use four and five week cycles. In both cases, data are usually available to the survey agency one or two weeks after the end of the monthly period. Telephone interviewing is used to collect data in business surveys for a variety of reasons that range from clarification of instructions to follow-up action. The quality of response may suffer if this mode of collection is improperly used. For instance, a respondent may be forced to estimate the data due to lack of availability of records near the telephone. If telephone interviewing is used on a periodic basis, such as in monthly surveys, then a best day and time arrangement with the respondent will improve response rates as well as the quality of response.

For social surveys, such as the Labour Force Survey, the mode of collection is 'warm"' telephone interviewing, that is, households receive an initial face-to-face interview during their first month in the sample, with predominantly telephone interviews in later months. When the initial contact with the household is made, the interviewer presents his/her identification badge. The respondent is then provided with a description of the purposes of the survey, and given assurances of the confidentiality of the responses before proceeding with the interview. The face-to-face visit is preceded by an advance letter from the Regional Director, notifying the household of its selection in the survey and describing the purpose of the survey. Respondents are invited to call on a toll free number if they have any questions before or during the survey. In a program of research and testing of telephone survey methods from 1985-1989, the feasibility of replacing the initial face-toface interview with a telephone interview was examined. The alternative of conducting the LFS as a central telephone survey led to a $68-75 \%$ increase in nonresponse rates. There was evidence of increased nonresponse bias stemming from differences in the labour force characteristics of respondents and the additional nonrespondents (Drew 1991). The only
recurring household survey at Statistics Canada to use telephone survey methods for all its data collection is the annual General Social Survey (GSS). It uses Random Digit Dialing (RDD) in a survey of 10,000 households. On occasion the GSS sample has been augmented with households rotated out of the LFS. For example, a sample of elderly persons who had been in the LFS was selected during one round of the survey when this age group was of special interest.

### 3.3.4 Questionnaire Design and Introductory Material

Good questionnaire design practices contribute not only to the accuracy of the data collected, but also to the response rates. The questionnaire and introductory material are particularly important in mail collection since they are the only contact with the respondent. Material sent to respondents should include a description of the purposes of the survey, the authority under which it is conducted, assurances of confidentiality of responses, and a phone number in the agency for answering any queries on the survey questionnaire.

Questionnaires should go through a review process that is independent of the questionnaire design. This process takes the form of peer reviews by experts within the agency or focus groups of survey participants. The use of focus groups or cognitive research has resulted in several improvements aimed at respondent motivation. It has also resulted in simplification of the task of completing the questionnaires for several surveys at Statistics Canada. These include the Census of Population, the Labour Force Survey, the Census of Construction Industry and the Survey of Employment, Payrolls and Hours (Gower 1990).

### 3.3.5 Follow-up Strategies

For both business and social surveys, follow-up is an integral part of the overall survey design. It is only through intensive follow-up that low levels of no-contact nonresponse can be achieved. Since follow-up usually costs more per unit than primary collection (assuming a fixed survey cost), the amount of follow-up has a direct bearing on the sample size and therefore the variance, on the response rate and therefore the nonresponse bias. Design strategies range from a large sample with little follow-up to a smaller sample with intensive follow-up. In the redesign of the Monthly Wholesale and Retail Trade Survey during the 1980 's, improving response rates was a priority, and this led to adoption of the strategy of a smaller sample with more intensive follow-up.

For business surveys, follow-up is undertaken both to obtain data from nonrespondents and to recontact respondents with edit failures. Most business surveys use mail as a primary mode of collection as it is inexpensive, and it gives businesses the opportunity to consult their records in responding. Nonresponse follow-up is often
restricted to a subsample of nonrespondents to reduce costs. The allocation and selection of the nonresponding units is usually based on the following factors: (i) a take-all stratum of units that must be followed-up to concentrate effort on the larger nonresponding units; (ii) an equalization of response rates across design strata; and (iii) rotation of the smaller sized nonresponding units targeted for followup. Nonresponse follow-up is generally by telephone for sub-annual surveys, as time constraints do not permit mail follow-up. For annual surveys, where timeliness of the collection is not as critical, mail has tended to be used for both primary collection and for initial attempts at nonresponse follow-up, with a telephone follow-up as the last resort. Increasingly, though, in recent years more of the follow-up has been by telephone for the annual surveys as well.

For social surveys, there is not as clear a distinction between primary collection and nonresponse follow-up. Follow-up consists for the most part of second and subsequent attempts to contact and interview households during the survey period. Some distinctions exist depending on the status of the dwelling. Newly sampled dwellings are initially visited to identify those that are out-of-scope and to attempt a face-to-face interview with occupants of in-scope dwellings. In cases where an interview cannot be obtained, the interviewer attempts to obtain information such as name, telephone number, and best time to call from a neighbour. Interviewers are instructed to make two to three additional attempts to interview. These followups can be either by telephone or face-to-face. Occupants of previously sampled dwellings are generally interviewed by telephone. However, if repeated attempts at telephone . contact are unsuccessful, a face-to-face visit is made, to insure the dwelling is still in-scope and to attempt an interview.

While follow-up is needed to bring nonresponse to acceptable levels, there is a point after which further follow-up yields diminishing returns for the money expended. There has been little work aimed at addressing the question of appropriate strategies for the scheduling and the number of follow-ups based on cost and total error considerations. Studying this issue would require cost studies to estimate parameters in a cost and mean squared error model. The factors would include contact attempts, outcomes, costs, and characteristics of respondents at different stages of follow-up. The increased automation of data collection in the years ahead should make it more feasible to collect and use such information to optimize data collection strategies.

### 3.3.6 Technology

Data collection for business surveys is mostly by paper and pencil. Notable exceptions are the Monthly Survey of Manufacturing where CATI is currently being used
(Coutts et al. 1992), and the Annual Survey of Manufacturing where CATI has been used experimentally to collect data from the smaller manufacturers. With the successful implementation of CATI for the Monthly Survey of Manufacturing, plans are under way to employ CATI for other business surveys. Experiments are also currently being carried out to test other data collection technologies for business surveys. These include: a hand-held computer for the Consumer Price Index, the Grid Pad for the Quarterly For-Hire Trucking survey, and touch tone data entry for the Survey of Employment Payrolls and Hours.

Data collection for social surveys is also based on paper and pencil technology. A decision has been taken to move to Computer Assisted Interviewing (CAI) over the next few years. The dispersed interviewing staff will be equipped with portable computers for face-to-face interviewing and for telephone interviewing from their homes. The decision was made based on positive findings from two tests of CAI on the LFS. The first test (Catlin and Ingram 1988) showed: data quality improvements such as better enumeration of persons within sampled dwellings, and fewer edit failures, with no detectable impact on survey estimates or response rates. The second test in 1991 (Coutts et al. 1992) demonstrated the operational viability of portable computers for CAI by interviewers in the field. Plans are to begin converting social surveys to CAI as early as 1993. These will depend on the results obtained from more extensive testing during 1992. Factors to be considered will include its impact on survey estimates, and on data quality, including response rates.

### 3.3.7 Response Incentives

Under the Statistics Act that sets out the legal framework governing Statistics Canada, participation in Statistics Canada surveys is mandatory for those businesses and individuals selected for survey unless the Chief Statistician designates the survey as voluntary. An example of a mandatory program is the Census of Population, where an outright refusal can lead to prosecution. For other programs, the agency relies on obtaining the co-operation of potential respondents via advance written material or publicity explaining the purpose of the survey and the confidentiality of the data, and "door step diplomacy" measures such as display of badges by face-to-face interviewers, and informing respondents about purpose and confidentiality.

Several studies of the use of response incentives have been carried out for social surveys. The first was on the Labour Force Survey (Gower 1979). In a split sample test, the Canada Handbook was given to half the households when first contacted. The result was a marginally lower refusal rate in later months for the sample receiving the incentive. Interviewers believed that the incentive was of marginal benefit, and that existing door-step procedures
were more important in reducing nonresponse. More recently, in an incentive study in the 1990 Family Expenditure Survey three treatments were administered at the interviewer level: one in which each selected household received a clipboard with the Statistics Canada logo, a second receiving the Statistics Canada publication "A Portrait of Canada," and a control sample receiving no incentive. At the national level, there was no significant change in the response rates (Kumar and Durning 1992). A study of response incentives is also planned for an upcoming longitudinal survey of income and labour.

### 3.4 Selective Editing

Another potential cause for nonresponse is faulty editing procedures that result in several recontacts with the respondent for the same questionnaire, lessening their willingness to cooperate on future occasions. To streamline and optimize the editing process to minimize recontacts, the following three measures should be followed. First, editing at the data capture, follow-up and imputation stages should be consistent. Second, selective editing ought to be applied to numeric data especially in business and agricultural surveys. Records that have a significant impact on the estimates are identified, and follow-up is restricted to those records. The records with a small impact should be subjected to an automated edit and imputation process to ensure consistency. Third, to keep response burden to a minimum, all errors should be identified for the units to be followed-up so that most errors can be cleared up in a single contact. The use of an inter-field edit analyzer and error localizer, such as the one in the Generalized Edit and Imputation System developed at Statistics Canada, is recommended for this requirement (Kovar, MacMillan and Whitridge 1988). If too many items fail edit but prove to be correct on follow-up, the edits should be adjusted to alleviate unnecessary response burden.

Selective editing procedures for numeric data developed at Statistics Canada can be grouped in three sets:
(i) statistical editing, (ii) grouping of variables and (iii) a score function. For statistical editing, Hidiroglou and Berthelot (1986) have developed a transformation that allows more emphasis on detecting units that show unusual changes from occasion to occasion. It recognizes that period to period changes for small units are inherently more variable than changes for large units. The cut-off bounds for edit failures are thus funnel shaped, allowing large relative changes in small units. These bounds are calculated using medians and quartiles, and are thus robust to outlier observations in the data. This method can also be used to detect outlier ratios between two variables. However, the number of pair wise comparisons can become prohibitively large. Bilocq and Berthelot (1990) recommended a method of grouping the variables into subsets of related variables and then only cross editing
variables within the subsets. The procedure used for this partitioning is based on principal component correlation methods. The significance of the errors as measured by their influence on the estimates must be considered as well. In the case of edit failure for completed questionnaires, Latouche and Berthelot (1992) have developed a score function that assigns a relative score of error importance to each respondent based on the size of the unit, the size and number of suspicious data items on the questionnaire and the relative importance of the variables. It has been demonstrated in a simulation study using this idea, that recontacting a few units is sufficient to ensure acceptable data quality for the final estimates.

### 3.5 Administrative Data Considerations

Response burden for Business and Agricultural Surveys at Statistics Canada is being alleviated by obtaining some data for the smaller sized units from administrative sources. Such data are also used to replace illegible, inconsistent or missing survey data. For example, the data for the smaller sized nonresponding units is imputed using tax data.

### 3.6 Management System for Data Collection

A good tracking system is required to determine the status of the collection process at any time. For Business Surveys, collection status codes, whose history is kept for each surveyed unit, are used to control the collection process. These collection status codes, stored in the time sequence that the survey is being carried out, are used with other codes that reflect the activity status of the unit (active, seasonal with operating dates provided, out of business, temporarily closed, etc.). Examples of collection status codes are: i) mode of data collection at different time points of the data collection process, ii) contact initiation codes for units (known to be active during the reference period), and for exclusions (which include closed units, out of business, temporarily closed), and iii) expected dates for return of the information to prompt additional followup. The management system receives information from sources external to the survey indicating a change in the status of units, and tracks the collection status from initial data collection to follow-up until all the units are ultimately classified into one of the categories under the framework described in Section 2.

## 4. ANALYSIS OF NONRESPONSE FOR SELECTED SURVEYS

We will briefly examine nonresponse for two surveys at Statistics Canada, to illustrate some general factors impacting on nonresponse described in Section 3.

### 4.1 The Monthly Retail Trade Survey

The Monthly Retail Trade Survey (MRTS) is a survey that collects sales from a sample of retail locations and inventories for a sub-sample of them. Estimates of the level and change are generated for these two variables. The sample design is a rotating simple random sample of companies stratified by province, industry and gross business income. The population size is approximately 165,000 companies, and the sample size is about 13,000 . Data are collected by telephone for approximately $40 \%$ of the units and by mail for the remaining $60 \%$. Preliminary estimates are published 7 weeks after the survey reference period, and final estimates, which include more respondents because of nonresponse follow-up are released a month later.

A redesign of the survey was implemented in January 1990. The new design differed in several aspects from the old one that had been in place since the early seventies. First, to increase the design efficiency, the number of industry groups was reduced from 34 to 18 and three size strata were used in place of two. Second, the levels of reliability were relaxed with the new design. These changes permitted a sample reduction of $35 \%$, allowing intensive follow-up of nonrespondents. Third, data collection was decentralized to the regional offices. Under this strategy, data collection costs were higher on a per unit basis on account of the extra follow-up. There was, however, an overall gain in quality of survey results due to the reduction in nonresponse.

Both preliminary and revised weighted response rates, defined as the ratio of the estimate of sales contributed by the respondents to the estimate of sales for all in-scope units are provided in Figure 2 for the period 1986-1992. From this graph, both preliminary and revised response rates are substantially higher for the new survey than for the old survey. Preliminary rates have risen from $75 \%$ to $93 \%$, while final rates have risen from $85 \%$ to $95 \%$. It is also clear that the gap between the preliminary and revised response rates is much smaller for the new survey. It should be noted that in September, 1991 the preliminary rates were lower than expected because of a strike by the clerical staff handling the documents.

Several factors have contributed to the improvement in the response rates, the most important ones being mode of data collection and follow-up procedures. In the old survey, questionnaires were mailed out from and returned to Head Office (Industry Division). The mailout was carried out using manually controlled reporting arrangements. Immediate follow-up of nonrespondents was restricted to large units, and was done by telephone from Ottawa. Smaller sized nonresponding units were followed up by mail one month later, and the mail follow-up was continued for up to two additional months. Nonrespondents which had not responded for three consecutive months were referred to the regional offices for a telephone follow-up.

For the new survey, prior to their first occasion in the survey, newly sampled units (new entrants) are mailed an advance letter explaining the survey and the importance
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of their participation. A blank questionnaire is included. Also, each new entrant is telephoned about a week after the expected receipt of the advance letter to explain difficult ideas, to answer questions, and to offer a choice of mail or telephone data collection. For the mail respondents, questionnaires are mailed out by Industry Division using automated collection arrangements that are derived from the information on the Business Register. These collection arrangements are updated on the Business Register via profiles carried out by the Business Register Division, as well as new information found out by the regional offices during their contact with the respondent. Regional offices request data from the telephone respondents at pre-arranged dates and times, and the collected data are transmitted to Head Office after each monthly collection cycle.

### 4.2 Labour Force Survey

The Labour Force Survey is the largest continuous social survey conducted by Statistics Canada with a sample size of approximately 62,000 households per month. The impact of different aspects of the survey design on LFS nonresponse were discussed in Section 3. In this section, we examine historical trends in nonresponse and consider in more detail the role of nonresponse follow-up.

Table 2 below shows that the overall nonresponse rates have been steady in the $4 \%-5 \%$ range throughout most of the period 1977-1991, as have refusal rates, in the $1.0 \%-1.5 \%$ range. However, a few patterns are evident. One is the positive effect of the Census of Population on the nonresponse rates for the LFS, pointing to the benefit of the publicity surrounding the Census spilling over to household surveys. Nonresponse rates dropped by $1.0 \%$ between 1980 and 1981, and by $0.6 \%$ between 1985 and 1986 , and by $0.4 \%$ between 1990 and 1991, the only years in which substantial drops in nonresponse rates have occurred. In 1986 virtually all the decrease was in refusals, while these accounted for over half the reduction in 1981. While the changes in nonresponse over the period are not dramatic, a gradual lessening of the positive effects of the Census is apparent. There is a slight increase in the last four years in both nonresponse and refusal rates as compared to the period from 1981 to 1987.

The graph below (Figure 3) giving the nonresponse and temporarily absent rates by month shows: the seasonal trends in the rates, with a peak in the summer months for the overall nonresponse rates, accompanied by a parallel increase in the Temporarily Absent rate. The strong relationship between the overall nonresponse rate and the Temporary Absent rate is apparent in the graph. The data collection period for the survey is normally a six day period from the Monday to the Saturday following the reference week. By Saturday of interview week the interviewers have returned all their cases to the regional offices. To reduce the seasonal peak, a Monday follow-up procedure was started in the late 1970's for the July and August surveys. Occasionally, the Monday follow-up is extended to June depending on the school year. The Monday follow-up of nonrespondents who could not be reached during the survey week is carried out from the regional offices. It has been observed that it reduces the number of cases of Temporarily Absent nonresponse.

From 1984 onwards, there has been a change in the pattern of seasonal peaks in Temporarily Absent Nonresponse. The summer peaks are less severe, but a second peak in February and March is becoming more pronounced. This seems to reflect a shift in vacation patterns of households toward more winter breaks. Consequently, in recent years, the Monday follow-up has been carried out in March if the survey week coincides with the school break.

Another noticeable feature in the LFS nonresponse pattern is higher nonresponse for households that are in the sample for the first time than for the other households. In 1980, the nonresponse rate for the first month interview households was $6.9 \%$ versus $3.5 \%$ for later months. Most of this difference occurs in the No Contact component of nonresponse. Since interviewers employ mostly face-toface interviewing in the first month, they are limited in the number of contact attempts they can make. In later months, telephone interviewing and information obtained during the initial interview on the best time to call lead to a substantially improved contact rate.

During the 1981 post-censal redesign of the LFS, a detailed time and cost study was undertaken. The primary purpose of the study was to obtain cost information needed to carry out a cost/variance optimization of the

Table 2
LFS Nonresponse and Refusal Rates by Year

|  | 1977 | 1978 | 1979 | 1980 | 1981 | 1982 | 1983 | 1984 | 1985 | 1986 | 1987 | 1988 | 1989 | 1990 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| NR | 5.42 | 5.39 | 5.35 | 5.37 | 4.41 | 4.67 | 4.65 | 4.57 | 4.69 | 4.08 | 4.23 | 5.07 | 5.18 | 5.57 |
| REF | 1.34 | 1.45 | 1.41 | 1.47 | 1.16 | 1.19 | 1.14 | 1.18 | 1.18 | 0.99 | 1.06 | 1.30 | 1.31 | 1.51 |

$\mathrm{NR}=$ Overall Nonresponse rate.
REF $=$ Refusal rate.


Figure 3. LFS Nonresponse Rates
survey design. The study reported by Lemaître (1983) also yielded interesting information on interviewer movement and household visit patterns, and the effect of nonresponse follow-up on response rates under face-toface interviewing. He found a response rate of $92.4 \%$ was achieved after 3 visits, with the ratio of responses per visit consistently high at $56-61 \%$ for each round of visits. More extensive follow-up was carried out for only $3.5 \%$ of dwellings. These dwellings were visited on average another 2.5 times, with only $29 \%$ of such visits resulting in a response. The extra visits for these households accounted for $5.8 \%$ of all dwelling visits, and increased the response rate by $3.1 \%$ to $95.1 \%$.

The 1983 Time and Cost Study was undertaken before the introduction of telephone interviewing in smaller urban and rural areas for non-first month in the sample cases, and before the introduction of telephone follow-up of first month nonresponse cases. Consideration is being given to repeating the study under the current survey conditions. One of the questions such a study could address is the cost benefit of extra visits to reduce nonresponse rates. While fourth and subsequent visits may not represent a high proportion of visits, their contribution to collection costs may be considerably higher due to the dispersion of such dwellings. Costs of such visits, coupled with information on their characteristics relative to those of other respondents, would permit an assessment of how much follow-up is warranted based on cost and mean squared error considerations.

## 5. SUMMARY

In this paper we have presented standards for the definition of nonresponse. In a pilot study of 7 major business and social surveys at Statistics Canada, no difficulties were found in applying the standard definitions. Beginning with the 1993 reference year, information on nonresponse for major surveys according to these standards will be reported and maintained in a central repository within the agency. This will facilitate analysis of global trends affecting response and nonresponse to surveys.

We have discussed what measures can be taken in various aspects of the survey design to help minimize nonresponse, and have illustrated their application for two major recurring surveys. Although we have restricted our focus to the role such measures play in nonresponse, they constitute good survey taking practice whose benefits encompass more than improved response rates.

In speculating about what the future holds for survey response rates in Canada, there is nothing in current trends to be alarmed about, despite a slight increase in nonresponse rates for social surveys over the last decade. However, Statistics Canada is pursuing cognitive research efforts in nonresponse aimed at better understanding respondents' attitudes and concerns about issues such as privacy, confidentiality, response burden, and record linkage. Selective editing studies are also being undertaken to focus on editing and follow-up efforts on large units. There is much scope for reducing response burden and
costs, with little impact on estimates. Findings from these studies will be helpful in designing our surveys and statistical programs in ways that respect respondents' concerns. This will permit us to continue the high levels of cooperation from the Canadian public and businesses.
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# Double Sampling for Stratification 
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#### Abstract

Double sampling is a common alternative to simple random sampling when there are expected to be gains from using stratified sampling, but the units cannot be assigned to strata prior to sampling. It is assumed throughout that the survey objective is estimation of the finite population mean. We compare simple random sampling and three allocation methods for double sampling: (a) proportional, (b) Rao's (Rao 1973a,b) and (c) optimal. There is also an investigation of the effect on sample size selection of misspecification of an important design parameter.


KEY WORDS: Optimal sample sizes; Two phase sampling.

## 1. INTRODUCTION

Suppose we wish to estimate the finite population mean in a stratified population, but the units cannot be assigned to strata prior to sampling. Typically, the number of units in each stratum is unknown. Then, double sampling is commonly considered as an alternative to simple random sampling. With double sampling, a simple random sample of size $n^{\prime}$ is selected from a finite population of $N$ units with $n_{i}^{\prime}$ units identified as members of stratum $i$, $i=1, \ldots, L$. The second phase sample is a set of $L$ independent simple random subsamples where, in stratum $i, n_{i}$ units are selected from the $n_{i}^{\prime}$ identified in the first phase. Letting $y_{i j}$ denote the value of $Y$ for the $j$-th unit in the second phase sample in stratum $i$, the finite population mean, $\bar{Y}$, is estimated by

$$
\hat{\bar{Y}}=\sum_{i=1}^{L} w_{i} \bar{y}_{i}
$$

where $w_{i}=n_{i}^{\prime} / n^{\prime}$ and $\bar{y}_{i}=\sum_{j=1}^{n_{i}} y_{i j} / n_{i}$.
Let $\sigma\left(n_{i}^{\prime}\right)$ and $\sigma\left(n_{i}\right)$ denote, respectively, the set of values for first phase and second phase sample units in stratum $i, n^{\prime}=\left(n_{1}^{\prime}, \ldots, n_{L}^{\prime}\right)$ and $\sigma\left(n^{\prime}\right)$ the set of values for all first phase sample units. Also, let $\boldsymbol{y}_{n^{\prime}}$ be the mean of the values in $\sigma\left(n^{\prime}\right), \bar{y}_{i}^{\prime}$ the sample mean of $\sigma\left(n_{i}^{\prime}\right)$, $s_{i}^{\prime 2}=\sum_{j}^{n_{i}^{\prime}=1}\left(y_{i j}-\bar{y}_{i}^{\prime}\right)^{2} /\left(n_{i}^{\prime}-1\right)$ the sample variance of $\sigma\left(n_{i}^{\prime}\right), S_{i}^{2}=\sum_{j=1}^{N_{i}}\left(Y_{i j}-\bar{Y}_{i}\right)^{2} /\left(N_{i}-1\right)$ the population variance in stratum $i$ and $S^{2}$ the analogous finite population variance. It is assumed throughout that $n^{\prime}$ is sufficiently large that $\operatorname{Pr}\left(n_{i}^{\prime}=0\right)$ is negligible. Noting that $1 \leq n_{i} \leq n_{i}^{\prime}$,

$$
E(\hat{Y})=E_{\sigma\left(n^{\prime}\right)}\left\{E\left(\hat{Y} \mid \sigma\left(n^{\prime}\right)\right)\right\}=\bar{Y}
$$

and

$$
\begin{align*}
V(\hat{Y})= & V_{\sigma\left(n^{\prime}\right)} E\left\{\hat{Y} \mid \sigma\left(n^{\prime}\right)\right\} \\
& \quad+E_{\sigma\left(n^{\prime}\right)}\left\{V\left(\hat{Y} \mid \sigma\left(n^{\prime}\right)\right)\right\} \\
= & V_{\sigma\left(n^{\prime}\right)}\left(\bar{y}_{n^{\prime}}\right) \\
& +E_{\sigma\left(n^{\prime}\right)}\left\{\sum_{i=1}^{L} w_{i}^{2} s_{i}^{\prime^{2}}\left(\frac{1}{n_{i}}-\frac{1}{n_{i}^{\prime}}\right)\right\}  \tag{1.1}\\
= & S^{2}\left(\frac{1}{n^{\prime}}-\frac{1}{N}\right) \\
& +E_{n^{\prime}}\left\{\sum_{i=1}^{L} w_{i}^{2} S_{i}^{2}\left(\frac{1}{n_{i}}-\frac{1}{n_{i}^{\prime}}\right)\right\} \tag{1.2}
\end{align*}
$$

We assume the linear cost function

$$
\begin{equation*}
C=c^{\prime} n^{\prime}+\sum_{i=1}^{L} c_{i} n_{i} \tag{1.3}
\end{equation*}
$$

where $c^{\prime}$ is the per unit cost associated with sampling a first phase unit, and $c_{i}$ is the per unit cost of measuring $Y$ in stratum $i$. The sample sizes, $n^{\prime}$ and the $n_{i}$, are selected subject to fixed total cost or to fixed total expected cost.

In this paper we compare three double sampling designs, differentiated by the way that the sample sizes, $n^{\prime}$ and the $n_{i}$, are chosen. We also compare these methods with a simple random sample having the same fixed total cost.

The alternative designs are presented in Section 2 and compared in Section 3. Section 4 presents the results of an investigation of the effect on sample size selection of misspecification of an important design parameter.
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## 2. ALTERNATIVE METHODS

### 2.1 Proportional Allocation

For proportional allocation, $n_{i}=n w_{i}$ where $n=$ $\sum_{i=1}^{L} n_{i}$. Then, using (1.2), the variance of $\hat{Y}$ under proportional allocation, $V_{P}$, can be shown to be

$$
\begin{equation*}
V_{P}=\left(\frac{1}{n^{\prime}}-\frac{1}{N}\right) S^{2}+\left(\frac{1}{n}-\frac{1}{n^{\prime}}\right) \sum_{i=1}^{L} W_{i} S_{i}^{2} \tag{2.1}
\end{equation*}
$$

where $W_{i}=N_{i} / N$ is the population proportion of units in stratum $i$. Substituting $n_{i}=n w_{i}$ in (1.3), the expected total cost is

$$
\begin{equation*}
\bar{C}_{P}=c^{\prime} n^{\prime}+c n \tag{2.2}
\end{equation*}
$$

where $c=\sum_{i=1}^{L} W_{i} c_{i}$. Choosing $n^{\prime}$ and $n$ to minimize (2.1) subject to fixed total expected cost, $\boldsymbol{C}_{P}=C^{*}$, yields

$$
\begin{align*}
& n^{\prime}=\frac{C^{*}}{\mathrm{c}^{\prime}+\sqrt{c^{\prime} c G}}  \tag{2.3a}\\
& n=\frac{C^{*}}{c+\sqrt{c^{\prime} c / G}} \tag{2.3b}
\end{align*}
$$

where $G=S_{W}^{2} / S_{B}^{2}, S_{W}^{2}=\sum_{i=1}^{L} W_{i} S_{i}^{2}$ and $S_{B}^{2}=S^{2}-S_{W}^{2}$.
Using (2.3),

$$
\begin{align*}
V_{P}=\frac{1}{C^{*}}\{ & \left(c^{\prime}+\sqrt{c^{\prime} c G}\right) S_{B}^{2} \\
& \left.+\left(c+\sqrt{c^{\prime} c / G}\right) S_{W}^{2}\right\}-\frac{S^{2}}{N} \tag{2.4}
\end{align*}
$$

### 2.2 Rao's Allocation

Rao (1973a,b) proposes selecting $n_{i}=\nu_{i} n_{i}^{\prime}$ where the $\nu_{i}\left(0<\nu_{i} \leq 1\right)$ are constants fixed in advance of sampling. Using this allocation in (1.2), the variance of $\hat{Y}$ under Rao's allocation, $V_{R}$, can be shown to be

$$
\begin{equation*}
V_{R}=\left(\frac{1}{n^{\prime}}-\frac{1}{N}\right) S^{2}+\frac{1}{n^{\prime}} \sum_{i=1}^{L} W_{i} S_{i}^{2}\left(\frac{1}{\nu_{i}}-1\right) \tag{2.5}
\end{equation*}
$$

The corresponding expected cost, $\bar{C}_{R}$, is

$$
\begin{equation*}
\bar{C}_{R}=c^{\prime} n^{\prime}+n^{\prime} \sum_{i=1}^{L} c_{i} \nu_{i} W_{i} \tag{2.6}
\end{equation*}
$$

The $\nu_{i}$ which minimize (2.5) subject to $\bar{C}_{R}=C^{*}$ satisfy

$$
\begin{equation*}
\nu_{i}^{0}=\frac{S_{i} \sqrt{c^{\prime}}}{S_{B} \sqrt{c_{i}}}, \tag{2.7}
\end{equation*}
$$

provided that the right side of (2.7) does not exceed 1 for any $i$. Otherwise, an algorithm is required to determine the optimal $\nu_{i}$ (see Rao 1973a,b). Since Rao minimizes the unconditional variance, the optimal $\nu_{i}$ do not depend on the observed $n_{i}^{\prime}$. After determining the $\nu_{i}, n^{\prime}$ is obtained from (2.6). Assuming that $\nu_{i}^{0} \leq 1$ for each $i$,

$$
\begin{equation*}
V_{R}=\frac{1}{C^{*}}\left(\sum_{i=1}^{L} W_{i} S_{i} \sqrt{c_{i}}+S_{B} \sqrt{c^{\prime}}\right)^{2}-\frac{S^{2}}{N} \tag{2.8}
\end{equation*}
$$

### 2.3 Optimal Allocation

The optimal allocation of the sample sizes can be obtained by minimizing (1.2) directly. For fixed $n^{\prime}$ and $n^{\prime}$, select the $n_{i}$ to minimize

$$
\begin{equation*}
\sum_{i=1}^{L} w_{i}^{2} S_{i}^{2}\left(\frac{1}{n_{i}}-\frac{1}{n_{i}^{\prime}}\right) \tag{2.9}
\end{equation*}
$$

subject to fixed remaining cost, $C^{*}-c^{\prime} n^{\prime}=\sum_{i=1}^{L} c_{i} n_{i}$ and $n_{i} \leq n_{i}^{\prime}$. An algorithm is required to determine the optimal $n_{i}$ given the $n_{i}^{\prime}$; see Hughes and Rao (1979) and Treder (1989). One may find the optimal value of $n^{\prime}$ by evaluating (1.2) for a sequence of "trial" values of $n$ '. For each such $n^{\prime}$, one estimates the expected value of (2.9) using Monte Carlo sampling of $n^{\prime}$ (see Booth and Sedransk (1969) and Treder (1989)). Note that the algorithm needed to find the optimal $n_{i}$ is straightforward, and the Monte Carlo sampling of $n^{\prime}$ given $n^{\prime}$ is simple. There are several differences between the optimal allocation and Rao's allocation. In the former, total costs will not exceed $C^{*}$ while in the latter the allocation only guarantees that the budget will be satisfied on the average. In the latter, the $\nu_{i}$ are fixed in repeated sampling while in the former, allocation of the $n_{i}$ depends on the observed $\boldsymbol{n}^{\prime}$. Of course, additional effort (i.e., the Monte Carlo sampling) is needed to find the optimal allocation. In contrast to the optimal allocation, Rao's method permits selection of the second phase sampling fractions prior to observing the $n_{i}^{\prime}$ (see (2.7)). See Sections 3 and 4 for additional discussion.

## 3. COMPARISONS

### 3.1 Proportional vs Rao's Allocation

Assuming that $\nu_{i}^{0} \leq 1, i=1, \ldots, L$, and using (2.4) and (2.8), it can be shown that

$$
\begin{align*}
V_{P}-V_{R}= & \frac{1}{C^{*}}\left(s_{W}-\frac{\bar{S}_{c}}{\sqrt{c}}\right) \times \\
& \left\{2 S_{B} \sqrt{c^{\prime} c}+c\left(S_{W}+\frac{\bar{S}_{c}}{\sqrt{c}}\right)\right\} \tag{3.1}
\end{align*}
$$

Table 1
Percent decrease in variance, $R$, for Rao's allocation compared to proportional allocation for a selection of textbook examples

| Reference | $L$ | $S^{2}$ | $S_{W}^{2}$ | $G$ | $C^{*}$ | $R$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | for $c^{\prime}=1$ and $c=$ |  |  |  |
|  |  |  |  |  |  | 1 | 2 | 5 | 25 |
| Cochran (1977), p. 93 | 2 | 52,448 | 17,646 | 0.51 | 30 | 15.1 | 16.6 | 18.6 | 21.6 |
| Hansen et al. (1953), p. 205 | 3 | 2,835,856 | 1,467,632 | 1.07 | 1,000 | 48.7 | 55.1 | 62.3 | 70.9 |
| Sukhatme et al. (1984), p. 118 | 4 | 72,238 | 23,509 | 0.48 | 100 | 11.8 | 13.5 | 15.7 | 18.9 |
| Cochran (1977), p. 111 | 7 | 619 | 343 | 1.25 | 1,000 | 11.2 | 11.7 | 12.4 | 13.7 |
| Hansen et al. (1953), p. 202 | 8 | 47,393 | 45,595 | 25.36 | 1,000 | 10.5 | 11.0 | 11.5 | 12.0 |
| Hansen et al. (1953), p. 202 | 11 | 47,393 | 44,974 | 18.59 | 1,000 | 22.9 | 24.1 | 25.4 | 26.7 |
| Hansen et al. (1953), p. 235 | 11 | 2,039,184 | 820,722 | 0.67 | 1,000 | 21.3 | 24.8 | 29.1 | 35.1 |
| Hansen et al. (1953), p. 202 | 12 | 47,393 | 40,252 | 5.64 | 1,000 | 16.7 | 18.3 | 19.8 | 21.6 |

Note: $R=100\left(V_{P}-V_{R}\right) / V_{P}$ with $V_{P}$ and $V_{R}$ defined in (2.1) and (2.5) and $C^{*}$ is the total budget. The cost function is defined in (1.3), and the variances $\left(S^{2}, S_{W}^{2}, G\right)$ in (2.3).
where $\bar{S}_{c}=\sum_{i=1}^{L} W_{i} S_{i} \sqrt{c_{i}}$. Recalling that $c=\sum_{i=1}^{L} W_{i} c_{i}$ and using the Cauchy-Schwarz inequality, $S_{w}-S_{c} / \sqrt{c} \geq 0$. Thus, as expected, $V_{P}-V_{R} \geq 0$. Defining $\bar{S}=\sum_{i=1}^{L}$ $W_{i} S_{i}$ and $\bar{S}_{\gamma}=\sum_{i=1}^{L} W_{i} S_{i} \sqrt{\gamma}_{i}$ with $\gamma_{i}=c_{i} / \sum_{j=1}^{L} W_{j} c_{j}$, and using (3.1), it can be shown that

$$
\begin{align*}
V_{P}-V_{R}= & \frac{1}{C^{*}}\left\{2 \sqrt{c^{\prime} c}\left(\frac{S_{B}}{S_{W}+S}\right)+c\right\} \times\left(S_{W}^{2}-\bar{S}^{2}\right) \\
& +\frac{1}{C^{*}}\left\{2 \sqrt{c^{\prime} c} S_{B}+c\left(\bar{S}+\bar{S}_{\gamma}\right)\right\} \times\left(\bar{S}-\bar{S}_{\gamma}\right) \tag{3.2}
\end{align*}
$$

The first term in (3.2) is the reduction in variance if all sampling costs are equal while the second term in (3.2) is the reduction if all strata variances are equal. As expected, if $c_{i}=c$ and $S_{i}=S, V_{P}=V_{R}$.

We present in Table 1, the values of $R=100\left(V_{P}-V_{R}\right)$ $/ V_{P}$ corresponding to a set of textbook examples with $c_{i}=c$. In parallel columns we give characteristics of the associated populations ( $L, S^{2}, S_{W}^{2}, G=S_{W}^{2} / S_{B}^{2}$ ) and $C^{*}$ together with the values of $R$ corresponding to $c / c^{\prime}=1$, 2,5 and 25. This set of examples represents a broad range of conditions where stratified sampling may be used. For a given value of $c$, the range of values of $R$ indicates the wide range of gains that may be attained. It is clear from

Table 1 that there may be substantial reductions in variance if one uses Rao's allocation, even when second phase strata sampling costs are equal and in situations when the stratification is not especially effective (note the large values of $G$ for three examples). As $c$ increases, $R$ increases at a rate that is approximately constant (see Table 1).

### 3.2 Comparisons with Simple Random Sampling

For comparability with Rao and proportional allocations, assume a simple random sample of size $n^{*}$ with expected $\operatorname{cost} n^{*} \sum_{i=1}^{L} W_{i} c_{i}=n^{*} c$ (see (1.3)). Thus, for a fixed expected cost, $C^{*}, n^{*}=C^{*} / c$ and

$$
\begin{equation*}
\operatorname{Var}\left(\bar{y}_{n^{*}}\right)=S^{2}\left(\frac{c}{C^{*}}-\frac{1}{N}\right) \equiv V_{S} \tag{3.3}
\end{equation*}
$$

where $\bar{y}_{n^{*}}$ is the sample mean. Using (2.4) and (3.3),

$$
\begin{equation*}
V_{S}-V_{P}=\frac{1}{C^{*}}\left\{\left(c-c^{\prime}\right) S_{B}^{2}-2 S_{B} S_{W} \sqrt{c^{\prime} c}\right\} \tag{3.4}
\end{equation*}
$$

It can be shown that $V_{S}-V_{P} \geq 0$ if, and only if,

$$
\begin{equation*}
\frac{c}{c^{\prime}} \geq(\sqrt{G}+\sqrt{1+G})^{2}=L B_{P} \tag{3.5}
\end{equation*}
$$

where $G=S_{W}^{2} / S_{B}^{2}$. Using (2.8) and (3.3),

Table 2
Percent decrease in variance for proportional ( $R_{P}$ ) and Rao's ( $R_{R}$ ) allocation compared to simple random sampling for a selection of textbook examples

| Reference | $L$ | $L^{L} B_{P}$ | $L^{\prime} B_{R}$ | $R_{P}$ |  |  | $R_{R}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $c=1$ | 5 | 25 | $c=1$ | 5 | 25 |
| Cochran (1977), p. 93 | 2 | 3.8 | 2.6 | -177.9 | 11.9 | 45.7 | -136.0 | 28.3 | 57.4 |
| Hansen et al. (1953), p. 205 | 3 | 6.1 | 1.1 | - 102.8 | -6.1 | 26.4 | -4.1 | 59.9 | 78.6 |
| Sukhatme et al. (1984), p. 118 | 4 | 3.7 | 2.7 | -132.8 | 12.8 | 46.6 | - 105.3 | 26.5 | 56.7 |
| Hansen et al. (1953), p. 210 | 4 | 17.4 | 0.7 | -127.7 | -21.3 | 3.6 | 23.0 | 58.9 | 69.4 |
| Cochran (1977), p. 111 | 7 | 6.8 | 4.5 | -197.8 | -9.8 | 23.3 | -164.5 | 3.9 | 33.8 |
| Hansen et al. (1953), p. 202 | 8 | 103.4 | 5.6 | -38.2 | -14.1 | -4.0 | -23.7 | -0.9 | 8.5 |
| Hansen et al. (1953), p. 202 | 11 | 76.4 | 1.7 | -44.0 | - 15.6 | -3.9 | - 11.0 | 13.7 | 23.8 |
| Hansen et al. (1953), p. 235 | 11 | 4.5 | 2.2 | -105.8 | 4.0 | 37.9 | -62.0 | 32.0 | 59.7 |
| Hansen et al. (1953), p. 202 | 12 | 24.5 | 4.0 | -71.6 | - 19.9 | 0.2 | -42.8 | 3.9 | 21.8 |

Note: Using (2.4), (2.8) and (3.3), $R_{P}=100\left(V_{S}-V_{P}\right) / V_{S}, R_{R}=100\left(V_{S}-V_{R}\right) / V_{S}$, and ( $\left.L B_{P}, L B_{R}\right)$ are defined in (3.5) and (3.7). For these examples, $c^{\prime}=1$ and $C^{*}$, the total budget for each of the methods, is as in Table 1.

$$
\begin{equation*}
V_{S}-V_{R}=\frac{c}{C^{*}}\left\{S^{2}-\left(\bar{S}_{\gamma}+S_{B} \sqrt{c^{\prime} / c}\right)^{2}\right\} \tag{3.6}
\end{equation*}
$$

where it is again assumed that $\nu_{i}^{0} \leq 1$ for all $i$ (see (2.7)). It is easily seen that $V_{S}-V_{R} \geq 0$ if, and only if,

$$
\begin{equation*}
\frac{c}{c^{\prime}} \geq \frac{S_{B}^{2}}{\left(S-S_{\gamma}\right)^{2}}=L B_{R} \tag{3.7}
\end{equation*}
$$

In practice, one will estimate $L B_{P}$ and $L B_{R}$ in (3.5) and (3.7) and compare them with the cost ratio, $\mathrm{c} / \mathrm{c}^{\prime}$, to decide if it will be beneficial to use double sampling with proportional or Rao's allocation rather than simple random sampling. In Table 2 we present the values of $L B_{P}$ and $L B_{R}$ for each of the examples in Table 1. We also include for $c=1,5$, and 25 the values of $R$, the per cent reduction in variance accruing from using a double sampling method rather than simple random sampling. As noted above, this set of examples represents a broad range of conditions where stratified sampling may be used. For a given value of $c$, the range of values of $R_{P}$ and $R_{R}$ indicates the wide range of gains (over simple random sampling) that may be obtained.

While $L B_{P} \geq L B_{R}$ is true in general, $L B_{P} \gg L B_{R}$ for many of the examples. The results point to potentially large gains for double sampling, especially using Rao's allocation, when $c / c^{\prime}$ is large. Conversely, if $c / c^{\prime}$ is relatively small, gains are modest and, in some cases, simple random sampling is preferred. This argues for careful estimation of $L B_{P}, L B_{R}$ and $c / c^{\prime}$.

### 3.3 Optimal vs Rao's Allocation

To compare the optimal allocation with that proposed by Rao, we have considered a wide range of values of the design parameters $c^{\prime}, S^{2}$ and $\left\{\left(c_{i}, S_{i}^{2}, W_{i}\right): i=1, \ldots, L\right\}$. We took $C^{*}=1,000$ and considered $L=2$ and 3 . The values of the design parameters for $L=2$ are listed in Table 3. Note that for these examples $G=S_{W}^{2} / S_{B}^{2}$ ranges from 0.01 to 10.00 . We assume throughout that $N$ is sufficiently large that $S^{2} / N$ in (1.2) is negligible.

Table 3
Values of design parameters for the case of $L=2$ strata

| Parameter | Values |
| :---: | :--- |
| $c^{\prime}$ | $0.125,0.250,0.500,1.000$ |
| $c_{1}$ | $1,4,16$ |
| $c_{2}$ | 16 |
| $W_{1}$ | $0.5,0.6,0.7,0.8,0.9$ |
| $S^{2}$ | $70.4,128,704$ |
| $S_{1}^{2}$ | $1,4,16,64$ |
| $S_{2}^{2}$ | 64 |

Note: All $\mathbf{7 2 0}$ combinations of the above parameters were used, In addition, we also studied all arrangements of $c^{\prime}, S^{2}$, and $S_{1}^{2}$ as above together with
(a) $c_{1}=16 ; c_{2}=1,4,16$ and $W_{1}=0.5,0.6,0.7,0.8,0.9$,
(b) $W_{1}=0.1,0.2,0.3,0.4 ; c_{1}=1,4,16 ; c_{2}=16$, and
(c) $W_{1}=0.1,0.2,0.3,0.4 ; c_{1}=16 ; c_{2}=1,4,16$.

To ensure comparability of the two allocations we proceeded as indicated below for each specification of the design parameters.

1. Fix a single value of $n^{\prime}$. We used both the value of $n^{\prime}$ identified as best using (a) Rao's method and (b) the optimal allocation.
2. From each of $K$ Monte Carlo replications ( $K=200$ or 500 ) we obtain $n^{\prime}=\left(n_{1}^{\prime}, \ldots, n_{L}^{\prime}\right)$ and then $n=\left(n_{1}, \ldots, n_{L}\right)$ using the optimal allocation and $v=\left(\nu_{1}, \ldots, \nu_{L}\right)$ from Rao's method. For the latter we use the algorithm which makes appropriate adjustments when the right side of (2.7) exceeds 1 for one or more strata.

Since neither $\boldsymbol{n}$ from the optimal method nor $\boldsymbol{n}$ from Rao's method ( $n_{i}=\nu_{i} n_{i}^{\prime}$ ) are necessarily integers we round the $n_{i}$ and adjust them so that for each sample the budget is satisfied (up to the approximation necessitated by having integer values of $n^{\prime}$ and $n$ ). We found that if these adjustments were not made there were anomalous results where the variance of $\hat{\bar{Y}}$ using Rao's allocation was less than the corresponding variance using the optimal allocation. This occurred when the total cost associated with Rao's procedure was larger than that for the optimal procedure.
3. To obtain estimates, $\bar{V}_{(c) O}$ and $\bar{V}_{(c) R}$, of the conditional variances, $E_{n^{\prime}}\left\{\sum_{i=1}^{L} w_{i}^{2} S_{i}^{2}\left(1 / n_{i}-1 / n_{i}^{\prime}\right)\right\}$, corresponding to the optimal and Rao's allocation, we used the average of $\sum_{i=1}^{L} w_{i}^{2} S_{i}^{2}\left(1 / n_{i}-1 / n_{i}^{\prime}\right)$ over the $K$ replications. The estimates of the unconditional variance, $\operatorname{Var}(\hat{Y})$, in (1.2) are denoted by $\bar{V}_{(u) O}$ and $\bar{V}_{(u) R}$ where $\nabla_{(u) R}=\bar{V}_{(c) R}+\left(S^{2} / n^{\prime}\right)$.
The precision of these estimates was assessed by estimating the standard errors and coefficients of variation of $\bar{V}_{(u) R}$ and $\bar{V}_{(c) R}$. All of the standard errors were less than 0.0022 . The coefficients of variation for $\bar{V}_{(u) R}$ and $\bar{D}_{(c) R}$ were below 0.0074 and 0.023 , respectively. Thus, $\bar{V}_{u}$ and $\bar{V}_{c}$ provide precise estimates of the unconditional and conditional variances.

We present in Table 4 estimates of the per cent increase in the average unconditional variance for Rao's allocation, $I_{u}=100\left(\bar{V}_{(u) R}-\bar{D}_{(u) O}\right) / \bar{V}_{(u) O}$, for some of the design parameters listed in Table 3. We include results only for the value of $n^{\prime}$ identified as optimal by the optimal procedure. These results are typical of those seen for the other specifications in Table 3, those that we considered for the case $L=3$, and those which use the value of $n^{\prime}$ identified as optimal by Rao's method. It is clear from Table 4 that improvements in precision are small, ranging from none to about $4 \%$.

We obtained somewhat similar results for the per cent increase in the conditional variance for Rao's allocation, $I_{c}=100\left(\bar{V}_{(c) R}-\bar{\nabla}_{(c) O}\right) / \bar{V}_{(c) O}$, where $\bar{V}_{(c) R}$ and $\nabla_{(c) O}$ are obtained by estimating $E\left\{\sum_{i=1}^{L} w_{i}^{2} S_{i}^{2}\left(1 / n_{i}-1 / n_{i}^{\prime}\right)\right\}$ using, respectively, Rao's allocation and the optimal allocation. The results, based on $\mathbf{2 0 0}$ Monte Carlo replications
and presented using boxplots in Treder (1989, Figures 2.8 .2 and C.1-C.3), can be summarized as follows. For all parameter specifications, the medians of the distributions of $I_{c}$ are near 0 . Most of the values of $I_{c}$ are small: about $95 \%$ of the parameter specifications have distributions of $I_{c}$ with third quartiles less than $10 \%$. However, occasionally, there are large values of $I_{c}$ : about $15 \%$ of the parameter specifications have the maximal value of $I_{c}$ larger than $\mathbf{2 0 \%}$.

Table 4
Percent increase, $I_{u}$, in the average unconditional variance $\bar{V}_{(u)}$ for Rao's allocation compared to optimal allocation for a selection of design parameters with
$S^{2}=70.4, S_{2}^{2}=64, c_{2}=16$ and $c^{\prime}=1$

| $S_{1}^{2}$ | $G$ | $c_{1}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 16 | 4 | 1 |
|  | a. $\left(W_{1}, W_{2}\right)=(.9, .1)$ |  |  |  |
| 64 | 10.000 | 0.0 | 0.4 | 1.4 |
| 16 | 0.419 | 0.1 | 0.1 | 0.1 |
| 4 | 0.166 | 0.1 | 0.1 | 0.4 |
| 1 | 0.116 | 0.1 | 0.3 | 0.8 |
|  | b. $\left(W_{1}, W_{2}\right)=(.7, .3)$ |  |  |  |
| 64 | 10.000 | 0.0 | 0.7 | 3.6 |
| 16 | 0.760 | 0.0 | 0.2 | 0.7 |
| 4 | 0.455 | 0.1 | 0.3 | 1.4 |
| 1 | 0.394 | 0.0 | 0.7 | 0.9 |
|  | c. $\left(W_{1}, W_{2}\right)=(.5, .5)$ |  |  |  |
| 64 | 10.000 | 0.0 | 1.0 | 4.1 |
| 16 | 1.316 | 0.0 | 0.4 | 0.9 |
| 4 | 0.934 | 0.0 | 0.6 | 1.8 |
| 1 | 0.858 | 0.0 | 0.2 | 0.0 |

Note: $I_{u}=100\left(\nabla_{(u) R}-\nabla_{(u) O}\right) / \nabla_{(u) O}$. See the note to Table 1 for definitions of the costs and variances.

These results can be explained, in part, by defining the optimal second phase sample size in stratum $i$ by $n_{i}=\xi_{i}\left(n^{\prime}\right) \cdot n_{i}^{\prime}$ where the dependence of $n_{i}$ on the observed $n^{\prime}$ is emphasized by writing $\xi_{i}\left(n^{\prime}\right)$ and $0<\xi_{i}\left(n^{\prime}\right) \leq 1$. Then, one may find the optimal allocation by choosing the $\xi_{i}\left(\boldsymbol{n}^{\prime}\right)$ to minimize (for fixed $\boldsymbol{n}^{\prime}$ )

$$
\begin{equation*}
\frac{1}{n^{\prime}} \sum_{i=1}^{L} \frac{w_{i} S_{i}^{2}}{\xi_{i}\left(n^{\prime}\right)} \tag{3.8}
\end{equation*}
$$

subject to $\sum_{i=1}^{L} c_{i} n_{i}^{\prime} \cdot \xi_{i}\left(n^{\prime}\right)=C^{*}-c^{\prime} n^{\prime}($ see 2.9$)$.

By contrast, for the Rao allocation, for fixed $n^{\prime}$, one selects the $\nu_{i}$ to minimize

$$
\begin{equation*}
\frac{1}{n^{\prime}} \sum_{i=1}^{L} \frac{W_{i} S_{i}^{2}}{\nu_{i}} \tag{3.9}
\end{equation*}
$$

subject to $n^{\prime} \sum_{i=1}^{L} c_{i} W_{i} \nu_{i}=C^{*}-c^{\prime} n^{\prime}$, i.e. fixed expected cost.

Minimizing (3.8) rather than (3.9) will yield a smaller conditional and, thus, unconditional variance. However, when $n^{\prime}$ is large, the difference between (3.8) and (3.9) will be small.

### 3.4 Recommendations

Given reasonable estimates of the design parameters, one should first compare the cost ratio, $c / c^{\prime}$, with lower bounds, $L B_{P}$ and $L B_{R}$, in (3.5) and (3.7) to see whether it is preferable to use double sampling rather than simple random sampling. These assessments must be done carefully because inappropriate use of double sampling may result in a reduction in precision. If there are good estimates of the design parameters, using Rao's allocation is preferable to proportional allocation.

Given the importance of adhering to a fixed budget we recommend the use of a modification of Rao's procedure: Use Rao's procedure to find the "optimal" value of $n^{\prime}$. Then, given the $n_{i}^{\prime}$, use the optimal allocation procedure (i.e. minimize (2.9)) to find the $n_{i}$. This method guarantees that the budget will be satisfied for each sample, preserves most of the (small) gain in precision from using the optimal allocation and is easy to implement.
An alternative is to use Rao's procedure to find the "optimal" values of $n^{\prime}$ and the $\nu_{i}$. Then implement an algorithm to round and modify the $n_{i}\left(n_{i}=\nu_{i} n_{i}^{\prime}\right)$ to ensure that the budget is satisfied for each sample. Unfortunately, it is difficult to develop the part of the algorithm needed to insure against cost overruns.

However, to avoid the large values of the proportional error in the conditional variance (i.e. $I_{c}$ ) that occur occasionally, one must use the optimal values of $n^{\prime}$ and the $n_{i}$.

Each of these methods requires knowledge of some design parameters. For Rao's allocation, the optimal $\nu_{i}$ require that the $W_{i}$ and $S_{i}^{2}$ be specified. One can see from (2.9) that for the optimal allocation, the optimal $n_{i}$ depend on the $S_{i}^{2}$ but not on the $W_{i}$. However, the optimal choice of $n^{\prime}$ requires that the $W_{i}$ be specified. Alternatively, Srinath (1971) and Rao (1973a) have suggested a procedure which requires knowledge of the $S_{i}^{2}$ but not the $W_{i}$. Clearly, Rao's allocation requires the greatest knowledge of the design parameters and Srinath's procedure the least. Since the choice of $n^{\prime}$ is, typically, robust to misspecification of design parameters (see, e.g., Sedransk 1965, Section 4.2.3), the optimal method may work well in the circumstances for which Srinath's method was designed.

## 4. SENSITIVITY OF ALLOCATIONS TO ESTIMATION OF DESIGN PARAMETERS

The preceding analysis assumes that the sample allocations are minimally affected by errors in the specification of the design parameters. In this section we investigate, in a simple case, the effect on $\operatorname{Var}(\hat{Y})$ of the misspecification of an important design parameter. With proportional allocation, the choice of $n^{\prime}$ and $n$ depends only on $G=S_{W}^{2} / S_{B}^{2}, c^{\prime}$ and $c$ (see (2.3)). Estimating $G$ by $\hat{G}$ and substituting the resulting values of $n^{\prime}$ and $n$ from (2.3) in (2.1),

$$
\begin{align*}
\frac{V_{P}(\hat{Y})_{\hat{G}}}{S_{W}^{2}}=\frac{1}{C^{*}}\left(\frac{c^{\prime}+\sqrt{c^{\prime} c \hat{G}}}{G}\right. & \left.+c+\sqrt{c^{\prime} c / \bar{G}}\right) \\
- & \frac{1}{N}\left(1+\frac{1}{G}\right), \tag{4.1}
\end{align*}
$$

where $G$ is the correct value of $S_{W}^{2} / S_{B}^{2}$ and $G$ is used only to determine $n^{\prime}$ and $n$.

Table 5
Per cent increase in unconditional variance, $I$, for proportional allocation when $G$ is estimated by $\hat{G}$. $C^{*}=1,000, c^{\prime}=1$ and $c_{1}=c_{2}=16$

| $G$ | $\hat{G}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1/100 | 1/36 | 1/16 | 1/4 | 1 | 4 | 16 | 36 | 100 |
| 1/100 | 0.0 | 6.0 | 19.8 | 69.3 | 174.9 | 389.8 | 817.3 | 817.3 | 817.3 |
| 1/36 | 6.2 | 0.0 | 4.4 | 33.1 | 103.8 | 251.4 | 547.7 | 547.7 | 547.7 |
| 1/16 | 21.9 | 3.9 | 0.0 | 12.1 | 57.1 | 156.2 | 357.9 | 357.9 | 357.9 |
| 1/4 | 71.7 | 30.7 | 12.6 | 0.0 | 11.8 | 51.2 | 138.5 | 138.5 | 138.5 |
| 1 | 128.9 | 67.2 | 37.3 | 7.3 | 0.0 | 7.5 | 35.9 | 35.9 | 35.9 |
| 4 | 179.1 | 101.6 | 63.3 | 22.3 | 5.7 | 0.0 | 5.4 | 5.4 | 5.4 |
| 16 | 210.2 | 123.4 | 80.3 | 33.5 | 12.9 | 2.3 | 0.0 | 0.0 | 0.0 |
| 36 | 220.4 | 130.7 | 86.0 | 37.4 | 15.7 | 4.0 | 0.0 | 0.0 | 0.0 |
| 100 | 225.9 | 134.6 | 89.1 | 39.5 | 17.2 | 4.9 | 0.0 | 0.0 | 0.0 |

Note: $I$ is defined in (4.3), $G=S_{W}^{2} / S_{B}^{2}$ and the cost function is given by (1.3).

The optimal value of $\operatorname{Var}(\hat{Y})$ (i.e. when using $G$ ) in (2.4) can be expressed as

$$
\begin{align*}
\frac{V_{P}(\hat{Y})_{G}}{S_{W}^{2}}=\frac{1}{C^{*}}\left(\frac{c^{\prime}}{G}+c\right. & \left.+2 \sqrt{c^{\prime} c / G}\right) \\
& -\frac{1}{N}\left(1+\frac{1}{G}\right) \tag{4.2}
\end{align*}
$$

If $(1 / N)(1+1 / G)$ is negligible, the per cent increase in variance due to estimating $G, I=100\left\{V_{P}(\hat{Y})_{G}-V_{P}(\hat{Y})_{G}\right\}$ $/ V_{P}(\hat{Y})_{G}$, is, from (4.1) and (4.2),
$I=\frac{(1-G)+\sqrt{c / c^{\prime}}\{\sqrt{G}-2 \sqrt{G}+(G / G)\}}{\left(1+\sqrt{c G / c^{\prime}}\right)^{2}} \times 100$.

Note that (4.3) depends only on $G, \hat{G}$ and $c / c^{\prime}$.
We present in Table 5 the values of $I$ for $C^{*}=1,000$, $c^{\prime}=1, c_{1}=c_{2}=16$ and nine values of $G$ and $\hat{G}$. The following conclusions are based on the results in Table 2.10.1 of Treder (1989) which includes additional values of $G$ and $\mathcal{G}$. As long as $\hat{G}$ is within the interval $[G / 4,4 G]$, using $\hat{G}$ to find ( $n^{\prime}, n$ ) increases the variance by no more than $15 \%$, typically less. If $\hat{G}$ is in the interval $[G / 2,2 G]$, the increase in variance due to misspecification is about $4 \%$ or less. As $G$ increases, the increase in variance associated with such intervals (e.g., $[G / 4,4 G]$ ) decreases. This happens because for large $G$, one has $n^{\prime}=n$ and both $\hat{G}$ and $G$ yield the same allocation. One manifestation of this result is the array of zeros in the lower right corner of Table 5 . When $G$ is small, that is when stratification is good, the sample allocation is more sensitive to incorrect specification of $G$ than when $G$ is large. These findings are little influenced by the values assigned to
$c_{1}=c_{2}$. In summary, for proportional allocation, fairly large misspecifications of the design parameter ( $G$ ) lead to relatively small increases in variance.
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#### Abstract

Two stage random digit dialing procedures as developed by Mitofsky and elaborated by Waksberg are widely used in telephone sampling of the U.S. household population. Current alternative approaches have, relative to this procedure, coverage and cost deficiencies. These deficiencies are addressed through telephone sample designs which use listed number information to improve the cost-efficiency of random digit dialing. The telephone number frame is divided into a stratum in which listed number information is available at the 100 -bank level and one for which no such information is available. The efficiencies of various sampling schemes for this stratified design are compared to simple random digit dialing and the Mitofsky-Waksberg technique. Gains in efficiency are demonstrated for nearly all such designs. Simplifying assumptions about the values of population parameters in each stratum are shown to have little overall impact on the estimated efficiency.
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## 1. THE CURRENT STATUS OF TELEPHONE SURVEY DESIGNS

The two stage random digit dialing design for sampling telephone households, first proposed by Mitofsky (1970) and more fully developed by Waksberg (1978), has been widely employed in telephone surveys. The MitofskyWaksberg technique capitalizes on a feature of the distribution of working residential numbers (hereafter referred to as WRNs) in the U.S.: specifically, the WRNs tend to be highly clustered within banks of consecutive telephone numbers. Currently, only about twenty percent of the possible telephone numbers within the known area code, three digit prefix combinations are WRNs for the United States as a whole. However, if a bank of 100 consecutive telephone numbers can be identified that has at least one known WRN then, on average, over 50 percent of the numbers in the bank will be WRNs. A technique which can identify 100 -banks containing WRNs will greatly reduce the amount of screening necessary to identify telephone numbers assigned to households.

The two-stage Mitofsky-Waksberg technique starts by obtaining a list of area code, prefix combinations for the study area (available nationally from BellCore Research; see Lepkowski 1988). A frame of telephone numbers, hereafter referred to as the BellCore Research or BCR frame, is generated by appending all 10,000 four digit suffixes (i.e., 0000 to 9999 ) to the area code-prefix combinations. The telephone numbers in the frame are grouped into banks of 100 numbers using the area code, three digit prefix, and the first two digits of the suffix to specify each bank. For example, the area code, prefix combination $313 / 764$ will have 100 different 100 -banks: $313 / 764-00$, $313 / 764-01, \ldots, 313 / 764-99$. Next, a sample of 100 -banks
is selected and a single complete telephone number is generated for each selected bank by appending a two digit, randomly selected, number to the bank identifier. Each of these generated telephone numbers is dialed in the first sampling stage and the residential status of each number is determined and recorded. All 100-banks for which the randomly generated number is not a WRN are discarded. A second stage sample of WRNs is selected from all 100 -banks for which the randomly generated number is a WRN. Typically an equal number of numbers, say $k$, are generated in each bank to start the second stage sampling process. When one of these second stage numbers is found to be non-residential, it is replaced by another randomly generated number from the same bank. This process is continued until $k$ WRNs are identified in each bank. The result is a two stage sample based on selection of 100 -banks with probabilities proportional to the number of residential numbers in the bank. This methodology has proven to be an excellent technique for identifying 100-banks with WRNs.

This technique has obvious advantages. The proportion of residential numbers within the 100 -banks retained for second stage sampling is much higher than for the BCR frame in general, which results in a substantial improvement in efficiency over simple random digit dialing (RDD). It only requires that the complete set of area code, prefix combinations for the study area be known, and that the study staff have access to a random number generator for sampling telephone numbers. Finally, it also affords, in principle, complete coverage of all telephone households in the study area.

The Mitofsky-Waksberg technique also has several disadvantages. For example, not every 100 -bank has the required $k$ residential numbers so the second stage random number generation can use all 99 remaining numbers and

[^7]still not achieve the required $k$ WRNs. In addition, determining the residential status of each generated number, especially at the first stage, can be difficult. For instance, in many rural areas recording equipment which notifies the caller that a number is not in service is not used. Calls to unassigned numbers are switched to a "ringing" machine. In these areas it is difficult to distinguish unassigned numbers from residential numbers where no one is at home during the study period. This difficulty is more noticeable at the end of a study period due to the need to replace non-residential numbers. Numbers generated at the end of the study period as replacements for non-residential numbers at the second stage of sampling have less time to be called. A small residual of unresolved numbers accumulates at the end of the study period, and final determination of residential status is impossible within study time constraints. Procedures for handling these unresolved numbers have been proposed (Burkheimer and Levinsohn 1988), but they often detract from the simplicity of the overall method.

Many of the difficulties with the Mitofsky-Waksberg technique can be reduced in importance through prescreening of telephone numbers and the use of computer assisted interviewing systems. However, these difficulties are not eliminated unless departures are made from the basic simplicity and/or underlying probability sampling principles of the method (see for example Potthoff 1987 and Brick and Waksberg 1991).

Alternatively, lists of published telephone numbers have been employed as a frame. These lists of published numbers are available for the entire country from commercial firms such as Donnelley Marketing Information Systems. A straightforward selection of telephone numbers from such lists provides a very high rate of WRNs (typically at least $85 \%$ ) but unfortunately does not cover households with unpublished numbers. Comparisons of telephone households with and without published numbers (see, for example, Brunner and Brunner 1971) indicates that substantial bias may result.

Lists of published numbers can be employed in a manner to provide coverage of households with unlisted numbers as well. Groves and Lepkowski (1986) describe a dual frame approach in which a sample of listed numbers is combined with a random digit dialed sample through post-stratification estimation. If coverage of the population is less important, lists of published numbers can be used to identify 100 -banks with at least one listed residential number, and sampling can be restricted to such banks. Survey Sampling Inc. (1986), and previously Stock (1962) and Sudman (1973) using reverse directories, selected samples of telephone numbers from this type of 100 -bank. Clearly this approach does not provide complete coverage of unlisted telephone households, but it can greatly improve sampling efficiency. In fact these "truncated frame" methods have rates of residential numbers comparable or
higher than the Mitofsky-Waksberg technique, and the troublesome replacement of non-residential numbers is not needed. Unfortunately, for many survey organizations, the coverage deficiency caused by truncating the frame is considered to be unacceptable.

The purpose of this paper is to examine stratified designs for the BCR frame as an alternative to frame truncation and Mitofsky-Waksberg designs. As an example of frame stratification, the BCR frame could be partitioned into two strata: a "high density" stratum consisting of residential numbers in 100 -banks with one or more listed numbers and a "low density" stratum consisting of all the remaining numbers in the BCR frame. The "cut-off" point between high and low density strata is somewhat arbitrary; a cut-off of two or more listed numbers could reduce the chance that 100 -banks are inadvertently included due to a keying error in a telephone number. Direct access to all listed numbers is not required for this stratification scheme. Counts of listed numbers, or any other indicator of the presence of listed telephone numbers in a 100 -bank obtained from a reverse-directory (in metropolitan areas with such commercial services) or a commercial list for the entire country, would be sufficient. Preliminary work indicates that approximately $50 \%$ of the numbers in the high density stratum are WRNs while only about $2 \%$ of the numbers in the low density stratum are WRNs. The obvious cost difference of sampling from the two strata can be exploited through differential sample allocation. The telephone numbers in the low density stratum could be further stratified by careful examination of the characteristics of the 100 -banks as determined by other data available from the BCR frame and/or the Donnelley list which may result in even further sampling efficiency.

The next section examines the question of the appropriate allocation of sample between the strata when simple random sampling is utilized within each stratum. A key feature of the stratified telephone sample approach is that it permits alternative approaches to sample selection within in the different strata. Several alternatives are presented and discussed in Section 3. Section 4 presents a study of the impact of "non-optimal" sample allocation on design efficiency. The paper concludes with a general discussion contrasting the Mitofsky-Waksberg procedure and stratified designs.

## 2. THE ALLOCATION PROBLEM FOR STRATIFIED TELEPHONE DESIGNS

### 2.1 Background

We assume that the basic sampling frame is the collection of all telephone numbers generated by appending four digit suffixes to the BCR list of area-prefix codes. Further, we assume that each household in the target population
is "linked" to one and only one telephone number in the basic sampling frame (to avoid complications of unequal probability of selection).

We also assume that we have access (possibly only indirect) to a directory based, machine readable list of telephone numbers. It should be noted that because many households choose not to list their telephone numbers in a directory, any such directory based frame will not contain all of the WRNs. Directory based lists are also by nature out of date so they will omit some numbers that are currently published WRNs while including others that are no longer WRNs.

From a survey design point of view these two frames tend to be radically different. The BCR frame includes all WRNs so it provides complete "coverage" of the households in the target population, but only about 20 percent of the telephone numbers included in the BCR frame are actually WRNs. Thus, the "hit rate" (and hence sampling efficiency) will be quite low for a simple RDD sample design utilizing the BCR frame. In contrast, a typical directory/ list frame covers only about 70 percent of the target households, but the hit rate is 85 to 90 percent. In general the sampling efficiency for a simple RDD design using a directory/list frame is far better than can be attained for the $B C R$ frame using the Mitofsky-Waksberg technique. Unfortunately, the low coverage rates associated with directory based frames preclude their use in many cases.

The basic idea of the proposed stratification approach is to utilize information from the directory based frame to partition the BCR frame into two or more strata with disparate hit rates and then allocate the sample to the strata so as to minimize cost (variance) for a specified variance (cost). Hereafter the stratum with the lowest hit rate will be referred to as the residual stratum. The truncated designs discussed earlier can be included in this general type of design if we allow the allocation of no sample to the residual stratum, and use mean squared error in place of variance.

### 2.2 Basic Notation

Assume that the BCR frame of telephone numbers has been partitioned into $H$ strata based on a 100 -bank attribute which can be determined from either the BCR or the directory based frame of telephone numbers. The choice of 100 -banks is somewhat arbitrary; banks of from 10 to 500 consecutive numbers could be considered. For the $i$ th stratum let
$P_{i}=$ proportion of the frame included in the stratum,
$h_{i}=$ proportion of the telephone numbers in the stratum that are WRNs (i.e. the hịt rate),
$w_{i}=$ average proportion of WRNs in the non-empty 100 -banks (i.e. the average hit rate for non-empty banks),
$z_{i}=$ proportion of the target population included in the stratum, and
$t_{i}=$ proportion of 100 -banks in the stratum that contain no WRNs.
The average hit rate for the frame is given by $\bar{h}=\sum_{i=1}^{H}$ $h_{i} P_{i}$ and the proportion of empty 100-banks in the frame is given by $\bar{t}=\sum_{i=1}^{H} t_{i} P_{i}$.

In general only the $P_{i}$ 's will be known with certainty. Data from a joint research project involving the Bureau of Labor Statistics and the University of Michigan were used to provide approximate values for the parameters $h_{i}$ and $w_{i}$ for the two strata in the example. Values for the remaining parameters were calculated using the algebraic relationships $t_{i}=1-\left(h_{i} / w_{i}\right)$ and $z_{i}=h_{i} P_{i} / \bar{h}$. The approximations for all of the frame parameters for the two stratum design are given in Table 1 below; note that for the BCR frame and $\bar{h} \cong .211$ and $\bar{t} \cong .605$. The value of $\hbar$ is in close agreement with that given in Waksberg (1978) but the value of $\bar{t}$ is somewhat smaller than the .65 provided by Groves (1977). At this time it is impossible to determine which value of $\bar{t}$ is more accurate; in fact, the value may have changed since 1977. More recently, Tucker, Casady and Lepkowski (1992) estimated the value of $\bar{t}$ to be . 616 for 10 -banks which supports the lower estimate $\bar{t}$ of for 100-banks.

## Table 1

Approximate values of the frame parameters for a two stratum design based on the BCR frame and Donnelley directory list. Stratum 1 consists of all telephone numbers in 100 -banks with at least one telephone number on the Donnelley list frame; stratum 2 contains all remaining numbers

| Stratum | Propor- <br> tion of <br> Frame <br> $\left(P_{i}\right)$ | Propor- <br> tion of <br> Popu- <br> lation <br> $\left(z_{i}\right)$ | Hit <br> $\left(h_{i}\right)$ | Propor- <br> tion of <br> Empty <br> $100-$ <br> Banks <br> $\left(t_{i}\right)$ | Hit Rate <br> Within <br> Non- <br> empty <br> Banks <br> $\left(w_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | .3804 | .9402 | .5210 | .0300 | .5371 |
| 2 | .6196 | .0598 | .0204 | .9584 | .4900 |

### 2.3 The Basic Estimation Problem, Sample Designs and Estimators

We assume the telephone numbers in the $i$ th stratum are labeled 1 through $M_{i}$. Let

$$
d_{i j}= \begin{cases}1 & \text { if the } j \text { th telephone number in the } i \text { th } \\ \text { stratum is a WRN, } \\ 0 & \text { otherwise. }\end{cases}
$$

The variable of interest is the household characteristic $Y$, and $y$ represents the value of $Y$ for a particular household. The population parameter to be estimated is the population mean $\mu=Y . / N .$, where $N .=\sum_{i=1}^{H} \sum_{j=1}^{M_{i}} d_{i j}=\sum_{i=1}^{H} N_{i}$ and $Y .=\sum_{i=1}^{H}{ }^{`} \sum_{j=1}^{M_{i}} d_{i j} y_{i j}$. The term $N_{i}$ denotes the number of WRNs in the $i$ th stratum and $N$. denotes the number of WRNs in the population.

Consider two sample designs: (1) simple random sampling without replacement (i.e. simple RDD) from the telephone numbers in the BCR frame, denoted as design $D_{0}$ and (2) stratified simple random sampling from the BCR frame (i.e. independent simple RDD samples are selected from each stratum), denoted as design $D_{1}$. Under design $D_{0}$ the standard ratio estimator for $\mu$ is given $\bar{Y}_{0}=\hat{Y}_{0} / \hat{N}_{0}$ where $\hat{Y}_{0}$ and $\hat{N}_{0}$ are the usual inflation estimators for $Y$. and $N$. respectively. The estimator $\bar{Y}_{0}$ is asymptotically unbiased for $\mu$ and its variance is given by $\operatorname{var}\left(\bar{Y}_{0}\right) \cong \sigma^{2} / m \bar{h}$ where $m$ is the sample size of telephone numbers and $\sigma^{2}$ is the population variance of the $y$ 's. For the design $D_{1}$ the standard ratio estimator of $\mu$ is given by $\bar{Y}_{1}=\hat{Y}_{1} / \hat{N}_{1}$ where $\hat{Y}_{1}$ and $\hat{N}_{1}$ are the standard inflation estimators for $Y$. and $N$. under stratified sampling. The estimator $\bar{Y}_{1}$ is also asymptotically unbiased for $\mu$ and

$$
\begin{equation*}
\operatorname{var}\left(\bar{Y}_{1}\right) \cong \sum_{i=1}^{H} \frac{z_{i}^{2} \sigma_{i}^{2}\left(1+\left(1-h_{i}\right) \lambda_{i}\right)}{m_{i} h_{i}} \tag{2.1}
\end{equation*}
$$

where $\lambda_{i}=\left(\mu_{i}-\mu\right)^{2} / \sigma_{i}^{2}$ and $m_{i}, \mu_{i}$, and $\sigma_{i}^{2}$ are the stratum sample sizes, means, and variances, respectively.

### 2.4 The Cost Model

There are costs associated both with determining the value of the indicator variable $d$ and the value of the characteristic of interest $Y$. The cost function for determining the indicator variable is denoted by $C_{1}(\cdot)$, with

$$
C_{1}(d)=\left\{\begin{array}{lll}
c_{1} & \text { if } & d=1 \\
c_{0} & \text { if } & d=0
\end{array}\right.
$$

This model allows for the possibility that the cost of determining that a telephone number is not a WRN may be different than determining that a telephone number is a WRN. In fact the cost of determining the status of telephone numbers that are WRNs is usually less. The cost of determining the value of the characteristic $Y$ includes only the additional cost of determining the value of $y$ after the value of $d$ has been determined. Letting $C_{2}(\cdot, \cdot)$ represent this additional cost, with

$$
C_{2}(d, y)= \begin{cases}0 & \text { if } \quad d=0 \\ c_{2} & \text { if } \quad d=1\end{cases}
$$

The sum $c_{1}+c_{2}$ represents the cost of a "productive" sample selection and $c_{0}$ represents the cost of an "unproductive" selection, then, following Waksberg (1978), $\gamma=\left(c_{1}+c_{2}\right) / c_{0}$ represents the ratio of the cost of a productive selection to an unproductive selection.

The total cost for sample selection and the determination of the values of $Y$ is a random variable for both design $D_{0}$ and $D_{1}$. Letting $C\left(D_{0}\right)$ and $C\left(D_{1}\right)$ represent the total cost of conducting a survey under the two respective designs it is straightforward to show that

$$
\begin{equation*}
E\left[C\left(D_{0}\right)\right]=m c_{0}(1+(\gamma-1) \bar{h}) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[C\left(D_{1}\right)\right]=c_{0} \sum_{i=1}^{H} m_{i}\left(1+(\gamma-1) h_{i}\right) \tag{2.3}
\end{equation*}
$$

### 2.5 Optimal Allocation for $\overline{\boldsymbol{Y}}_{1}$

The stratum sample allocation that minimizes var ( $\bar{Y}_{1}$ ) for a fixed expected total cost $C^{*}$ (or that minimizes $E\left[C\left(D_{1}\right)\right]$ for a fixed variance $\left.V^{*}\right)$ is specified up to a proportionality constant by

$$
\begin{equation*}
m_{i} \propto \frac{z_{i} \sigma_{i}}{\sqrt{h_{i}}}\left(\frac{1+\left(1-h_{i}\right) \lambda_{i}}{1+(\gamma-1) h_{i}}\right)^{1 / 2} \tag{2.4}
\end{equation*}
$$

where the proportionality constant is determined by substitution into the expected cost equation (or the variance equation, as appropriate). The proportional reduction in variance, relative to RDD sampling, under optimal allocation for fixed cost $C^{*}$ (or the proportional reduction in cost under optimal allocation for fixed variance $V^{*}$ ) is given by

$$
\begin{align*}
& R\left(\bar{Y}_{1}, \bar{Y}_{0}\right) \cong 1- \\
& \frac{\left[\sum_{i=1}^{H} \frac{z_{i} \sigma_{i}}{\sqrt{h_{i}}}\left[\left(1+\left(1-h_{i}\right) \lambda_{i}\right)\left(1+(\gamma-1) h_{i}\right)\right]^{1 / 2}\right]^{2}}{\dot{h}^{-1} \sigma^{2}(1+(\gamma-1) \bar{h})} \tag{2.5}
\end{align*}
$$

### 2.6 Practical Problems Associated With Optimal Allocation

The problem of specifying the values for the parameters in the allocation equations is generic to optimal allocation schemes. For our particular case there are three basic types of parameters: frame related ( $z_{i}$ and $h_{i}$ ), cost related ( $\gamma$ and $c_{0}$ ) and those specific to the variable of interest ( $\lambda_{i}$ and $\sigma_{i}^{2}$ ). Currently, we have a fairly good working knowledge of the frame related parameters for the two stratum example and certain other specific stratification schemes. In Section 5, we will discuss several active research projects which should further expand our knowledge in this area.

It is clear that $\gamma \geq 1$, but the actual value can vary widely. For example, in the case of a multipurpose survey information is collected for several variables, so the costs of determining the status of a telephone number, $c_{0}$ and $c_{1}$, are in effect amortized over the variables of interest, and $\gamma$ will probably be considerably larger than unity. On the other hand, if the survey is intended to collect information on only a single variable then the value of $\gamma$ is probably not much larger than two or three. Waksberg (1978) considers values of $\gamma$ between 2 and 20.

Potentially the variable specific parameters pose the most serious problem. Usually our knowledge regarding the values of these parameters is limited and, in the case of multipurpose surveys, we must decide which variable(s) to use for the purposes of allocation. Fortunately, in many practical applications, two factors combine to somewhat lessen this problem. First, the allocation tends to be relatively "flat" in a neighborhood of the optimum allocation so that the reduction in variance is relatively robust with respect to allocation. Secondly, in most cases the variables of interest will not be highly related to variables of the type we are using for stratification. Therefore, with caution, we assume that $\lambda_{i}=0$ and $\sigma_{i}^{2}=\sigma^{2}$ for $i=1,2, \ldots, H$. Optimal allocation is achieved by

$$
\begin{equation*}
m_{i} \propto \frac{z_{i}}{\sqrt{h_{i}}}\left(1+(\gamma-1) h_{i}\right)^{-1 / 2} \tag{2.6}
\end{equation*}
$$

and the proportional reduction in variance is

$$
\begin{equation*}
R\left(\bar{Y}_{1}, \bar{Y}_{0}\right) \cong 1-\bar{h} \frac{\left[\sum_{i=1}^{H} z_{i}\left(\frac{1+(\gamma-1) h_{i}}{h_{i}}\right)^{1 / 2}\right]^{2}}{(1+(\gamma-1) \bar{h})} \tag{2.7}
\end{equation*}
$$

In the case of the two stratum example, the allocation specified by (2.6) implies that allocation relative to the residual stratum (i.e. $m_{1} / m_{2}$ ) is 2.54 when $\gamma=2$ and 1.42 when $\gamma=10$. In the first case the projected proportional reduction in variance is $R=.283$ and in the second $R=.077$. In fact, it follows from (2.7) that as the relative cost of determining the value of the variable of interest increases, the relative benefit of optimal allocation decreases.

The Mitofsky-Waksberg sample design, denoted by $D_{3}$, employs two stages of sample selection (i.e. non-empty 100 -banks are selected in the first stage and WRNs are selected in the second stage). Following Waksberg (1978), we let $(k+1)$ be the total number of WRNs selected from each sample 100 -bank. The Mitofsky-Waksberg estimator, denoted by $\bar{Y}_{3}$, is unbiased for $\mu$, and its variance is minimized when
$k+1=\max \left\{1,\left(\frac{(1-\rho) \bar{t}}{(1+(\gamma-1) \bar{h}-\bar{t}) \rho}\right)^{1 / 2}\right\}$,
where $\rho$ is intra-bank correlation. Under this "optimal" within 100 -bank sample allocation the reduction in variance, relative to simple RDD, for the estimator $\bar{Y}_{3}$ is given by

$$
\begin{align*}
& R\left(\bar{Y}_{3}, \bar{Y}_{0}\right) \cong 1- \\
& \frac{\left[(1+(\gamma-1) \bar{h}-\bar{t})^{1 / 2}(1-\rho)^{1 / 2}+(\rho \bar{t})^{1 / 2}\right]^{2}}{1+(\gamma-1) \bar{h}} \tag{2.9}
\end{align*}
$$

At the national level Groves (1977) reports that $\rho \cong .05$ for economic or social statistics. Using this value of $\rho$, together with the values of $\bar{h}$ and $\bar{t}$ from the two stratum example, the projected proportional reduction in variance for the Mitofsky-Waksberg procedure is $R=.281$ when $\gamma=2$ and $R=.060$ when $\gamma=10$.

The two methodologies appear to produce essentially identical variance reduction for both values of the cost ratio. However, too much should not be read into this simple comparison as the projected reduction for each of the procedures is based on simplifying assumptions that will not be strictly true for any application. The only inference intended is that the two procedures appear to highly competitive under a general set of circumstances typically encountered in application.

## 3. ALTERNATIVE SAMPLE DESIGNS

### 3.1 Truncated Designs

The designs presented in the previous section produce unbiased estimates of the population mean. Incorrect assumptions regarding the various frame, cost, and population parameters only affect the efficiency of the estimators, not their expectations. Unfortunately an extremely high price is paid for the assurance of unbiasedness because sampling from the residual stratum provides information on only a small proportion of the population and at a relatively high cost. For example, suppose we are willing to settle for an estimate of the population mean exclusive of those households linked to telephone numbers in the residual stratum (i.e. we "truncate" the original frame by eliminating the residual stratum and select a stratified RDD sample from the remaining telephone numbers). For the two stratum example the "truncated frame" would consist only of those telephone numbers in the first stratum. The hit rate for the sample from the truncated frame would be .521 , in contrast to a hit rate of .211 for the entire frame. However, only about $94 \%$ of the target population would remain in scope.

In what follows we assume that the truncated frame is simply the original BCR frame less the residual stratum which (without loss of generality) we assume to be stratum $H$. Accordingly, for the truncated frame $\bar{h}^{*}=\left(\bar{h}-P_{H} h_{H}\right) /$ $\left(1-P_{H}\right)$ is the hit rate, $\bar{i}^{*}=\left(\bar{t}-P_{H} t_{H}\right) /\left(1-P_{H}\right)$ is
the proportion of empty 100 -banks and $\mu^{*}=\left(\mu-z_{H} \mu_{H}\right) /$ ( $1-z_{H}$ ) is the population mean. Let design $D_{4}$ be stratified simple random sampling from the truncated frame, and $\bar{Y}_{4}$ the standard ratio estimator of the population mean. The estimator $\bar{Y}_{4}$ is asymptotically unbiased for $\mu^{*}$, and, in general, it is biased for $\mu$. The (asymptotic) bias is given by

$$
\begin{equation*}
B\left(\bar{Y}_{4}\right)=\mu^{*}-\mu=\frac{z_{H}\left(\mu-\mu_{H}\right)}{\left(1-z_{H}\right)} . \tag{3.1}
\end{equation*}
$$

In most practical circumstances the bias tends to zero monotonically as the proportion of the target population in the residual stratum becomes small, although, as indicated by (3.1), this is not necessarily the case. In any event, since the value of $\mu-\mu_{H}$ is never known, an upper limit on the proportion of the population in the residual stratum is usually the key specification to be determined when considering the use of a truncated frame. For the two stratum example approximately $6 \%$ of the target population is excluded from the sampling frame and, in almost all cases, this would not be tolerable for Federal agencies.

The equations for cost, variance, allocation, and proportional reduction in variance (or cost) are essentially the same as those presented in Section 2. In fact the only modifications required for equation (2.1) and equations (2.3) through (2.7) are to replace $\mu$ by $\mu^{*}$ and, for $i=1$, $2, \ldots, H-1$, replace $z_{i}$ with $z_{i}^{*}=z_{i} /\left(1-z_{H}\right)$, and replace $\lambda_{i}$ with $\lambda_{i}^{*}=\left(\mu_{i}-\mu^{*}\right)^{2} / \sigma_{i}^{2}$. Obviously all sums are only over the remaining $H-1$ strata. For the special case where only one stratum remains after truncation the proportional reduction in variance (cost) reduces to

$$
\begin{equation*}
R\left(\bar{Y}_{4}, \bar{Y}_{0}\right)=1-\frac{\bar{h}\left(1+\bar{h}^{*}(\gamma-1)\right)}{\bar{h}^{*}(1+\bar{h}(\gamma-1))} . \tag{3.2}
\end{equation*}
$$

Thus for the two stratum design, the proportional reduction in variance (cost) is approximately $R=.492$ when $\gamma=2$ and $R=.206$ when $\gamma=10$. In both cases the reduction is substantially greater than achieved by the two methods in the previous section. However, nearly $6 \%$ of the population is not covered by the frame.

In an attempt to retain the relative efficiency of truncation while reducing the magnitude of the coverage problem, BLS and the University of Michigan are investigating several alternative stratification plans in an effort to reduce the proportion of the population in the residual stratum. One promising approach calls for the partition of the residual stratum into two or more residual strata. For example, the partitioning could create a residual stratum 3 consisting of telephone numbers in 100-banks thought to be primarily assigned to commercial establishments or not yet activated for either residential or commercial use. Residual stratum 2 will now contain all other telephone
numbers in the residual stratum from the two stratum design $D_{2}$. Estimated frame parameters for the resulting three stratum design are given in Table 2.

Table 2
Estimated frame parameters for a proposed three stratum design based on the BCR frame and the Donnelley list frame

|  | Propor- <br> tion of <br> Frame <br> $\left(P_{i}\right)$ | Propor- <br> tion of <br> Popu- <br> lation <br> $\left(z_{i}\right)$ | Hit <br> $\left(h_{i}\right)$ | Propor- <br> tion of <br> Empty <br> 100- <br> Banks <br> $\left(t_{i}\right)$ | Hit Rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Within <br> Non- <br> empty <br> Banks <br> $\left(w_{i}\right)$ |  |  |  |  |  |
| 1 | .3804 | .9402 | .5210 | .0300 | .5371 |
| 2 | .2000 | .0399 | .0420 | .9143 | .4900 |
| 3 | .4196 | .0199 | .0100 | .9796 | .4900 |

These data were used to compute the projected proportional reduction in variance for both a three stratum design and a truncated three stratum design in which Stratum 3 is excluded. These results, together with a summary of the results for the two stratum designs and the MitofskyWaksberg design, are presented in Table 3 below. (Although not discussed in the text, Table 3 also includes the projected reduction in variance for a cost ratio of 20 .)

Table 3
Projected proportional reduction in variance (or cost) relative to simple RDD sampling for five alternative telephone sample designs

|  | Proportional <br> Reduction in <br> Variance or Cost |  |  | Proportion <br> of Frame <br> not in |
| :--- | :---: | :---: | :---: | :---: |
| Scope Design | $\gamma=2$ | $\gamma=10$ | $\gamma=20$ | Scope |
| Two Stratum | .2829 | .0766 | .0320 | .0000 |
| Two Stratum <br> (Truncated) | .4917 | .2055 | .1189 | .0598 |
| Mitofsky-Waksberg | .2811 | .0597 | .0135 | .0000 |
| Three Stratum | .3001 | .0866 | .0389 | .0000 |
| Three Stratum <br> (Truncated) | .4095 | .1574 | .0879 | .0199 |

The proposed partitioning strategy successfully reduces the percent of the population out of scope from nearly $6 \%$ to approximately $2 \%$. The projected proportional reduction in variance for the truncated three stratum design is approximately $R=.410$ when $\gamma=2$ and $R=.157$ when $\gamma=10$. From an efficiency point of view, it occupies the middle ground between the highly efficient truncated two stratum design and unbiased designs.

Of course the issue to be faced when considering such a design is the coverage problem. The design is already subject to non-coverage of the non-telephone household population. Truncating the frame may add to any noncoverage bias already due to this source. For any particular application the risk inherent in sampling from a frame that does not include all of the target population must be weighed against the potential gain in efficiency. As expected, the standard three stratum design is slightly more efficient than the two stratum design. However, the increase in efficiency is so small that it is doubtful that the added cost of partitioning the BCR frame into an additional stratum is justified except for the purpose of truncation.

### 3.2 Designs Using Optimal Allocation and the Mitofsky-Waksberg Procedure

The final design to be considered is based on the stratified BCR frame. Depending on the proportion of empty 100 -banks in the stratum, we use simple RDD sampling in some strata and Mitofsky-Waksberg sampling in others. The motivation for this type of design is based on the following two considerations:
(a) Mitofsky-Waksberg sampling tends to be "administratively complex", and if the gain in efficiency is small, simple RDD is preferred.
(b) It follows from (2.9), applied at the stratum level, that if the proportion of empty banks in a stratum is "small" then Mitofsky-Waksberg sampling offers little, if any, increase in efficiency.
Thus, we propose to utilize simple RDD sampling in strata with a "small" proportion of empty hundred banks and Mitofsky-Waksberg sampling in the remaining strata. The criterion for determining the type of sampling to be utilized is based on equation (2.8) applied at the stratum level. Specifically, if the "optimal" total number of WRNs, as determined by equation (2.8), to be selected from sample 100 -banks in a particular stratum is equal to one, then the stratum is designated a simple RDD stratum; otherwise it is designated a Mitofsky-Waksberg stratum. In terms of the proportion of empty hundred banks, the $i$ th stratum will be an RDD stratum if

$$
\begin{equation*}
t_{i} \leq \frac{2.25 \rho\left(1+h_{i}(\gamma-1)\right)}{(1+1.25 \rho)} \tag{3.3}
\end{equation*}
$$

and a Mitofsky-Waksberg stratum otherwise. For the two stratum example, the first stratum is a RDD stratum, and the second is a Mitofsky-Waksberg stratum for $\gamma$ equal either 2 or 10 .

Formally the proposed sample design is as follows. The BCR frame has been partitioned into $H$ strata and, according to the criteria given in (3.3), simple RDD sampling is specified for the first $H_{1}$ strata and Mitofsky-Waksberg sampling is specified for the remaining strata.

Let:
$m_{i}=$ the number of telephone numbers selected from the $i$ th RDD stratum,
$m_{i}^{\prime}=$ the number of WRNs in the sample from the $i$ th RDD stratum,
$\tilde{m}_{i}=$ the number of 100 -banks selected from the $i$ th Mitofsky-Waksberg stratum,
$\tilde{m}_{i}^{\prime}=$ the number of retained 100 -banks in the $i$ th Mitofsky-Waksberg stratum,
$k_{i}=$ number of additional WRNs selected from each retained 100 -bank, and
$y_{i}$. $=$ aggregate of $y$ values for the sample WRNs from the $i$ th stratum.
The combined ratio estimator $\bar{Y}_{5}=\hat{Y}_{5} / \hat{N}_{5}$, where $\mathcal{Y}_{5}=\sum_{i=1}^{H_{1}} M_{i} / m_{i} y_{i}+\sum_{i=H_{1}+1}^{H} M_{i} / \tilde{m}_{i}\left(y_{i} / k_{i}+1\right)$ and $\hat{N}_{5}=\sum_{i=1}^{H_{1}} M_{i} / m_{i} m_{i}^{\prime}+\sum_{i=H_{1}+1}^{H} M_{i} / \tilde{m}_{i} \tilde{m}_{i}^{\prime}$, is utilized to estimate the population mean $\mu$ and the values of $m_{i}, \tilde{m}_{i}$ and $k_{i}$ are to be chosen to minimize $\operatorname{var}\left(\bar{P}_{5}\right)$ or the expected cost as specified.

The estimator $\bar{Y}_{5}$ is asymptotically unbiased for $\mu$ and it is straightforward to show that

$$
\begin{align*}
\operatorname{var}\left(\bar{Y}_{5}\right) \cong & \sum_{i=1}^{H_{1}} \frac{z_{i}^{2} \sigma_{i}^{2}}{m_{i} h_{i}}\left(1+\left(1-h_{i}\right) \lambda_{i}\right) \\
& +\sum_{i=H_{1}+1}^{H} \frac{z_{i}^{2} \sigma_{i}^{2}}{\tilde{m}_{i} h_{i}}\left[1+\left(1-h_{i}\right) \lambda_{i}\right. \\
& \left.\quad-k_{i}(1-\rho)\left(k_{i}+1\right)^{-1}\right] \tag{3.4}
\end{align*}
$$

and

$$
\begin{align*}
E\left[C\left(D_{5}\right)\right]=c_{0} & \left\{\sum_{i=1}^{H_{1}} m_{i}\left[1+h_{i}(\gamma-1)\right]\right. \\
& +\sum_{i=H_{1}+1}^{H} \tilde{m}_{i}\left[1+k_{i}\left(1-t_{i}\right)\right. \\
& \left.\left.+h_{i}\left(k_{i}+1\right)(\gamma-1)\right]\right\} \tag{3.5}
\end{align*}
$$

The optimal values of $m_{i}$ and $\tilde{m}_{i}$, specified up to a proportionality constant, are given by

$$
\begin{equation*}
m_{i} \propto z_{i} \sigma_{i}\left(\frac{1+\left(1-h_{i}\right) \lambda_{i}}{h_{i}\left(1+h_{i}(\gamma-1)\right)}\right)^{1 / 2}, \tag{3.6}
\end{equation*}
$$

for $i=1, \ldots, H_{1}$ and

$$
\begin{equation*}
\bar{m}_{i} \propto z_{i} \sigma_{i}\left(\frac{\lambda_{i}\left(1-h_{i}\right)+\rho}{h_{i} t_{i}}\right)^{1 / 2}, \tag{3.7}
\end{equation*}
$$

for $i=H_{1}+1, \ldots, H$. The optimal value of $\left(k_{i}+1\right)$, for $i=H_{1}+1, \ldots, H$, is given by
$k_{i}+1=\max$

$$
\begin{equation*}
\left\{1,\left(\frac{t_{i}(1-\rho)}{\left(1+h_{i}(\gamma-1)-t_{i}\right)\left(\lambda_{i}\left(1-h_{i}\right)+\rho\right)}\right)^{1 / 2}\right\} \tag{3.8}
\end{equation*}
$$

The proportionality constant for (3.6) and (3.7) is found by substitution into the expected cost equation or the variance equation as appropriate.

Under optimal allocation the reduction in variance (or cost) relative to simple RDD, is given by

$$
\begin{equation*}
R\left(\bar{Y}_{5}, \bar{Y}_{0}\right)=1-\frac{\bar{h} \Phi^{2}}{\sigma^{2}(1+(\gamma-1) \bar{h})} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi= & \sum_{i=1}^{H_{1}} \frac{z_{i} \sigma_{i}}{h_{i}^{1 / 2}}\left(1+\left(1-h_{i}\right) \lambda_{i}\right)^{1 / 2}\left(1+(\gamma-1) h_{i}\right)^{1 / 2} \\
+ & \sum_{i=H_{1}+1}^{H} \frac{z_{i} \sigma_{i}}{h_{i}^{1 / 2}}\left[\left(\rho+\left(1-h_{i}\right) \lambda_{i}\right)^{1 / 2} t_{i}^{1 / 2}+\right. \\
& \left.\left(1-t_{i}+(\gamma-1) h_{i}\right)^{1 / 2}(1-\rho)^{1 / 2}\right] . \tag{3.10}
\end{align*}
$$

Under the simplifying assumptions $\lambda_{i}=0$ and $\sigma_{i}^{2}=\sigma^{2}$ for $i=1,2, \ldots, H$,

$$
\begin{align*}
\Phi=\sigma & {\left[\sum_{i=1}^{H_{1}} \frac{z_{i}}{h_{i}^{1 / 2}}\left(1+(\gamma-1) h_{i}\right)^{1 / 2}\right] } \\
& +\sigma\left[\sum _ { i = H _ { 1 } + 1 } ^ { H } \frac { z _ { i } } { h _ { i } ^ { 1 / 2 } } \left(\left(\rho t_{i}\right)^{1 / 2}+\right.\right. \\
& \left.\left.\left(\left(1-t_{i}+(\gamma-1) h_{i}\right)(1-\rho)\right)^{1 / 2}\right)\right] \tag{3.11}
\end{align*}
$$

When applied to the two stratum frame, this combined sampling strategy yields a proportional reduction in variance of approximately $R=.440$ for $\gamma=2$ and $R=.157$ for $\gamma=10$. For both of the cost ratios, the reduction in variance is considerably larger than achieved by any of the unbiased procedures considered previously. In fact, the variance reduction is essentially equivalent to that attained by the three stratum truncated design (which is subject to a bias of unknown magnitude). Thus, on first consideration, this combined sampling strategy appears to be superior to all of the other methods.

Unfortunately there are practical problems which may preclude the use of this sampling design in certain situations. For example, the hit rate in the Mitofsky-Waksberg stratum is very low (only .02) so the number of first stage sample 100-banks must be fairly large in order that the expected number of retained 100 -banks is not too small. On the other hand, the relative number of first stage sample units allocated to the RDD stratum is considerably larger than allocated to the Mitofsky-Waksberg stratum, therefore a large overall sample size is required (see Table 4). Also, from Table 4, the number of WRNs required from each of the retained 100 -banks is relatively large and may actually exceed the number of WRNs in some banks. Clearly both of these problems are more acute for $\gamma=2$ than for $\gamma=10$. Therefore, the use of this design is restricted to situations where resources can support a "large" sample, and the cost ratio is moderate to large.

## Table 4

First stage allocation ratios and second stage sample sizes for the combined RDD/Mitofsky-Waksberg sample design applied to the two stratum BCR frame

|  | $\gamma=2$ |  |  | $\gamma=10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Stratum | $m_{1} / \tilde{m}_{2}$ | Sample Size <br> Second Stage |  | $m_{1} / \bar{m}_{2}$ | Sample Size <br> Second Stage |
| 1 | 28.17 | N.A. |  | 14.56 | N.A. |
| 2 | N.A. | 17.00 |  | N.A. | 9.00 |

## 4. SAMPLE ALLOCATION AND DESIGN EFFICIENCY

In Section 2.6 the problem of specifying the parameters required to optimally allocate the sample to the various strata was considered. It was noted that the variable specific parameters (i.e. the $\lambda_{i}$ and $\sigma_{i}^{2}$ ) tend to pose the most serious problem since we usually have little information regarding their values. For most cases the variables of analytic interest will not be very highly related to the variables used for stratification. Thus it is reasonable to assume that $\lambda_{i}=0$ and $\sigma_{i}^{2}=\sigma^{2}$ for $i=1,2, \ldots, H$. Under these assumptions the optimal allocation is given by (2.6) and the proportional reduction in variance is given by (2.7).

It is obvious that for any particular application these assumptions will never be strictly true, so when we allocate according to (2.6) the actual proportional reduction in variance will not be that given exactly by (2.7). Furthermore, allocating according to (2.6) will not provide the maximum reduction in variance which is achieved under the optimal allocation specified by (2.4). Assuming that we plan to allocate according to (2.6) two questions need to be addressed: (1) does (2.7) give a reasonable approximation to the actual reduction in variance, and (2) is the actual
reduction in variance reasonably close to the maximum possible reduction in variance? A single simple answer is not possible for either question because the outcome depends on exactly how and to what extent the assumptions failed. In the following we address these question for the two stratum design under three specific cases of model failure which are typical of situations encountered in the "real world". In all three cases the results indicate strongly affirmative answers for both questions.

In the first case we assume that $\sigma_{1}^{2}=\sigma_{2}^{2} \equiv W^{2}$ but $\lambda_{1} \neq \lambda_{2}$. The projected, the actual, and the maximum reduction in variance were computed for selected values of $\beta=\left|\sqrt{\lambda_{1}}-\sqrt{\lambda_{2}}\right|=\left|\mu_{1}-\mu_{2}\right| / W$ between 0.00 to 0.50 and the results are presented in Table 5 below. Based on our previous discussion regarding the weak relationship between the analytic and stratification variables it would seem highly unlikely that $\beta$ will ever be larger than 0.50 . The results in Table 5 indicate that for both cost ratios and for all selected values of $\beta$ the actual reduction in variance achieved by allocation under the simplifying assumptions is essentially equivalent to that which would be attained under "optimal" allocation. For both cost ratios the projected reduction in variance is always larger than the reduction actually attained and the difference increases as $\beta$ becomes larger. However, it should be noted that for $\beta \leq .35$ the percentage difference between the projected reduction and the actual reduction is less than $10 \%$ when $\gamma=10$, and less than $4 \%$ when $\gamma=2$.

Table 5
The projected, the actual, and the maximum proportional reduction in variance for cost ratios of 2 and 10 and values of $\beta$ between 0.00 and 0.50

|  | $\gamma=2$ |  |  |  | $\gamma=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | Pro- <br> jected <br> Reduc- <br> tion | Actual <br> Reduc- <br> tion | Maxi- <br> mum <br> Reduc- <br> tion |  | Pro- <br> jected <br> Reduc- <br> tion | Actual <br> Reduc- <br> tion | Maxi- <br> mum <br> Reduc- <br> tion |
| 0.00 | .2829 | .2829 | .2829 |  | .0766 | .0766 | .0766 |
| 0.10 | .2829 | .2820 | .2820 | .0766 | .0761 | .0761 |  |
| 0.20 | .2829 | .2793 | .2794 |  | .0766 | .0745 | .0746 |
| 0.30 | .2829 | .2748 | .2750 |  | .0766 | .0720 | .0721 |
| 0.40 | .2829 | .2686 | .2692 |  | .0766 | .0684 | .0689 |
| 0.50 | .2829 | .2607 | .2619 | .0766 | .0639 | .0649 |  |

The second general case considered assumes that the analytic variable is Bernoulli, where $p_{1}$ and $p_{2}$ represent the proportion of the population with the attribute of interest in stratum 1 and stratum 2, respectively. The projected, the actual, and the maximum proportional reduction in variance were computed for two specific cases of assumption failure, namely $p_{2}=.90 p_{1}$ and $p_{2}=1.10 p_{1}$; $p_{1}$ was allowed to vary from .05 to .50 and cost ratios of 2 and 10 were considered.

As discussed before it is probably reasonable to assume that $p_{2}$ will be within $10 \%$ of $p_{1}$ in most "real world" situations so these results can be considered general for Bernoulli type analytic variables. The actual reduction in variance was virtually identical to that attained under optimal allocation in all cases; thus, allocation under (2.6) can be considered (near) optimal. The projected reduction in variance was also very close to the actual reduction. When $p_{2}$ was smaller than $p_{1}$ the actual reduction was always larger than the predicted reduction, and the converse was true when $p_{2}$ was larger than $p_{1}$. In both cases the maximum difference (which was only about $3.5 \%$ of the actual reduction when $\gamma=2$ and $8.3 \%$ of the actual reduction when $\gamma=10$ ) occurred when $p_{1}=0.05$ and monotonically decreased as $p_{1}$ increased.

In summary; the two cases considered seem to indicate that so long as the assumptions which yield the allocation specified by (2.6) are not radically violated, the variance will be very near that attained under optimal allocation. Furthermore, the proportional reduction in variance given by (2.7) provides an approximation for the actual reduction in variance which is at least accurate enough for the purposes of survey design.

## 5. CONCLUDING REMARKS

The strengths of the Mitofsky-Waksberg technique for generating telephone samples are clear: high hit rates in the second stage of selection, an efficient method for screening empty banks of telephone numbers, and a conceptually ingenious approach to sample generation. It is a remarkable testimony to the strength of the technique that it is widely considered to be the standard method of random digit dialing with few serious competitors after many years. The weakness of the technique (first stage screening and replacement of non-residential numbers during the data collection) does not, on the surface, seem to be important relative to its general strength. However, these features can cause substantial difficulty, especially in short time-period telephone survey operations.

In this paper stratified designs, based on commercial lists of telephone numbers, are proposed as alternatives to the Mitofsky-Waksberg technique. Both two and three stratum designs are studied in detail. In addition to simple random sampling within each stratum, two general alternatives are considered:
(1) Simple random sampling from all strata except the low density stratum frame where the Mitofsky-Waksberg method is used.
(2) Simple random sampling from all strata except the low density stratum which is not sampled at all.
The basic thesis of this paper is that stratified sampling methods, using strata based on counts of listed telephone
numbers, are at least as efficient as the Mitofsky-Waksberg technique. Furthermore, these designs can eliminate the need for the troublesome replacement of non-residential numbers at the second stage, since the only telephone numbers that must be dialed in the high density stratum are those that are generated at the beginning of the study. Specific conclusions include the following:

- For low cost ratios, the two and three stratum designs are as efficient as the Mitofsky-Waksberg approach.
- When numbers can be dropped from the low density stratum, these alternatives designs are much more efficient, but at the price of unknown bias due to excluding part of the target population.
- When cost ratios are high, the two and three stratum approaches are clearly superior.

A critical issue is the magnitude of the bias introduced by dropping the low density stratum. As noted previously, approximately $7 \%$ of U.S. households do not have a telephone and truncating the frame may add to the noncoverage bias. As less than $5 \%$ of the U.S. household population is expected to be contained in the low density stratum it is likely that the additional coverage bias will not be substantial for many characteristics of the total population. On the other hand, for some characteristics, and for some subgroups of the population, the magnitude of the additional bias may be large enough to be of concern. Further empirical investigations of this population must be conducted.

There are two costs associated with the use of stratified designs that may detract from their use: the cost of the commercial list used to stratify the BCR frame and the overall lower hit rate. The cost of stratifying the frame into high and low density strata is not addressed in this investigation because the requisite information was derived from a specialized research file. The cost of stratification is a fixed cost and therefore will reduce the resources available for data collection. It is not known what the fixed cost will be in the future as arrangements are made with commercial vendors to routinely provide such data. Furthermore, this fixed stratification cost can be amortized over multiple studies to greatly reduce its impact on any single sample. It is unlikely that data collection for one time surveys will find either the Mitofsky-Waksberg or the stratification method described here to be as cost-effective as indicated. Further investigation is needed into the frame costs before a complete answer can be found:

The second cost issue concerns the lower hit rates presented in this paper. Given the relative competitive efficiencies of the alternatives considered here, it appears that the lower hit rates do not seriously detract from the efficiency of the alternatives. It may be possible to improve the hit rates in the high density stratum if smaller banks of numbers are used. For example, in another investigation
we have found that 10 -banks will have hit rates in the neighborhood of .57 compared to the .52 reported here for 100 -banks. Of course, working with 10 -banks substantially increases the size of files and processing operations that must be used to generate samples and the cost of a 10 -bank frame is likely to be much higher than the 100 -bank frame.

The cost models as shown in (2.2) and (2.3) are relatively simple, ignoring many cost differences in the telephone survey process that may be important for comparisons of relative efficiencies of the designs. These cost models allow the allocations to be expressed in a straightforward way, but they do not specifically address the cost components, associated with two features of the Mitofsky-Waksberg technique that the alternative designs address; replacement of nonworking numbers and weighting to compensate for exhausted clusters. Thus, the cost models igniore structural cost differences between the Mitofsky-Waksberg approach and the proposed alternatives that, if properly taken into account, could effect the relative efficiency of the two methods.

Clearly the results presented here are insufficient to draw final conclusions about the overall value of these alternative designs. Further cost data and empirical evidence on the size of the bias caused by eliminating the numbers from the low density stratum is required before a final conclusion can be reached.
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# Poisson-Poisson and Binomial-Poisson Sampling in Forestry 
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#### Abstract

Binomial-Poisson and Poisson-Poisson sampling are introduced for use in forest sampling. Several estimators of the population total are discussed for these designs. Simulation comparisons of the properties of the estimators were made for three small forestry populations. A modification of the standard estimator used for Poisson sampling and a new estimator, called a modified Srivastava estimator, appear to be most efficient. The latter is unfortunately badly biased for all 3 populations.


KEY WORDS: High value timber; Volume estimation; Estimators for Poisson-Poisson sampling; Simulation comparisons; Forest sampling; Srivastava estimation.

## 1. INTRODUCTION

Volume estimation in forestry has been highly developed in the sense that very efficient sampling strategies are available to estimate total volume (Schreuder and Ouyang 1992). Estimating and measuring defect is often not built into these strategies since measuring defect is difficult and not economically justified in most stands. But in high value stands two-phase strategies such as Poisson-Poisson sampling may be suitable where defect is measured on trees at the second phase. To sample truck loads of logs, binomial-Poisson sampling may be a suitable sampling design.

The purpose of this article is to present the theory of binomial-Poisson and Poisson-Poisson sampling and discuss some of the properties of estimators for these designs based on simulation.

## 2. REVIEW OF LITERATURE

Singh and Singh (1965) developed the theory for twophase sampling with probability proportional to size (pps) sampling at the second phase. Furthermore, Särndal and Swensson (1987) gave a general theory of two-phase sampling. A list of sampling units is assumed to be available at the first phase prior to sampling.

Hajek (1957) developed Poisson sampling and Grosenbaugh (1964) suggested its use for one-phase unequal probability sampling when no list is available. Poisson sampling is a scheme such that each unit in a population, say unit $i$, is drawn into the sample independently with probability $p_{i}$. Thus the inclusion probability of unit $i$ is
equal to $p_{i}$, and joint inclusion probability of units $i$ and $j$ is equal to $p_{i} p_{j}$. Binomial sampling, also often called Bernoulli sampling, is a special case of Poisson sampling when all $p_{i}$ are equal.

In forest survey, Poisson sampling is often implemented as follows (Schreuder et al. 1968).

1. Visit the $N$ units (say trees) in the population in any order and measure or ocularly estimate the value of a covariate $x_{i}(i=1, \ldots, N)$ highly correlated with the value of interest $y_{i}(i=1, \ldots, N)$.
2. As each $x_{i}$ is observed, compare it with a random integer, $\delta_{i}$, randomly selected from the range $1 \leq \delta_{i} \leq L$, where $L$ is an integer selected prior to sampling. $L$ is picked such that $L=X / n_{e}$ where $X=$ total for the covariate in the population and $n_{e}$ is the desired sample size. $X$ is usually not known before sampling and needs to be estimated.
3. If $\delta_{i} \leq x_{i}$, select the unit for the sample and measure $y_{i}$.

Implementation of this method results in a sample of size $n$, where $E(n)=n_{e}$ (if a good estimate of $X$ was made prior to sampling). In binomial sampling all the $x_{i}(i=1, \ldots, N)$ are the same (Goodman 1949).

## 3. SAMPLING METHODS

The United States Forest Service Region 6 (Wendall L. Jones - personal communication) uses a truck load sampling method as follows: as trucks pull up to the mill a binomial sampling technique is used to randomly select

[^8]trucks to be sampled, with $p=0.10$ say. These truck loads are measured for volume. A problem with this approach is that there are long runs of no trucks being sampled. As communicated to one of the authors, this was considered highly undesirable from a practical point of view. An alternative approach, which should decrease the frequency of long runs of no samples, and could be more efficient is to use binomial - Poisson sampling instead as follows:
Apply binomial sampling with a larger $p$ (say $p=0.30$ ). The scaler visually estimates volume on the selected loads. A Poisson subsample of these loads is then selected with probability proportional to the estimated volumes and the loads selected at this phase are scaled for volume. This is binomial-Poisson sampling.

For high-value timber stands in the Pacific Northwest of the United States highly accurate estimates of net volume, that is, usable volume is often desired. Actually cutting down and destructively measuring sample trees is the most reliable method of determining net volume, i.e. total volume minus defective volume (Johnson and Hartman 1972). Poisson-Poisson sampling may be a good sampling design in this situation. The procedure is:

1. Select $n_{1}$ out of the $N$ trees in the population by Poisson sampling, selecting the trees proportional to some estimate of gross volume, say $x_{1}=$ diameter at breast height squared ( $d^{2}$ ). With Poisson sampling actual sample size is random, say $n_{1}$ where $E\left(n_{1}\right)=n_{e 1}$. Ocularly estimate say $x_{2}=$ ocular net volume.
2 . Select $n_{2}$ out of the $n_{1}$ sample trees proportional to $x_{2}$, by Poisson sampling. Here $E\left(n_{2}\right)=n_{e 2}$ is the expected sample size at the second phase.
The $n_{2}$ sample trees are then cut and destructively measured for gross, net, and defective volume. To maintain maximum efficiency in both inventory and operations it is probably best to implement both sampling phases at once and mark the $n_{2}$ sample trees at inventory time. Ascertaining usable volume for these $n_{2}$ trees is done later either by a different crew or by carrying the sample trees into a sawmill to process them for actual wood products. Binomial-Poisson sampling is a special case of this. (If the second phase is implemented separately from the first phase then a list of sampling units is available to implement the second phase and some pps procedure with fixed sampling size should be used instead of Poisson sampling. This approach is usually inefficient because it requires two trips to the field location).

## 4. NOTATION

$N=$ Population size (not known until sampling is completed).
$n_{e} \quad=$ Expected sample size in one-phase Poisson sampling.
$n \quad=$ Achieved sample size in one-phase Poisson sampling.
$n_{\text {el }} \quad=$ Expected sample size of first phase in two-phase Poisson sampling.
$n_{1} \quad=$ Achieved sample size of first phase in two-phase Poisson sampling.
$n_{e 2} \quad=$ Expected sample size of second phase in twophase Poisson sampling.
$n_{2} \quad=$ Achieved sample size of second phase in twophase Poisson sampling.
$Y \quad=$ Total usable volume in the population (to be estimated by two-phase sampling), $Y=\sum_{i=1}^{N} y_{i}$.
$x_{1 i}=$ Covariate value for tree $i$ at phase 1 , say tree diameter at breast height squared ( $D^{2}$ ).
$X_{1} \quad=\sum_{i=1}^{N} x_{1 i}$ (known after implementing the first phase in the entire population).
$\pi_{i}(P)=$ Probability of selecting tree $i$ in one-phase Poisson sampling $\left(=n_{e} x_{1 i} / X_{1}\right)$. If all the $\pi_{i}(P)$ are equal, this is one-phase binomial sampling.
$\pi_{1 i}=$ Probability of selecting tree $i$ at phase 1 ( $=n_{e 1} x_{1 i} / X_{1}$ ).
$x_{2 i}=$ Covariate value for tree $i$ at phase 2 , say ocular estimate of net volume.
$X_{2}=$ Total amount of ocularly-estimated volume in the population (only obtained for the $n_{1}$ sample trees at the first phase so $X_{2}$ can only be estimated).
$\pi_{2 i} \quad=$ Probability of selecting tree $i$ at the second phase ( $=n_{e 2} x_{2 i} / \sum_{i=1}^{n_{1}} x_{2 i}$ ).
$y_{i} \quad=$ Value of interest for tree $i$ (say net volume).
$\pi_{i} \quad=$ Probability of selecting tree $i$ through both sampling phases ( $=\pi_{1 i} \pi_{2 i}$ ).
$\pi_{i}^{*}=$ Approximate probability of selecting tree $i$ through both sampling phases $\left(=\pi_{1 i}^{*} \pi_{2 i}^{*}\right.$ where $\pi_{1 i}^{*}=n_{1} x_{1 i} / X_{1}$ and $\left.\pi_{2 i}^{*}=n_{2} x_{2 i} / \sum_{i=1}^{n_{1}} x_{2 i}\right)$.

## 5. THEORY

For Poisson sampling, the estimator

$$
\begin{equation*}
\hat{Y}_{u}=\sum_{i=1}^{n} y_{i} / \pi_{i}(P), \tag{1}
\end{equation*}
$$

is unbiased but very inefficient and should be replaced by the following approximately unbiased estimator (Grosenbaugh 1964):

$$
\begin{align*}
\mathscr{Y}_{a} & =\left\{\frac{n_{e}}{n} \hat{Y}_{u} \text { if } n>0\right\}  \tag{2}\\
& =0 \text { if } n=0 .
\end{align*}
$$

The variance of $\hat{Y}_{a}$, as given in Brewer and Hanif (1983), is
$V\left(\hat{Y}_{a}\right)$

$$
=\sum_{i=1}^{W} \pi_{i}(P)\left[1-\pi_{i}(P)\right]\left[\frac{y_{i}}{\pi_{i}(P)}-\frac{Y}{n_{e}}\right]^{2}+p_{0} Y^{2},
$$

where $p_{0}=P(n=0)$.
For Poisson-Poisson ( $P P$ ) sampling, an estimator for $Y$ analogous to $\hat{Y}_{u}$ above is the unbiased estimator

$$
\begin{equation*}
\hat{Y}_{1}=\sum_{i=1}^{n_{2}} y_{i} / \pi_{i} \tag{3}
\end{equation*}
$$

This estimator can be horribly inefficient as pointed out for $\hat{Y}_{u}$ in Poisson sampling (Schreuder et al. 1968).

The variance of $\hat{Y}_{1}$ can be written down by using the general formulas developed by Särndal and Swensson (1987) for unbiased estimation in double sampling:
$V\left(\hat{Y}_{1}\right)$
$=\sum_{i=1}^{N}\left(\frac{1-\pi_{1 i}}{\pi_{1 i}}\right) y_{i}^{2}+E_{1}\left\{\sum_{i=1}^{n_{1}}\left(\frac{1-\pi_{2 i}}{\pi_{2 i}}\right)\left(\frac{y_{i}}{\pi_{1 i}}\right)^{2}\right\}$,
where $E_{1}$ denotes expectation over the first-phase sample. Since $Y_{1}$ is not efficient we do not give its variance estimator. Analogous to the more efficient adjusted estimator in Poisson sampling we have the approximately unbiased estimator

$$
\begin{equation*}
\widehat{Y}_{2}=\sum_{i=1}^{n_{2}} y_{i} / \pi_{i}^{*}=\widehat{Y}_{1}\left(n_{e 1} / n_{1}\right)\left(n_{e 2} / n_{2}\right) \tag{4}
\end{equation*}
$$

The variance of $\hat{Y}_{2}$ is:

$$
\begin{aligned}
& V\left(\hat{Y}_{2}\right)=p(\phi) Y^{2}+\sum_{i=1}^{N} \pi_{1 i}\left(1-\pi_{1 i}\right)\left(\frac{y_{i}}{\pi_{1 i}}-\frac{Y}{n_{e l}}\right)^{2} \\
& +\sum_{s_{1} \neq \phi} p_{1}\left(s_{1}\right)\left\{\sum_{i \in s_{1}} \pi_{2 i}\left(1-\pi_{2 i}\right)\left(\frac{y_{i}}{\pi_{1 i} \pi_{2 i}}-\frac{n_{1} Y}{n_{e 1} n_{e 2}}\right)^{2}\right\},
\end{aligned}
$$

where $s_{1}$ denotes the first-phase sample, $p(\phi)$ is the probability of drawing an empty sample, which is equal to

$$
p(\phi)=p_{1}(\phi)+\sum_{s_{1} \neq \phi} p_{1}\left(s_{1}\right) p_{2}(\phi)
$$

and $p_{1}$ and $p_{2}$ denote respectively the sampling design for the first-phase and the second-phase sampling design conditional on the sample drawn in the first-phase.

Usually, population size is large and the first phase sample size is also large (compared to the second phase sample size). Thus we can safely assume $p_{1}(\phi) \doteq 0$ (compared to $p_{2}(\phi)$ ). For example, if we draw a first phase sample with expected sample size 50 out of a population of size 500 , and then we draw a second phase sample with expected sample size 20 out of the first phase sample, all by using bionomial sampling, the inclusion probability in the first phase is 0.1 and the probability to draw an empty first phase sample is $(0.9)^{500}$; but the inclusion probability in the second phase is roughly .04 and the probability to draw an empty second phase sample is $(0.6)^{50}$. Notice that $(0.9)^{500}=(0.3487)^{50} \ll(0.6)^{50}$ Thus, in most practical applications,

$$
p_{1}(\phi) \doteq 0
$$

A variance estimator of $\hat{Y}_{2}$ can hence be easily given:

$$
\begin{align*}
& \mathcal{V}_{1}\left(\hat{Y}_{2}\right)=p_{2}(\phi) \hat{Y}_{2}^{2} \\
& \quad+\frac{n_{e 1} n_{e 2}}{n_{1} n_{2}} \sum_{i=1}^{n_{2}}\left(1-\pi_{1 i}\right)\left(y_{i} / \pi_{1 i}-\hat{Y}_{2} / n_{e 1}\right)^{2} / \pi_{2 i} \\
& \quad+\frac{n_{e 2}}{n_{2}}\left[\sum_{i=1}^{n_{2}}\left(1-\pi_{2 i}\right)\left(\frac{y_{i}}{\pi_{1 i} \pi_{2 i}}-\frac{n_{1} \hat{Y}_{2}}{n_{e 1} n_{e 2}}\right)^{2}\right] . \tag{5}
\end{align*}
$$

Estimator (5) should work well in usual applications. Sometimes when ocularly estimating net volume, however, the field worker may estimate that a tree has no value but turns out to be incorrect. Thus, some $x_{2 i}$, hence $\pi_{2 i}$, will be zero (in the simulations a small value is added to those so that $\pi_{2 i}>0$ ). In this case, a more stable term is needed to replace the last term in (5). Notice that

$$
\frac{n_{e 2}}{n_{2}} \sum_{i=1}^{n_{2}} \pi_{1 i}\left(1-\pi_{1 i}\right)\left(y_{i} / \pi_{1 i}-\hat{Y}_{2} / n_{e 1}\right)^{2} / \pi_{2 i}
$$

is an improved estimator of

$$
\begin{equation*}
\sum_{i=1}^{n_{1}} \pi_{1 i}\left(1-\pi_{1 i}\right)\left(y_{i} / \pi_{1 i}-\mathcal{Y}_{2} / n_{e l}\right)^{2} \tag{6}
\end{equation*}
$$

To ensure that the estimator does not become too large when one or more $\pi_{2 i}$ are close to zero, we use the following estimator

$$
\begin{array}{r}
\left\{\left[\sum_{i=1}^{n_{2}} \pi_{1 i}\left(1-\pi_{1 i}\right)\left(\frac{y_{i}}{\pi_{1 i}}-\frac{\hat{Y}_{2}}{n_{e 1}}\right)^{2}\right] /\right. \\
 \tag{7}\\
\left.\left[\sum_{i=1}^{n_{2}} \pi_{2 i}\right]\right\} n_{e 2}
\end{array}
$$

If we consider $x_{2 i}$ as the auxiliary characteristic of $\pi_{1 i}\left(1-\pi_{1 i}\right)\left(y_{i} / \pi_{1 i}-\hat{Y}_{2} / n_{e 1}\right)^{2}$, then (7) is a ratio estimator of (6), since $\pi_{2 i} \propto x_{2 i}$ for $i=1, \ldots, n_{1}$. But since $x_{2 i}$ is not necessarily approximately proportional to $\pi_{1 i}\left(1-\pi_{1 i}\right)\left(y_{i} / \pi_{1 i}-\hat{Y}_{2} / n_{e 1}\right)^{2}$, (7) may not be a very efficient estimator of (6). The advantage of using (7) is that $\sum_{i=1}^{n_{2}} \pi_{2 i}$ will not be close to zero, so that (7) will be stable.

This leads to the following variance estimator:

$$
\begin{align*}
& v_{2}\left(\hat{Y}_{2}\right)=p_{2}(\phi) \hat{Y}_{2}^{2} \\
& \quad+\frac{n_{e 1} n_{e 2}}{n_{1}}\left[\sum_{i=1}^{n_{2}}\left(1-\pi_{1 i}\right)\left(\frac{y_{i}}{\pi_{1 i}}-\frac{\hat{Y}_{2}}{n_{e 1}}\right)^{2}\right] / \sum_{i=1}^{n_{2}} \pi_{2 i} \\
& \quad+\frac{n_{e 2}}{n_{2}} \sum_{i=1}^{n_{2}}\left(1-\pi_{2 i}\right)\left(\frac{y_{i}}{\pi_{1 i} \pi_{2 i}}-\frac{n_{1} \hat{Y}_{2}}{n_{e 1} n_{e 2}}\right)^{2} \tag{8}
\end{align*}
$$

which is less affected by small probabilities than (5) and hence is more stable. We will use (8) instead of (5) as a variance estimator of $\hat{Y}_{2}$.

Let $E_{1}$ denote the expectation with respect to the first phase and $E_{2}$ denote the expectation with respect to the second phase. Since $n_{2}$ is the actual sample size and $E n_{2}=E_{1} E_{2} n_{2}=E_{1} n_{e 2}$, the adjusted estimator in $P P$ sampling should be $E_{1} n_{e 2} / n_{2} \hat{Y}_{1}$. But the quantity $E_{1} n_{e 2}$ is not available and is replaced by $n_{e 2}$ to obtain the following estimator:

$$
\begin{equation*}
\hat{Y}_{3}=\frac{n_{e 2}}{n_{2}} \hat{Y}_{1} . \tag{9}
\end{equation*}
$$

$\hat{Y}_{3}$ should also have very small bias and the variance of $\hat{Y}_{3}$ is
$V\left(\mathscr{Y}_{3}\right)=p(\phi) Y^{2}+\sum_{i=1}^{N} \frac{1-\pi_{1 i}}{\pi_{1 i}} y_{i}^{2}$

$$
+\sum_{s \neq \phi} p_{1}\left(s_{1}\right)\left\{\sum_{i \in S_{1}} \pi_{2 i}\left(1-\pi_{2 i}\right)\left(\frac{y_{i}}{\pi_{i 1} \pi_{2 i}}-\frac{Y}{n_{e 2}}\right)^{2}\right\}
$$

A variance estimator of $\hat{Y}_{3}$ is

$$
\begin{align*}
v\left(\hat{Y}_{3}\right)= & p_{2}(\phi) \hat{Y}_{3}^{2} \\
& +\frac{n_{e 2}}{n_{2}}\left[\sum_{i=1}^{n_{2}} \pi_{2 i}\left(1-\pi_{1 i}\right)\left(\frac{y_{i}}{\pi_{1 i} \pi_{2 i}}\right)^{2}\right] \\
& +\sum_{i=1}^{n_{2}}\left(1-\pi_{2 i}\right)\left(\frac{y_{i}}{\pi_{1 i} \pi_{2 i}}-\frac{\hat{Y}_{3}}{n_{e 2}}\right)^{2} \tag{10}
\end{align*}
$$

Another possible estimator is based on the idea that we first want an efficient estimator of the first-phase information. This is accomplished by an analogous estimator to $\hat{Y}_{a}$ in eq. (2):

$$
\tilde{Y}_{a}(2)=\sum_{i=1}^{n_{2}}\left(y_{i} / \pi_{2 i}\right) n_{e 2} / n_{2} \text { if } n_{2}>0
$$

This estimator can be expanded to estimate $Y$ by dividing the first-phase sample by its probability of selection and we obtain
$\hat{Y}_{4}=\left[\hat{Y}_{a}(2) /\left\{\prod_{i \epsilon s}^{n_{1}} p_{1 i} \prod_{j \in s}^{N}\left(1-p_{1 j}\right)\right\}\right] / 2^{N-1}$,
where $i \in s$ indicates that unit $i$ is in the sample, $j \notin s$ indicates that $j$ is not in the sample, $p_{1 i}=n_{e 1} x_{1 i} / X_{1}$, and $2^{N-1}$ is the number of all samples.

The variance of $\hat{Y}_{4}$ is

$$
\begin{aligned}
V\left(\hat{Y}_{4}\right)= & \left(2^{-2(N-1)}\right)\left[\sum_{s_{1} \neq \phi} T\left(s_{1}\right)^{2} / p_{1}\left(s_{1}\right)\right]-Y^{2} \\
& +\left(2^{-2(N-1)}\right) \sum_{s_{1} \neq \phi}\left\{\sum_{i \in s_{1}} \pi_{2 i}\left(1-\pi_{2 i}\right)\right. \\
& {\left.\left[\frac{y_{i}}{\pi_{2 i}}-\frac{1}{n_{e 2}} T\left(s_{1}\right)\right]^{2}+p_{2}(\phi) T\left(s_{1}\right)^{2}\right\} / p_{1}\left(s_{1}\right), }
\end{aligned}
$$

where $T\left(s_{1}\right)$ is the total of $y$ over $s_{1}$. It can be easily derived by using the formula

$$
V\left(\hat{Y}_{4}\right)=V_{1} E_{2}\left(\hat{Y}_{4}\right)+E_{1} V_{2}\left(\hat{Y}_{4}\right),
$$

and the variance given for $\hat{Y}_{a}$.

This estimator is expected to be highly unstable. A possible improvement is to condition the estimator on the actual sample size obtained, i.e.,

$$
\hat{Y}_{5}=\left[\hat{Y}_{a}(2) \mid\right.
$$

$$
\begin{equation*}
\left\{\frac{\left[\prod_{i \in s}^{n_{1}} \pi_{1 i} \prod_{j \in s}\left(1-\pi_{1 j}\right)\right]}{P_{1}\left(n_{1}\right)} \cdot\binom{N-1}{n_{1}-1}\right\} \tag{12}
\end{equation*}
$$

where $P_{1}\left(n_{1}\right)$ is the probability of drawing a first phase sample of size $n_{1}$.

To compute this probability, let $I_{i}$ be the random variable which is 1 if unit $i$ is in the sample and 0 otherwise. Hence $n_{1}=\sum_{i=1}^{N} I_{i}$, and

$$
E\left(n_{1}\right)=n_{e 1}, \operatorname{Var}\left(n_{1}\right)=\sum_{i=1}^{N} \pi_{1 i}\left(1-\pi_{1 i}\right)=d
$$

If

$$
\begin{aligned}
r & =\frac{n_{0}-n_{e}}{\sqrt{d}}, \\
\phi(r) & =(2 \pi)^{-1 / 2} \exp \left[-\frac{1}{2} r^{2}\right], \\
f_{m}(r) & =\left[\frac{1}{\sqrt{d}}\right] \phi(r)\left[1+\sum_{j=1}^{m} p_{j}(r)\right],
\end{aligned}
$$

where $P_{j}(r)$ are Edgeworth polynomials. Then

$$
\begin{aligned}
& P_{1}\left(n_{1}\right) \doteq f_{m 1}(r) \text { and specifically, for } m=2 \\
& P_{1}\left(n_{1}\right) \doteq f_{2}(r)=\left[\frac{1}{\sqrt{d}}\right] \phi(r)\left[1+\frac{1-2 \bar{\pi}}{6 \sqrt{d}}\left(r^{3}-3 r\right)\right. \\
&+\frac{1}{4!} \frac{1-\overline{6 \pi(1-\pi)}}{d}\left(r^{4}-6 r^{2}+3\right) \\
&\left.+\frac{10}{6!} \frac{(1-2 \overline{\bar{\pi}})^{2}}{d}\left(r^{6}-15 r^{4}+45 r^{2}-15\right)\right]
\end{aligned}
$$

where

$$
\overline{\bar{\pi}}=\frac{\sum_{i=1}^{N} \pi_{i}^{2}\left(1-\pi_{i}\right)}{\sum_{i=1}^{N} \pi_{i}\left(1-\pi_{i}\right)}, \overline{\pi(1-\pi)}=\frac{\sum_{i=1}^{N} \pi_{1 i}^{2}\left(1-\pi_{1 i}\right)^{2}}{\sum_{i=1}^{N} \pi_{1 i}\left(1-\pi_{1 i}\right)}
$$

(Hájek 1981).
$\hat{Y}_{4}$ and $\hat{Y}_{5}$ are only given for completeness. They are not considered further since both are unstable.

An alternative to $\hat{Y}_{4}$ and $\hat{Y}_{5}$ is to correct $\hat{Y}_{g}(2)$ using an expansion factor based on the information for covariate $x_{1}$. These estimators are sensible if $\hat{Y}_{a}(2) / \sum_{i=X_{1}}^{n_{1}} x_{1 i}$ is an approximately unbiased estimator of $R=Y / X_{1}$ which is true for binomial-Poisson (BP) but not for PP sampling. This fact is verified by simulation, but the reason why approximate unbiasedness holds for binomial-Poisson is that $\hat{Y}_{a}(2) / \sum_{i=1}^{n_{1}} x_{1 i}$ under binomial sampling is similar to the ratio estimator under simple random sampling. Hence the following estimator is only appropriate for $B P$ sampling.

$$
\begin{equation*}
Y_{6}=X_{1}\left[Y_{a}(2) / \sum_{i=1}^{n_{1}} x_{1 i}\right] \tag{13}
\end{equation*}
$$

The variance of $\hat{Y}_{6}$ is

$$
\begin{aligned}
& V\left(Y_{6}\right)=\frac{N^{2}}{n_{e 1}^{2}} \sum_{i=1}^{N}\left(y_{i}-R x_{i}\right)^{2} \pi_{1 i} \\
& \quad+E_{1}\left\{\frac { x _ { i } } { n _ { 1 } \overline { x } _ { 1 } s _ { 1 } } \left[\sum_{i=1}^{n_{1}} \pi_{2 i}\left(1-\pi_{2 i}\right)\left(\frac{y_{i}}{\pi_{2 i}}-\frac{n \bar{y}_{s 1}}{n_{e 2}}\right)^{2}\right.\right. \\
& \\
& \left.\left.\quad+p_{2}(\phi) n_{1}^{2} \bar{y}_{s 1}^{2}\right]\right\}
\end{aligned}
$$

Another promising estimator is based on Srivastava's (1985) proposed unbiased estimator $\hat{Y}_{s r 1}$ based on the sample weight function concept. Srivastava and Ouyang (1992) developed a structure for the sample weight in order that $\hat{Y}_{\text {srl }}$ has zero variance at some points of the parameter space $\left\{y_{1}, \ldots, y_{N}\right\}$. The sample weight function can use any information other than that given in a sample. Examples of this kind of information have been given in Srivastava and Ouyang (1992) and Ouyang and Schreuder (1992). If the information can be formulated as a model

$$
\begin{equation*}
y_{i}=\alpha+\beta x_{i}+e_{i}, i=1, \ldots, N, \tag{14}
\end{equation*}
$$

then the so called "generalized ratio estimator approximation"' (Ouyang et al. (1992)) can be used which gives the following estimator of the population total:

$$
\begin{equation*}
\hat{Y}_{7}=\left[\frac{\hat{Y}_{1}}{\sum_{i=1}^{n_{2}} y_{i}^{*} /\left(\pi_{1 i} \pi_{2 i}\right)}\right] Y^{*}, \tag{15}
\end{equation*}
$$

with $\hat{a}$ and $\hat{\beta}$ weighted regression coefficients, and $y_{i}^{*}$ calculated by $y_{i}^{*}=\hat{a}+\hat{\beta} x_{1 i}$ and $Y^{*}=\sum_{i=1}^{N} y_{i}^{*}$.

Note that $\mathbb{Y}_{7}$ is dependent on the model assumption.

## 6. SIMULATIONS

Simulation samples with first-and second-phase samples of expected sizes 50 and 20 in Poisson-Poisson and binomial-Poisson sampling were each drawn from three populations. Two populations were high-value fir, cedar and pine trees. Population 1, called BLM1 (Data from unpublished report "Comparison of volume estimates made by several timber measurement methods in western Oregon' by G. B. Hartman. Feb., 1971. Bureau of Land Management, Portland, Oregon), contained 331 trees and population 2, called BLM2, included 510 trees (Johnson and Hartman 1972). Measured variables on each tree were: net volume scaled (nvs), net volume dendrometered (nvd), and diameter at breast height $(d)$. Here nvs $(=y)$ is the variable of interest, $x_{1}=d^{2}$ is used in the first phase of PP sampling and $x_{2}=$ nvd is the more expensively but presumably additionally useful covariate obtained at the second level of PP sampling; 200,000 simulations were performed. Ideally, one would like the first- and secondlevel covariates to be relatively uncorrelated yet both highly correlated with $y$. These would be $d^{2}$ or nvd at the first phase and some measure of defect at the secondphase. Unfortunately, to do this in a satisfactory manner requires separating trees into a class where the field worker is comfortable estimating defect and another class for which he does not. This was not done for the available data. In BP sampling trees were selected with equal probabilities at the first phase and proportional to $x_{2}$ at the second phase. Population 3, a mapped data set, called Surinam, was also used since it was cleaner than the other populations in terms of having available more sensible variables for Poisson-Poisson sampling. The population consists of a 60 -ha mapped Surinam forest for which only species and diameters were recorded (Schreuder et al. 1987). Tree heights and standing tree volumes for other species were superimposed on these trees as described in Schreuder et al. (1992). The resulting population consists of 5,525 trees for which tree diameter ( $d$ ), height ( $h$ ) and volume (v) were available. This yielded covariates $x_{1}=h_{h}^{2}$ and
$x_{2}=$ standing gross tree volume for PP sampling. For BP sampling $x_{2}$ was used at the second phase. Board foot volume ( $y$ ) was also added to the data set. Included are 10 trees for which $d^{2} h$ is large ( $\geq 60,000$ ) but bd. ft. volume is essentially zero; 10,000 simulations were performed for the Surinam data. Results for BLM1, BLM2, and Surinam are given in Tables 1, 2 and 3 respectively.

Table 1
Simulation results for BLM1 ( $N=331$ ) population. 200,000 simulations were performed using $x_{1}=D^{2}$ and $x_{2}=$ nvd as covariates*

| Estimator | Bias |  | SE |  | EASE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BP | PP | BP | PP | BP | PP |
| $P_{1}$ | 0.021 | 0.011 | 42.495 | 53.228 |  |  |
| $\hat{Y}_{2}$ | -0.045 | -0.770 | 37.272 | 48.219 | 97.787 | 97.806 |
| $\hat{Y}_{3}$ | -0.050 | -0.777 | 39.819 | 49.349 | 97.492 | 96.763 |
| $Y_{6}$ | 0.012 |  | 39.992 |  |  |  |
| $\hat{Y}_{7}$ | -0.036 | 3.650 | 18.881 | 21.885 |  |  |

Table 2
Simulation results for BLM2 ( $N=510$ ) population. 200,000 simulations were performed using $x_{1}=D^{2}$ and $x_{2}=$ nvd as covariates*

| Estimator | Bias |  | SE |  | EASE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BP | PP | BP | PP | BP | PP |
| $\hat{Y}_{1}$ | 0.146 | 0.059 | 95.708 | 62.500 |  |  |
| $\hat{Y}_{2}$ | 0.055 | -0.424 | 90.247 | 55.876 | 100.325 | 98.583 |
| $\hat{Y}_{3}$ | 0.050 | -0.411 | 91.259 | 58.701 | 99.779 | 98.679 |
| $\hat{Y}_{6}$ | 0.146 |  | 94.100 |  |  |  |
| $Q_{7}$ | 0.486 | 4.391 | 26.788 | 19.855 |  |  |

Table 3
Simulation results for Surinam ( $N=5,525$ ) population. 10,000 simulations were performed using $x_{1}=D^{2}$ and $x_{2}=$ ocular estimate of net volume*

| Estimator | Bias |  | SE |  | EASE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BP | PP | BP | PP | BP | PP |
| $\widehat{Y}_{1}$ | 0.764 | 0.364 | 25.709 | 25.924 |  |  |
| $\hat{Y}_{2}$ | 0.290 | -0.402 | 15.636 | 10.845 | 97.492 | 97.37 |
| $\hat{Y}_{3}$ | 0.019 | -0.463 | 20.989 | 17.886 | 100.364 | 98.945 |
| $\hat{Y}_{6}$ | 1.013 |  | 20.822 |  |  |  |
| $\hat{Y}_{7}$ | 2.277 | 2.426 | 22.428 | 17.397 |  |  |

* All tables give bias and standard error (SE) expressed as a percentage of the population net volume. The estimated average standard error (EASE) is expressed as a percentage of the simulation standard error. Expected sample sizes are $n_{e l}=50$ and $n_{e 2}=20$ for both binomialPoisson (BP) and Poisson-Poisson (PP) sampling.


## 7. RESULTS AND DISCUSSION

For PP sampling $\hat{Y}_{2}$ is the most efficient estimator of the three ( $\hat{Y}_{1}, \hat{Y}_{2}$, and $\hat{Y}_{3}$ ) relatively assumption-free estimators for BLM1 and BLM2; $\widehat{Y}_{3}$ is slightly less efficient than $\hat{Y}_{2}$. Note that $\hat{Y}_{7}$ is even more efficient than $\hat{Y}_{2}$ but $\mathscr{Y}_{7}$ has a serious bias in some cases. The variance estimators for $\hat{Y}_{2}$ and $\hat{Y}_{3}, v\left(\hat{Y}_{2}\right)$ and $v\left(\hat{Y}_{3}\right)$, in eq. (8) and (10) are approximately unbiased.

For BP sampling, $\hat{Y}_{7}$ has negligible bias and the smallest standard error of all the estimators. $\hat{Y}_{2}$ is considerably less efficient than $\hat{Y}_{7}$ for BLM1 and BLM2 but more efficient than the other estimators. The variance estimators for both $\hat{Y}_{2}$ and $\hat{Y}_{3}$ are approximately unbiased.

Note for BLM1, BP sampling is always more efficient than PP sampling whereas for BLM2 PP sampling is more efficient with $\hat{Y}_{1}, \hat{Y}_{2}$ and $\hat{Y}_{3}$. This is because $x_{2}$ is not the logical variable to measure after the effect of $x_{1}$ is removed. Unfortunately a better variable to assess defect was not available for these data. For BLM1 $x_{2}$ did not but for BLM2 it did improve estimation.

For both PP and BP sampling, using population Surinam, $\hat{Y}_{2}$ is again the most efficient estimator of the three ( $\hat{Y}_{1}$, $\hat{Y}_{2}$ and $\hat{Y}_{3}$ ) relatively assumption-free estimators. $\hat{Y}_{3}$ is considerably less efficient than $\hat{Y}_{2} . \mathscr{Y}_{7}$ is less efficient than $\hat{Y}_{2}$ and is substantially more biased for this population. $v\left(\hat{Y}_{2}\right)$ and $v\left(\hat{Y}_{3}\right)$ seems to be a approximately unbiased variance estimators for $\hat{Y}_{2}$ and $\hat{Y}_{3}$. For this population PP sampling is more efficient than BP sampling with $\hat{\boldsymbol{Y}}_{2}$ showing that in this case both $x_{1}=d^{2} h$ and $x_{2}=$ standing gross total volume are useful in sampling.

Actually, it is not surprising to see $\hat{Y}_{2}$ is the most efficient estimator, since it uses the most amount of information at both the design and estimation stages. Estimator $\hat{Y}_{7}$ tends to be even more efficient in terms of mean squared error, but with larger bias. This is because $\hat{\gamma}_{7}$ is based on the model given in equation (14). If the model is correct, $\hat{Y}_{7}$ should be preferred over $\hat{Y}_{2}$, since $\hat{Y}_{7}$ incorporates even more information from the population. 'But otherwise, $\hat{Y}_{2}$ should be preferred. $\widehat{Y}_{7}$ is not recommended if model (14) is not justified.

## 8. RECOMMENDATIONS

1. Both Poisson-Poisson and binomial-Poisson sampling are useful in practical forest sampling. With either procedure, estimator $\hat{Y}_{2}$ should be used. This estimator, with negligible bias and high efficiency, is analogous to the adjusted estimator $\hat{Y}_{a}$ used in Poisson sampling and has a reliable variance estimator.
2. Estimator $\hat{Y}_{7}$ is considerably more efficient than $\hat{Y}_{2}$ for 2 populations but should not be used in preference to $\hat{Y}_{2}$ until it has been more fully investigated in additional studies. $\hat{Y}_{7}$ tends to be seriously biased in these simulations.
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