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SURVEY METHODOLOGY 
	

VOLUME 2 - NUMBER 1 

ANALYSIS OF DESIGN EFFECTS AND VARIANCE COMPONENTS IN 

MULTI-STAGE SAMPLE SURVEYS 

G.B. Gray and R. Platek 
Household Surveys Development Division 

Multi-stage statistical surveys as a means of obtaining socio-
economic characteristics for the population have been in use 
for many years. Each survey requires an extensive and precise 
sample design which is governed by the cost structure for 
obtaining the data and the variance of the characteristic data 
between units at various stages of sampling. The authors 
analyzed variance components derived from one month's data of 
the Canadian Labour Force Survey and examined the variance 
that would have resulted under different allocation strategies 
in Table 6 and for different average sizes of units in Table 7. 
The percentage components of variance, the design effects by 
stage of sampling and population variances between units of 
the various stages, as well as measures of homogeneity for 
households within stages, are derived and shown in Tables 2 to 5. 

The analysis was carried out for the Canadian Labour Force Survey, 
but the methodology of component of variance estimation (Gray 
[4]) and the methods used to analyze the results of a particular 
survey are readily applied to any multi-stage statistical sample 
survey, where Horvitz-Thompson estimators and ratio estimation 
are applied. 

1. INTRODUCTION 

a) General 

Survey sample techniques have been in use for many years and, among 

probability samples, there are many types. They vary from simple random 

sampling to a complex multi-stage stratified sample design and it is the 

latter type which is the subject of this paper. 

b) Need for Multi-Stage Sample Design 

A particular survey design is determined by a variety of factors such 

as objectives of the survey, methods of enumeration, availability of census 

data, reliability of estimates required, and frequency of survey. The 

availability of funds usually plays an important practical part in 

determining a survey design. 
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Any sample design, whether it uses personal interviews solely, or in 

conjunction with telephone or mail, requires clustering of the sample 

to some degree. Even mail surveys with personal follow-up of non-

respondents may require clustering to a certain extent. Although 

clustering usually reduces the survey cost, the sampling variance of 

estimates of most statistics is increased. 	In order to introduce 

clustering in a survey design, a certain amount of information about 

the population is required. Census data may be used, for example, to 

delineate strata and primary sampling units, while more up-to-date 

information on areas within primary sanpling units may be used to 

delineate strata and primary sampling units, while more up-to-date 

information on areas within primary sampling units may be used to 

delineate subsarnpl ing units in subsequent stages. 

Since a large sample usually provides data for many characteristics in 

a given survey, as well as do supplementary surveys which use the same 

sample or sample frame as the main survey, the optimization problem 

becomes more complicated than it would be for a single characteristic. 

In this article however we will not be concerned with the problem of 

optimization, but rather with the type of survey analysis that may be 

undertaken with variance components. 

c) Need for Components of Variance 

For the sole purpose of obtaining measures of reliability of estimates, 

usually confined to estimates of sampling variability, it is seldom 

necessary to split up the variance into components and to estimate each 

component. In any survey design, the total sampling variance provides 

an adequate quality measure as far as sampi ing variation is concerned. 

In a multi-stage design, however, ;hen total variances are studied, 

questions frequently arise as to the contribution of various stages 
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to the total variance. Examination of the relative magnitude of 

variance components throws some light on the alternative sample design 

through changes in the sizes of the units, or changes in the allocation 

of sample units that might be adopted to decrease the sampling variance 

for a given budget, or decrease the cost for a given sampling variance. 

Clearly, the answer to either of these requires a cost analysis in 

conjunction with a variance analysis and we are aware that by providing 

variance analysis without cost analysis the study is incomplete. However, 

the magnitude of the components at certain stages may determine the 

desirability or necessity of isolating cost components at the same 

stages. In some instances, a variance component may be unacceptably 

high regardless of the corresponding cost component. 

Total sampling variances and design effects [7] enable us to evaluate 

the gains or losses as a result of stratification, clustering and 

ratio estimation compared with simple random sampling and simple estima-

tion. However, in order to analyze the design effect more fully, 

components of variances are required. For example, low design effects 

may mean that clustering plays no part in increasing the sampling 

variance so that components of variance other than those between ultimate 

units may be quite low. Alternatively, high design effects may indicate 

an extensive clustering effect which would tend toward high components 

of variance in at least one other stage besides the between ultimate 

unit component. Also, the size of the sampling unit at a given stage 

of sampling usually affects the variance component, since the population 

variance of which the variance component is a function, almost always 

increases with the size of a unit faster than by a linear relationship 

with the size. The reason for the faster than linear increase is a 

positive intra-class correlation [5]. Design effects by stages of 

sampl ing may also be calculated (see Appendix 5.2) 

In a specific survey, a characteristic could possess an unusually high 

sampling variance as revealed by high design effects, compared with 
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other characteristics. The contribution to the high sampling variance 

could arise from one particular stage only, or from all stages of sampling. 

It is therefore important to split up the total variance into components 

to determine which of the two possibilities have occurred. 

Finally, in large surveys, of which the Canadian Labour Force Survey is 

an example, there are many characteristics for which statistics are 

regularly provided, and these characteristics could be divided into 

groups according to their patterns of design effects at the various 

stages of sampling, thus providing more information for data analysis. 

Furthermore, one might expect a tendency toward high components of 

variance for some characteristics at the initial stages of selection 

when the sampling units are large, and low components of variance for 

other characteristics. At subsequent stages, the trends could be 

reversed. One must analyze the components of variance in relation to 

the sampling ratios at various stages of selection as well as the sizes 

of units as one may notice from Appendix 6.3. 

2. VARIANCE COMPONENTS AND ANALYSIS 

Variance components were undertaken for about hO characteristics in 

June, 1973,  for the Canadian Labour Force Survey, using Yates-Grundy 

estimation formulas [9],  and further developed by Gray [31 and [14]. 

In this case, a four-stage sample design in small urban and rural areas 

defined by (1) primary sampling units within each of 116 strata, with 

an urban and rural population mix, (ii) segments in each of the urban 

and rural part of a primary sampling unit with about 150 to 200 house-

holds, (iii) clusters within segments, and finally, (iv) households 

within clusters. 	In all cases, probability proportional to size 

sampling was used applying the most recent population counts available 

for measures of size. In the Labour Force Survey designed after the 

1961 Census, primary sampling units were selected by a method devised 

by Fellegi [1],  while systematic sampling was employed in the subsequent 

stages. More details on the sample design of the Canadian Labour Force 

Survey may be obtained from [2] and [8], and the details related to 

variance component estimation may be obtained from [4]. 
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The study of variance components based on the results from LFS lead to 

two basic types of analysis, (a) a study of the variance components as 

percentages of the total variance and their relationship to design 

effects [7], and (b) a study of a variance function in terms of average 

weights and numbers of units at various stages and the population 

variances for which individual design effects may be obtained. The 

results of these studies may be applied to the preparation of a sample 

design for supplementary and other surveys whose characteristics are 

highly correlated with those of the Labour Force Survey. The analyses 

are undertaken separately for urban and rural areas. For analysis 

purposes, 19 specific characteristics were selected because of their 

special importance to many studies. 

3. DESIGN EFFECTS AND CATEGORY OF CHARACTERISTICS 

In Table 1, 19 LF characteristics are listed with the overall design 

effect (Appendix 4.0 and they are grouped into three broad categories 

based on the type of characteristics as well as the ranges of design 

effects, separately for urban and rural areas. Notwithstanding the 

design effects for the moment, the three broad categories are; 

Category I, characteristics which one may expect to be well spread Out 

in the population, but which refer to some but not all age-sex 

categories (design effects very low and possibly less than one because 

of the benefits of ratio estimation in reducing the variance); 

Category II, characteristics which one may expect to be well spread out 

in the population, but which refer to all age-sex categories (design 

effects not as low as for category I), and finally Category III, 

characteristics which one may expect to occur in clustering pockets 

in the population, such as certain industry breakdown for which the 

desiqn effects are higher than Category II. 

On the above braod defini tion of the types of characteristics as well 

as the observed design effects, the 19 characteristics were grouped 

into three categories, maintaining as much as possible the common 

category between urban and rural areas. 
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There is a rather high correlation of .860 between the design effects 

of the characteristics for urban and rural areas and without either 

"Finance and Insurance" or "Non-Agriculture Employed", the correlation 

increases to .907.  The design effects in the urban and rural areas have 

also been ranked in order to show more clearly the correlation between 

the two sets of observations. 	In general, the clustering effect as 

seen by the magnitude of the design effect is more significant in the 

rural areas than in the urban areas, the average design effects being 

1.6014 and 2.020 in the urban and rural areas respectively. Although 

observations pertaining to category I are lacking in this study, monthly 

variance estimates of other categories using the Keyfitz formula [6 

have revealed a similar phenomenon of low design effects among those 

characteristics pertaining to specific age-sex categories. 

Clustered samples particularly in the rural areas are much cheaper to 

enumerate than unclustered samples, implying greater gains in efficiency 

of a clustered sample over a simple random sample from a cost-variance 

point of view. For some characteristics, the loss in efficiency due to 

clustering will be much less than in others, category I as compared with 

category I I I, for example. However, the loss will tend to be greater 

in rural areas than in urban areas for each category, since the design 

effects are consistently higher. 

Up to now, the analysis has been made independent of the components of 

variance. However, the various magnitudes of the design effects provide 

clues as to the direction one should take in the analysis of components 

of variance. 

14. ANALYSIS OF COMPONENTS OF VARIANCE 

a) General 

Each stage of sampling results in some contribution to the total sampling 

variance. The magnitude of the components vary from stage to stage and 

by characteristic within each stage of sampling. These have been 

calculated using methods developed in [14] for many Labour Force Survey 

characteristics in small urban and rural areas across Canada where four 

stage sampling was applied. The results are given in Tables 2 to 5 for 
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Urban and Rural. The percentages of the components of variance are 

studied in relation to the average weights and sizes of sampling units 

at the various stages of selection. 	In turn, the patterns of the 

percentages are discerned for various groups of characteristics. 

Finally, the patterns of the percentages must be considered as they may 

be affected by changes in the weights without altering the strata or 

the delineation of sampling units as in Table 6 and by changes in the 

sizes of the units as in Table 7. 

b) Relationship Between Design Effect and Between Household Component 

of Variance 

Low design effects imply relatively little loss in efficiency due to 

clustering, while higher design effects imply a great loss. The between 

household component of variance is a function of the clustering effect 

of individuals within households or the measure of homogeneity [5] (which 

is sometimes negative at this level). This component would be expected 

to dominate the sampling variance when the design effect is low, but would 

comprise a relatively small proportion to the total variance when the 

design effect is large. Thus, it is of interest to establish the 

correlation between the design effect and the proportion of the total 

sampling variance contributed by the selection of households within 

clusters. 

The percentage contribution of the between household component in urban 

areas was plotted against the design effect and a freehand curve was 

drawn to determine the relationship. Despite the non-linear relationship, 

a correlation coefficient between the two variables was found to be 

-.888, and a best-fitting line would be given by: V 	= 93.77 - 21.45 Eu, 

while a parabola fit that fits the data only slightly better would be: 

= 105.09 - 35.61 Eu + 373 

where 	Y 	 = percentage of total variance contributed by between 

household component and 

Eu = "urban" design effect. 
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In the rural areas, the 1 inear fit is given by 

LR = 67.50 - 12.80 FR 

Both linear curves suffer from the drawback of approaching zero between 

household component of variance as F approaches Le  or 5  values which are 

rarely attained in practice. However, for the range of practical values 

of F, the 1 ineir fit appears adequate. 

A relationship such as given above would enable the statistician to 

make rough calculations of the between household component of variance 

of many more characteristics than those for which components of variance 

are available, thus aiding the statistician to derive more information 

on components of variance than is normally available for analysis and 

design purposes. 

c 	Observations from Tables 2 to 5  Dealing with Components of Variance 

Table 2: Est = Estimate in thousands for characteristics as of Canada 

urban grouped by category (as in Table 1), followed by standard 

deviation in thousands (S.D.). Then the percentage contribution 

to the total variance (squae of standard deviation) by each of 

the four stages of sampling, El) r=l, primary sampling unit; 

2) r=2, segment; 3) r=3, cluster; 4) r=4, household] is provided 

or 100 Vr/V•  Finally, 5 2 l  or the average population 

variance between rth stage units within (r-l)th stage units 

averaged over all (r - 1)th stage units is provided for each 

stage of sampling. 

Table 3: Overall design effect F by characteristic grouped by category 

for Canada urban (as in Table 1) and design effect Fr  by stage 

of sampling. The overall design effect F (repeated from Table 1) 

is the ratio of the total variance to the variance that would 

exist if the same number of persons had been sampled at random, 

and a simple blow-up factor (instead of ratio estimation) had 

been applied. The design effect Fr  pertaining to rth stage 

component of variance is the ratio of the between rth stage 
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component of variance to the random sample variance if the same 

number of persons as in the selected rth stage units had been 

selected at random. Algebraically 

F 	=V /1( 	W 	P 
r 	r 	s - i 	pq 

and it can he shown (Appendix 5.2) that 

F 	7 2 1 /(Ppq) 

Th( ,  Inca S U re a I hoinogenc 	
r 	

a a as ii re at s i rn i 1 a r ty I n 

characteristics for any pair of households within rth stage 

units within strata compared with any pair of households within 

the strata, averaged over all strata. Tables + and 5  are the 

same as Tables 2 and 3 but referring to Canada rural. 

d) 	Analysis of Tables 2 to 5 

The percentage contribution to the total variance, design effect by 

stages, and measures of homogeneity all show a distinct pattern by the 

three categories of characteristics in both urban and rural areas. 

Turning first to the percentage contribution, we find that the total 

variance for category I characteristics is almost entirely contributed 

by the between household component (80? in the urban area, and 59 in 

the rural area). For category II characteristics, the between household 

component of variance drops to 68 in the urban area and 479 in the 

rural area with slight changes to moderate increases in the other 

components. For category III characteristics, the between household 

component drops to 1+4? and 30 in the urban and rural areas respectively, 

but the between PSU component increases to about 1/3 in both types of areas. 

The high between household COOOneiY 	variance are reflected in low 

design effects and low measures of homogeneity at all stages. However, 

looking at individual characteristics for the moment rather than the 

averages, one notices that high components of variance at a given stage 

S 
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are reflected in high design effects and high measures of homogeneity. 

Negative components of variance estimate and negative design effects may 

be interpreted as estimates of unknown values that are positive but 

close to zero. 

If measures of homogeneity are calculated, design effects may be considered 

redundant. However, measures of homogeneity are difficult to calculate 

and apply in the formulae for variance functions and population variances 

must be calculated individually (not averaged over characteristics), 

since they are a function of the size of the characteristic total or mean. 

Design effects, which are dimensionless quantities, are useful both for 

individual characteristics and for sets of characteristics to arrive at 

estimated population variances a 
:r-1 

 in the components of variance 

functions. 

5. VARIANCE COMPONENTS AND DESIGN EFFECTS IN ALLOCATION STUDIES 

For a given design (i.e. strata, units with their sizes unchanged), the 

population variances remain unchanged and the variance function (see 

Appendix 1.2) will be a function of the average weights for sampling at 

the various stages only. 

Or, algebraically, the rth stage component of variance is given by: 

	

r-1 	r-1 II 

v 	= [ n 	(i 	- i)I ri 	w 	( 	- 1)1 V 11  
r 	s 	r 	s 	r 	r 

	

s=l 	s=l 

where " denotes the present value of the parameters. For example, 

= present sampling fraction of psu's 

and 	V' 	= present between psu component of variance. 

14 

For a 1+-stage sample design,V=E V , and by substituting the current 
r=l 	

r 

percentage variance components for different weights, one can readily 

see whether the altered weights would increase or decrease the variance 





according as V is greater or less than 100. Table 6 provides the 

variances that would occur under different sample allocations of weight 

changes while maintaining the same overall weight (product of the 1  

weights kept the same). Fifteen different values of 100 1 V/ E V' 1  
r=l 	r=l 	

r 

are obtained for each of the three categories using different component 

4 	4 

weights such that H W = II W". The weights are varied mostly by 

s=l 	s=l 	
S 

halving and doubling the number of selected units per unit of the next 

lower stage for two of four stages (indicated by .5*  and .2*). One 

special case of a census of primary sampling units with a more scattered 

sample within is also considered. 	In Table 6, the variance as compared 

with the present are obtained for Canada Urban and Canada Rural. 

The total cost of the survey will not be the same for all of the 

allocations presented in Table 6, since the households may be on an 

average more spread out or more clustered than at present, but it 

serves to illustrate one method of optimization on the assumption that 

the total survey costs may not differ appreciably if the total sample 

size is kept constant, whatever the allocation by stages. 

Under the survey constraints of a fixed overall sample size and fixed 

strata and delineated sampling units, it turns out that in only one of 

the 15 cases examined in Table 6 will the total variance be reduced 

for all 3 categories of characteristics, although striking reductions 
may occur in any one of the categories. If every psu is taken (i.e. each 

psu a stratum), then the variance of category Ill variables would be 

substantially reduced, but 1/2 of the segments and 1/2 of the clusters 

and the appropriate proportion of households within clusters to maintain 

the same overall sampling ratios (see note at bottom of Table 6) would 

be required. There is a relatively small choice of allocations to 

examine. 	
'r 
 cannot exceed P 1 /P, for we would take fewer than one 

rth stage unit per (r-l)th stage unit. Also 
1r 
 cannot be less than one, 

for we would be taking more units in the sample than there exist in the 

population. 	It would be possible to take twice as many rural segments 

per psu as we now do, but not twice as many urban segments, since in 
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most psu's we already take every urban segment. For this reason, the 

cases of 2 for segments were omitted from Table 6. 

The change in the variance from the present under different allocations 

given in Table 6 (no changes in the sizes or delineations of the units 

at the various stages) is given by: 

4 	r-1 	 r-1 
-1 - -1 

V - V' 1  = 	E { 	a 	W I ' ( a 
s 	s 	

r W"-l)/ TI W" 

	

11 	 (W"-i) - flV" 

r=l s=l 	s=l 

where W" denotes the present weight (inverse sampling ratio) for sampling 

rth, stage units, a 1  W" denotes the altered weight according to the 

allocation strategy as of Table 6 (commonly ar = .5 or .2), and V" 

denotes the present variance between rth stage units, expressed as a 

present of the present total variance. By substituting the appropriate 

values of ar'  in the above formula, simple relationships between V and V" 

may be derived for each allocation strategy and the conditions between 

V's necessary to ensure a decrease in the variance readily derived. 

The simplified relationship may help explain peculiar results such as 

allocation #4 and #5. 

For example, in allocation #5, it may seem strange that with such a large 

contribution to the between household component of variance, taking 

half as many households per cluster and twice as many clusters per 

segment would slightly reduce rather than increase the variance for 

category II and III variables in the Canada urban area. By substituting 

the appropriate values of ar = (1, 1, 2, .5 for the 4 stages) and those of 

in the above formula, we find that, for allocation strategy #5 

V = V' 1  + . 1582 (V) - 4.10 v) in the urban area. Thus, to ensure a 

decrease in V from V in the urban area W e  < 4.10 V, a condition that 

is barely satisfied for category II and category III variables but not 

for category I variables on an average, where V > 4.10 V' and we 

therefore have an increase. 
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In allocation #7, the relationship is much more complicated. 	In the 

urban area, V = V" - . 3165 (V -3.73 V' - 3.16 V - 3.16 v') and to 

ensure a decrease in the variance, V > 3.73 V'1' + 3.16 V + 3.16 

If V > 3.73 (v '  + V' + v) or, 	.73 V) > 3.73 V" or V > 79, then 

V < V' 1  and this condition is satisfied for category I variables. On 

the other hand, if 4.16 V < 3.16 V" or V < 76, then V > V', and 

we see from Table 2 that V < 76 for category II and III variable 

and consequently V > V" for these 2 categories when strategy #7 is 

applied. 

Conclusions from Table 6 

i) The between household component of variance dominates the total 

variance for category I variables. This occurs despite so-called 

take-all clusters, where non-response will frequently result in 

sub-sampling in take-all clusters and a reduced sample in other 

clusters. We have assumed that the sub-sampled households in all 

clusters to be simple random. Consequently, little change in the total 

variance can be expected as the sample allocation by stages is 

altered. This is especially true in urban areas where the between 

household component accounts for 80°/ of the sampling variance. In 

nearly every case, the variance is unchanged by less than lO as 

indicated by the variance under the altered allocations lying 

between 90°/ and 109°  of the current variance with one exception in 

allocation A. 

ii) By taking 1 psu instead of 2, we would sacrifice considerably 

reliability in the case of category II and category III variables, 

since the variance would increase in some cases as much as 40 or 

50°  over the present, even though the sample size remains the same. 

The effect on category I variables would be minimal. While the 

variance may be considerably higher, the field costs might be 

somewhat reduced, though unlikely to the extent of up to 50?, since 

the sample within a single psu would be doubled, thereby doubling 

the size of interviewer assignment. 	If, for practical reasons, 

many interviewer assignments could not be doubled, then there may 

be no reduction in the costs as the same number of interviewers 
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may be needed as in the case of two psu's per stratum. 

If 3 or 14 psu ' s were selected per stratum (cases of 1.5 of 2 

under the heading psu's/str), the variance is observed to be 

somewhat higher than the present variance in the urban areas in 

the case of category I and II variables, but somewhat lower for 

category III items, though the overall effect is spotty. Reductions 

in the variance in the rural area for category III items, however, 

stand out when 3  or 4 psu ' s are selected with reductions up to 20 

for 3 psu's and up to 30? for 4 psu's per stratum. This is to be 

expected in light of the large contribution to the total variance 

by the between psu component for category III items, especially 

in the rural area. The cost per household would be expected to 

increase, since up to 1-1/2 times NSR(J interviewers (in the case of 

3 selected psu's), or 2 times NSRU interviewers as at present would 

he needed and their assignments would be half the present size, 

resulting in inefficient workloads as well as increased training 

costs and costs of monitoring the quality of interviewing. Even if 

the assignments were maintained at the current size, there would 

be increased travelling costs between psu's from the present, since 

an NSRU interviewer would be compelled to travel in a larger area 

than he does currently to cover the same number of households. 

iv) 	In the extreme case of taking every psu, surprisingly the reductions 

in the variance of category I items and category II items in the 

urban areas are less than 8. Category II items in the rural areas 

and category I I I items in both urban and rural areas show a marked 

reduction in the variance between 20 and 45 when every psu is 

taken. Also, the sample would be the most spread out and expensive 

of all the 15 strategies examined. The variances derived for the 

special case of taking every psu would not, however, be realistic 

in practice, for if a decision was made to delineate strata the 

size of the current psu's, the small strata would tend to be as 

different from each other, rather than as similar as possible 

within strata. The mean square error between areas within our current 

strata would be 1arger if they were delineated strata instead of 
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psu's and this variance would be removed entirely from the total 

sampling variance. Consequently, we could expect the variances to 

be lower than indicated in Table 6 for the case when delineated 

strata equal the size of the current psu's. 

v) 	Despite the rather severe constraint of a fixed overall sample size 

with varying weights by stages but with delineated strata and units 

unchanged, many interesting and important results were revealed. 

The data of Tables 2 and 4, and the variance function in terms of 

weights could be further utilized to determine the variance for the 

requirements of reducing or increasing the total sample size, 

examining various strategies of reduction or increase of the number 

of selected units at the different stages of selection. 

6. VARIANCES OF CHARACTERISTICS AND SIZES OF UNITS 

Just as in Section 5, we examined the changes in the variances as the 

allocation of the sample by stages (maintaining or fixed overall sample 

size and the same delineated units and strata), we can examine the 

changes in the variances as the average sizes of the units are altered 

(maintaining the same strata and sampling rates by stages). 	In a similar 

manner employed in Section 5, the average sizes of the unitsare halved 

or doubled in such a manner that a lower stage unit would never be 

smaller than a higher stage unit. 

Using formula 6.6 (See 

sizes of P 's for r = 
r 

average household size 

in Table 7. Further d 

calculations are given 

appendix), V was obtained for different average 

1, 2, and 3 while the stratum size P and the 

P4  remained unchanged. The results are presented 

tails concerning the formulae, assumptions, and 

in Section (6) of the appendix. 

Analysis of Table 7 

From Table 7,  it can be seen that only marginal improvements are observed 

for any strategy of altered sizes of units and they are largely confined 

to the case of changed segment and cluster sizes. When the psu size is 
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doubled, however, the rural estimates are shown to possess an increase 

in variance up to almost 20 for category I variables and almost 	for 

category III variables. 	In the case of category III variables with high 

measures of homogeneity for most sizes of units, any increase in the 

average size of units will tend to increase rather than decrease the 

variance even while maintaining the fixed overall sample size. Half-

sized psu's were not considered in Table 7, so that it has not been 

determined if there would be any reductions in the variance. From the 

observed large between psu variance of rural category III variables, 

one would expect some substantial reductions in the variance of these 

variables if smaller psu's were delineated and twice as many of them 

were selected. The interview costs for smaller psu's, however, may be 

greater on a per household basis because of the extra spread of the 

sample or the necessity to hire extra interviewers to avoid the travelling 

between psu's. 

General Conclusion 

The analysis of the components of variance pertained strictly to the 

current LFS design. However, the methods can be easily adopted to any 

multi-stage sample design similar to the above, such as the revised LFS 

design. Only one survey's data was t.sed in this article and it appears 

that the allocation of the sample by stages and the size of delineated 

units are near optimum values for the given sample size. However, the 

cost function for changes in the weights and/or sizes of units was not 

taken into account so that one cannot draw fully certain conclusions 

about the optimum properties of the sample design. To monitor the sample 

design for its efficiency in terms of allocation and size of units 

continuously in a continuing survey where growth and features are 

constantly changing, it is recommended that components of variance be 

obtained four times per year across Canada with special runs for smaller 

areas where problems are occurring. 
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Table 1: 	Uesign Effects of 19 LF Characteristics for Canada Urban and 

Canada Rural with their rank and grouping (June, 1973 LFS data) 

Urban Area Rural Area 

Design Design 
Effect Rank Category Effect Rank Category 

Employed .969 5 2 1.323 7 2 

Unemployed 1.95 11 2 1.678 10 2 

In Labour Force 1.051 6 2 1.300 6 2 

Emp. Agriculture 2.859 18 3 14.345 19 3 

Emp. 	Non-Agri. 1.138 7 2 2.567 14 2 

Other Primary 	md. 3.295 19 3 4.070 18 3 

Manufacturing 2.101 11+ 3 2.8 140 17 3 

Construction 1.770 12 3 2.217 13 3 

Trans.,Public 	Util. 2.171 16 3 1.606 9 2 

Trade 1.943 13 3 2.783 15 3 

Finance, 	Insurance 1.369 10 2 1.081 3 2 

Comm.Ser.,Business 2.202 17 3 2.787 16 3 

Public Admin. 2.139 15 3 2.081 12 3 

In LF Women 1.308 9 2 1.542 8 2 

In LF Married Women .831 1 2 1.105 14 2 

Non-Ag.worked>35 Hrs. .942 14 2 1.86 1+ 11 2 

Non-Ag.worked<35 Hrs. 1.165 8 2 1.222 5 2 

114-19 	Employed .845 2 1 .944 1 

114-19 Unemployed .883 3 1 1.033 2 1 

Mean 	(Unweighted) 1 .60 1  2.020 





Table 2: Estimates and Standard Deviations (thousands) for selected LF characteristics (Canada Urban 
June 1973)  along with percentage contribution to total variance by Stages Vr/V  and Population 
Variances 

r: r-1 

Percentage contribution to var. by stage 	Population variance G 
r-1 

Characteristic 	Est 	S.D. 	(average weights in brackets Q r1 
	

(average sizes of units in brackets 

r=1 	r=2 	r=3 	r=4 	r=1 	r=2 	r=3 	r=4 

Total 	1862.2 	(6.52) 	(1.24) 	(4.36) 	(4.16) 	(1231.6) 	(491.8) 	(34.9) 	(2.33) 

Cat€gory I 

14-19 Employed 120.3 3.963 14.81 5.33 9.54 70.33 257.19 84.86 .960 .116 
14-19 Unemployed 23.2 1.879 -2.66 - 1.59 12.69 91.56 -10.40 - 5.69 .287 .0338 
Average 6708 1.87 11.12 0.95 

Category 	I 

Employed 988.3 8.603 7.53 3.55 18.03 70.88 616.60 266.65 8.550 .550 
Unemployed 57.8 3.778 24.53 1.63 9.22 64.63 387.39 23.62 .843 .0967 
Labour Force 1046.1 8.905  21.32 3.53 13.02 62.12 1870.49 283.79 6.617 .516 
LF Women 352.8 5.573  31.45 1.38 17.09 50.08 2157.22 86.59 6.787 .326 
LF Married Women 203.1 4.493 -2.10 -1.69 21.59 82.20 - 56.97 -42.18 3.397 .212 
Emp. 	Non-Agriculture 959.3 9.337 13.43 5.82 17.97 62.26 1295.04 514.35 10.037 .574 

Finance 	Insur 33.0 2.676 4.85 8.30 24.10 62.75 38.39 60.23 1.105 .0470 
Non-Ag Worked 35+hrs 767.6 8.378 - 3.16 7.01 20.13 76.02 - 245.69 499.14 9.053 .559 
Non-Ag Worked 35-hrs 74.7 3.749 - 3.43 4.74 17.03 81.66 - 53.32 67.53 1.534 .120 
Average 10.49 3781 17.58 6BTh7 

Category 	III 

Emp. 	Agriculture 29.0 3.610  39.90 12.55 10.74 36.82 575.34 165.87 .897 .050 
Other 	Primary 	md 47.3 4.862 42.04 17.56 14.39 26.01 1099.24 420.77 2.178 .0644 
Transp, 	Pub Utilities 89.9 5.549 46.98 2.06 9.79 41.17 1600.57 64.38 1.932 .133 
Manufacturing 205.3 8.155 29.80 13.09 12.92 44.19 2192.40 882.49 5.576 .308 
Construction 70.9 4.423 22.11 6.69 17.54 53.65 1478.44 132.72 2.198 .110 
Trade 172.3 6.998 26.73 2.06 11.06 60.15 1448.14 102.20 3.469 .309 
Comm. 	Serv, 	Business 280.4 9.258 24.31 2.27 22.95 50.47 2304.57 196.90 12.603 .1454 

Public Admin. 60.2 4.519 36.65 14.08 8.26 41.00 828.00 -  291.60 1.081 .0877 
Average 33.57 80 i3.6 44.l8 P 	= 	16,053 
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Table 3: Overall Design Effect F and Design Effect by stages Fr  along with measures of homogeneity rr 

for selected LF characteristics of Canada Urban (June 1973) 

Characteristic Overall Design Effect Fr Measure of Homogeneity 6 4  

r=l r=2 r=3 r=4 r=l r=2 r:3 

Category 	I 

14-19 Employed .845 3.456 2.856 .455 .822 .0056 .0183 -.0097 

14-19 Unemployed .883 -.686 -.940 .669 1.182 -.0030 -.0095 - .0373 

Average .864 1.385 .958 .562 1.002 .0013 .0044 -.0235 

Categpry 	II 

Employed .969 2.010 2.177 .984 .948 .0018 .0090 .0117 

Unemployed 1.495 10.459 1.597 .804 1.380 .0117 .0141 -.0121 

In LF 1.051 6.169 2.344 .771 .900 .0101 .0187 .0101 

In LF Women 1.308 11.406 1.147 1.267 .910 .0192 .0218 .0453 

In LF Married Women .831 -.476 -.883 1.002 .935 -.0028 -.0099 -.0052 

Non-Agriculture 1.138 4.209 4.187 1.152 .986 .0054 .0208 .0313 

Finance, 	Insurance 1.369 1.791 7.035 1.820 1.161 .0007 .0233 .0571 

Non-Ag worked 35+ .942 -.823 4.189 1.071 .991 -.0033 .0123 .0175 

Non-Ag worked 35 -  1.165 -1.124 3.566 1.142 1.341 .0034 
.0044 

.0056 .0033 
.0169 

Average 1.141 3.736 2.818 1.113 1.061 .0129 

Ca tecior 

Agriculture 2.859 30.472 22.001 1.667 1.408 .0326 .0924 .1038 

Other 	Primary 	md 3.295 36.055 34.562 2.523 1.117 .0432 .1489 .2112 

Transp, 	Pub Utilities 2.171 28.285 2.849 1.205 1.242 .0367 .0437 .0421 

Manufacturing 2.101 18.148 18.294 1.630 1.348 .0199 .0723 .0845 

Construction 1.770 10.607 7.369 1.721 1.289 .0119 .0331 .0532 

Trade 1.9143 14.004 2.475 1.185 1.579 .0137 .0179 .0025 

Comm. 	Services, 	Business 2.202 14.630 3.130 2.825 1.522 .0139 .0196 .0695 

Public Admin 2.139 21.491 18.954 .991 1.204 .0272 
.0249 

.0889 

.0646 
.0789 
.0807 Average 2.310 21.712 13.704 1.718 1.339 
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Table 4 	Estimates and Standard Deviations (thousands) for selected LF characteristics (Canada Rural, 
June 1973) along with ercentage contribution to total variance by stages Vr/V  and 

Population Variances 
r: r-1 

Percentage contribution to var. by stage 	Population variance r:r-1 

Characteristic 	Est 	S.D. 	(average wts. in brackets Wr) 	(average size in brackets Pd 
r=l 	r=2 	r=3 	r=4 	r=1 	r=2 	r=3 	r=L+ 

3361.0 (5.98) (2.77) (3.53) (2. 1+7) (2019.8) (332.0) (17.56) (2.27) 

258.1 5.977 25.29 9.65 22.145 142.60 999.21 26.88 .947 .101+1 

32.7 2.273 - 3.10 1.61 26.53 714.96 - 17.69 .6149 .162 .0265 

11.10 5.63 24.49 L78 

1763.0 12.937 19.56 22.31 16.92 41.22 3620.26 291.16 3.343 .1472 

99.8 14.962 25.01 10.51 14.30 50.19 681.03 20.17 .416 .08146 

1862.8 12.771 23.00 23.33 114.64 39.03 4147.68 296.75 2.819 .1+36 

483.7 10.055 30.16 18.41 15.20 36.23 3372.51+ 1145.13 1.814 .2506 

311.9 6.981 .32 28.84 20.86 49.99 17.03 109.62 1.200 .1667 

1320.3 17.523 21.17 34.99 17.63 26.21 7189.21 837.85 6.392 .551 

32.1 2.31+1 -6.02 6.99 22.54 76.51 -36.50 2.99 .146 .0287 

117.6 5.215 11.12 23.33 17.38 48.18 3314.32 49.147 .558 .0896 

1066.6 14.317 13.63 32.18 20.60 33.59 3089.20 5114.1+6 14.987 .471 

113.9 14.500 6.45 7.05 21.94 64.56 144.414 11.13 .525 .08914 

14.41+ 20.79 18.20 1 6.57 

442.7 15.5143 9.27 48.81 24.79 17.12 2476.62 919.69 7.073 .283 

102.9 7.354 57.36 15.00 8.76 18.87 31+30.71 63.28 .559 .0698 

320.3 11.530 37.05 21.85 13.28 27.83 541+6.38 226. 147 2.084 .253 

143.8 6.828 43.20 1.95 16.00 38.85 2227.01 7.10 .881 .1214 

2114.6 9.198 41.75 9.52 13.07 35.66 3906.59 62.82 1.305 .206 

310.8 11.042 36.59 19.09 12.03 32.28 4934.00 181.55 1.732 .269 

78.3 4.956 34.94 17.94 9.58 37.53 949.00 34.37 .278 .0631 

37.17 19.17 13.93 29.73 	P = 	21+ 	180 
0 

Total 

Category I 

114-19 Employed 
114-19 Unemployed 

Average 

Category II 

Employed 
Unemployed 
In Labour Force 
In LF Women 
In LF Married Women 

Non-Agriculture 
Finance, Insurance 
Transp, Pub Utilities 

Non-Ag. worked 35+ 
Non-Ag. worked 35 -
Ave rage 

CateQor 

p. Agriculture 
Other Primary md 

Manufacturing 
Cons truct ion 
Trade 
Comm. Services, Bus. 
Public Utilities 
Average 





Table 5: Design Effect F and Design Effect by stages Fr  along with measures of homogeneity 64r 

for selected LF characteristics of Canada rural (June 1973) 

Characteristic Overall Design Effect Fr Measure of Homogeneity 	
r 

r=l r=2 r=3 r=4 r=l r=2 r=3 

Category I 

14-19 Employed .944 6.978 1.1+2 .761 .647 .0092 .0138 .0236 

114-19 Unemployed 1.033 - .909 .203 .957 1.212 -.0019 -.0066 -.01+17 

Average .989 3.035 .673 59 .930 .0037 .0036 -.0091 

Category 	II 

Employed 1.323 7.187 3.516 .763 .83 1+ .0073 .0266 .0073 

Unemployed 1.678 11.703 2.109 .822 1.293 .0081 .0126 -.0408 

In Labour Force 1.300 8.312 3.618 .650 .777 .0093 .0314 .0030 

In LF Women 1.542 13.553 3.548 .839 .896 .0135 .0312 .0142 

In LF Married Women 1.105 .100 3.922 .812 .872 -.0010 .0201 .0023 

p. 	Non-Agriculture 2.567 14.923 10.581 1.526 1.017 .0118 .0619 .1038 

Finance, 	Insurance - 1.081 -1.910 .951 .878 1.335 .0026 -.0039 - .0553 

Transp, 	Pub Utilities 1.606 4.902 4.413 .941 1.170 .0030 .0202 -.0122 

Non-Ag. worked 35+ 1.864 7.060 7.153 1.311 .958 .0056 .0415 .0710 

Non-Ag. worked 35 -  1.222 2.181+ 1.024 .913 1.204 .0007 .0003 -.0384 

Average 1.529 6.801 4.084 .946 1.036 .0056 .021+2 .0055 

Category 	III 

Agriculture 4.31+5 10.721 24.222 3.522 1.090 .0059 .0969 .2734 

Other Primary 	md 4.070 57.231 6.1+22 1.073 1.037 .01+91 .0781 .0725 

Manufacturing 2.840 31.276 7.912 1.376 1.293 .0214 .0507 .0483 

Construction 2.217 26.922 .522 1.225 1.333 .0187 .015 1+ -.0038 

Trade 2.783 32.358 3.166 1.244 1.521 .0198 .0267 -.0038 

Comm. 	Services, 	Bus. 2.787 29.108 6.516 1.176 1.1+13 .0188 .0 1+05 .0119 

Public 	Utilities 2.081 20.649 4.549 .696 1.221 .0159 .0332 -.0272 

Average 3.018 29.752 7.616 1.473 1.273 .0214 .0 1+88 .0530 
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Table 6: Variance/Present Variance using different allocation of weights while maintaining current 

overall weight 

Sample Allocation Category 	I Category 	II Category III 

alloc psu 1 s/ seg/ clus/ hhld/ 
no. str psu seg clus Urban Rural Urban Rural Urban Rural 

1)  *(2) 100.00 100.00 100.00 100.00 100.00 100.00 

2)  .5* 2* 106.35 99.13 114.45 125.34 141.46 124.49 

3)  .5* 2* 95.17 93.31 115.71 119.06 114.95 123.71 

4)  * .5 2 88.82 94.18 101.26 93.71 103.49 99.21 

5)  * * 2* .5* 105.59 102.91 99.37 103.41 98.26 100.39 

6)  .5*l) * 105.74 109.28 110.97 130.94 144.45 158.30 

7)  • 5* * * 2 94.56 103.46 112.22 124.65 147.93 157.51 
8)  1.5*(3) 2/3* 100.20 96.62 101.17 98.13 99.04 88.71 

9)  1.5* * 2/3c * 98.08 96.33 96.35 106.57 85.21 96.87 

10)  1.5* 2/3* 101.81 98.84 95.93 91.78 84.05 80.81 

11)  1.5* .5* 4/3* * 102.32 96.33 105.99 106.57 112.87 96.87 

12)  1.5* .5* 4/3* 98.59 94.39 106.41 104.48 114.04 96.61 

13)  2.*(4) .5* 100.31 94.93 101.74 97.20 98.51 83.10 

14)  2.* .5 97.13 95.36 94.52 84.53 77.78 70.85 

15)  2.* .5* 102.72 98.27 93.89 87.68 76.03 71.25 

16)  all .5* .5* (a) 100.43 94.05 92.44 80.56 67.38 55.81 

Number of psu's selected per stratum in brackets 

(a):Q = 6.78(U); 	3.69(R) 

* : Means current sampling ratio of selected units within units at the next lower stage on an average. 

all : Means that there is no sampling of units at a particular stage, i.e. all -units are selected. 



rrw 
- 	- 	; 	•••z:I• 	. 	 , 	 . 	

t 	.. 	. 	 ... 	 . 	. 	. 	-- 	.. 	. 

; 

olf 

, 

T 

' 	

I 

' 
.. 	 .. 	 4 	 .. 	 . 

-... 	.: 2 	 • 	 -- 	 . 	 - 	 V 	. • . 	•.- 
.- 	- 	 -. 	- 	. 	 . 	: 	• 

- 	 a 
,- 

- 

I 

. 	 : 	 - 	•, 	- 	• 	 ,. 	 -. 	

. 

. 	

, 	 . 	. 	 . 	

'  

-  
. 	 •.-- 	 -- 	 -. 	 •! 	 ' 	 , 	 ' 	 . 	 . 	 ;-- 

t 

- , 	 - 	 - 

; 	 r;L• lop,  
t  

4 	

i 

. 	', : 	i:. 	• 	 ; 

t 	- 	i 

I 	 - 
&t 	i: 

.J. 

4EM ::? 
P'. I 

zq- VY  ; 

I 

S 

t 



Table 7: Variance/Present Var. for different size of units by stages of sampling (strata unchanged) and 
the same weights applied . at  each stage as currently. 

Sizes of Units Variance/Present Variance 
Strategy Compared to Current Category 	I Category II Category III 
Number psu - seg clus Urban - Rural Urban Rural Urban Rural 

1.*(2) l.* 100. 100. 100. 100. 100. 100. 
2 1.* .5* 1.* 99.258 100.2 142 98.190 91.136 94.980 91.472 
3 1. .5 108.168 105.923 102.586 105.329 100.622 102.212 
14 1. 2.; 1.* 100.793 99.936 101.777 101.790 105.131 101.733 
5 1.: l.* 2.' 98.526 99.177 100.106 98.913 100.465 99.889 

6 1.* .5 .5 107.937 106.560 101.109 96.789 95.7147 93.865 
7 1. .5* 2.* 97.784 99.548 98.356 90.221 95.444 91.360 
8 1.* 2.* .5* 108.307 105.693 103.318 106.073 103.083 103.003 
9 1.* 2.* 2.* 100.193 99.064 103.803 102.746 111.092 103.396 

10 2.*(1) .5* 1.* 98.568 112.633 104.214 99.607 98.1400 127.782 
11 2. 1. .5* 107.393 118.124 108.082 113.193 103.488 137.958 
12 2.* 2.* 1.* 100.017 111.678 106.289 109.131 107.997 137.029 
13 1.* 2.* 97.750 111.376 105.617 106.971 103.327 135.636 

14 2.* .5* .5* 102.809 118.950 107.132 105.259 99.173 130.170 
15 2.* .5* 2.* 97.094 111.809 104.378 98.712 98.861 127.750 
16 2.* 2.* .5* 107.531 117.436 107.873 113.415 105.949 138.300 
17 2.* 2.* 2.* 99.417 110.806 108.372 110.088 113.849 138.693 

a * means a times as large as current average size. 

No. of selected psu's per stratum in brackets 
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RESUME 

Les enqutes statistiques a plusieurs phases, comme moyen 
de connaltre les caractéristiques socio-économiques de la 
population, sont utilisées depuis de nombreuses années. 
Chaque enqute nécessite un plan d'échantillon exhaustif 
et précis dépendant de la structure des cotits de l'obtention 
des données et de la variance des données caractéristiques 
entre les unites des diverses phases du sondage. Les auteurs 
ont analyse les coinposantes de la variance tirées des données 
de l'enqute sur la population active du Canada pour un mois 
et examine la variance qui en aurait résulté selon différentes 
techniques de repartition utilisées au tableau 6, et pour 
différentes tailles moyennes des unites au tableau 7. Les 
éléments de la variance exprimés en pourcentage, les effets 
sur la presentation selon la phase du sondage et les 
variances démographiques entre les unites des diverses phases, 
de mme que les mesures d'hoinogénëité pour les ménages compris 
dans les différentes phases, sont calculés et présentés aux 
tableaux 2 a 5. 

Cette analyse a été effectuëe pour l'enquête sur la population 
active du Canada, mais la méthodologie pour l'estiination des 
composantes de la variance (Gray (4)) et les méthodes utilisées 
pour analyser les résultats d'une enqute particulière peuvent 
aisément tre appliquées a n'importe quelle enqute statistique 
par sondage a phases multiples oti les estimateurs Horvitz-
Thompson et les estimations par quotient sont appliqués. 
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APPENDIX 

1) Components of Variance 

The true variance between rth stage units at a universe level such 

as Canada by type of area would be given by: 

	

-1 	-1 	-1 	-1 
r V 	= 	ir. 	E 	it ......E 	ri. 	. 	V 	. 	where IT. Ji  

h i 	'1 	i 	'2 	1 	'r-1 'r-2 	ri !r_l 	' 
. 	

1 	 s 	s-1 

	

2 	r-1 

denotes the inverse probability of selection of unit 's in (s-l)th 

stage unit uniquely identified by the vector 11 = (h, i 19  i2, •• 

h being the stratum identification. 

V. 	= 	
rp 

N2 	2 	Inr 	ri 	+ (n ri 	- l)r FP:ri 
 

r u 
-r-1 	-r-1 	-r-1 	-r-1 	-r-1 	-r-1 

= variance between rth stage units in i rl  as defined by 

Gray [4] P. 30 - 33, where the additional subscripts I!r_l 

have been deleted; otherwise, the notation is the same. 

V r1i 	
and Vr  in turn were estimated by the formulae derived by 

-r-1 

Gray [4]. 

Estimates of a 2  . 	and r 	may be obtained but the formulas 

	

r i 	FP:r i  
-r-1 	-r-1 

are quite complex. For the purposes of undertaking studies of the 

variance as the allocat-on and/or sizes of units by stages were 

altered, it was judged not worth the effort to obtain estimates of 

and r 	individually. 
r i 	FP:r i 

-r-1 	-r-1 

Instead, an approximate average population variance at the Canada 

level was found by approximating Vr  by 

r 	2 	N 

V r 	N r 	n W 	[1 - ( 	
l 	

- l)/( 	- 1)], 	(1.2) 
s1 	W 

r 
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where the average finite population correlation was assumed to be 

-1) 

Nr = the total no. of rth stage units in the universe, 

Wr = the average of all inverse probabilities 71. 	 and approximately 
- 	- 	 r -r-1 
N 	In 	,where 
r:r-1 	r:r-1 

and n 
r:r-1 

 equal the average number of rth stage units per 

(r-l)th stage in the population and the sample 

respectively, averaged over all (r - 1)th stage 

units i -r-1 

Finally, 7. r:rl = the average population variance between rth stage 

units within (r - l)th, stage units, averaged over 

all (r-l) th stage uni ts. 

2) Variance Function in terms of Weights (as used in SectionV) 

r-I 	2 
V may then be approximated by N 	II W (w - 1) 	N 	/(N 	-i) 

r 	 r 	s 	r 	r:r-1 	r:r-1 	r:r-1 
s=l 

(2.1 

Thus V = 	V and if only the weights are altered, as in Section V, 
r= I 

	

r-1 	r-1 
v 	II 	( 	- 1) v' /[ II 	(çju - 1)], 	(2.2 

s 	r 	r 	S 	r 

	

r=l s=l 	S= 

The superscript 	denoting the present values of the weights and 

variances. 

3) Average Size of Units 

P, the total population = N 
r 
 P 

r 
 where P 

r 
 is the average size of rth 

stage unit. Also, N 	= P 	/P r:r-1 	r-1 	r 
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4) Overall Design Effect 

4 
V 

	

r= 1 	r  

4 
= F( TI W - i)P , where F denotes the design effect 	(4.1 

	

1 s 	pq 

1 

	

and ( ri Q 	 l) - 	P 	is the variance of the total P if it had 
s=l s 	pq 	 p 

4 
been estimated from simple random sample of 1/ TI W 

s=l 

5) Design Effect by Stages of Samplin_g 

r- 1 
Vr a 11 W(Wr - 1) for a given set of delineated units and strata 

s=1 

and is based on a sample of 1/TI 	of all the rth stage units. 

r 
One might compare this variance with the srs variance if 1/ ii W of 

s=l 
r 

all the persons had been drawn at random so that V = F ( ii W - l)P r 	
r s=l 	pq 

	

r-1 	
(5.1 

Now VN 	ii 	( 	- l)& 	- 1) = F (ii 	- 

	

r 	r 	s 	r 	r:r-1 	r:r-1 	r:r-1 	r 	s 	pq s=l  

and by substituting P = N r r P , 	
r:r-1 

and N 	= P r-1 
	r 
/P , we find that 

r-1 
II 

-2 
( 	- 	l)a 1/(1 	- 	) 	=F ( n 	- 	l) 	pq. 

s-1 s 	r 	r:r-1 r 	r-1 r 	s 	r 

r-1 
n 	- 1) _2 _2 

s 	r a a 
F = noting that the r r 

n 	- 	1)(l - 	/ 	) 	
r pq 

r 	
pq 	

(5.2) 
s 

5=1 
r 	r- 1 

first term is close to 1. 
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6. Variance Function in terms of Weights and Sizes of Units (Stratum fixed) 

is a function of the sizes of both rth and (r - l)th stage units 

and will depend in some complex manner upon the stratum sizes and the 

efficiencyof stratification. 

It can be easily shown that 

_2 
2 	2 	0 

r-1 :o 
a) 	y 	a 	+ 

r:o 	r:r-1 
r: r-1 

2 	- 	_2 	- 

b) 0r:o 	Nt:r 0 t:o 	+ (Nt:r 	' 	
6.2) 

	

t:r' where 
	(  

6t:r = average measure of homogeneity for tth stage units 

within rth stage units within stratum, averaged over 

all strata in the area under study. 

More generally, 

_2 	- 	_2 	- 	- 

c) r:u 	Nt:r 0t:u H + ( N 	- 1) 6t:r:uI  where 	( 6.3) 

6tru = average measure of homogeneity for tth stage within 

rth stage units within uth stage units, averaged over 

all uth stage units in the area under study (u < r < t). 

	

When u=o, 6 	= 

	

t:r:o 	t:r 

_2 	_2 	_2 	_2 
From6.l, o 	a 	- o 	IN r:r-1 	r:o 	r-l:o 	r:r-1 

_2 	-2-2-2 
a 	-ci 	P/P 
r:o 	r-l:o 	r 	r-1 

N 	G
L+:o 	+ 	4:r - 1) 	Z+:r} 

- 	rr-1 	:r-1 a 4:o 	+ 	4:r-1 - 1) 

_2 	- - 	- 
( 	/ 	) Cy 	[i + ( p /p 	- 1) cs 	] r 	4 	:o 	r 

	

- 	_2_2 	_2 	- 	- 	- 
- ( 	/P ) (p /p 	) 	El + 	11 

4 -  1) 	14:rl] r-1 	14 	r 	r-1 	14:o 	r - l  
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_2. 	- - 	_2 	- 
or ° r:r-1 	r"'zi 	{[l + ( 	/ 	-r  4 	1) 	4:r 

	

- (P 
r  /P r-1 ) [1 + ( r-1/ 	- 1) 	4:r-1' 	(6.4) 

- 	-- 	 _2 
and so V 	= 	(PIP 4 ) W W 	... 	 ( 	 - 1) [1/(1 - 	/ 	) 1 r 	1 	2 	r-1 	r 	r 	r-1 	4:0 

+ 	r'4 - 1) 64:r 	r 	r-1 1 - 	/ P 	11 + 	r-1 
,'P 1,  - 1) Z 4:r-1 

(6.5) 

is the generalized variance function for the variance component 

between rth stage units in terms of average weights, average sizes 

and average measures of homogeneity for ultimate units within larger 

units within strata. To study Vr  as P's are altered, one must 

empirically obtain the relationship between 4:r  and Pr• 	In this 

paper, the estimated values of 3 
4:r 

 for given sizes P r  were assumed 
to be correct and for intermediate values of P r'  interpolation was 

undertaken by the reciprocal of the size of the units. At the stratum 

level, 3 	 was assumed to be -lI(P - 1) and at the household level, 

= land these values were sometimes employed for purposes of 

interpolation. Since the strata and household sizes are fixed, 

remains unchanged as P 19  P 2 , and P 3  are varied. 

4 
Then V = 

r= 1 

[1 + (-- - l) 	I - 
p 14 	.r 	r-1 

uI 
'I 

[1 + 	1)54] 

r-1 

[(1 + (;l - 1 )411 

II  

[1 +(_
r-1 

 - I) 4: r-1 

r 1 - - 
II  
r-1 

x 	V" 	 (6.6) 
r 

r 
1- 

r-1 

was obtained in Table 7  as the sizes were altered from their present 

values (I  in superscript), keeping the W's, P", and P unchanged. 
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THE MULT IVARIATE BEHRENS -F ISHER PROBLEM 

WITH APPLICATION TO THE LABOUR FORCE SURVEY 

R. Tessier 
Household Surveys Development Division 

This paper presents the Behrens-Fisher problem and gives an 
overview of the major solutions brought forward to this 
date. The aim of the paper is to use the most appropriate 
approach to the problem for testing sets of six month Labour 
Force Survey data against those of a pilot study. This is 
done since in many cases (such as Methods Test Panel studies) 
studies are conducted for six consecutive months and 
comparisons are required on the basis of those sets of six 
month data. Empirical results are also given by testing 
Methods Test Panel Phase III data against corresponding 
Labour Force Survey data. 

1. INTDDUCTION 

In ongoing surveys where repetitive interviewing of the same respondents 

is done, it is sometimes of interest to consider trends for the whole 

period the respondents are in the sample. These trends are of great 

concern especially in the case where pilot studies are conducted for a 

period equal to the length of stay of the respondents in the regular survey. 

The average of a characteristic over the period may not be significantly 

different from that of the regular survey though significant trends may 

be noticed. 

Such cases are, for example, the Methods Test Panel (MTP) for the Labour 

Force Survey (LFS), where usually, pilot studies conducted on the MTP are 

conducted in six consecutive months, since respondents in the LFS stay in 

the sample for six months. Testing, for significant differences between 

MTP and LFS data may be done on six month averages but, in doing so, 

valuable information is lost. 	In the present paper it is proposed that 

the data be considered as vectors of dimension six and test for significant 

differences between sets of data. 

Testing for significant differences between two population means when 

the ratio of their variances is unknown and observations made on the 
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populations are normally distributed, gives rise though to the Behrens-

Fisher problem. The paper, therefore, gives an overview of the problem 

and a brief summary of some proposed solutions before suggesting an 

approach for testing between MTP and LFS data. Also, tests for signifi-

cant differences between MTP Phase III and the regular LFS non-response 

rates and proxy rates are presented. 

2. THE BEHRENS-FISHER PROBLEM 

The problem of the comparison of two population mean p, and 
2' 
 say, 

when the ratio 0 = 	is unknown, 	and 	being the two 

population variances, and when the observations made on the populations 

are normally distributed is referred to as the Behrens-Fisher problem. 

In order to understand the complexity of the problem let us define 

{x 1 	X } a set of n 1  independent random observations drawn from a 

normal popflation N(p 1 , c) and {y1 ... y } a Set of n 2 (+ n 1 ) independent 

random observations drawn from a normal poulation N(ii 2 , o) . We will 

assume throughout the text, without loss of generality, that n 1  < n 2 . 

The hypothesis to be tested is H 0 : ii, = 	If 	and o are known, 

the statistic 

x- 
T1 = 
	

y 

 
(a 1 /n 1  + o 2/n 2 ) 

(2.1) 

n 	 n 
- 	1 	1 	- 	1 	2 

	

where x = - 	x. and y = - 	y. , is distributed as N(O, 1) 

	

l 	
i=l 	

n 2 	 I 

(under H ) arid is suitable for testing H 
0 	 0 

In the case referred to as the Behrens-Fisher problem 01 2 and 02 2 are 

unknown, as well as U 
= 0 1/0 2 ; thus the denominator of (1) needs to 

be estimated. At first sight one is tempted to estimate the denominator 

of (1) by 

	

2 	1/2 
(s/n 1  + s 2/n 2 ) 	 (2.2) 
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n 
2 = 	

:l (x1 - 
	) 2 

where 	
/( 	

- 1) 1 1=1 

and 	s 	= 	
( 	

- ) 2/( 
 

i=1 

2 since 	E(s) 	1, 2. 

But one must notice that the distribution of s is o X2f.  /f 1  where 
f. = n. - 1 for i = 1, 2 and 4 has a Chi-Square distriIution with f. 

degrees of freedom (d.f.). ThJefore, if 4 	 ma is to be used as an estitor 

of 	in T 1 , the proper statistic, having a Student t-distribution with 

+ f d.f., must be defined as 

-1/2 

T2 = 
(oIn 	oIn2) 

) (f

i  4i4 + 	f2  sio ) 
2 	1/2 

f 1  + 

1/2 

= (; - ) (-fi+ 
	

2 

	

(2.3) 

 + L ) 	f 2 S2 

n 1 	n2 	1 	1 	0 

which is a function of the unknown parameter 0. 

An analogous reasoning holds when the random variables are vectors of 

dimension p (say). 	In that case we have that {X 	... X } and {Y 1  ... V } n 2  

are sets of n 1  and n 2  independent random observations from normally 

distributed population N(v 1 , Z ) and N(v2,E 
2' 

 respectively, where v is 

the mean vector and E the variance covariance matrix. The resulting 

multivariate analogous of T 2  is also found to be a function of the 

unknown parameter 0, where 	E2. 
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3. REVIEW OF SOME MAJOR SOLUTIONS 

Solutions to the problem have been proposed following two lines of thought. 

Fishe [3], following Behrens, has provided a solution using his fiducial 

argument. The solution is not straightforward and requires tabulations, 

the first of which were provided, for special values of the parameters 

involved, by P.V. Sukhatme [9]. On the other hand, supporters of the 

classical approach in disagreement with the fiducial argument have proposed 

many solutions from their own viewpoint. We present here an overview of 

some of these solutions. 

Scheffe [5] has suggested, for the univariate case, to consider the 

variable: 

d = x 	
\1n2 Yi + vmnln2 	- 2 	

, 	( 3.1) 

= 1, 	..., 

If x and y i  are defined as in section 2, d has the distribution 

N(p, od)  where 

P 1  - P 2  

	

2 =  2 	" 1 2 
Gd 	°l ± - G 	 (3.2) 

2 

Therefore, for testing H: il l  = 11  the statistic 

	

I = •- 	 (3.3) 
3 	Sd 	1 

has the Student t-distribution with f 1  d.f. where 

n 

l (d 	- 	) 2  = 	
/f 1 	 (3.4) 

i=l 

" 1 
and 	d = - 	d = x - y 

	

I 	i=l 
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The disadvantage of Scheff's solution is that only n 1  of the n 2  y 

observations are used in s. 	Indeed, we can write (7) as 

	

2_ 2 	
n
i ;2 

Sd 	S1 

-2 = nl  
where 	S 2 	-  

1=1 

thus s, and therefore the test, is dependent, through s, upon the 

randomization of the y observations. Scheff [6] himself has realized 

that, though providing an exact solution to the Behrens-Fisher problem, 

his solution is most impractical. 

Bennett [2] has generalized Scheff's solution and shows that the 

statistic 

= 	0' SD 
	

(3.5) 

has the Hotteling T 2-distribution with f 1  d.f., where D and Sd  are, 

respectively, the multivariate analogous of d and s. Pfanzagl [14]  and 

K and K. Subrahmaniam [8] have found through empirical studies that 

Bennett's solution has poor power as the dimension of the vectors 

increases (power is already poor with p = 4 or 5). 

Scheff's (and Bennett's) solution is the only exact solution to the 

problem, all other solutions being approximations. Among other solutions, 

Pfanzagl [1+]  proved that Welch's approximate solution is asymptotically 

uniformly most powerful against one-sided alternatives in the class of 

all translation invariant tests. 

Welch had suggested using (2) as the estimate of the denominator of T 1  

But since (2) does not follow an exact Chi-Square distribution he 

approximates it by K(c/n 1  + i/n 2)/f, where K is a constant and f the 

number of d.f. of the Chi-Square (4). By equating the first two moments 

he finds that 

K=l 
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and 	f = (o/n + cy/n 2)/[(cj/n 1 ) 2 /f 1  + (a/n 2 ) 2/f 2 ]. 	(3.6) 

The value of f is then estimated by replacing ai  by s in (9). 	
It can 

easily be seen that f varies between f 1  (that is, as if the exact 

solution was used) and f 1  + f 2  (that is, as if e was known) 

Yao [11] has given the multivariate analogous to Welch's solution. 

Though not having the same asymptotic property as Welch's solution, he 

shows that his solution is quite satisfactory in terms of 'evel of 

errors being close to nominal and size of power. The statistic for 

testing Ho 	1  v = v 2 
 is as follows 

T 5  = 5' s 	5, 	 (3.7) 

where 	S = S 1 /f 1  + S 2/f 2  

= 	l (X. - )( x. - Vn 

S 2 
 =

- ) (V1 - ) 1 /n2 

and 	5 

T 5  has an Hotteling T 2 -distribution with f d.f. where f is estimated as 

s' s 	S 1 S 1 D 2 	D' S 	S2  S 1  D 2 
) +L( 	 ) . 	( 3.8) I 	1 	 ________ 	______________ - 	

D' S 1  5 	f2 	f2  5' S 1  

Again we have that f varies between f 1  and f 1  + f2 
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4 	APPLICATION TO MTP PHASE III DATA 

Since the MTP Phase III study was a feasibility study of a complete 

non-proxy reporting procedure, it was conducted for six consecutive 

months, that is, the number of months a respondent usually stays in 

the LFS sample. The basis for comparison was naturally the regular 

LFS sample in the same area as the MTP sample and in the same time 

period. Further, MTP interview weeks were between two LFS interview 

weeks (that is, the second week after the regular LFS); therefore, 

the comparison of a characteristic for a particular MTP interview was 

done with the average of the LFS interview preceding and following the 

MTP interview. For details on MTP Phase III study see [7]. 

The characteristics for which the Hotelling statistic (T 5) was found 

are total non-response rate with breakdown by rate of temporary absent 

and no one home (TA + Nl), refusal rate (N2) and other non-responses 

(N3 -N5) and also proxy rate (dimension of those vectors being six). 	It 

must be mentioned that these estimated characteristics follow binomial 

distributions but the normal approximation holds very well since the 

average sample sizes (average over six months for the MTP, seven for 

the LFS) are 453  households for the MTP and 708 households for the LFS. 

In finding the estimates S 1  and S 2 , here 1 refers to MTP and 2 to LFS, 

we have that 

	

n . 	 . 

	

1 	I  
s 	

-I 	J 	- x J 
1 . . = 	(x - x )(x - 	)/n 
lu 

and 	s 	
= E

2  (y '  - 	')( yJ - J )/  
2ij 	

i=l 

where 
5k• 	

refers to the (i, j)th entry of the matrix Sk,  x is the ith 

component of the vector X (that is, data for the ith interview), 5 being 

the average of the x , , and 

y k  = (4 + z)/2, 
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the ith component of vector Y, is the average of LFS characteristic 

for the interview preceding and following ith MTP interview. Since 

variables x and z are zero-one type variables for the characteristics 

studied here we have that 

5lij = pij - p i p_i  

and 	s 
2ij = q ii - q i q j 

+q 
(i+l)j - q(. 1 ) q. + q.(.1) 

qq ( _i1)  + q(.1)(.1) - q(.1) q(. 1 ), 	(4.1) 

where p._i  is the proportion of units having the characteristic in both 

interview i and j in the MTP sample, p, being the proportion of units 

having the characteristic in ith interview. We have that p.j  is defined 

as p i  when i = j. The variable q is defined as p but refers to the LFS 

sample. Note that, for the LFS, one sixth of the sample rotates out each 

month which must be taken into account in the definition of q._i  and q.. 

Further, by defining the ith component of 5 in (10) as 

- 

d 	= p 	- 	+ q(. 41) )/], 	 (4.2) 

we have that the statistic T 5  is suitable for testing for significant 

differences between MTP and LFS sets of six interview data. We have 

that T 5  is approximately distributed as a Hotelling T 
2 
 -distribution 

with f d.f., where f is between f 1  = +52 and f 1  + f 2  = 1452 + 707. Since 

a Hotelling T 2-distribution is distributed as 

fp 

f - p + 1 

where F ,f _ 1  is an F-distribution with p and f-p+l d.f. (see Anderson [1], 

section 5.3) and since f/(f-p+l) is very close to one, we have that T 5  is 

approximately distributed as a Chi-Square distribution with p degrees of 

freedom, where p is the size of the vectors (six in this case). 
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Table 1 provides the sets of six interview data for the MTP and the 

LFS and this for total non-response rate (N-R) broken down by temporary 

absent plus no one home (TA + NI), refusal (N2) and others (N3 -N5) and 

also for the proxy rate; data are in percent. Further, the last line 

gives the Hotelling statistic for testing for significant differences 

between sets of data. Note that, since this statistic is approximately 

distributed as a Chi-Square with 6 d.f., the critical point at 5° level 

of error is 12.59. 

Table 1: Non-Responses Rates with Breakdown and Proxy Rates for Six 

MTP-IlI Interviews with Corresponding LFS Data (in ) 

Test for Siqnificant differences betoeen MTP and LFS 

Charact. N - R TA + Nl N2 N3 - N5 PROXY 

Survey 

Interview MTP LFS MTP LFS MTP LFS MTP LFS MTP LFS 

1 10.4 5.8 5.8 3.0 3.8 2.2 0.8 0.6 14.7 51.7 

2 14.2 8.5 10.3 6.1 3.5 1.9 0.4 0.5 19.2 51.0 

3 16.6 8.9 12.0 7.0 4.4 1.4 0.2 0.5 22.5 50.3 

4 8.9 5.6 3.6 4.0 4.7 1.1 0.7 0.5 18.8 50.7 

5 7.5 4.2 2.7 2.6 4.4 1.2 0.4 0.4 21.9 48.2 

6 8.4 1 	4.0 2.4 1 	2.4 5.5 1 	1.2 0.5 1 	0.4 18.7 46.1 

T 2  21.65 15.93 18.74 3.90 317.23 

Table 1 indicates that the set of MTP non-response rates is significantly 

higher than that of the LFS. We also find that these higher non-response 

rates are explainable by higher rates of temporary absent and no one home 

(TA + NO as well as refusal (N2). Further, proxy rates are significantly 

lower on the MTP than the LFS. 





- 	40 	- 

5. 	CONCLUSION 

The review of existing literature on solutions to the Behrens-Fisher 

problem suggests the use of Welch's approximate solution for testing 

between two population means when the variances are unknown and 

suspected to be unequal (with variable normally distributed) though 

there exists an exact solution presented by Scheff. The analogue of 

Welch's solution in the multivariate case was provided by Yao, who 

stressed, by means of empirical studies, the superiority of his 

solution over Bennett's (which is the extension to the multivariate 

case of Scheffe's solution). One of the major advantages of the 

approximate solution is that it avoids randomization of the set of data 

provided by the larger sample, which can be very cumbersome in case of 

larqe sample sizes, and also draws maximum information from the data. 

Further, in cases of concern to us, the number of d.f. will in most 

cases be large enough to permit safe use of the Chi-Square approximation, 

since it has been shown that the number of d.f. is always larger than 

the smaller of the two sample sizes minus one, a result which holds in 

the multiveriate as well as the univariate case. 

Finally, one may object to the use of such a statistic due to the cost 

and time necessary to compute the variance-covariance matrix. Indeed, 

with the present facilities provided by the regular LFS, it is not too 

feasible to use such a statistic on a large scale. On the other hand, 

one must notice that the computerization introduced for the revised LFS 

along with the future implementation of a six month household record file 

will permit the use of such a statistic with minimal cost and computation 

time required and, therefore, it could be introduced as a regular testing 

procedure when sets of data are to be compared. 
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RE S CML 

Dans cet article, l'auteur prsente le problme de Behrens-
Fisher et brosse un tableau des principales solutions proposées. 
Le but de l'étude est de choisir la solution la plus adequate 
pour comparer six ensembles de données de l'Enqute sur la 
population active a des données correspondantes provenant d'une 
etude pilote, étant donne que plusieurs etudes pilotes (tel, 
par exemple, le Projet d'expérimentation methodologique) sont 
poursuivies durant six mois. Des résultats empiriques sont 
aussi présentés en comparant les donnêes du Projet d'expérimen-
tation méthodologique phase III a des données correspondantes 
do 1'Enqute sur Ta population active. 
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SURVEY METHODOLOGY 
	

VOLUME 2 - NUMBER 1 

METHODOLOGY OF THE LABOUR FORCE SURVEY RE-INTERVIEW PROGRAM 

V. Tremblay, M.P. Singh and L. Clavel 
Household Surveys Development Division 

With the recent review of the Labour Force Survey, several 
peripheral projects have been redesigned. This is 
the case with the LFS re-interview program which will for 
the coming years be oriented toward the measurement of 
response errors. This paper describes the new design of 
the program and discusses how data will be analysed to achieve 
the objectives. 

1. INTRODUCTION 

The Canadian Labour Force Survey (LFS) is the largest household survey 

conducted by Statistics Canada on a monthly basis. Recently a number 

of changes have taken place in the survey, such as, complete redesign 

of the sample, revision of the questionnaire, use of mini-computers in 

Regional Offices for data transmission, improvement in data collection 

techniques etc. The need for regular programs of evaluation and quality 

control for large scale continuous surveys like the LFS can hardly be 

over emphasized. The LFS incorporates programs to monitor the quality 

of data collected on a monthly basis and in addition some developmental 

programs aimed at improving the quality of the survey design. 	It will 

suffice here to say that the Re-interview program discussed in this paper 

is one of several such programs aimed at controlling the quality of the 

LFS. 

The objectives of the new re-interview program have been clearly identified 

and priorities amonq them assigned in section 2 in order to have full 

understanding of the design of this program which is given in section 3. 

It is worth mentioning here that although clarity of objectives and 

unambiguity in the assignment of their priorities are quite important 

for designing any program, it is much more so for the programs aimed at 

the estimation of non-sampling errors due to the sensitivity of the 

design in such cases. Sections 4, 5 and 6 respectively provide brief 
descriptions of the field procedure, systems capacities and analysis of 

data in this program. 
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2. OBJECTIVES OF THE RE-INTERVIEW PROGRAM 

A Re-interview, in the context of this program, is an interview with the 

housenolds that have already been interviewed during survey week, conducted 

by a Senior Interviewer (or a Supervisor) in the week immediately following 

the survey week and in which the same questions as previously asked by the 

Interviewer are repeated by the Senior Interviewer. The differences 

observed between the two sets of responses are attributable to several 

sources, such as the respondent, the interviewer or re-interviewer or 

shortcomings in the materials (e.g. instruction manual) provided to the 

interviewer, or the wording and sequencing of the questions or some 

general conditions affecting the two interviews differently. 

A re-interview program may be used to obtain reliable measures of the 

overall response differences or alternativety, It may be designed 

with the prime objective of checking interviewer's work. The latter 

approach, however, may not provide measures or explain reasons for the 

overall differences in the two sets of data. Thus, essentially two 

purposes for which a re-interview program may be designed in our context 

are A: Measurement of components of response errors, B: Checking of 

the quality of interviewer's work. 	In the past, the LFS re-interview program 

was designed and used for objective B. As mentioned above (and also 

further explained later), this design would not serve the objective 

stated in A. 

Generally, most statistical programs serve a variety of purposes, and 

in case of conflicting requirements of the design, priorities among the 

objectives have to be designated. Measurement of components of response 

error was chosen for the new re-interview program as the prime objective 

since some data was already being collected in other 

programs, (see [41) aimed at controlling the quality of interviewer's 

work. It would, however, be possible to use the re-interview data, 

accumulated over a period of time, as a management tool. 
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step compares the answers he obtained with those originally obtained 

by the interviewer, and whenever the answers differ, he tactfully 

discusses the difference with the respondent and records the correct 

answer. Thus re-interviews without reconciliation are consistent with 

the 'repetition of a survey' while those with reconciliation are consis-

tent with the re-interview providing the true values. 

3. METHODOLOGY OF THE RE-INTERVIEW SAMPLE SELECTIOFIt 

3.1 Background 

To understand the re-interview sample design it is necessary to describe 

the basic features of the Revised LF Survey sample design; detailed 

description on the latter is given in [5]. 

The LF Survey sample is comprised of two distinct parts: non-self-

representing units (NSRUs) and self-representing units (SRUs). The SRUs 

are essentially large cities and they are divided into one or more 

sub-units (commonly called Primary Sampling Units (PSUs)). 	In each 

sub-unit, a two-stage sampling is used with clusters (mostly city blocks) 

and households as the first and second stage units respectively. In 

the NSRUs, which are areas lying outside the SRUs, a stratified four-stage 

sampling is adopted. Two PSUs are selected from each stratum and from 

each selected PSU, the required number of groups are selected at the 

second stage. These groups are in turn divided into clusters which 

form the third stage selection units. Finally, households are selected 

from the selected clusters. In some cases, the third stage of selection 

is skipped and the households are directly selected from the selected 

groups. 

The LFS incorporates a particular rotation scheme which ensures that 

the sample for each month is a probability sample. The rotation of 

sampling units occurs at each stage of the multi-stage design adopted 

for the LFS. The ultimate unit of selection, the household, is replaced 

every six months, while successively higher staged units remain in the 

sample for a longer period of time. The rotation numbers, 1 to 6, are 

assigned at the cluster level in both the SRUs and in the NSRUs. The 

4 	'*5 LL 
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Having decided that the re-interview program should be developed in the 

framework of response error study, the question to be considered was, 

for which component of the response error (response bias, simple 

response variance, or correlated response variance) should the program 

he designed. 

A study of correlated response variance requires a complicated design 

as well as complicated field procedures, therefore it was decided not 

to give priority to this study in the re-interview program. Attempts 

will however be made to obtain its magnitude as a by-product of the 

program. The simple response variance may be estimated if the design 

of the program approximates the hypothesis of a 'repetition of a survey' 

and the response bias may be estimated if the program design approximates 

the hypothesis that the re-interviews are providing the 'true' responses. 

While it was thought hiqhly desirable to obtain both the measures for the 

Revised LF Survey, obviously both the hypotheses could not be satisfied 

simultaneously. 	Since both measures were given equal priority, it 

was decided to use one half of the re-interview sample to accomplish 

objective (A 1 ) for measuring the response bias and the other half to 

accomplish the objective (A 2) of providing measures on simple response 

variance. The re-interview sample is thus split into two components. 

This permits the application of two distinct re-interview techniques that 

are consistent with the two hypotheses mentioned above a) re-interview 

with reconciliation with the original responses, and b) re-interview 

without reconciliation with the original responses. That is, each month, 

each senior interviewer is expected to have a set of households where he 

applies one re-interview method (i.e., with reconciliation), and another 

set of households where he applies the other re-interview method (i.e., 

without reconciliation). 

Briefly, when re-interviewing without reconciliation, the senior inter -

viewer conducts the re-interview as if it were a regular interview, 

applying the usual interview procedure. When re-interviewing with 

reconciliation, the senior interviewer, in a first step, conducts a 

regular interview following the usual procedure, then, in the second 
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sizes of the LFS sample and also the sizes of the re-interview sample 

are balanced by the rotation numbers 1 to 6. 

3.2 Sample Size and Choice of Sampling Unit 

A detailed description of the re-interview sample design is given in [3]. 

The main design constraints under which the re-interview sample was 

developed are as follows: (1) each monthly sample had to be split into 

two equal parts: a part for the reconciliation method and another for 

the non-reconciliation method, (ii) rotation numbers should be balanced 

at the lowest level possible, by month and by method of re-interview, 

(iii) the re-interview sample should properly rotate month after month 

and, since each month the re-interview sample size is equivalent to 1/36 

of the LFS sample size, the re-interview sample should cover after 36 

months all areas of the LFS sample once and only once, (iv) the 

re-interview sample design should make up reasonable re-interview 

assignment sizes, (v) the sample design should be flexible enough so 

that the sample size could be easily increased or decreased depending 

on future needs. 

A basic question considered at the early stage of development was the 

choice of sampling unit, that is, should the re-interview sample be 

based on PSUs or on interviewer assignments? Although both approaches 

are methodologically sound, it was found that these led to different 

operational problems when ensuring that the re-interview sample is an 

unbiased probability sample of the LFS sample. 

The selection of PSUs is quite attractive on one hand, from the points 

of view of simplicity in the selection and ease of control and 

maintenance. On the other hand, this method does not provide control 

on the frequency of visits to interviewer assignments over a period, 

say, of one year. 	It was also felt earlier, that a sample based on PSUs 

could significantly increase re-interview costs but, a study [6] showed 

that such an increase would be only of the order of 59. 
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The main difficulty with the selection of interviewer assignments lies 

with the instability of their definition along with the need for a fully 

automated selection system that produces the required pre-printed forms. 

In order to produce the necessary materials on a monthly basis and to 

have a proper planning of the re-interview program several months in 

advance in the Regional Offices, it is necessary to freeze the definition 

of interviewer assignments for re-interview purposes. The instability 

of assignments will mean that, after some period of time, the real 

assignments will be quite different from the frozen definition of assign-

ments originally established and the advantage of selecting assignments 

will gradually disappear. 

Since the instability of assignments is rather significant during the 

implementation phase of the Revised LFS and, given the complexity of 

selecting a well balanced and representative re-interview sample on the 

basis of assignments, a decision was then made to select the re-interview 

sample on the basis of PSUs. 

The re-interview sample may be briefly described as follows: 1/12 of all 

the LFS PS(Js were selected each month and 1/3 of LFS households were 

chosen within those selected PSUs. The proportion of 1/3 is based on the 

fact that 1/3 of an assignment leads to a reasonable monthly work-load 

for a senior interviewer. Given that the six rotation numbers are fairly 

equally represented in each PSU, the selection of 1/3 of households within 

PSUs was obtained by selecting randomly two rotation numbers out of six 

and by taking all the households of those two rotation numbers. Finally, 

one rotation number was allocated to one re-interview method and the 

other selected rotation number was used for the other method. 

3.3 Sample Selection 

Prior to selection, the LFS PSUs were grouped by senior interviewer 

assignments since the senior interviewers will be conducting the re-

interviews. Since a PSU in the NSRU normally contains about twice as 

many households selected for the LFS as that of a PSU in SRU areas, it 

was necessary to pair the PSUs in SRU areas before making the selection, 

in order to have equivalent re-interview assignment sizes in both areas. 
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Then each month, 1/12 of the PSUs (or pairs) were selected systematically. 

A random start (RS) 1  determined the first selections. For the next month, 

the random start (RS) 2  = (RS) 1  + 3 was used and so on. An interval of "3" 

was chosen from month to month to minimize the possibility that the same 

interviewer is involved in the re-interview program two months in a 

row. Thus the random start for month "rn" is 

(Rs) = (Rs) + s 
m 

where (RS) 1  is the random start chosen initially and Sm  is the step for 

month "rn", as defined with the following vector: 

s 2 , ..., s) = (0,3,6,9,1,4,7,10,2,5,8,11) 

and soon for 36 months (repeating selected PSUs after 12 months). 

The selection of rotation numbers within selected PSUs (or pairs) was 

obtained by keeping in mind the three following constraints: 

I) over 36 months each PSU should have its 6 rotation numbers selected; 

2) rotation numbers should be equally represented each month; and 

3) in three consecutive months, starting with the first month, rotation 

numbers should be balanced at the lowest geographical area possible. 

This was achieved by considering simultaneously 36 consecutive PSUs (or 

pairs) on the selection list. The 36 PSUs were partitioned into four 

groups of 9 PSUs: those selected in months 1 to 3, 1+ to 7, 7 to 9 and 

10 to 12 respectively. Each of these groups were then assigned a 

randomization (R 1 , R 2 , R 3 , R 4 , R 5 , R 
6 
 ) of the vector of rotation numbers 

(1, 2, 3, 4,  5, 6) which led to the three possibilities of selection of 

two rotation numbers per group (R 1 , R 2), (R 3 , R 
4 
 ) or (R 5 , R6 ): these 

combinations were systematically assigned by selected PSU and by month 

to balance the rotation numbers according to the aforementioned cons-

traints. A table showing the allocation of rotation numbers for sampled 

PSUs for one group of 9 PSUs is given below for illustration. Using the 

design mentioned above, the PSUs 1, 13 and 25 are selected for the first 

month (M 1 ) and for the following months a step interval of 3 is used 

to select the PSUs as given in column 1 of the table. 
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Table 1: Allocation of rotation numbers for a group of nine sampled 

PSU's using randomization (R 1 , R 2 , R 3 , R4 , R 5 , R6 ) 

Year No 1 Year No 2 Year No 3 
PSU No 

M 2 	M 3  M 13 	M 1  M 15  M25 	M26  M27  

1 (R 1 ,R 2 ) (R,R 3 ) (R 5 ,R6 ) 

(R 3 ,R) (R 6 ,R 5 ) (R 1 ,R 2 ) 

7 (R 5 ,R 6 ) (R 2 ,R 1 ) (R 3 ,R) 

13 (R 4 ,R 3 ) (R
5)

R6 ) (R 2 ,R 1 ) 

16 (R 6 ,R 5 ) (R 19 R 2 ) (R,R 3 ) 

19 (R 2 ,R 1 ) (R 3 ,R) (R6 ,R 5 ) 

25 (R 5 ,R 6 ) (R 2 ,R 1 ) (R 3 ,R) 

28 (R 1 ,R 2 ) (R4 ,R 3 ) (R 5 ,R6 ) 

31 (R
3)
R) (R 6 ,R 5 ) (R 19 R 2 ) 

The following points are noted from the table: first, the order of the 

components in the vector (R.., R.) determines the re-interview method. The 

first component determines the rotation number where non-reconciliation 

will take place, the second component indicates the rotation number where 

re-interviews will be conducted with reconciliation. Second, the order 

of the components of the assigned vector are systematically changed 

after each use. 

The selection of apartments in large SRUs had to be achieved differently 

because of the size of the apartment PSUs. Each month, 1/6 of the 

apartment PSUs were selected systematically and from each selected PSU 

1 rotation number out of 6 was chosen. After 6 months, the same PSUs 

were again in the sample, but with different rotation numbers. Balanced 

allocation of rotation numbers was adopted for each month as mentioned 

earlier. Finally, each selection was assigned a re-interview method in 

a random fashion. 
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To be able to infer the effect of non-sampling errors on LFS estimates 

as measured from the re-interview sample, it is necessary to have, 

month after month, a re-interview sample well representing the whole 

LFS sample: the re-interview sample design achieves this basic objective. 

Furthermore, the sample design must be flexible enough to allow for 

modifications in the re-interview sample size; such a flexibility exists 

since the sample has been balanced at the lowest level possible. Finally, 

although the sample was drawn for 36 months it could be used up to the 

next redesign of the LFS sample by going back to the same PSUs and 

rotation numbers after each 36 months of re-interview. 

4 	HELD PROCEDURES 

The Regional Office (ROs) plan their re-interview program one year in 

advance on the basis of the re-interview sample and their needs for the 

Observation Program for the same year. Re-interviews are conducted 

each month of the calendar year, except for December. Re-interview 

week is designated to be the week following the regular interview week. 

Two or three weeks before re-interview week, the ROs send to each re-

interviewer a description of his re-interview assignment. Senior 

interviewers are responsible for conducting the re-interview program in 

their own area. Senior interviewers are familiar with the area and are 

knowledgeable about the latest LFS concepts and procedures and also have 

sufficient experience in interviewing to be able to solve difficult and 

unusual problems. 	It is expected that the senior interviewers have the 

skill for explaining the purpose of re-interviews to the respondent's 

satisfaction and for maintaining good rapport with them. 

Each monthly re-interview assignment will consist of a part where 

independent re-interviews will take place without reference to documents 

completed during the original interviews and a second part where the 

availability of the information originally collected will permit reconci-

liation of the answers given on the two occasions. 

During the regular interview week, ROs will prepare re-interview 

assignments. For each household in the re-interview sample, pre-printed 
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Household Record Dockets (HRD's) (Form 03)  and LFS questionnaires (Form 

05) are produced. These are then grouped by re-interview assignment 

and split into "with reconciliation" and "without reconciliation" parts 

of the sample. Reconciliation forms, with pre-printed headings are 

included along with a copy of the documents (03s and 05s)  completed by 

the original interviewer. Each senior interviewer should have in hand 

for the beginning of the re-interview week all the necessary material. 

Although in most of the SRU areas, original interviews are conducted 

by phone, all the re-interviews are conducted in person. 

The senior interviewer profits by his presence in a selected area to 

verify the accuracy and completeness of the listings. All discrepancies 

are noted. 

When visiting a household for re-interview, the senior interviewer should, 

after having identified himself, explain clearly and concisely the 

purpose of the re-interview. The introduction is very important since 

it has some bearing on the cooperation of the respondent as well as on 

the accuracy of the answers. Then, re-interviews are conducted as 

regular interviews for every member of the household 114  years of age and 

over. After the completion of the questionnaire, the visit will end if 

the household is in the "without reconciliation" part of the sample. 

Where reconciliation is to take place, the following procedure will be 

used. 	It is important to note that re-interview is first conducted 

(before the reconciliation) without any reference to the information 

appearing on the copies of the original documents. This is to insure 

the independence between data of the original interviews and those from 

the re-interview before reconciliation. The reconciliation itself starts 

with the comparison of the answers given during the re-interviews and 

those appearing on the copies of the original interviews. Wherever a 

difference between the two answers is encountered, the re-interviewer 

tactfully discusses the discrepancy with the respondent and records the 

reconciled answer on the copy of the original documents. If the original 

answer is found to be correct, then this answer is circled with a colored 
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pencil; otherwise, the original answer is crossed out on the copy and 

the reconciled answer is written beside it along with a code stating the 

reason for the difference. The copies of the original documents then play 

the role of a temporary reconciliation form. Under no circumstances 

should an entry on the re-interview schedule be changed during the 

reconciliation phase. The actual reconciliation form itself should be 

completed after the completion of the re-interview with the household 

members. 

As a general rule, the re-interviewer attempts to visit all the selected 

households including non responding households in the original interview. 

Such a procedure will permit studying partially the non-response problems 

in the LF survey. On the other hand, there will be situations where no 

re-interview will take place: special refusals, complete change in the 

household membership, or when observation took place in the previous 

three survey months. 

After having completed re-interviewing all of the dwellings selected in 

an interviewer's assignment, the re-interviewer fills out a Re-interview 

Report. 	If the number of re-interviews with reconciliation is large 

enough, this report permits an assessment of the original interviewer 

pertaining to the listing maintenance, the coverage of households, and 

the overall interview performance. 

5. SYSTEM'S CAPACITIES 

Given the intensity and the periodicity of the re-interview program, 

there is undoubtedly a need for a fully mechanized processing system. 

As much as possible, the system developed for the Revised LFS is being 

used or adapted for the program. Specific features or needs of the program 

however forced the development of certain new modules. 

As mentioned before, the re-interview sample has been selected several 

years in advance and has been put on tape. Each month, the system 

extracts from that tape the list of PSUs and rotation numbers (along with 
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reconciliation codes) to be used in the re-interviews. This information 

is then matched with the monthly master sample tape to pre-print forms 

03 and 05 for all households to be re-interviewed. In addition, on the 

basis of the reconciliation codes, the front end system produces 

reconciliation forms for every household belonging to the reconciliation 

part of the re-interview sample; here again, headings are pre-printed. 

Finally, a print-out of the complete description of the sample is produced. 

The clerical operations supervisor is then able to prepare the re-interview 

assignments and to keep control of the operations. 

After re-interviews have been carried out and forms sent back to ROs 

the information collected is key-edited and transmitted through mini-

computers to Head Office. The information transmitted is the content 

of the re-interview Form 03's and Form 05's  plus the reconciled answers 

appearing on the reconciliation forms, wherever it applies. The re-

interview data are then identifTed between households where reconcilia-

tion took place and those where no reconciliation was made. Two tapes 

are created, one for each part of the re-interview sample: 1) without 

reconciliation tape (WOR), 2) with reconciliation but before reconciliation 

tape (WRB). The matching of the latter tape with the reconciliation file 

produces a third tape: with reconciliation after reconciliation tape (WRA). 

Finally, the system extracts from the monthly LFS file the information 

which has been originally collected during the regular survey week from 

the households re-interviewed. The fourth tape so produced will permit 

study of response differences between the original interviews and the 

re-interviews. 

All these operations are performed before the usual processing of the 

data, i.e. editing, imputation, re-coding, weighting. This will permit 

analysing effects of response errors on unprocessed data. In a second 

phase, the re-interview data are processed. Then processed original 

data are matched with processed re-interview data. This leads to the 

analysis of effects of response errors on processed data. The comparison 

of results before and after the processing indicates the capacity of the 

regular processing system to compensate for response errors. 
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The analysis of discrepancies between original interview and re-interviews 

will be performed on LF information collected on or derived from the Form 

05's. For the before processing analysis, item per item comparisons may 

be made. Processed data permits analyzing effects of response errors on 

published estimates. The possible levels of analysis are: 

- Month 

- R.O., Province, Type of Area 

- Rotation group (or number of months in the survey) 

- Interviewer 

- Re-interviewer 

- Proxy-non-proxy on original interview 

- Telephone-personal visit on original interview 

- Same Respondent - not same respondent (original interview and re-mt.) 

- Imputed non-response on original interview 

- Type of non-response (original or re-interview) 

- Demographic characteristics (age-sex group, marital status ...) 

- Type of re-interview data: 

a) without reconciliation 

b) with reconciliation - before reconciliation 

- after reconciliation 

Reason for discrepancy between original and re-interview responses. 

6. ANALYSIS OF RE- INTERVIEW DATA 

As pointed out in section 2, the primary objective of the re-interview 

program is the measurement of components of response errors: response 

bias and response variance. These components are defined below. 

Let x. ( = 1, ..., N) be the true value of some characteristic x for 

the unit u.. If y.  is the value observed instead of x., the response 

error made on unit u. is then (y. - Y. 

Had another observation been made on the same unit u., a value (say y) 

would have been obtained where y  could possibly be different from y.,. 

It is then convenient to say that an observation yi follows the model: 
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y. = x. + c. 	I = 1, ..., N 	 (6.1) 

where c is a random response error made on unit u 1  (for the given 

characteristicx), and its distribution is unknown. 

If we denote by E the expectation over the distribution of responses, 

R 

then for each unit u 1 , we may define 

E(y. - x.)= E €. = B., the response bias and 
R 	R' 

Var y. 	Var c. = E(c 1  - B.) 2 , the response variance. 
R 	R 	R 

Furthermore, the errors made on two different units are not necessarily 

independent; we therefore define the correlated response variance for 

each pair of units (u., u.) as 

Cov(y., y.)= Cov(E., 	.)= E(E. - B.)(c. - B 

R 	

.) 

	

R 	' 	- 	R' 

We shall examine now how LFS estimates are affected by response errors 

under this response error model. Let us suppose that the quantity 

N 
X = E Xk  is being estimated from the LFS sample 'S' (of effective sample 

k= 1 
size = n) by 

n 

V = Z Wi y 
	

(6.2) 

where y j  is the observed value for the ith selected unit and follows the 

response error model (in 6.1) and the W :  's are the LFS sampling weights 

(also cal led final weights) . Let E denote the expectation over all 
S 

possible samples and E(= E E) denote the overall expectation. Note that 
SR 

V in (6.2) is free from sampling bias. Then 
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n 

EV 	E E Y = E E E W. y. 
S R 	S R 1=1 

n 	n 

= E E W. E y. = E E W.(x. + B.) 
S 1=1 	R 	' 	S i=l 

= X + B 	 (6.3) 

n 

where B = E E W. B. is the response bias when estimating X by V. 

S i=l 

The variance of V may be expressed as 

Var Y = E Var Y + Var E Y 	 (6.4) 

SR 	SR 

= response variance + sampling variance. 

The first term in (6.4) may be expressed as 

n 

E Var V = E Var E W. y. 

S R 	S R i=l 

2 	
n 

= E[ E W. Var y. + Z W. W. Cov(y., y.)J 	(6.5) 
S i=l 	R 	ij 	- 	R 	' 

= simple response variance + correlated response 

variance. 

Let us assume now that the re-interview sample 5' is a SRSWOR of size 

n' selected from the LFS sample S; then 

ni 
(T) (T) 	= 	

( n/n') W. y. 	T = 1, 2 

i=1 

is the estimate of X obtained from the re-interview sample, considering 

the original response (T = 1) or the re-interview response (T = 2). The 

response error model of the yfl  's is the same as the one described 
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earfler in (6.1); while, the response error model of the y 	 's is 

subjected to the underlying hypotheses of the re-interview method. We 

shall consider here the two following hypotheses: 

Hypothesis H 1 : Re-interview provides the true responses. 

This will be the working hypothesis for data collected on the reconciled 

part of the re-interview sample after reconciliation of the responses 

with the respondents. Under this hypothesis, y 	 's are error free 

(i.e., y(2) 
	

xi). 

Hypothesis H 2 : Re-interview is an independent repetition of the original 

interview under the same general conditions. 

This will be the working hypothesis for data collected on the non-

reconciled part of the sample. The complete independence can hardly be 

achieved when the respondent has already been exposed to the original 

interview. Furthermore, the senior interviewer is expected to be better 

than an average interviewer and he will be conducting his interviews in a 

different week. Under these circumstances, this hypothesis is not expected 

to be fully realisable. Departures from H will be examined in another 

paper. Under H
29 
 the y. 	's follow the same response error model as in 

(6.1) and the distribution of errors is independent on the two occasions. 

Under H , (writing E = E E E), 
S S' R 

ni 
(i) 	(2) - ç(2)) 	

= E E E 	(n/n') W. (y. 	- y. 

S S' R i=l 

n' 

= E E 	E (n/n') W. B. 
S S' i=l 

n 

= E E W. B. = B. 

S i=l 	
I 	I 

The response bias B may be estimated by 	
(i) - (2) 
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Under H 2 , we have 

	

fl u 	 fl u  
(1) 	(2) 2 	2 E ( 	

(2) 2 
i) E 	W(y. 	- y 	) 	= EE 	Z W 	y 	- y 1  ) 

	

1=1 	 s su  1=1 	R 

fl u  

= E E 	Var y (1) - 	(2) 
) 

S S' 1=1 	R 

flu 

= 2 E E 	Z W Var y. 
ssu 1=1 	R 

n 
= (2 n'/n) E E W Var y. 

S 1=1 	R 

hence, (n/2n') 	E w ( ( 1) - (2))2 estimates the simple response
yi  

variance of V as expressed in equation (6.5). 

ii) E(V 	
- 	(2))2 = E E 	E 

çs(l) - 

S S' R 

= E E Var 
 

S 5' 	R 

= 2 E E Var (i) 

	

S S' 	R 

fl u 	 fl' 

= 2 E E 	[ E (n/n') 2  W 2  Var y. + 	(n/n') 2  W ' W Cov(y. y.)I 

	

SS' 	i=l 	R 	ij 	J 	R 	'' 

n 	 fl 

= 	(2n/n') El E W Var y.+(n'-l)/(n-l) 	E W.W Cov(y., y.)I. 
Si=l 	R 	jj 	' 	R 
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Then, the correlated response error, as expressed in equation (6.5), 

may be estimated by 

ni 
(1) 	(2) ) 2 ]  (fll)/(fl1l)[fl1/2fl(v(1) - y (2) ) 

 2 - (n/2n') 	W2 	
- 

1=1 

n I  
(2) 2 

= 	n'(n-l)/2n(n'-l)[(Y 	
- 	(2) )  2 - 

	E 	(n/n') 2  W2 	
(1)  

 (y. 	- y. 	) 1. 
i=l 

Finally, the total response variance E Var V may be estimated by adding 

the estimate of the simple response vrince component to the estimate 

of the correlated response variance. 

Thus the analysis of the re-interview data will permit the estimation of 

response biases and variances for various LF characteristics and post-strata 

of the LFS sample, before and after the Head Office processing of the 

data. 	In spite of problems in full realization of H 2  in practice, for 

reasons mentioned earlier, it is planned to carry out analysis under this 

hypothesis and to examine the effect on the estimates when the hypothesis 

is violated. 

In addition some other measures will also be obtained. For example, 

re-interview records coming from the reconciled part of the sample - but 

before reconciliation, will be analysed to determine whether or not the 

distribution of errors may be assumed to be the same as the one for the 

non-reconciled part of the re-interview sample. A comparison between 

the two distributions will permit the study of the impact of the availability 

of the original information and should throw light on the validity of the 

assumptions made on H 1 . Also, as a rule, re-interviews are conducted 

regardless of the household response status during survey week. This 

procedure allows one to study the validity of non-response codes and to 

some extent, when responses are obtained during re-interview week, assessing 

the impact of non-response on survey estimates. 
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It is planned to produce periodical reports on re-interview data; given 

the re-interview sample design and sample size, it is thought that the 

cumulation of data for three consecutive months should provide reliable 

measures of the quantities under study. Apart from this periodical 

analysis of response errors, there will be the development of a continuing 

research program covering topics such as the development of response error 

models, the estimation of nuisance parameters or the design of special 

programs. The re-interview program methodology could be modified as the 

knowledge progresses. 
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RESUME 

Parallèlement a la rëcente revision de l'enqute sur la 
population active, un certain nombre de progranunes connexes 
ont dfl atre redéfinis. C'est le cas notamment du programme 
de re-interview qui, pour les années futures, sera axe sur 
l'évaluation des erreurs dans les réponses. Cet article-cl 
resume la méthodologie du projet et décrit de quelle façon 
seront analysées les données. 
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RAKING RATIO ESTIMATORS 

G.J. Brackstone 	and 	J.N.K. Rao 
Census Survey Methods Division 	Consultant to Statistical Services 

Field 

This paper presents large sample results for the bias and 
variance of raking-ratio estimators for up to four iterations. 
Estimators of the bias and variance are also presented. An 
expression for the asymptotic covariance matrix of the maximtun 
likelihood estimators of the cell proportions in a two-way 
table with known marginals is also given. 

1. INTIDDUCTION 

Consider a Census in which certain basic characteristics are measured 

on all the population units while the remaining characteristics are 

measured only on a sample, s, of the units. The objective is to 

estimate domain totals of a sample characteristic, y, using an estimator 

of the form 

Z = 	E wz 
uu 

uc S 

where z = y if the uth sample Unit IS in the domain of interest 

and = 0 otherwise, and w is a weight attached to the uth sample unit. 

In general w may depend on the sample design and also on the observed 

sample and population values of basic characteristics, but should not 

depend on the particular sample characteristic. This last constraint 

is a practical one in that it will normally not be feasible to calculate 

a separate weight for each sample characteristic. 

The knowledge of the values of basic characteristics for the whole 

population has two implications for the estimation method: 

(1) it provides the potential for using this supplementary information 

in estimation (e.g. estimators); 

(2) it means that any difference between the sample estimate of a basic 

characteristic and the population value of the same basic charac-

teristic becomes visible to users of the data when a sample 

characteristic is cross-classified against a basic characteristic 
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(e.g. the marginal distribution by age in an age by occupation 

tabulation derived from the sample can be compared with the lOOt 

distribution by age) 

The second point implies that, from the viewpoint of credibility in 

the data and in the data producing agency, it is desirable to ensure, 

as far as possible, that sample estimates of basic characteristics are 

consistent with the corresponding population values. This concern is 

quite apart from consideration of the efficiency of the estimators 

produced. 

The number of basic characteristic categories for which this consistency 

should ideally be ensured is normally very large (particularly since 

geographic location is a basic characteristic in a Census of population). 

Correspondingly, the sample size in most of these categories would be 

too small to allow stable ratio estimation at the lowest category level. 

One alternative is to collapse categories until the sample size is large 

enough to allow stable ratio estimation. The final categories for which 

agreement is ensured would then depend on the order of collapsing. A 

second alternative is to utilize a raking ratio estimation procedure 

(RREP) by which consistency is ensure1 simultaneously for two (or more) 

exhaustive category breakdowns of the population (but not necessarily 

for the categories defined by the Cartesian product of the two breakdowns). 

The RREP is an iterative procedure which has been shown to be convergent 

at least in the two dimensional case (see (ii). 

In this paper expressions for the large sample bias and variance of the 

estimators produced by t iterations of the two dimensional RREP, for 

= 1, 2, 3, 4) are presented under the assumption of simple random 

sampling. 	(m.c. e.) for the case of simple random sampling is also given. 
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2. RAKING ESTIMATORS OF A DOMAIN TOTAL 

Let N.. be the population frequency count in the (i, j)th cell of an 

rxc table that is defined in terms of basic characteristics. Let n. 
IJ 

be the corresponding observed frequency count from a simple random 

sample of size n. Throughout this paper we denote a summation over a 

subscript by replacing that subscript by a dot (S). The population 

and sample marginal totals are denoted by (N
i
, N .) and (n., n.) 

respectively (E N. = E N . = N). The t-th iteration raking weight, 

to be atlached tc each sample unit falling in the (i,j)th cell 

is given recursively by 

( 	(t) 
w..

0) 
 =N/n,w.. = 

IJ 	 IJ 

where 	) = n.. 
I_I 	IJ 	IJ 

r 	N ./0 	if t even 
IJ 	.J 	.J 

1 	(t-l) 
 N i /N t 	if t odd 

L iJ 

(2.1) 

(2.2) 

Note that in the Census situation described above the N.. are known, 
Ii 

but that, in other applications where only the sample counts and the 

marginal population totals (N
i 
 , N .) are known, (2.2) provides the 

t-th iteration raking estimator of N... 
lJ 

Empirical evidence indicates that for t = 3 or 4 we should have 

	

N . 	and 	
(t) 	

N. 

	

.J 	 I. 	 I. 

inmost practical situations. 

Let y i j k be the observed value of a certain sample characteristic for 

the k-th sample unit in the (i,j)th cell. The t-th iteration raking 

ratio estimator of a domain total is then given by 

(t) 	= 	
Z. . 	= 	 ( 2.3) 

ii 	IJ 	IJ 	j 	IJ 
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where z. . = E z. .
k  , 
	

ijk 	u 
and z 	= y. jk if the k-th sample unit in the 

k 	
ij  

(i,j)th cell belongs to the domain, = 0 otherwise. The estimators 

for t = 0, 1, 2, 3, 4 may be written: 

(o) 
= Nz, 	

(l) = 	N. 	z. , 	( 2) = 	N . 
I. 	I. 	 .J 	.J 

(2.4) 

= 7-N. 	
(2) 	(4) = 	

N . 
I. 	I. 	 .J 	.J 

where 	= z.in. , 	= z 	(t) = (t),N(t) 	(t = 

	

I. 	I. 	j 	.J 	.J 

It can be seen that t = 0 corresponds to the simple unbiased estimator 

while t = 1 corresponds to the estimator obtained from post-stratification 

by the rows of the two-way table. 

3. ASYMPTOTC BIAS AND VARIANCE 

The estimators (0)  and 	are unbiased for the domain total, whereas 

z(t) for t = 2, 3, 4 are biased. For large n the bias of z(2)  is 

B(Z(2)) 	p.. K.. (i.. - 
n 	IJ 	ij 	Ii 

(3.1) 

where Z. . 
tJ 
 is the domain total in the (ij)th cell, and Z.

IJ  
. = Z. 

IJ  
.IN. 

IJ  
. if 

-  

N. . , 0 and = 0 if N. . = 0, Z. 	= 2. IN. , 	. = N. .IN, p.. = N. .IN. 
IJ 	 IJ 	I. 	I. 	I. 	IJ 	Ii 	IJ 	IJ 	I. 

andK.. = N../N 
tJ 	IJ 	.J 

Similar but longer expressions for B(Z)and B(Z)have been derived. 

The bias ratios (i.e. biasldomain total) for 	and Z 	are of 

order n 1 . 

Noting that, conditionally for a fixed n., we have a simple random 

sample of size n from the N. units in the ith row of the two-way
i.  

table, we get variance of 

V(Z( 1 )) 	= 	E {E cz. S(z. () )} 	 (3.2) 
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where E 1  denotes expectation over n., S(Z.()) = 	
E 	(z.( )  - 

and a. = N 	(n' - N. 1 ). An excellent approximation to V(1)) may be 

obtained by using 

) 	(1 - •.) {(n - l) iT. 	
- 11l 	(3.3) 

An unbiased estimator, v(Z), of (3.2)  is given by 

v(Z) 	= 	a. S(z. () ) 
I 	I 

(3.14) 

2  where 	s(z. () ) 	( 	E 	() (z. 	- z.) 	provided n 	 > 2.
i. 

The asymptotic variance of z(2)  is given by 

V(Z(2)) 	E1 	ai S?(z. ()  - : . a. 	Z.)} 	(3.5) 

where .a. = 1 if the -th element in the i-th row belongs to the 
-' 	 (2) 

(i,j)th cell, = 0 otherwise. A variance estimator v(Z 	) is given by 

V(Z(2)) 	E a. [s(z. ()  - 	. a. 	 (3.6) 

It can be shown that v(z 	< v(z9) for large n. 
Ij 

Asymptotic variances of 	and 	are given by 

2, 	- 	- v(z) 	. 	E1 	
(2 	- 	.a. 	(z . - E K . Z 	))} 	(3.7) E a S z. 

a aj a. 
j  

v(z 14 ) 	E 1  IE a 	S(z. ()  - 	. a. 	(2 . - 	K . Z 
aj a. 

a 

+ E E K a b Z.bflL 	 (3.8) 

ab aj  
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Estimators of these variances can be obtained by substituting the sample 

variances ?( ) for s( ) with 	Z 	replaced by the corresponding 

' (t) 
estimators R. 	and R . with t = 3 or 4. ComputationaIly convenient 
expressions for these variance estimators have been derived. 

4. MAXIMUM LIKELIHOOD ESTIMATION 

Following Silvey [2] we obtain the asymptotic covariance matrix of the 

m.2..e., i. 
i J

, of the rr. 
I J 

. ' s: 

= B 1 () - A F 1  A' 
	

(4.1) 

where B 1 () = diag 	
' 	

A = B '1 (TT) H(ir), H(7i) is the rc x 

(r+c-l) matrix of derivatives of the r+c-1 constraints on the ir.. ' s, 

and F = H'(IT) B 1 (iT) H(Tr). The inversion of the (r+c-l) x (r+c-l) 

matrix F is reduced to that of a (c-i) x (c - I) matrix by repeated 

application of the formula for the inverse of a partitioned matrix (c < r) 

Since the m.2.e. are asymptotically efficient, (4.1) would enable us to 

compute the loss in asymptotic efficiency of the raking estimators 
,(t) 	(t) 	

i rr. 
iJ 
. = N. 

ii  
. IN). 	If this loss s small one could recommend the computa- 

tionally simpler raking estimators over the m.i.e. 

For a given n. > 0, the m.2.e. of 2 1 	is the sample mean z../n.. (see 131). 
Consequently the m.2,.e. of a domain total is given by 

= 	z E Ri. 	. . i. 

	

IJ 	IJ 	IJ 
(4.2) 

where the summation is over all cells for which n. . > 0, and NI'. = N 
IJ 	 lJ 	 IJ 

5. CONCLUSION 

Large sample expressions for the bias and variance of the t-iteration 

raking ratio estimator of a domain total have been given for t = 1, 2, 3 

and 4 under the assumption of simple random sampling. The asymptotic 

covariance matrix of the m.2.e. of the cell proportions in a two-way 

table with known marginals has also been presented. Currently work is 

in progress to extend these results to the case of cluster sampling and 

to compare the various estimations empirically. 
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RESUME 

Le present document presente les résultats d'un vaste échan-
tillon pour le bials et la variance des estitnateurs de 
l'ëchantillon en formation valables jusqu'à iterations. Ii 
pr€sente également des estiinateurs du biais et de la variance 
et exprime les estimateurs du maximum de vraisemblance pour la 
matrice des covariances asymptotiques des cellules d'un 
tableau de contingence a fréquences marginales connues. 
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TYPICAL SURVEY DATA: ESTIMATION AND IMPUTATION 

Daryl Pregibon, Statistics Canada/University of Waterloo 

A special class of missing data problems is discussed, namely 
that of typical survey data whereby zeros dominate the multi-
variate response space. Here, techniques which impute means 
(whether conditional or unconditional) distort rather than 
improve the quality of the data. A probabilistic model is 
described which provides reasonable estimates, but also upholds 
the integrity of the data base. Results are given from a 
comparative study of the proposed methodology with other 
estimation/imputation models. 

1. INTRODUCTION 

When more than one response is required for each individual in a sample 

survey, it is not unusual to discover records which are incomplete. Most 

practicing statisticians or data analysts will agree that disregarding 

records with partial non-response is a waste of information and should 

only be considered as a last resort. With this understanding, the 

problem is how to 'substitute' values for those that are missing. The 

conventional imputation methods of regression (Buck [2])  and principal 

components (Dear [31) impose a linear structure on the data, while 

imputing unconditional means does not take the observed variables for 

that record into account. Least squares imputation (Freund & Hartley [71) 
not only imputes for missing values, but also changes observed variables. 

Now depending on the data being analysed, these distribution-free 

approaches can distort the underlying distribution of the data to such 

an extent as to invalidate the computed estimates. Hence, to ensure 

that the estimates derived from the completed data are approximately the 

same as those obtained had all the records been complete in the first 

place, the completed data set should be representative of the underlying 

distribution of the data. When dealing with quantitative survey data, 

there are three basic approaches to the problem: 

i) 	assume the underlying distribution is of a closed functional form 

and complete the data set using this model for prediction purposes, 





- 71 	- 

ii) assume the underlying distribution is given by the joint frequency 

distribution of the complete observations and that the incomplete 

records are a random sample from this distribution, and 

iii) assume the underlying distribution is unknown, but can be represented 

as the mixture of distributions defined by the complete and partially 

complete observations. 

Even though the first approach has received the most attention in the 

literature (see for example: Federspiel, Monroe & Greenburg [11,  Orchard & 

Woodbury [10], or Wilkinson [121), data conforming to a specified distri-

bution (say joint normality) is hardly ever realized in practice. The 

'hot-deck' technique has been suggested for the second approach, but 

although it is well suited for qualitative survey data, questions still 

remain unanswered in its extension to quantitative survey data. Regardless 

of the extension, the 'hot-deck' technique is premised on the assumption 

that the incomplete records are similar (in distribution) to the observed 

complete records. Although this is a practical improvement over approach i), 

the most realistic model is the third one, which essentially is that of a 

non-random blank injection mechanism which divides the true population 

into two distinct subpopulations. 

This paper proposes a probabilistic model for partial non-response on a 

survey questionnaire, where zeros dominate the multivariate response 

space. Response data of this type is often the rule rather than the 

exception and throughout this paper will be referred to as typical survey 

data. The unique feature of the proposed model is the introduction of 

auxiliary information into the imputation process. As described in more 

detail later, this auxiliary information will usually take the form of 

the marginal probability of observing a blank when a zero entry was 

intended. When the blank generating mechanism is unbiased with respect 

to the intended entry, the proposed model simplifies to the conventional 

'hot-deck' technique as applied to dichotomous variates. The intended 

application of the procedure is as a stand-alone process of editing and 

imputation, whereby blanks are the only code values regarded as invalid, 

and for which imputations must be made. The inclusion and formulation 
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of the auxiliary information is discussed and illustrated by a detailed 

example. Results from a comparative study of various estimation/ 

imputation methods are given as empirical justification of the proposed 

model. 

2. METHODOLOGY 

As previously mentioned, typical survey data is dominated by null (zero) 

responses. The method proposed here is one of 'stratifying' or 'classifying' 

the observed population into subpopulat ions according to their similarity 

with respect to the null responses. In effect, each response is regarded 

as both qualitative (for classification purposes) and quantitative (for 

imputation purposes). 	In this respect, consider coding each field of an 

observed quantitative data record x as: 

0 	if x=O 

z Z = 1 	AO 	r . 

2 	= 

For example: 

	

x3 , x,) 
	

= (o, 2, 1, 1, 2) 

Note that z differs from x not only in the type of data (quantitative 

vs qualitative), but more importantly in the fact that it is complete. 

This observation suggests that we exploit known theory concerning 

qualitative responses rather than develop new methodology to deal with 

response vectors of mixed type. 

It is clear that each complete record x, can be represented as a binary 

string (0's and l's only), and that there are at most 
2r 
 such representa-

tions. Denote the k observed complete pattern groups (henceforth 

referred to as domains) by y 	j = 1, ..., k. 
- J 

Similarly, each incomplete record x, can be represented as a trinary 

string (0's, l's and 2's only), and that there are at most 
3 r - 2r such 
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representations. Denote the s observed incomplete pattern groups 

(henceforth referred to as states) by z 	i = 1, ..., S. 

This partitioning of the response space into mutually exclusive domains 

can be thought of as a stratification technique for refining inferences 

to be made concerning the missing data. The simple form of the domain 

and state representations lends the analysis quite naturally to qualita-

tive classification theory. More specifically, the problem has been 

reduced to transforming each element of the state space to an element 

of the domain space. (note that this information is premised on the 

assumption that each observation in the sampled population must be a 

member of one of the observed domains). 

Two types of preliminary information are required to put our problem 

in the realm of classification theory: 

P(y -  the relative frequency with which observations come 

from the 
Jth 

 domain 

- the conditional distribution of the incomplete 

observations, denoting the probability that an element 

known to come from the j 
th 
 domain is observed as coming 

from the i 
th

5tate. 

Now, by the definition of conditional probability and a straight-forward 

application of Bayes rule, we obtain the following: 

P(z 	y.)P('.) 

= E P(z.fy.)PT) J 	
I 	 I 	j 

Hence, given a particular observation z, we are in a position to classify 

it into the acceptable space of coded responses. 	In particular, it is 

possible to classify z according to some optimal classification rule, say 

the minimization of the probability of misclassification, but this 
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procedure will not be adopted here. This type of classification rule 

would always classify a particular blank pattern into the same domain, 

thus introducing an undesirable bias into the sample population. We 

would like the intended bias to enter into the system through auxiliary 

information of the blank generating mechanism only, and not through 

the classification scheme. Now by randomly classifying z according to 

P(YIz), the same blank configuration will not necessarily be assigned 

to the same domain, unless of course P(Iz) = 1 for some j. Moreover, 

if we observe n observations in state z, the expected number of these 

observations to be classified into domain y is n 	P(ylz). Hence, 

the proposed classification scheme will be that of 'randm' classification, 

whereby a random number on the unit interval is used to classify z 

according to the posterior distribution P(YIz). 

Now assuming that z has been classified into the 
jth 

 domain, the method 

proceeds with the imputation as follows: 

i) a blank classified as 1 0' corresponds to a quantitative imputation 

of a zero, and 

ii) a blank classified as '1' corresponds to a non-zero quantitative 

imputation and further action is required. 

It is recommended that the further action noted above, take the form of 

a regression imputation, but only on the non-zero fields of the respective 

record. That is, each regression imputation will be carried out using the 

complete data from its respective domain only. In effect, the proposed 

method performs a joint imputation on the qualitative level, followed by 

a marginal imputation on the quantitative level. 	Intuitively, this 

method of imputation will greatly improve the imputations made on the 

quantitative level. 	Indeed, conditioning on the zeros in each response 

reduces the effects of non-linearity in the data, and hence produces 

a more relevant prediction using standard linear regression techniques. 
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3. COMMENTS ON PRELIMINARY INFORMATION 

The prior information that is required for the proposed method is the 

specification of the joint probability function of the state space. 

(The relative frequencies needed are typically estimated from the 

complete data and their specification will not be discussed here). 

Through subject matter expertise, past or pilot surveys, knowledge 

of the blank generating mechanism may be such that the joint probability 

function is available in the required form. 	It is expected that this 

will seldom be the case, so that an alternative method of quantifying 

our subjective beliefs is necessary. This section provides such an 

alternative which is both intuitively appealing and of a particularly 

simple form. 	In this light, we proceed by considering the following 

quanti ties: 

P(z = 2y = 0) - the probability that the 
9th 

 field of an 

arbitrary vector z is observed as being 

blank, given that its true value is in 

fact zero. 

P(z =21y Z =  1) - the probability that the Z 
th 
 field of an 

arbitrary vector z is observed as being 

blank, given that its true value is non-zero. 

Assuming that all complete information is correct as reported, these 

two quantities define the following two probability functions: 

P(z,Iy=O) =p 	ifz=2 

I-p t 	ifzO 

0 	ifz=l 

P(z2yL = 1) = q 	if z = 2 

0 	ifz=O 

l-q 	ifz=l 
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By proceeding on the assumption that blanks are independently distributed 

across fields, and that the conditional distribution of z is dependent 

on y only through y , , we may analytically compute P(zy) for arbitrary 

state z and domain y. That is, 

P(zy) = P(ZlIY l ) • P(Z 2 Y 2 )•••P(Z r lY r )• 

If this computation is carried out for each of the s states and k domains, 

we have effectively specified the joint probability function. Note that: 

0 < 	< 1 	for all i, j 

but that 	E P(z.ly.) < 1, 	for all j. 

This last fact is indeed troublesome but not at all serious. 	It can be 

rectified by using an extended version of Z, say Z' (henceforth 

referred to as the extended state space) which contains all of the 

possible 3r combinations of response types. These additional states 

do not affect the quantities of interest in any way, and are included, 

merely for the sake of completeness. That is 

) = 
	for i = I, 	.., s 

j =  1, ..., k 

and further that E P(zty.) = 1 	for j = 1, ..., k 

In the remainder, no further distinction will be made between Z and V. 

In effect, the assumption that blanks are independently distributed 

across each record has reduced the specification of the s•k probabilities 

in P(zIY) to that of only 2•r probabilities. This is clearly a step in 

the right direction, but these new quantities are not much easier to 

specify than the original ones. That is, it will usually be the case 

that p and q are small, say around .05, but any other estimates of these 
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quantities are mere speculation. Although it is difficult to specify 

them individually, it may be possible to express them relative to each 

other in some meaningful fashion. 	Indeed, if it is believed that a 

blank is c times as probable for field Z given the true value '0' rather 

than '1', we need only specify c and p  since p = 	The impact 

of this representation is not fully appreciated until the observation is 

made that the posterior distribution is now a function of c = (c1, 	Cr) 

and the initial relative frequencies only. That is, the p's are merely 

dummy variables needed to define the joint probability function, but are 

independent of the posterior distribution derived from them. The 

general form of P(ylz.) is given by: 

Tr . 
JJ 

TT. C' 

j 	
J J 

where ii. = the proportion of complete records falling into the 
Jth 

 domain, 

c 	= a function of c depending on the j 
th 
 domain, and 

j 	= the index set of possible domains for state z. (defined by 

conditioning on the observed variates being correct as 

reported). 

Hence, the specification of P(zY) has been reduced to only r quantities. 

The interpretation of these quantities is easy to grasp, and the following 

coments may serve as a guideline for a judicious choice of this vector: 

c = 0 	indicates that blank field 9 will always be imputed 

with a non-zero value. 

< 1 	indicates a bias in favour of imputing a non-zero value 

for blank field Z. 

c ,  > I 	indicates a bias in favour of imputing a zero for blank 

field X. 

c ,  = 1 	indicates that blanks occur independent of the true 

field value. 

c = c 	indicates that all fields are treated alike, so that 

the bias introduced by c will be the same across all 

fields on the record. 
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The general form given above also demonstrates that the posterior 

distribution is merely a weighted proportion of the possible domain 

frequencies. By noting that the 'hot-deck' technique (as applied to the 

binary qualitative variates) essentially assigns incomplete observations 

to the j 
th 
 domain with probability 

7r. 

it. 

j J 

the proposed classification scheme reduces to the 'hot-deck' technique 

when c = 1. However, the functional form of c is such that c = 

implies c = 1, and by the guideflnes given above, this corresponds 

to an unbiased blank generating mechanism. Hence, for a given set of 

domains and states, 

	

= 1 	tends to maintain the observed joint frequency 

distribution of the data as defined by the complete 

observations (i.e. the domains), while 

	

c ~ 1 	introduces a bias into the classification scheme 

which alters this distribution. 

The extent to which we believe that the partial non-respondents form a 

different population than the respondents, is conveyed through c. 

Finally, if the blanks are not independently distributed across fields, 

the posterior distribution may yield a very misleading classification 

scheme. This would occur when the joint conditional probability of 

blanks in fields 2 and m is substantially different than the corresponding 

product of the marginals. In these cases, it is recommended that we 

either approximate the posterior distribution using the numerical values 

of P(YtZ)  (calculated under the independence assumption) as a rough 

guideline, or adjust the value of c* used in the general form of P(vz). 

Usually, these adjustments will be based on empirical evidence rather 

than by rigorous statistical formulation. 
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14 	DETAILED EXAMPLE 

The following example will serve as an illustration of the methodology 

developed in the previous two sections. In order to shed light on the 

general form of the posterior distribution, we will proceed through 

the entire example analytically. Numerical values will then be 

substituted to illustrate the effect that the preliminary information 

has on this distribution. 

Domain Space 	V : Y ,  = ( o, 1) 	y = (1, 0) 	V3 = (i, 1) 

State Space 	Z : z = (0, 2) 	2 = (2, 0) 	= (2, 1) 	= (2, 2) 

Now for 2. = 1, 2, we must define the following probability functions: 

p 2. 	ifz 2.=2 

P(z2.Iy2. = 0) 	= 	l-p2. 	 = 0 

0 	 =1 

q 2. 	ifz 2.=2 

P(z 2.y 2. = 1) = 	0 	 = 0 

l-q 2. 	 = 

Now proceeding under the assumption that fields on each data record are 

mutually independent, the above quantities define the joint probability 

function, P(ZY): 

poin Y, 2 
State 

(l-p 1 )q 2  0 0 

0 q 1 (l-p2 ) 0 

p 1 (1q 2 ) 0 q 1 (l-q 2 ) 

p 1 q 2  q 1 p 2  q1q2 
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Note that the jth column of P(zjY) corresponds to P(Zly 
J  
.). 

- 

Now let us denote the relative frequencies of the various domains by 

the diagonal matrix: 

P(Y) = diag(7 19 71
29

1T 3 ) 	such that 

P(y) = ¶. 	and 	E 7T. =  1. 

Then 	P(z,Y) = P(zv)P(Y) or 

Domain 	y 	y 	y 	P(z) 
State 	-1 	-2 	3 

(1-p 1 )q 2 r 1 	0 	0 	(l-p 1 )q 2 Tr 1  

0 	q 1 (l-p 2 )T1 2 	0 	 q 1 (l-p 2 )ir 2  

Z 3 	 p 1 (1-q 2 )ir 1 	0 	q 1 (l-q 2 )rr 3 	(l-q 2)(p 1 ir 1  + q 1 7i 3 ) 

q 1 p 2 7r 2 	q 1 q 2 ir 3 	p 1 q 2 7T 1  + q 1 p 2 ff 2  + q 1 q 2 7t 3  

The last column of the above matrix corresponds to the row sums of P(z,Y) 

and is the marginal distribution of the state space. Finally, letting 

p 1  = c 1 q 1  and p 2  = c 2q 2 , we have: 

P(vjz) = P 1 (Z) . 	P(z,Y) or 

= (o, 0 =  ( 1, 0) 	Y = (1, 1) 

il = (0,2) 	 1 	 0 	 0 

= (2,0) 	 0 	 1 	 0 

Z 3  = ( 2,1) 	c11 (c 11 + 3 ) 	 0 

= (2,2) 	 ¶3(c1+c22+3) 
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Each row of P(v)z) gives us the probability of membership of state z into 

each possible domain. For example, 

P(y1Iz = (2, 1)) 	= 

= (2, 1)) = 0 

P(v3L = ( 2, 1)) 	
=

Tr 

The additional calculations for those elements in the extended state 

space were unnecessary since they are not to be classified by this 

model. 	In particular, z = (0, 0) is not even a possible state since it 

is complete but can belong to no defined domain. By using the initial 

relative frequencies P(v) = diag(.2, .3, .5), the table given below 

illustrates the effect of various values of c on the posterior distribu-

tion of the state space. 

c=(l,l) 	 c=(2,l) 	 c=(2,.5) 

Y 	 V 	 V 
(0,1) (1 ,o) (1,1) 	(0,1) (1 ,0) (1,1)  

1 	0 	0 1 	0 	0 1 	0 	0 

2(2,0) 0 	1 	0 0 	1 	0 0 	1 	0 

Z 3  = (2,1) 	.286 	0 	.714 .kkk 	0 	.556 .1I44 	0 	.556 

= (2,2) 	.200 	.300 	.500 .333 	.250 	.417 .381 	.143 	.476 

From this table, it is clear that c can substantially alter the posterior 

distribution of the state space. For example, 
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as 	c = (1,1) 	c = (2,1) 	- c = (2,.5) 

then 	P(zy)=.2OO 	
zA y

1 )=333 	P(z 1 'y 1 )=.381 

In this case, c = (2,.5) anunts to aiproximately doubling the probability 

of assiqninq z to domain y,  over the conventional allocation of c = (1,1). 

r 	/ o CASE STUDY 

This section presents the details of a comparative study involving several 

estimation/imputation methods. 	The purpose of the study was three-fold: 

1) 	to compare the estimates produced by the different methods, 

to corare tH t ,  lmn.itazions and their effect on the post-imputation 

distribution, and 

iii) to provide information concerning the 'robustness' of the c vector 

as described in section 3. 

This section proceeds by describing the study and its evaluation. Results 

are given in tabular form and their significance is discussed. 

5.1 	The Data 

A prime example of typical survey data arises from the 19714 Agriculture 

Enumerative Survey (AES). 	In particular, the following fields pertaining 

to poultry farmers were selected for the study: 

x,: 	the number of hens, pullets, and pullet chicks 

x 2 : the number of cockerels, cockerel chicks, and capons 

the number of broiler chickens 

x 14 : the average weekly egg output in dozens. 



-- 	

_ 

,. . 	.'. ,'.-. 	 :' 	 , ''-. • 	:.-• 	_____ 

; - 	 '-  

- 	t l, 	 4%• ;3 	
;;; 

& _t f 	•;* 	 .c . 

; 	ii 	I 	ii 
NJ 

.. 	 : 	 . 	. 

S 

: 

lot 



- 83 - 

From the file of complete records, five hundred records were randomly 

selected to define the sample population. To reduce the effects of a 

few large farms, the records chosen were prescreened so that total 

poultry was less than five hundred, i.e. x 1  + X + x < 500. 

In order to familiarize the reader with the data and its distributional 

form, summary statistics from this data file are presented in TABLE 0. 

Table 0: Description of the Parameters of Interest and Their Corresponding 

Values 

PARAMETERS DESCRIPTIONS VALUES 

V V. 	= the 
Jth  population domain 1001 1101 	1000 0100 1100 	0010 

f f. 	= the no. of observations 	in 330 71 	56 21 13 	9 
- .th the j population domain 

w w 9. = the no. of non-zero obser- 1+70 105 9 1+01 

vations in 	field 	9. 

lit = ! I /n 51.66 6.55 1.58 10.36 

E E 
Zm 9.9.mhJm)/(1) 5120.03 -5.1+7 -82.21 971.67 

839.714 -10.42 -28.38 
206.89 -16.149 

369.12 

Vt = 514.96 31.20 88.20 12.92 

r r 9. 9.= (X 9._h 9.)I(X 9._1 v9.)/( w9._l) 5265.86 0 0 0 
3252.28 0 0 

4306.44 0 

1+27.30 

where 1 is a column vector of 1 I s, 	and 
X is 	the 

9.th  column of X 	(nxr). 
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As usual, the quantities n, 	and E denote the population size, mean 

vector and variance-covariance (Varcov) matrix respectively, whereas 

w, v and r are their subpopulation counterparts, defined by the non-zero 
observations for each variate. For example: 

= 10.36 is the average weekly egg output (in dozens) of a 

poultry farmer, whereas 

= 12.92 is the average weekly egg output (in dozens) of an 

producing poultry farmer. 

For most applications, both of these quantities are of primary importance. 

Furthermore, the off-diagonal terms in F were not calculated since the 

process of averaging over all non-zero pairs of variates could result in 

inconsistent estimates, typified when non-diagonal i' is singular. The 

role that the values in Table 0 play in the comparative study is described 

in section 5.4. 

5.2 The Generation of Missing Data 

In order to simulate incomplete data sets, an algorithm was developed to 

control two phases of the blank generating process: 

i) b = the probability of deleting the value in field Z, and 

ii) c = the bias in favour of deleting zero rather than non-zero 

data in field 2,. 

The algorithm proceeds by randomly deleting fields according to specified 

c and b vectors. Five different bias vectors were chosen, along with 

three different deletion patterns (each corresponding to approximately 40% 

incomplete records expected): 
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p 
(1, 1, 1, 1) 	B1 = (.12, .12, .12, .12) 

(2, 2, 2, 2) 	B2 = (. 06, .18, .06, .18) 

(1, 	, 	, 	) 	 B3 = (.16, .16, 	0, .16) 
4, 1, l) 

0, *, 1, 1) 
For the present application, each possible combination of blank patterns 

and biases were used, thus defining fifteen different problems. The 

selection of the above vectors was made to exploit the instances where 

one method would prove superior to the others. The extent to which this 

is actually the case is given in section 5.6. 

5.3 Methods of Estimation and/or Imputation 

The methods which appear below were chosen since they are representative 

of the techniques presently in use. Furthermore, the operational problems 

connected with the methods are slight, making their implementation rather 

easy. The 'hot-deck' imputation technique was not included due to the 

sizeof the population being considered; for it to be effective, a fairly 

large sample size is required, coupled with a more elaborate cross-

classification scheme. 

METHOD I - By far the simplest and most direct method of dealing with 

partial non-response is to ignore those observations which 

are not complete. Using this method, the quantities described 

in section 5.1 are calculated using the complete observations 

only. 

METHOD 2 - As proposed by Sunter, Patrick and Binder [ill, the posterior 

distribution developed in section 2 can be used to impute the 

frequency vector of the state space to that of the domain 

	

space. 	In particular, using the notation developed earlier, 

the expected frequency vector of the population domain 

space is given by: 

E{f} = D + E(f 5 } 

= D + 
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where f is the (Ixs) observed state space frequency 

vector, and 

is the (lxk) observed domain space frequency 

vector. 

Thus, by inflating the estimates given by the individual 

domains and f 
D' 
 new estimates are computed from these 

using E{f}. Note that this method does not make imputations 

at the record level , but only imputes for the frequency 

vector as stated. The philosophy behind the method is not 

to produce a completed data set, but only estimates of 

quantities of interest. 

METHOD 3 - A method which both estimates and imputes is that of multiple 

linear regression. As proposed by Buck [2], imputations for 

missing variables are based on the regression of these 

variables on the observed variables for that record: 

= M + MOo • O - 

where P  and E are given by METHOD 1, 

M denotes the index set of missing variables, and 

0 denotes the index set of observed variables. 

Imputations made in this fashion provide unbiased estimates 

of P, but not of E. More specifically, to correct for the 

bias introduced by the imputation process, the estimate of 

calculated from the completed data must be adjusted by: 

V = E V./(n - l) 

where V is a (rxr) matrix with 
(MM)_1 

 in the positions 

..orresponding to the missing components in the 

observation, and zeros elsewhere (Orchard & Woodbury [111). 

This correction is also used in the calculation of F while 

the other parameters are computed in the usual fashion. 
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METHOD 1 - This is the estimation/imputation system described in 

section 2. The quantities of interest are calculated 

after the data has been completed according to the previously 

described theory. 

It is of interest to note that the four methods outlined above are all 

dependent on the complete observations, but in different ways: 

METHOD 1 restricts itself to the complete observations, disregarding 

all other available information in the incomplete records. 

METHOD 2 uses the complete observations through the quantities 
7 j,

p., 

and E . J for each y. 	In addition, it combines auxiliary information (c) 
- J 

with the frequency vector of the state space 	to inflate these 

domain estimates to the population level. 

METHOD 3 uses the complete observations through the quantitiesand . 

By combining this information with the values of the observed variables 

in each incomplete record, the data file is completed and summary 

statistics calculated. 

METHOD 4 uses the complete observations through the quantities 	ii., 

and E . J for each domain y. 	In addition, auxiliary information (c) is 
- J 

used to classify each incomplete record according to its qualitative 

characteristics (z). After the classification is complete, the domain 

estimates and the values of the observed variables in each incomplete 

record are used to complete the data file, from which summary statistics 

are calculated. 

It seems reasonable to believe that the quality of the estimates and/or 

imputations will improve as more information enters the model. Hence, 

since METHOD 4 utilizes the most information, it is expected to be the 

superior procedure. That this is indeed the case with the AES, is taken 

up in section 5.6. 
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5.1+ Test Criteria 

Since this paper addresses the estimation and imputation of incomplete 

survey data, discrepancy measures must be developed to evaluate the 

proposed methods for both of these functions. Although they are closely 

related, they are distinct in the sense that we may proceed with the 

estimation process without making any imputations (e.g. METHODS 1 & 2). 

This section defines test criteria for both of these problems and 

describes their relevance to each. It concludes with a note on the 

interpretation of the defined measures. 

5.4.1 Comparative Criteria for Purposes of Estimation 

The purpose of the present section is to develop statistics with which 

we can determine how 'close' the estimates represent the true values. 

The difficulty arises since the quantities of interest are multi-

dimensional. Keeping this in mind, the following measures are defined: 

T 1  : 	( 	- i') ( 	- 

This is the generalized Euclidean distance function as 

defined by Mahalanobis. T 1  can be interpreted as the 

weighted sum of squared deviations of the true popula-

tion mean to its estimated counterpart. 

T 2  : 	( x - 1 1 ) ( 	 - 1 1 )' 

-l/2 	-1/2 
where A is the vector of eugenvalues of Q = 	E 

One should be skeptical about any measure claiming to 

summarize the r(r+1)12 paired differences between E and 

, but due to the lack of a metric when comparing matrices 

some sacrifices must be made. By noting that A = 1 for 

= E, T 2  seems to account for the differences in both 

the diagonal and off-diagonal terms in the two matrices. 

Geometrically, T 2  is the sum of squared deviations of 
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the lengths of the semi-axes of the unit sphere and the 

ellipsoid defined by x Q 1 x' = 1. 

T 3 	) T(v - 

This discrepancy measure is the subpopulation analog of T 1 . 

T4  

where c'. = r 1 " 2r r 1 " 2  

This discrepancy measure is the subpopulatton analog of T 2 . 

However, since r is diagonal, only r quantities are being 

compared. 

5.4.2 Comparative Criteria for Purposes of Imputation 

As outlined in the introduction, we would like to see which imputation 

method best reproduces the underlying distribution of the data. A method 

which best represents the underlying distribution of the data will be 

'robust' in this respect. 

Since we have at our disposal the totality of the population (before random 

deletions), it seems reasonable to use these values for comparisons with 

the imputed records. Hence, the following measures are defined: 

T 5  : 	( f - 	- 

where f is the post-imputation frequency vector of the 

population domain space. 

Due to the lack of an identifiable distribution for typical 

survey data, one possible way to look at the joint frequency 

distribution of the data is to consider the histogram 

defined by the elements of the domain space. In this 

respect, T 5  is a measure of how well the joint distribution 
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of the original data was maintained through the 

imputation process. 

T6 	(! - !) W 1  (w - 	I  

where w is the number of non-zero observations in field 9 

after imputation, and W is the (rxr) diagonal matrix with 

= w. 

This statistic is a measure of how well the marginal 

distributions (qualitative) of the fields were maintained 

through the imputation process. Equivalently, or perhaps 

more appropriately, T 6  measures the discrepancy between 

the post-imputation and true subpopulation sizes. 

T7  : 	tr (x - x) 	(x - x)' 	= E (x. - x.) 	1 (x. - 

where X is the (nxr) post-imputation data matrix, and by 

definition, x0 = x. 0  for observed variates in the i th 

record. 

By noting that a complete record contributes nothing to 

this sum, T 7  is a measure of how 'close' the imputed data 

matrix comes to the true data matrix. More precisely, 

17  may be described as the sum of the weighted sum of 

squared differences of the true values from the imputed 

va 1 ues. 

T 8  : 	X/X 

Defined as the percentage of incorrect imputations, 18 

measures the number of 'exact' imputations. Thus, used 

in conjunction with T 7 , we can examine the magnitude and 

directional differences between the true and imputed data 

files. 
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5.1+.3 Interpretation of the Test Criteria 

It is clear that if there were no incomplete observations, the statistics 

T 1  through T8  would be identically zero. Hence, the smaller the values of 

these statistics, the more effective the method. The values of T 1  through 

T8  will be used as an empirical rather than a statistical comparison of 

the proposed methods. 

5.5 Additional Comments 

Before proceeding into the analysis of the AES data, a few miscellaneous 

comments concerning the study are in order: 

i) The statistics T 5  through T 8  cannot be calculated for METHODS 1 and 

2 since they make no imputations. However by forming the expected 

frequency vector of the population domain space as defined in section 

5.3, the expected values of T 5  and T6  may be computed for these 

methods. The interpretation of T 5  in this case is somewhat ambiguous, 

but T 6  is still a relevant measure of the accuracy with which each 

method estimates the subpopulation sizes. No attempt will be made to 

derive values of T 7  and T 8  for these two methods. 

ii) As demonstrated by Beale and Little [1],  better estimates are often 

produced when the regression imputation process is repeated until 

changes in the resulting estimates are deemed negligible. That is, 

once the data is completed by a pass through the imputation system, 

a new mean vector and Varcov matrix is calculated. The imputation 

process is then repeated using these new estimates of p and E in 

the predicting equation given in section 5.3 

In the present application, the iteration process did not necessarily 

lead to better estimates. In fact, the changes in T 1  - T 8  were so 

slight in iterations past the first, that they are not even given in 

the tables which follow. The reason for this phenomeriom is undoubtedly 

due to the type of data under consideration, where the assumptions of 

the linear model are inappropriate. 	In all that follows, the 

regression imputation based on the estimates given by METHOD 1 will 
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be denoted as METHOD 3.1, and that based on the estimates given by 

this latter method as METHOD 3.2. 

iii) In order to gain some insight into the 'robustness' of c, METHODS 

2 and 14  were carried out using three different values of this 

vector: 

METHODS 2.1 & 4.1 use c an estimate of c calculated from a subsample 

of the incomplete observations. This subsample was 

randomly selected and its size was restricted to 

lO of the incomplete observations. 

METHODS 2.2 & 4.2 use c = 1, indicating the belief that the blank 

generating mechanism is unbiased with respect to 

the true field value. 

METHODS 2.3 & 4.3 use c = To the value of c which was actually used 

in the construction of the incomplete data set. 

Note that because of the random component used in generating the 

missing data, METHODS 2.3 and 4.3 are not entirely appropriate for 

comparative purposes. Indeed, if c 	 denotes the actual realized 

value of the bias vector when c 
T 
 was the true value, then E c R(T) 

but seldom if ever, will ER( - ) = T 	
Small values of T 6  for 

METHOD 2.3 (say < .10) give an indication as to when the actual 

realized bias vector well approximates the true value. 

iv) In order that the imputed data conform to the format of the AES 

data, only the integral portion of the imputed values were retained. 

Also, if the regression prediction resulted in a negative number, 

the corresponding imputation was taken to be zero. 

5.6 Results 

The results are displayed in Tables 1 - 5, each corresponding to a particular 

choice of the bias vector. Each table presents the values of T 1  through T8 
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for each of the estimation/imputation methods and blank patterns b. The 

following observations were drawn from the tables: 

i) At the population level (T 1  and 12),  the methods that make actual 

imputations (METHODS 3 & 4), almost always produce better estimates 

than the methods which do not make any imputations (METHODS 1 6 2). 

In this case, there is no recognizable advantage in using METHOD 4 

instead of METHOD 3, but as suspected, the results are somewhat 

dependent on the bias present in the blank generating mechanism. 

That is, METHOD 3 usually performs favourably when the blank generating 

mechanism is biased towards non-zero values (e.g. c = .5), while the 

opposite is indicated when c = 2, and neither method is uniformily 

superior when the bias vector is near unity. 

It is interesting to note that the estimates of E given by METHOD 3 

were all adjusted by the matrix V, something which must be done at 

the time of imputation. Now since V is an adjustment to E and not 

to the individual records, it has no place on the data file and more 

often than not, V will not be computed. When this is the case, 

METHOD 3  will underestimate variances, and overestimate correlations, 

and as indicated by intermediate results in the case study (not shown), 

METHOD 4 always provided the better estimate of E. 

ii) At the subpopulation level (T 3  and T4), METHOD 4 is by far the 

superior estimation technique, while METHOD 3 always produces the 

worst estimates of the mean vector. This latter fact illustrates the 

pitfall of imputing means when typical survey data is being considered. 

Further, since the diagonal terms of V were used in the computation 

of 1' for METHOD 3,  comments similar to those made in i) are applicable 

here also. 

iii) Neither METHOD 1 nor METHOD 2 perform uniformily better than the 

other, but it is usually the case that the estimates of the means 

(T 1  and T 
3 
 ) are superior for METHOD 2, but sometimes only marginally 

so. As with the 'hot-deck' technique, it is strongly suspected that 
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METHOD 2 would perform much better than METHOD 1 as the cross-

partition of the variates (defined by the domains) becomes more 

deta Fled. 

iv) On comparison of the distributional properties defined by 1 5  and T6 , 

METHOD 2 usually outperforms METHOD 1, while for the methods which 

actually make imputations, METHOD 14  always outperforms METHOD 3. 

In particular, the estimates of w (the vector of subpopulation 

means) given by METHOD 4 are extremely accurate while those given by 

METHOD 3 are grossly overestimated. 

v) On comparing the imputations made by METHOD 3  and METHOD 4 on a per 

record basis, T 7  indicates that neither method is uniformily 

superior than the other. METHOD 3  usually performs better when the 

blanks are distributed with equal probability across fields (Bi & 133), 

while METHOD L  excels when this is not the case (132) or when the 

blank generating mechanism is strongly biased towards zero (c = 2). 

Even though the differences between the two methods were usually 

marginal, this observation seems to indicate that straight regression 

imputation loses its validity when the blank generating mechanism 

contains a Systematic component. In any case, it is reassuring to 

find that the imputations made by METHOD 14 are no worse than the 
more conservative method of imputing means. The interesting point 

here is that while METHOD 14 does not substantially increase the 

residual sum of squares defined by T 7 , it still imputes (in the exact 

sense) about four times as often as METHOD 3. Even though these 

exact imputations were almost exclusively zero imputations, their 

impact is considerable when analysing typical survey data. 

vi) For estimation purposes, the effect of the different blank patterns 

seems to be negligible for the present application. The exception 

is on the subpopulation level when the estimates produced by METHOD 3 

improve substantially when B3 is the blank pattern. This in fact was 

expected since B3 corresponds to leaving the field with the highest 

frequency of zeros (field 3) unchanged by the deletion process. The 
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indication is that as the dominance of zeros in the response space 

decreases, METHOD 3 becomes more appropriate as an imputation 

procedure. 

vii) Contrary to the results given by Beale and Little [1], there appears 

to be no recognizable advantage in using the iterated regression 

technique rather than Buck's [2] original model. This is not 

surprising since their study involved simulated multivariate normal 

data, while the AES file could hardly be classified as 'normal', 

even though it is 'typical'. 

viii)Although differences exist between the submethods of METHOD k, 

usually any of the three choices of c produced better estimates than 

the other methods under consideration. 	In general, the statistics 

T 1  - T8  increased as the value of c moved away from c R(T) 	
Further- 

more, since the estimate of c used in METHODS 2.1 and 4.1 were 

based on very small subsamples, these methods did not always provide 

the best imputations among other choices of c. However, the author 

still recommends this approach, but instead of using c deterministi-

cally in the model, it should be used as a guideline along with 

subjective beliefs. This suggests assuming the unbiased blank 

generating mechanism, namely c = 1, but altering individual components 

of c when the data or subject matter experts indicate. 

In summary then, it appears that the imputation model put forward in 

sections 1 and 3, performs quite well when compared to other estimation/ 

imputation methods, and as expected, the real advantage in using the 

proposed methodology comes in the estimation of subpopulation parameters. 

As previously mentioned, this case study was carried out on data sets 

containing approximately 40? incomplete records, and hence the comments 

made are only applicable to this situation. However, the author believes 

that the same results would hold with any reasonable percentage of missing 

values (say between 5 and 50 per cent). If the partial non-response rate 

is less than 5, then any method of completing the data will suffice, 

whereas if it is more than 50?, the quality of the data has much to be 

desired and no imputation method would be appropriate. 
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Table 1: Statistics Computed from the Estimation Methods with Blank 

Generating Mechanism c =  

BLANK 	EST. 
PATTERN 	METHOD T 

1 
T 2 T 

3 

STATISTICS 

T 	T 14 	5 
T 6 T 

7 
T 8 

Bi 	1 1.61 0.1471 3.77 0.556 86 0.36 

2.1 1.114 0.441 5.61 0.645 88 1.09 
2.2,2.3 1.72 0.1+56 4.61 0.631 20 0.47 

3.1 0.27 0.015 653.85 0.1+03 4894 1914.65 183.87 89 
3.2 0.19 0.013 655.1+9 0.384 49014 203.65 180.67 90 

4.1 o.o8 0.023 24.81 0.020 82 0.73 133.64 56 
4.2,4.3 0.41 0.015 214.64 0.014 74 0.73 181.93 54 

B2 	1 4.38 0.586 96.914 0.568 196 2.72 

2.1 3.21 0.655 95.15 0.484 110 0.37 
2.2,2.3 3.25 0.673 95.67 0.517 70 0.15 

3.1 0.04 0.004 293.22 0.109 7416 59.04 165.141 90 
3.2 0.05 0.029 306.28 0.068 7404 61.60 170.20 92 

4.1 0.17 0.026 0.57 0.004 94 0.48 264.21 57 
4.2,4.3 0.02 0.053 0.39 0.024 52 0.34 179.36 57 

B3 	1 3.95 0.669 44.20 0.540 204 0.74 

2.1 2.14 0.505 40.89 0.533 111 0.25 
2.2,2.3 2.91 0.544 42.40 0.556 146 0.17 

3.1 0.87 0.026 30.50 0.109 3972 26.25  155.59 	94 
3.2 0.62 0.011 27.86 0.069 3972 26.25  153.614 	93 

4.1 0.40 0.028 1.88 0.012 170 0.37 153.13 	70 
4.2,4.3 0.73 0.034 1.61 0.007 274 0.28 171.12 	71 

Since c = CT = 1, 	METHODS 2.2 and 2.3 are equivalent. 	Similarly for 

METHODS 4.2 and 	4.3. 
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Table 2: Statistics Computed from the Estimation Methods with Blank 

Generating Mechanism c = ( 2,2,2,2) 

BLANK 	EST. 
PATTERN 	METHOD 

T 1  T 2  T 

STATISTICS 

T 4 	T T 6  T T8  

Bi 	1 2.88 0.328 8.53 0.569 646 2.1+6 

2.1 1.36 0.475 8.90 1.080 60 0.09 
2.2 1.64 0.9+5 9.26 1.160 230 0.38 
2.3 1.25 0.598 10.28 1.370 127 0.24 

3.1 0.46 0.122 654.57 0.1439 3330 152.23  239.92 88 
3.2 0.42 0.105 667.414 0.465 3626 176.514 235.87  89 

14.1 0.23 0.055 7.04 0.077 118 0.17 1514.43 52 
14.2 0.35 0.057 7.0 1+ 0.077 314 0.40 158.99 52 
14.3 0.18 0.053 7.22 0.081 266 0.72 1148.98 49 

B2 	 2.31 	0.528 
	

21.28 1.101 
	

428 	1.94 

3.94 0.747 18.37 1.310 150 0.49 
2.62 0.686 20.67 1.300 285 1.41 
2.63 0.709 19.99 1.300 88 0.10 

0.53 0.382 497.01 0.745 10141+  127.79 
0.40 0.368 495.98 0.734 9996 128.11 

1.26 0.415 3.58 0.1489 206 0.64 
0.78 0.413 5.49 0.52 14 142 0.44 
0.85 0.413 4.60 0.509 26 0.00 

2.30 0.706 40.30 0.926 159 0.69 

0.67 0.451 36.66 0.815 1718 5.6 1+ 
0.97 0.550 38.83 0.856 215 1.39 
1.18 0.581 38.26 0.868 31 0.09 

0.13 0.032 22.43 0.107 6708 1+4.66 
0.2 14 0.053 20.01 0.069 6860 44.89 

3.12 0.016 1.01 0.034 2222 6.73 
0.14 0.019 1.00 0.023 418 1.99 
0.23 0.009 0.92 0.011 242 0.51 

2.1 
2.2 
2.3 

3.1 
3.2 

4.1 
14.2 
4.3 

B3 

2.1 
2.3 
2.3 

3.1 
3.2 

4.1 
4.2 
4.3 

400.99 92 
393.31 	91 

325.76 42 
329.10 46 
326.69 43 

113.93 94 
117.93 94 

204.83 66 
106.87 67 
164.20 6 
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Table 3: Statistics Computed from the Estimation Methods with Blank 

Generating Mechanism c= (.5,.5,.5,.5) 

BLANK 
PATTERN 

EST. 
METHOD 

T1 12 T 

STATISTICS 

T4 	1 16 T T8  

Bl 1 2.05 0.336 20.93 0.559 268 0.78 

2.1 1.38 0.299 18.66 0.830 7 0.12 

2.2 1.05 0.326 20.03 0.879 84 0.31 

2.3 1.37 0.307 18.12 0.800 56 0.29 

3.1 0.24 0.059 646.94 0.358 5800 272.01 185.51 95 
3.2 0.12 0.040 647.32 0.363 6042 270.49 174.54 93 

4.1 0.52 0.102 23.54 0.021 36 0.35 239.55 56 

4.2 0.36 0.102 23.55 0.023 92 0.65 244.75 56 
14.3 0.59 0.103 23.08 0.021 40 0.26 245.12 59 

B2 1 7.07 0.820 77.30 0.615 340 2.09 

2.1 6.07 0.734 81.99 0.653 474 3.07 
2.2 6.79 0.715 77.85 0.615 268 1.36 

2.3 6.13 0.704 79.89 0.629 34 0.13 

3.1 4.98 0.653 482.37 0.811 4864 54.89 623.88 87 
3.2 5.04 0.653 492.40 0.822  4992 58.34 620.61 87 

4.1 3.00 0.702 21.07 0.790 398 1.86 558.92 67 
4.2 4.41 0.711 14.89 0.740 188 1.46 557.96  60 

4.3 3.72 0.711 16. 1+9 0.761 56 0.28 545.64  62 

B3 1 1.53 0.107 5.64 0.282 170 2.05 

2.1 1.28 0.195 5.61 0.371 194 0.73 
2.2 1.80 0.332 7.97 0.635 151 1.01 

2.3 1.61 0.301 5.81 0.411 24 0.06 

3.1 0.27 0.021 20.38 0.028 2882 18.54 160.75 95 
3.2 0.31 0.021 20.96 0.039  2988 18.49 167. 1+2 93 

4.1 0.18 0.066 1.22 0.016 414 2.23 173.17  74 

4.2 0.12 0.066 2.18 0.019 374 2.47 179.15  72 

4.3 0.08 0.062 1.31 0.006 82 0.50 192.95 75 
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Table 4: Statistics Computed from the Estimation Methods with Blank 

Generating Mechanims c = (1,4,1,1) 

BLANK 	EST. 
PATTERN 	METHOD 

T 1  T 2  T 

STATISTICS 

T 4 	T T6  1 18 

Bi 	1 5.69 1.100 180.02 1.120 434 3.63 

2.1 6.01 0.972 177.98 1.020 115 0.56 

2.2 5.96 0.961 177.38 1.020 67 0.58 
2.3 5.93 0.933 176.94 1.030 2 0.00 

3.1 0.15 0.058 298.74 0.078 2450 31.69 226.20 78 

3.2 0.14 0.094 602.25 0.324 1+91+8  213.08 244.44 90 

4.1 0.15 0.120 3.51 0.038 106 0.74 230.65 55 

4.2 0.15 0.110 3.52 0.036 70 0.73 250.83 55 

4.3 0.27 0.071 0.47 0.029 4 0.01 338.50  51 

B2 	1 2.72 0.406 101.70 0.104 222 1.01 

2.1 2.09 0.382 100.99 0.080 54 0.25 

2.2 2.83 0.455 101.01 0.087 295 1.62 

2.3 1.82 0.396 101.64 0.119 34 0.02 

3.1 0.83 0.060 367.49 0.094 8654 82.32 125.38 90 

3.2 0.75 0.047 372.81 0.106 8654 82.32  122.62 90 

4.1 0.04 0.038 0.13 0.026 10 0.01 133.56 45 

4.2 0.25 0.039 0.06 0.025 88 0.54 129.01 48 

4.3 0.07 0.037 0.13 0.024 20 0.06 117.73  41+ 

B3 	1 1.13 0.279 5.47 0.196 41 0.34 

2.1 2.59 0.269 3.13 0.085 806 5.96 

2.2 0.93 0.193 3.63 0.123 81 0.77 

2.3 0.42 0.161 4.09 0.162 2 0.00 

3.1 0.38 0.01+4 12.08 0.036 4876 33.36 78.88 93 
3.2 0.35 0.033 12.43 0.043 4876 33.36 79.14 93 

4.1 0.63 0.005 0.02 0.021 298 2.45 115.41 70 

4.2 0.10 0.004 0.02 0.007 1+2 0.25 101.06 64 

4.3 0.04 0.001+ 0.05 0.005 10 0.05 94.89 60 
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Table 5: Statistics Computed from the Estimation Methods with Blank 

Generating Mechanism c = ( 1,0.25,1 ,l) 

BLANK 	EST. 
PATTERN 	METHOD 

T 
1 

T 2 T 
3 

STATISTICS 
T 4 	T 

5 
T 6 T 

7 
T 8  

Bl 	1 1.93 0.336 2.08 0.218 152 4.27 

2.1 0.67 0.21 11 1.88 0.322 71 0.10 
2.2 0.45 0.144 2.65 0.417 295 1.62 
2.3 0.64 0.221 1.55 0.286 11 0.03 

3.1 0.48 0.031 600.02 0.308 3626 232.72 108.78 92 
3.2 0.48 0.023 612.34 0.3214 3626 232.72 109.21  92 

4.1 0.15 0.024 3.27 0.014 146 0.65 119.99 59 
4.2 0.15 0.029 5.40 0.048 4142 2.88 157.03  58 
14.3 0.21 0.024 2.66 0.010 34 0.25 121.63 61 

B2 	1 2.142 0.296 15.13 0.777 916 9.57 

2.1 3.37 0.639 13.37 0.933 66 0.16 
2.2 2.37 0.481 19.63 1.530 710 6.07 
2.3 2.44 0.533 13.87 0.981 175 1.08 

3.1 0.85 0.033 4811.87 0.151 3026 78.03 105.67 89 
3.2 0.97 0.025 4 90.96 0.155 2924 78.08  105.10  89 

4.1 0.21 0.008 3.60 0.010 148 1.62 104.28 68 
4.2 0.24 0.007 6.79 0.067 750 6.56 96.89 65 
4.3 0.08 0.006 4.08 0.023 3112 3.21 91.44 67 

B3 	1 1.59 0.199 35.00 0.528 364 3.97 

2.1 3.00 0.405 30.40 0.358 6 0.04 
2.2 1.95 0.320 33.85 0.528 314 2.21 
2.3 3.20 0.428 31.47 0.389 31 0.07 

3.1 0.28 0.039 10.79 0.007  1550  11.11 110.31 94 
3.2 0.32 0.031 11.65 0.009 1550 11.11 1 13.77 94 

14.1 0.34 0.016 1.39 0.005 8 0.00 128.67 81 
14.2 0.71 0.011 2.78 0.00 1+ 1454 3.29 111.99 75 
14.3 0.75 0.011 0.93 0.004 104 0.34 123.92  81 
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7. CONCLUDING COMMENTS 

This paper has presented a general theory for handling partial non-

response arising from typical survey data. The method balances the 

observed frequency distribution of the complete observations with 

auxiliary information, to randomly assign incomplete records to pre-

identified imputation groups. As illustrated by the case study, it 

seems to be a 'robust' imputation method capable of providing reasonable 

estimates for a diverse collection of parameters of interest. The 

relatively simple way in which adjustments can be made for systematic 

components in the blank generating mechansim makes the theory a very 

valuable practical tool. Several extensions of the proposed methodology 

are possible. 

There are two limitations of the proposed system: 

i) we can only alter the joint distribution of the complete observations 

in as much as we are restricted to the defined domains. That is, 

it might be reasonable to believe that some of the incomplete records 

should be classified into a particular pattern group that was not 

represented by the complete observations. 

ii) the sampling weights have not been incorporated into the imputation 

scheme. 

8. ACKNOWLEDGMENTS 

I would like to thank the Quantitative Edit and Imputation Research Team 

at Statistics Canada and in particular M. Eagen, for their encouragement 

and enlightening discussions on the topic of Imputation. 



4 4i 

- : 

' 	 - 

I 	' 	. 
it ?;t4 

': 

	

, 	 k 	 S•,' 	' . 	 : 	..-. 	... 	 . ' 	 --. - 	 . 	 . 	 . : 
	 • 	 • 	-- 	. 	 ' 	 .- 	- 	 . 	 - 	 . 	 . 	 . 

-"r  

	

- 	 4t 

' 	
M 

I , 	
$ 	I 	

; 	I•1 4't;' 4r 

. 	
' 1P  

. 	
• i: 	'.- 	 .' EL 	z 

s 	 ffv 	 - 	fL WWI-: 
	
83 

4_ 	 k 

J 
: 	

. 

' 	 4 

AV 

4 	 : 	; 

4 	'1 
y1_4 



- 102 - 

RESUME 

Une catégorie particulière de problmes relatifs aux données 
tnanquantes est examinée, a savoir celle des données d'enqutes 
typiques oti l'espace de réponse multidimensionnel comporte 
surtout des zeros. Ici, les techniques d'imputation de 
moyennes (conditionnelles ou non) faussent la qualité des 
données au lieu de l'améliorer. Un modale aléatoire donnant 
des estimations raisonnables, mais qui intgre la base de 
données est décrit ci-après. Les résultats donnés proviennent 
d'une étude comparative de la methodologie proposée et d'autres 
modèles d'estimation ou d'imputation. 
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SURVEY METHODOLOGY 
	

VOLUME 2 - NUMBER 1 

THODOLOGY AND ANALYSIS OF THE PILOT AUTO EXIT SURVEY, 1974 

J.H. Gough, Household Surveys Development Staff 
J.G. Bailie, International Travel Section 

The 1974 Pilot Auto Exit Survey tested three variants of a 
handout, mailback questionnaire for U.S. visitors leaving 
Canada, in a search for a reliable low-cost method of data 
collection. The sample design was based on a personal interview 
survey done in Ontario in 1973/74. This design, results of the 
Pilot, comparison with the Ontario results and some conclusions 
are presented in this paper. 

1. INTFDDUCTION 

The Ontario U.S. Automobile Visitors Survey 1973/714, herein referred to 

as the Ontario survey, was jointly sponsored by the Canadian Government 

Office of Tourism (CGOT) and the Ontario Ministry of Industry and 

Tourism. 	It was designed to obtain data on travel habits of U.S. 

visitors to Ontario using a full personal interview method. The field 

work was carried out by Traveldata Ltd. from July 1973 to June 1974. 
Acting on the priority on international travel research established 

by the Federal-Provincial Conference on Tourism, the CGOT and Statistics 

Canada combined forces to develop a lower-cost alternative to the 

interview method of surveying traveflers at border points. To this end, 

the Pilot Auto Exit Survey 19714  (henceforth Pilot survey), using the 

same sample design and field crews, was conducted by Traveldata in the 

second quarter of 19714 parallel to the last quarter of the Ontario Survey. 
CGOT financed the field work, questionnaire editing and coding while 

Statistics Canada provided funds for the development, methodology, 

processing and analysis of the study. The primary objective of the Pilot 

Survey was to determine the feasibility of using a controlled handout, 

mail-back questionnaire distribution, compared to the personal interviews 

used in the Ontario Survey, and in particular to examine the effectiveness 

of three methods of questionnaire distribution with different levels of 

data verification. Some comparisons were also made with the results 

of the survey currently conducted by International Travel Section (ITS) 

on exiting U.S. visitors. This survey consists simply of a question-

naire handed out by U.S. Customs officials to Americans re-entering the 
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U.S. from Canada on specified dates. However, the actual distribution 

is rather uncontrolled, and thus the non-response rate cannot be 

calculated, though small trials have shown it to be very high. 

This report presents an outline of the methodology used, the operational 

problems encountered, the results of the analysis of the Pilot data and 

its comparisons with the Ontario Survey as well as ITS's ongoing survey. 

Also included are the general conclusions reached, and finally a projec-

tion of the sample size and costs associated with a potential national 

Auto Exit Survey using a similar sampling design with one of the Pilot 

questionnaire methods. 

For the full analysis of the Pilot study and the conclusions drawn there-

from, the reader is referred to [1]. Complete details of the sample 

design are given in [2], and further specifications relating to the Pilot 

questionnaire methodology in [3]. Refinements to the mathematical 

sections of [1],  in particular for the revised variance estimation adopted, 

are given in [a]. Finally, [5] presents a proposed general technique for 

frontier travel surveys, arising out of the design, implementation and 

analysis of the Pilot. This is intended to serve as a potential base for 

the carrying out of a full-scale, continuing national auto exit survey. 

However, the field methods may also be adapted to similar studies of 

international travel conducted at the provincial or regional level. 

2. METHODOLOGY 

2.1 Sample Design 

The sample design and field procedures used for the Pilot Survey were 

exactly those of the Ontario Survey. The estimation procedure used for 

the Pilot Survey was also applied to the Ontario data for the same 

quarter, for comparison purposes. For the selection of ports and stints, 

rather than drawing an independent sample, the actual Ontario sample for 

the second quarter of 1971+ was used as a base. Each selected stint was 

just moved forward one week, with a few exceptions near the end of the 

quarter or in the case of long weekends, when normally the stint was 

moved one week back instead. Thus, the samples were equivalent in terms 
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of stint type at each port. Hence, as in the Ontario Survey, the Pilot 

sample for the quarter consisted of 43 three-hour stints, but for the 

Pilot, each of the three hours was devoted to a different one of the three 

questionnaire types. 

The Ontario survey was aimed at obtaining information on several travel 

characteristics of U.S. visitors leaving Canada by private auto at 

Dntario-U.S. land border crossings. The survey design covered the hours 

at 6 a.m. to midnight daily. A stratified three-stage design was used, 

reducing to two stages in some cases. The stages of selection were port, 

stint (time) and vehicle. 

As with similar past surveys, and conforming to ITS's survey publication 

periods, the Ontario survey was effectively four independent quarterly 

surveys, as the four calendar quarters correspond roughly to distinct and 

quite different travel seasons. For each quarter, the nineteen Ontario 

exit ports were stratified according to traffic volume and geographic 

location. Traffic volume was obtained from the E62 tallies of entries 

conducted continuously by Canada Customs for ITS. Five of the busiest 

ports stood on their own as "certainty" ports, due to their substantial 

contribution to total traffic and associated characteristics of interest. 

The three bridges at Niagara Falls, though referred to as a certainty 

port, were effectively a stratum of three ports with the sample stints 

allocated among them in approximate proportion to their relative traffic 

volumes of U.S. visitors. The remaining eleven ports could not all be 

included in the sample, due to cost constraints and their relatively low 

traffic volumes. Thus two strata, of "non-certainty" ports were formed, 

with four ports in ''North-West Ontario'' and seven in ''South-East Ontario" 

From each of these non-certainty strata, two representutive ports were 

selected with probability proportional to traffic volume. 	In the Ontario 

survey, the port stratification changed slightly over quarters due to 

variation in traffic volume. Thus a medium-sized port such as Lansdowne, 

with highly seasonal traffic, was made a certainty port for those quarters 

in which its volume was high, while in other quarters it did not warrant 

certainty port status. 
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At the second stage the 43 interviewing stints were selected, this 

number being dictated by budgetary considerations. Stints were three 

hours long, as this gave a whole number of distinct Stints per 18-hour 

day, and stints as long as six hours would have been too expensive or 

too few. However, the length could be flexible; in particular, if a 

future survey is extended to cover the entire 24-hour day, stints of 

four hours might be most practical, as this would reduce the proportion 

of travel time to interviewing time. 

All stints in a quarter were designated as either "weekday" or "weekend" 

Within each of these two strata, all stints in the quarter were listed 

consecutively, and for each stratum of ports, the required number of 

both weekday and weekend stints was selected by systematic pps sampling. 

Finally, for non-certainty strata, the two selected stints were randomly 

assigned, one to each of the two selected ports. 

At the third stage, selection of vehicles in the field, post-stratification 

of all parties into "same-day" (0 nights), and "overnight" (1+) was 

attempted, because of the importance of distinguishing these two domains 

due to differences in travel characteristics. While this post-

stratification was not necessarily exact, identification of same-day and 

overnight parties by the stopper has been shown to be virtually complete 

in all but the busiest stints and in all cases provides this crucial 

variable for far more than just the sampled parties. This, like the 

first two stages of stratification, improved the accuracy of the estimates 

within the key categories of location, time and length of stay (o vs 1+). 

During each stint, the interviewing team proceeded to: 

a) count total private cars with U.S. plates leaving Canada (designated 

counter) 

b) stop as many such cars as possible (designated stopper) to record 

length of stay (0 or 1+ nights); and 
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c) 	refer parties to the interviewers as they were available and 

according to the specific instructions. 

At most locations and times every overnight party was eligible for 

interviewing and every second same-day party was eligible. At extremely 

low volume ports, all parties were eligible. The decision as to whether 

all or one-half of the parties were eligible was made by the supervisor 

before the stint began (according to expected traffic and available 

crew Size) and was maintained throughout the stint. The records for each 

stint were kept by the hour in order to make the best possible projections 

from the data. These included the counts, post-stratification and 

questionnaire identification. Overall, of total traffic of 15365 vehicles 
during the Ontario survey in the second quarter of 1974,  7022 were 

stopped and 2439 interviewed. For the Pilot, 8480 of 15466 were stopped, 
4846 of these (about 90? of those eligible as in c) above) were given 

questionnaires, and 2490 eventually returned a questionnaire. 

The questionnaire used for the Pilot Survey consisted of questions taken 

directly from the questionnaire being used in the Ontario survey, but 

one fundamental change was made. Each form had attached to it a stub on 

which certain information was recorded, either by direct questioning of 

the respondent or by visual assessment of certain characteristics about 

the respondent. Each questionnaire and stub was numbered for linkage of 

pertinent information. The interviewer detached and kept the stub before 

handing out the questionnaire. 

The three methods hei riq used for this P1 lot were repreerted by colour-

coded questionnaires (yellow, green & blue). The questionnaire itself 

was the same in each case; only the information obtained on the stub 

differed. The yellow questionnaire was a simple handout, the only 

information taken by the interviewer for the questionnaire stub being the 

state of the licence plate and the number of males and females in the 

car. In the green case, two additional questions were asked as a check 

on the consistency of the response on the actual questionnaire. These 

questions referred to the number of nights spent in Ontario, and the 
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main reason for visiting Ontario. For the blue questionnaires, the above 

information was taken, plus the name and address of the respondent to 

allow for a mail follow-up. A pink follow-up questionnaire was sent to 

all those who accepted a blue questionnaire and gave their name and 

address, but failed to return the questionnaire. 

2.2 Sample Selection 

I) 	Ports 

In each certainty stratum, there was only one port, automatically 

selected with probability one. In the non-certainty strata, there 

were four and seven ports respectively; in each case two were to be 

selected with probability proportional to size (i.e. volume of 

U.S. exit traffic) without replacement. Since this size measure 

was not available, it was estimated by quarterly U.S. entry 

volume, the most highly correlated available size measure. 

Let h and i represent respectively the subscripts for stratum and 

port within a stratum and Tr 
hipthe 

 probability of selection of ith 

port in hth stratum. Let Zhi  be the size of ith port in hth stratum 

and p 	 be relative size; i.e. p hi = Zh./EZh. Since the second
hi  

port within a non-certainty stratum is selected without replacement, 

_______ 	hi 
hi 	hi 	

1+ ct 
	(l_ph ) 	- 	(1_phi) 	

J 

For the certainty strata iT hi = 1, the subscript i being redundant 

since these strata consist of one port only. The joint probabili-

ties TTh(i j') of ports i and i' in hth stratum are given by 

h(i,i') = hi phi' 	( 1- Phi) 	+ 	( i-pJ 





i i ) 	Stints 

The allocation of stints for the certainty ports and selected 

non-certainty ports was done separately for weekday and weekend 

periods. 

The weekend was designated to start on Friday at 6 p.m. and end 

Sunday evening at midnight. Statutory and civic holidays were also 

included, with an appropriate adjustment for the previous evening 

if the holiday did not follow a weekend. All other periods were 

classified as "weekdayt. (It may be noted that this is perhaps 

not the most suitable definition of weekend for an exit survey of 

visitors.) Thus the weekday stratum consisted of 352  three-hour 

stints, and there were 200 for weekend. 

Allocation of stints to strata was done according to volume, and 

interviewing cost, but with only 43 stints available and the 

constraint of a minimum of two stints per selected port, of which 

there were 12, this became approximately proportional allocation 

for the remaining stints in certainty ports. The selected ports 

and associated number of stints are shown in Table 1. 

Table 1: 
Stints 

Stratum 	Port - Weekuy Weekend Total 

Fort Erie 3 2 5 

Rainbow 2 2 4 
Niagara 	Queenston 2 2 1+ 

- 	 Whirlpool 1 1 2 

Windsor Bridge 2 2 4 

Windsor Tunnel 4 4 8 

Fort Frances 1 2 
N.W. 	Ontario 	—Sau1t Ste Marie 1 1 2 

Cornwall 1 1 2 
S.E. Ontario 	Z 	Prescott 1 1 2 

Lansdowne 2 2 4 

TOTAL 22 21 43 
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Let the number of Stints allocated to the hth stratum for a given 

type of day be mh.  For certainty ports the subscript i is redundant 

and mh = mhi; for non-certainty port i, mhl = 1/2 mh.  The  Mhi 

available stints were chronologically ordered for all days of the 

type in the quarter, and assigned size measures Zhii 	= l' 	.' Mh.) 

of 1 for the 6 -9 a.m. and 9 p.m. - midnight periods and 2 for all 

others, in order to reduce the probability of assigning crews to 

stints with very light traffic. Then stints were selected by circular 

systematic pps sampling. 

The probability of the jth stint being selected in stratum h is 

then 

mh 
Tr 

= E Zh.. 

In certainty port i, the probability is simply lrh.J = ir.. However
hi  

for non-certainty strata, where mh  was always equal to 1, the two 

selected stints were randomly allocated, one to each of the two 

selected ports. Thus 

	

71.. 	= 	- 	•11. 

	

hij 	2 	hj 

It must be pointed out that this random allocation unduly complicated 

variance estimation, and is not recomended for future use. 

iii) Vehicles 

Let the total number 

a stint be t and s be 

record length of stay 

vehicles interviewed. 

of vehicles with less 

tively, and r 0 , r 1  be 

interviewed. Thus, s 

f vehicles of a type exiting in any hour of 

the number of vehicles out of t stopped to 

(0 or 1+ nights). Let r be the number of 

Hence, r < s < t. Let sop  s 1  be the number 

than one and one or more nights stay respec-

vehicles of these categories actually 

=0 
+ S l and r = r0  + r1. 
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It can be assumed that s vehicles stopped are a random sample 

from t vehicles, and r0  and r 1  vehicles actually interviewed are 

random samples from s 0  and s 1  vehicles of 0 and 1+  night stay 

categories. Thus, the probability of interviewing a 0 nIght vehicle 

is -- . 	and that of a 1+ night vehicle is -_ . 	. Let 1T 
hijk 

be the probability of interviewing a vehicle of kth type (0 or 1+) 

in ith hour (t = 1, 2, 3) in jth stint in ith port of hth stratum. 

Then 

rs  
for 0 night vehicles 

s o 	t 

	

hijk 	= f for 1+ night vehicles, 
S 1  • t 

where the appropriate subscripts h, i, j and 2. are understood on the 

right-hand side; i.e. r0 = rhJO. and so on. 

In some cases one or more of the rh..k  will be zero (with 5hijk 
 0 0). 

Then iT 
hijkL 

 cannot be calculated for all cells, and a pooled estimate 

IT hijk must be obtained for the whole stint, but separately for each 

value of k. 

2.3 Estimation 

Let Xhijkq  be the response to a question by qth vehicle of kth type 

(0 or 1+) in Lth hour of jth stint in ith port of hth stratum. The 

following estimates and variance estimates are appropriate for both 

weekend and weekday periods in which selection of stints is done 

independently. 

The unbiased estimate of total of a variable X for hth stratum is given 

by the same formula for both the types of strata as 

	

= 	
1 	

Xhij I( 9,q  

Xh  

	

hi 	j 	hij 	k 9, 	ffhijkk 
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where we may write Xhijkj = 	summation being taken over all 

q 

questionnaires in the cell (hijk2) 

In those cases where pooling of hours is necessary, we have 

	

= 	_L_ E 1 
	Xhijk 

IT 	 IT 	IT 

	

i 	hi 	j 	hij 	k hijk 

= where 	Xhiik 	E  Xhijkk 

For certainty ports Tr 	 = I and the above estimator is appropriate for
hi 

the two stages. 

2.4 Variance Estimation 

Variance estimation made use of the built-in replication of stints within 

the certainty ports, but a more complex procedure was needed for 

the non-certainty groups. For planning purposes, variance estimates and 

the associated coefficients of variation were computed for only three 

quantitative variables of prime interest: Traffic by Port of Exit, Total 

Nights in Ontario and Total Expenditures. 

i) 	Non-certainty ports 

The three stages in the design are ports within strata, stints 

within ports and vehicles within stints. Since only one stint is 

selected within each of two ports in non certainty strata, variance due 

to the stint selection stage cannot be correctly estimated. It was 

decided to assume that two stints from two ports were drawn from 

the same port by collapsing the ports. This introduces between-port 

variance into the estimate. 

Since the number of stints selected was at most 5 out of a minimum 

total of 200 for weekend periods, we can assume, for the sake of 

simplicity in calculations, that these were independently selected. 
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Thus the following variance estimate was used 

it 	it 

= 	
h2 - h(1,2) 	H )( 	- h2 ) 2 

	

7Th0,2) 	
7T 
hl 	ith2 

+S 
i=1 ithi 	hij 	k=O —1 	hijk9 

where summation on i is for the two selected ports and where the 

estimated total for the ith port (= jth stint) is 

x 	= 	1 	Xh..kj 

hi 	11 h•• 	k 	1T hijk2 

In the second term above, 

1- 	it 
hijk9 	nh.Jk = hijk9 

5hijk2. 2 E 	(Xhijk q 	- 	xhijkz) 

'1hijk 	
- 	1 q=1 

where 
Xhijk 

Xhijk the average over 	hijk 	responses 	in the stint 
hijk 

for type k, 	hour 	Z. A similar S 2 	was defined 
hijk 

if hours had to be 

pooled. 

iii) Certainty ports 

For certainty ports, at least two replicates per port were available 

(taking the three Niagara Falls bridges together); the variance 

expression is accordingly simpler, being 

	

m.  	m.  	X..  	m..X.. 

	

v(x   )  	
=  	hi  	zhi   (  	

hij  	-  	1  	hij  	hij   ) 2 

	

h  	m.-I  	.  	it..  	m..  	.  	it 
h

.. 

	

i  	j=l 	hij  	hij  	j=l 	hij 
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3. ANALYSIS OF PILOT DATA 

3.1 Response Rates 

The analysis of the Pilot data began by determining the response rates 

for the various colours of questionnaires. It was also important to 

see whether all the questions had comparable levels of response and to 

verify that the partial non-response rates were manageable. 

Table 2: Response Rates (unweighted) 

Total 	Yellow 	Green 	Blue 	Blue & Pink 

51.4 	44.9% 	45.2% 	51.0 	67.4 

In total, the response was 2,490 or 51. 1+9 usable questionnaires from 

a total distribution of 4,846. Only the 2,490 responses were used in 

estimation, due to the structure of the estimator. 

Asking the name and address, as was done with the distribution of the 

blue questionnaires, seemed to have a positive effect on the response 

of recruited individuals. 51.09 completed the blue questionnaires, 

noticeably higher than those who were not asked to identify themselves 

(yellow and green questionnaires). The mail follow-up among non- 

respondents to the blue questionnaire also proved successful, increasing 

total response by 16.4? of those parties handed a blue questionnaire at 

the border, or about 1/3 of the "Blue" non-response. 

It was also necessary to compare the distribution of response between 

the stub and the questionnaire for the two control questions, "Nights 

in Ontario" and "Main Reason for Visiting Ontario". For both these 

questions, the number of "not stated" was much lower on the stub than 

on the questionnaire, because the answers recorded on the stub reflected 

personal contact with the interviewer. However, no major differences 

were found between respondents and non-respondents, in any of the 

questions on the stub itself. 
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3.2 Questionnaire Design Problems 

Since this Pilot Survey was to be tested against the Ontario Survey, 

its questions were taken directly from the Ontario questionnaire so 

that the results would be completely comparable. However, since the 

Ontario survey used personal interviews, the interviewer may have 

explained unclear questions to the respondents and interpreted their 

answers more correctly. Since respondents to the Pilot survey did not 

have the help of an interviewer, certain ambiguities in the phrasing of 

questions became very apparent. These problems were important since they 

may have resulted in differing answers between the interview-recorded 

responses and the mail-back responses and hence distorted the comparisons. 

Consequently a detailed program of editing and imputation became essential. 

On the other hand, the existence of the stub became invaluable for 

editing and imputation, and assisted in solving several problems associated 

with the questionnaire design. 

On the "Main Reason for Visiting Ontario'' question, there was a large 

shift away from the "Other non-Business" category on the stub to "Business" 

and "Business and Pleasure" on the questionnaire. This switching was 

probably due to the excessive number of reasons listed (16), which 

confused the respondent when the question was asked by the interviewer, 

causing a choice of the last reason listed because it was a convenient 

"Other" or catch-all category. At home, respondents had more time to 

think and perhaps chose more carefully from among the possible responses. 

Some of the reasons also overlapped, adding to respondent difficulties. 

A better design of this question would be to decrease the number of 

main reasons" to half a dozen. If more detailed information was 

required, sub-divisions could be included under each main heading. 

Regarding ''Nights in Ontario''. when the stub response was compared to 

the questionnaire response, it was evident that there was a much longer 

''tail" on the questionnaire response for all colours (green, blue and 

pink). That is, a longer stay was frequently recorded on the question-

naire, so that this distribution had more weight in the extended-stay 

categories than did the corresponding distribution of stub responses. 
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There were a number of possible explanations for this. Respondents, 

at home, having more time to accurately determine the number of nights 

spent in Ontario may have extended the length of their visits compared 

to their response at the border. The other possibility was that some 

Amer icans were unsure of what or where the boundary of Ontario was and 

therefore, may have included time spent in other provinces. This also 

would over-estimate their length of stay in Ontario. 

Such confusion may of course have happened in the Ontario survey as well, 

but may frequently have been eliminated by the interviewer probing for 

clarification of vague responses. 

The second major problem was associated with the placement of a question 

which did not relate to the same time frame as the rest of the question-

naire. Question #4 read: "During the last three years how many times 

have you visited Ontario, not counting this trip?" Many respondents 

appear to have answered the subsequent question(s) keeping the "last 

three years" in mind. Because of this, much imputation had to be done 

between the stub and the questionnaire, concerning the questions dealing 

with "Nights in Ontario" and "Expenditures". This question, the only 

one not dealing with the present trip, should have been placed at the 

end of the questionnaire to avoid confusing the respondent concerning 

the trip(s) to which the questionnaire applied. 

3.3 	Editing and Imputation 

The Pilot questionnaire was designed to some extent to facilitate 

editing and imputation. 	In particular the control questions on the 

stub not only allowed comparison of frequency distributions for various 

characteristics between stub and questionnaires and between response 

and non-response stubs, to detect major differences between personal 

interview and handout or between respondents and non-respondents, but 

also permitted direct comparison within individual responses. All the 

editing and imputation done on the Pilot responses was in fact done at 

the level of the individual record. 	In fact, in the analysis of the 

Pilot, the major use of the stub data was for editing and imputation. 

Other comparisons were made, as stated above, but only the questionnaire 

response sample was used for estimation. 





Because of the differences that occurred between the stub and the 

questionnaire, cross-classification matrices were constructed for a 

number of questions, to show not only the amount of switching that 

took place between the stub and questionnaire but exactly the transitions 

that occurred. 

The first matrix matched "Nights in Ontario" (stub) as an independent 

variable against "Nights in Ontario" (questionnaire) as the dependent 

variable for the 1,655 green, blue and pink response records. The 

second matrix was "Main Reason for Visiting Ontario", stub against 

questionnaire, and the third was "State of Licence" as seen and recorded 

on the stub by the interviewer against "State of Residence" as stated by 

the respondent on the questionnaire. 

Following the examination of these matrices several imputation rules 

were determined to fill in the blanks or illogical records. For the 

questions on "Main Reason for Visiting Ontario" and "State of Residence", 

blank responses were filled by matching with the corresponding stub's 

code. This left only eight records from the yellow questionnaires with 

blanks on "Main Reason for Visiting Ontario" as the stub contained no 

such information. 

Once an edit failure has been identified, the real problem is how to 

correct it. This is where the Pilot structure was most useful. First 

of all, in "repeated" fields (questions appearing on both stub and 

questionnaire), if one of the two "copies", was blank (that is a partial 

non-response, usually on the questionnaire itself), the other copy was 

used to fill the missing value. 	In no record were both copies blank, 

and generally with the method of direct collection of stub information 

this problem ought to be extremely rare. Secondly, for those repeated 

fields, values can be matched, and in case of disagreement, one, say 

the stub, may be taken as correct. This of course amounts to ignoring 

the second field for that question, except for filling in blanks. 

However, it is still possible to compare the raw information in both 

fields, but to let one be used without imputation for estimation 

purposes. This was effectively done for "Reason for visiting Ontario" 
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where the questionnaire response was invariably allowed unless a blank 

had to be filled. 

The most complex correction attempted with the Pilot involved "Nights 

in Ontario". This field, particularly for the 0 vs 1+ breakdown, was 

crucial, and fortunately some help was available. On about two-thirds 

of the file (those with the same questions on the stub) there was 

duplication as discussed above, but in addition there was the "Nights 

away from home" question. 

Let us define the following notation: 

s: 	"Nights in Ontario" on stub 

q: 	"Nights in Ontario" on questionnaire 

a: 	"Nights Away". 

In an attempt to minimize incorrect imputation while avoiding a field-by-

field manual examination of each record, the following logic was adopted 

for the non-yellow questionnaires: 

i) if q is blank replace by s (61 cases) 

ii) if q > a, replace q by s (76 cases) 

iii) if (still) s 	q, replace s by q (276 cases) 
iv) if q > a now (because q = s from ii) and s > a, replace a by q = s (5 cases) 

v) if s does not exit (Yellow), and q > a, use a (42 cases). 

Thus, a total of 451 imputations were done on 446 distinct records, or 

17.9 of the 2,490 responses to obtain full agreement for Nights in Ontario 

and a logical agreement with Nights Away. 

It is not hard to find fault with this particular Set of rules; however, 

they did produce consistency of a sort, and were no harder to justify 

subjectively than any other similar set. Naturally, setting q = a in v) 

is only replacing an illogical response by an upper bound for the correct 

one. 	It could as easily be decided that the imputation q = a-1 (for 

a > 0) was better. 	(Would q = a then fail the edit?) iv) above is flawed, 
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since everything winds up equal to s. 	If originally q = S 	a, this is 

acceptable as a is "out-voted", but otherwise the choice is arbitrary. 

Finally since "Expenditures", the crucial variable, was highly correlated 

with "Nights in Ontario", it was decided to impute on this field not only 

for blank responses, but also for any records which had been identified 

as "illogical" for Nights in Ontario. 	(i.e. which failed edits ii), iv) 

or v)). Thus expenditure was replaced by the average, computed for the 

remaining records, of expenditures for the length of stay category in 

which the imputed "Nights in Ontario" fell. 

4. COMPARISONS WITH OTHER SURVEYS 

4.1 	Pilot vs Ontario 

It will be recalled that the Ontario survey used a fairly long personal 

interview, from which the Pilot questions were selected. The estimation 

procedures and variance estimation described above were applied to the 

Ontario data from the second quarter of 1974  as well as to the Pilot 

data, for purposes of comparison. 

Tables of estimates for each of the surveys, as well as the three parts 

of the Pilot, were produced for seven variables of interest. These 

consisted of the estimated number of vehicles falling into each level 

of the following variables: 

I) Port of Exit (counts) 

i i ) State of Residence 

iii) Port of Entry 

iv) Main Reason for Visiting Ontario 

v) Nights in Ontario 

vi) Nights Away from Home 

vii) Expenditures 
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Of these, i), v) and vii) are shown below, for the Pilot totals and 

Ontario only,, as Tables 3, 4 and 5  respectively. For the others, and 

further tables discussed below but not included in this article for 

reasons of space, see [1]. 

Further, a cross-classification of parties by Nights in Ontario and 

Expenditures was done for each of the five surveys/sub-surveys (Yellow, 

Green, Blue, Pilot and Ontario). 	In addition, the average length of 

stay and average expenditures per party and per party-night for each 

length of stay category were calculated (giving as well the estimated 

total nights and expenditures. It is of interest to note that the 

estimates of these last two variables are significantly higher for the 

Pilot than for the Ontario survey. 

Table 3 presents estimates of traffic flow through the port strata. 

Table 3: Parties by Port of Exit 

Pilot Ontario 

Estimates - 	%  Estimates  

Fort Erie 

Niagara 	Falls 	R 

212581.7 
223102.2 

13.1 
13.8 

260135.7 
175661.9 

16.4 
11.1 

Niagara 	Falls Q 

Niagara 	Falls W 

146623.8 
56411.4 

9.1 
3.5 

135031.8 
37668.5 

8.5 
2.4 

Sarnia 

Windsor Bridge 

144401.7 

376919.3 
8.9 

23.3 
151380.3 
418606.2 

9.6 
26.4 

Windsor Tunnel 

North West Ont. 

246910.1 
126746.7 

15.3 
7.8 

212415.6 
90112.8 

13.4 
5.7 

South East Ont. 

Lansdowne 

47401.9 
36672.8 

2.9 
23 

53287.8 
50476.0 

3.4 
3.2 

TOTALS 1617313.0 100.0 1584530.0 100.0 

NOTE: Tables may not add to totals due to rounding. 
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The estimates of total traffic, 1.62 million for the Pilot Study and 1.58 

million for the corresponding Ontario data, consist simply of the sum of 

all weights, or equivalently, the stint traffic volumes (post-stratified 

by the stopper counts into "same day" and "overnight" categories and then 

blown up by the inverse of the first - and second - stage probabilities 

(port and stint). Thus these estimates depend on the respondents only 

through the post-stratification, and not otherwise on the sampling of 

vehicles within stints, or any differences in the questionnaires or 

interview methods. 

These totals estimate exits during the quarter, for 18 hours per day only 

(6 a.m. to midnight) and can thus be expected to be considerably smaller 

than the 2+ hour entry tallies used for comparison purposes. The latter, 

totalling 2.03 million, came from the E62 Customs counts mentioned in 

section 2.1 above. There is reason to believe that roughly lO of the 

entry/exit traffic is during the missing six hours daily. The rest of 

the discrepancy (again of the order of lO) is explained by the difference 

between entry and exit totals (quite small at the provincial level) and by 

sampling variability. The Pilot and Ontario estimates of total traffic 

differ by barely 2?, a very small amount in view of the estimated 

coefficients of variation of 14.6 and 18.4 respectively. 	It should be 

noted that these two figures come from the same design and the same 

sample except for the time shift. Even at the port level, where the 

coefficients of variation are naturally somewhat larger, there are no 

outstanding discrepancies and the largest relative differences are at two 

o 	the smaller ports (Niaqara Falls - Whirlpool Bridge and Lansdowne). 

It may be noted that all the tables discussed herein were produced 

separately for the following subfiles: weekday, weekend, same day visitors, 

and overnight visitors. For the present variable, in no case was the 

difference between the Pilot and Ontario estimates larger than could be 

expected given the associated level of variability. 

For the three parts of the Pilot, the variability was of course somewhat 

higher, due to the smaller sample size. However, even here the traffic 
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estimates were very well behaved, due no doubt in part to the relatively 

steady traffic during the three hours within most stints. 

Table 4: Parties by Nights in Ontario 

Pilot Ontario 

Estimates  Estimates 

Same Day 1212586.0 75.0 1231482.0 77.9 
One 	Night 1 3 1 39 4 .5 8.1 171812.9 10.8 

Two 	Nights 98596.0 6.1 79528.3 5.0 

Three 	Nights 53271.4 3.3 51404.8 3.2 

Four 	Nights 36087.2 2.2 16567.4 1.0 

Five 	Nights 18878.5 1.2 12842.0 0.8 

Six 	Nights 13260.2 0.8 6977.0 0.4 

Seven 	Nights 13433.1 	- 0.8 4943.1 0.3 - 

8 to 	14 Nights 15729.6 1.0 6134.0 0.4 

15 	to 	21 	Nights 4666.4 0.3 2325.0 0.1 

22 + 	Nights 8005.8 0.5 729.4 0.05 

No Response* 11726.4 0.7 0.0 0.0 

TOTALS 1617313.0 100.0 1584530.0 100.0 

The remarks made in section 3.2 concerning the "tail" caused by the 

confusion arising from the previous question on trips over the past three 

years are pertinent. However, it should be noted that our imputation 

procedure has cut off a large part of this tail (that is, the most 

"illogical" or inconsistent records), and a good deal of the remaining 

difference in these patterns may be due to differences in methodology 

(because of recall problems or the probing of a personal interviewer, for 

example). In this context, the comparisons with the International Travel 

Section's estimates, also from a handout, mail-back survey, should be 

taken into account. However, the differences are definitely large enough 

to be significant. On estimated total party-nights spent in Ontario of 

1.60 million (Pilot) vs 0.83 million (Ontario), the coefficients of 

variation are 17.0 and 13.7 respectively. In terms of approximate 95 
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confidence intervals of plus or minus two standard deviations, this means 

that the estimated party-nights could be expected to range from 1.05 
million to 2.1 14 million nights (Pilot) or 0.60 million to 1.06 million 
nights (Ontario). 

The corresponding confidence interval for the difference between the two 

estimates ranges from 0.18 million to 1.35  million nights, so that the 

existence of a difference is clearly supported. 

Furthermore, it must be admitted here that the steady pattern over 

increasing legth of stay categories, and our knowledge of the number of 

edit failures for this question, does suggest a real difference here 

which a redesigned questionnaire would help to eliminate. Residual 

non-response, less than 1 overall, was due to the 14 "yellow records 
which could not be imputed, and reflects just over 2 of the "yellow 

traffic estimates. 

Table 5: Parties by Level of Expenditure 

Pilot Ontario 

Estimate  Estimate 

No Expenditure 157823. 14 9.8 2143963.9 15.4 
$ 1 to $ 	9 278580.0 17.2 14 1+7931.6 28.3 
$ 10 to $ 	19 320281.4 19.8 2963 145.5 18.7 
$ 20 to $ 	29 179852.8 11.1 175221.7 11.1 
$ 30 to $ 	149 270331.4 16.7 127852.6 8.1 
$ 50 to $ 	99 1551430.2 9.6 157364.1 9.9 
$ 100 to $ 	199 104159.3 6.4 

- 

76067.1 4.8 
$ 200 or more 1414014.3 8.7 60026.2 3.8 

No Response 9905.3 0.6 0.0 0.0 
OTALS 1617313.0 100.0 1584530.0 100.0 

As for the tINightsI  tables, there are very substantial discrepancies 

here. The Pilot has significantly fewer parties reporting no expenditures 

at all, or an expenditure of from $1 to $9.  For $10-19 and $20 - 29 there 
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is no noticeable difference between the Pilot and Ontario results, while 

for each of the  remaining categories the Pilot shows sharply higher 

figures. Differences among the three sections of the Pilot are relatively 

minor and show no particular pattern. The residual non-response, less 

than 1, is due to eleven unimputable "Yel low records. 
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Table 6: Parties by Expenditure vs Nights in Ontario 

6(a) 	Pilot 

Expenditure Ranges ($) 

Ont ro 
N ig 	ts 0-0 1-9 9-19 20-29 30-49 50-99 

100 

- 193 - 

200 

- 9998 

9999 
- 

9999 Total 
Dollars 

per party 

Dollars 
per party 
per night 

Parties 

0-0 146,640 260,626 295,870 153,180 237,265 69,170 20,574 29,346 0 1,212,586 27.92 0 

1-1 8,310 6,817 13,223 12,050 19,616 44,064 19,263 8,059 0 131,395 70.43 70.43 

2-2 980 2,556 5,198 6,941 7,130 18,146 33,377 24,270 0 98,596 131.07 65.54 

3 - 3 856 4,926 1,396 2,374 2,793 10,731 7,920 22,277 0 53,271 178.93 59.65 

4-4 308 1,149 819 355 1,845 5,951 10,212 15,447 0 36,087 196.01 49.00 

5 - 5 0 0 1,157 662 215 2,545 3,235 11,026 0 18,879 259.31 51.86 

6-6 0 0 284 3,859 766 1,460 3,640 6,725 0 13,260 278.11 46.35 

7 - 7 0 299 0 790 705 1,322 4,682 5,696 0 13,493 257.29 36.76 

8-14 228 0 397 1,115 0 2,007 0 11,984 0 15,730 444.09 45.12 

15 - 21 0 0 726 0 0 0 707 3,233 0 4,666 558.38 34.12 

22-98 0 1,383 721 2,002 0 0 552 3,348 0 8,006 623.54 10.76 

99 - 9 503 826 492 - 0 -- 0 0 0 0 9905. 119726 0 0 

Total 157,823 278,580 320,281 179,852 270,331 155,430 10 14,159 141,404 9905. 1,617,691 61.81 62.18 

Average Length of Stay = . 994 nights 
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Table 6: Parties by Expenditure vs Nights in Ontario 

6(b) Ontario Survy 

Expenditure Ranges ($) 

Ontario 

N 	hts ig 1-9 9-19 20-29 30-49 50 - 59 

100 

- 199 

200 

- 9998 

9999 
- 

9999 Total 

Dollars 

per party 

Dollars 

per party 

per night 

Parties 

0-0 226,968 417,625 264,063 140,505 81,418 71,103 20,766 9,065 0 1,231,482 17.45 0 

1-1 12,752 24,910 20,859 19,712 23,805 48,375 19,448 1,958 0 171,813 44.37 44.37 

2-2 4,040 3,093 8,037 8,259 9,893 13,160 16,687 16,360 0 79,528 98.89 49.44 

3 - 3 0 2,305 2,340 5,936 7,078 13,560 8,953 11,232 0 51,405 129.77 43.26 

4-4 o 0 613 0 2,598 4,249 1,964 7,144 0 16,567 156.97 39.24 

5 - 5 0 0 0 431 668 2,246 3,128 6,369 0 12,842 273.11 54.62 

6-6 0 0 436 379 0 3,028 534 2,599 0 6,977 181.29 30.22 

7- 7 0 0 0 0 361 525 2,600 1,458 0 4,943 161.54 23.08 

8-14 0 0 0 0 2,035 1,121 1,566 1,413 0 6,134 136.01 14.79 

15-21 0 0 0 0 0 0 0 2,325 0 2,325 387.39 19.80 

22-98 204 0 0 0 0 0 423 103 0 729 220.74 5.16 

99 - 99 11 0 0 0 0 0 0 0 Q 0 0 0 0 

Total 	11 243,964 447,932 296,346 175,222 127,853 157,364 76,067 60,026 0 1,584,742 33.90 65.10 

Average Length of Stay = . 521 nights 
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The large Pilot - Ontario differences are further brought out by the 

estimates of total expenditures at $99.6 mifl ion (Pilot) vs $53.7 million 

(Ontario). With estimated coefficients of variation of 12.0% and 14.3% 

respectively, we have approximate 95% confidence intervals of $75.6 
million to $123.5 million (Pilot) and $38. 1+ million to $69.1  million 

(Ontario). Thus, the figures are quite clearly in disagreement. 

This overall disagreement has two principal causes: differences in 

estimated expenditures by same day visitors, and the previously mentioned 

sharp differences in the length of stay for overnight visitors. The above 

estimates of total expenditures correspond to $61.81 per party (Pilot) in 

contrast to $33.90  (Ontario). A closer inspection shows that this is 

reflected in same 'day visitors' expenditures, $27.92  on the Pilot vs 

only $17.45 for the Ontario estimates, as well as in consistently higher 
per-party expenditures on the Pilot, for each overnight grouping, compared 

to the Ontario figures. 

Even when expenditures per party per night are examined, the Pilot estimates 

are substantially higher for almost every length-of-stay category. However, 

the number of reported parties in the longer stay categories where expen-

ditures per night tend to be lower, is much greater for the Pilot. Thus 

when all overnight parties are considered together, the average expenditures 

per party per night appear to agree after all: $40.98 per party-night for 
an average stay of 4.06 nights (Pilot) as against $39.06  per party-night 

for an average stay of 2.34 nights (Ontario).* Including same day visitors, 
who spend money but no nights, overall average spending per party-night 

is $62.18 for the Pilot, and a slightly higher $65.40 for the Ontario 
Survey. This latter comparison is somewhat misleading, though, as it is 

based on total dollars divided by total nights, and thus includes same day 

expenditures. Since there are fewer nights involved in the Ontario case, 

the $17.45 per same day party contributes more per reported night than 
does the $27.92  per same day party for the Pilot. 

* Pilot: 	$65.421 million I 1.596 million nights 
Ontario: $32.226 million I .830 million nights 
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4.2 Pilot vs Ontario vs International Travel Section's Data 

The International Travel Section (ITS) receives its information on U.S. 

visitors to Canada from a questionnaire given out by U.S. Customs officers 

to Americans re-entering the U.S. For Canadian purposes, this question-

naire acts as an exit survey and so is comparable to the Pilot and 

Ontario Exit Surveys. The present survey of the ITS has a number of 

limitations, particularly since it does not have a controlled probability 

sample. However, the size of the sample response actually received is 

considerably larger than either of the other studies and a comparison 

among the three surveys is quite interesting. 

Table 7: Nights in Ontario, Percentage of Parties 

Night 

groups 

Pilot 

AES 

Ontario 

AES 
ITS Survey 

Same day 75.7 77.7 72.5 

1 	night 8.1 10.8 6.9 

2-7 14.4 10.9 14.8 

8-14 1.0 0.4 4.3 

15 - 21 0.3 0.1 0.6 

22+ 0.5 0.1 0.9 

not stated - - - 

Total 100.0 100.0 100.0 

Neither the Pilot nor the Ontario Study seems to have caught as large a 

percentage of long-staying travellers as does the ITS survey. However, 

the Pilot survey seems to compare better with the ITS than does the 

Ontario survey. (Ontario data tended more heavily towards same day and 

one night travellers - Ontario, 88.5; Pilot, 83.8: and ITS, 79.4. 

There is no significant difference between the Pilot and ITS estimates 

in the percentage distribution of visitors by "Length of Stay" category. 

The Ontario figures appear the most out of line , with a higher 
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percentage in the same day category and a lower percentage for the 

one night plus category. 

Average Expenditures per Parti 

For same-day visitors, both the Pilot and Ontario estimates are much 

higher than the ITS data. However, for the one night plus category 

the Pilot and ITS data are almost identical ($161.50 and $162.80 

respectively) while the Ontario study is quite low ($91.20). 

Table 8: Total Expenditures for Second Quarter 1974 

Pilot Ontario ITS 

AES AES Survey 

millions 	of 99.5 53.7 95.0 
dollars 

Since both the Pilot and Ontario surveys sampled the traffic only 18 

hours a day, approximately lO of the total entry traffic was not 

included in the target population. For comparison purposes, 10 was 

deducted from the ITS's estimates. Again, Pilot and ITS estimates 

agreed well, while the Ontario estimate was much lower. 
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Table 9: Region of Residence 

Region 
Percentage of Parties ___________ ___________ Percentage of Persons 

ITS Survey 
 Pilot Ontario 

New England 3.5 3.7 3.3 

Middle Atlantic 28.8 33.5 37.5 
South Atlantic 4.4 3.8 3.1 

E.N. 	Central 58.5 55.3 44.1 

W.N. 	Central 1.5 1.4 9.7 

E.S. 	Central 1.4 0.5 0.6 

W.S. 	Central 0.5 0.6 0.6 

Mountain 0.2 0.3 0.1 

Pacific 1.2 0.9 1.0 

Other - - - 

Total 100.0 100.0 100.0 

To make this comparison, data from the Pilot and Ontario surveys 

were grouped into the regions of residence as used by the ITS. 

In any case, since both the Pilot and Ontario surveys had 

relatively small samples, to be able to draw any meaningful conclusions 

it was necessary to group the individual states into geographical 

regions. 

The New England region seems to compare the best among the three surveys. 

For the Middle Atlantic region, ITS's data is higher than both the Pilot 

and Ontario studies. For the East North Central region, the Pilot and 

Ontario surveys are quite comparable but are higher than the ITS's figures. 

For the other regional groupings, the samples are too small to be able to 

draw any meaningful conclusions from the findngs. Overall, the Pilot 

and Ontario surveys seem to compare well with each other but not with the 

findings of the ITS. 
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Table 10: Main Reason for Visiting Ontario 

Purpose 
Percentage of Parties __________ ___________ Percentage of Persons 

ITS Survey 
 Pilot Ontario 

Employed 0.8 0.2 0.3 

Convention 4.2 2.2 2.4 

Other Business 6.6 5.4 2.5 

Pleasure 54.6 50.7 76.3 

Shopping 0.6 0.5 0.2 

Transit 14.0 4.3 - 

Visiting 	F.R. 27.2 28.9 16.2 

Other 2.0 7.8 2.1 

Total 100.0 100.0 100.0 

The ITS question offered different categories from those on the other 

surveys. Therefore, to make any comparison at all it was necessary to 

re-group the reasons so they would be similar to the data produced by 

the ITS. The ITS's figures are much higher for the "Holiday" category 

and much lower in the "Visiting" category. Again, the Ontario and 

Pilot surveys seem to compare quite well with each other but not with 

the figures of the ITS. Both the Pilot and Ontario surveys have higher 

percentages for the three business categories (Employed in Canada, 

Convention and Business) than does the ITS's survey. 

4.3 General Conclusions 

The methods used in the Pilot study appear to offer a feasible alternative 

to the personal interview system as used by Ontario. At least the Green 

control questions, and preferably the Blue name and address information 

are necessary, and given this latter data, the use of a follow-up 

questionnaire of the Pink sort is recommended, both to provide substantial 

additional response for relatively little additional cost, and to provide 

a mechanism for the investigation and control of non-response patterns. 
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The Pilot study estimates compare well, in most areas, to the estimates 

based on the International Travel Section's present mail-back survey. 

The control information on two principal characteristics, contained on 

the Green and Blue stubs, was extremely valuable in editing and imputa-

tion, particularly in view of the questionnaire design problems present. 

The questionnaire needs to be redesigned to counter these problems. 

Several technical problems remain open. Questions concerning response 

bias, especially for expenditures, are unanswered for such mail surveys. 

On the other hand, the possibility of interviewer bias or field conditions 

affecting response to personal interviews has yet to be fully investigated. 

The Pilot Study was conducted in Ontario only, in the spring. A continuous 

national survey might well encounter different field problems in other 

seasons, and/or more control problems in other provinces. 

In general, it is felt that the Pilot Survey was very useful and achieved 

two of its major objectives. It provided much-needed information on 

operational problems questionnaire design and the usefulness of control 

information on the stub for editing and imputation purposes, as well as 

some reassurance that non-response patterns are not substantially different 

from the response patterns. 	It also suggested, as a Pilot Study should, 

certain possible modifications to the sample design and field procedures 

which could be expected to increase both productivity and reliability. 

In conjunction with the results of the Ontario Survey, the Pilot has in 

fact provided sufficient data to plan a full-scale Auto Exit Survey, 

within certain constraints principally relating to cost. 

5. SUGGESTIONS FOR A NATIONAL AUTO EXIT SURVEY 

The major drawback of earlier personal interview surveys has been their 

cost, due mainly to the very high personnel field costs. The stub 

tear-off method used for the Pilot would greatly reduce interviewing time 

by obtaining only limited control information in the field before handing 

out a questionnaire for the respondent to complete and mail back. 

Including follow-up procedures, the present method is estimated to yield 
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a coefficient of variation of 5  for quarterly total expenditures, at an 

annual cost well under half that of a similar personal interview survey. 

The design given here can be modified to cover the full day, to meet 

specific provincial or regional needs, or to provide a one-time survey 

for any specified period of time. 	In particular it is suggested that 

extension of the form given here to a 24 hour day would be well worth the 

added cost. A significant fraction of total visitor traffic exits after 

midnight, and perhaps only the 3-6 a.rn. stint would be really light at 

many ports. The main advantage of having full coverage is that it would 

allow much more accuracy in estimation of the total universe than could 

be obtained by, for example, just blowing up 18-hour exit totals to 24-hour 

entry totals, which was the only adjustment that could have been made for 

the Pilot, since neither 2 14-hour exit counts (even at provincial, 

quarterly level) nor any less than 24-hour entry counts existed. 

The following projections are based on several simplifying assumptions. 

The stratification, exact number of stints per port and actual crew sizes 

are subject to adjustment for any specific strategy, and in particular, 

the number of stints would vary from quarter to quarter around the 

averages given here. 

The stratification of ports suggested in [511 is almost the same as that 

of the Pilot for Ontario strata and is based on the same principles for 

the rest of Canada. Ports with approximately 250,000 U.S. vehicles or 

more entering annually are designated as certainty ports, as well as a 

few smaller special cases. The rest of the ports would be grouped 

according to considerations of traffic volume and geography into non-

certainty strata. The B.C.-Alaska and Yukon-Alaska borders are not 

included in this projection, but could be added. The indicated number of 

strata is 27: 14 certainty ports and 13 non-certainty strata. This could 

vary by several either way ma particular application. 

The number of stints per quarter to be selected was based on several 

assumptions which should be clarified. Because of the very small 
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proportion selected from the hundreds (typically about 540) of stints 

available per ,  quarter, because of the daily and seasona1 fluctuation of 

the traffic, and because within a selected stint, a rather large fraction 

of the traffic is interviewed, by far the greatest part of the variance 

comes from the stint level of selection (or Stint and port, for 3-stage 

groups). Thus, it can be assumed, and this is supported by the findings 

of the Pilot study, that the reliability of the estimated for a stratum 

or province depends mainly on the number of stints selected. This means 

that the C.V. will vary approximately inversely as the square root of 

the number of selected stints. A further assumption is that total 

expenditures by stratum are highly correlated with total traffic. 

Based on the I 2.OZ C.V. obtained for expenditures for the 43 stints of 

the Pilot survey, we find that for a desired quarterly C.V. of 5 at 

the Canada level we need a sample of about 256 stints per quarter, 1024 

per year. The 12.0 figure was used, not because it was the smallest 

C.V. obtained, but because it was decided in advance that "Expenditure" 

was the crucial variable. There is no reason to suppose that this can't 

have less relative variation than the traffic counts, although the 

variance estimates obtained here are themselves subject to such high 

variation that this question cannot be answered at present. The above 

figure of 1024 stints was obtained by using the approximation CV = kII 

when m stints are selected and the constant k, calculated from Pilot 

data, was approximately .8 (i.e. 801 

The allocation suggested here takes several other factors into account. 

Because of weekday-weekend stratification and selection of two ports per 

3-stage group, the number of stints per quarter should be a multiple of 

four (unless weekday and weekend are allocated different amounts), and 

for variance estimation should be a minimum of eight. For certainty 

ports, we need a multiple of two (minimum four). Also, though we have 

assumed the ability to interview a consistently high proportion (at least 

half) of the traffic per stint, this may be more difficult in the really 

busy ports (especially in Ontario). Because of the heavy contribution 

of the stint stage to total variance, it is recommended that more stints 
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be selected at these ports, rather than trying to use an unreasonably 

large crew to catch all the traffic. Thus, up to 14 stints per quarter 

are suggested for the busiest ports. 

Based on the above yearly total of 1024 stints, the cost of a national 

U.S. Auto Exit Survey was estimated in [5].  Estimates given there were 

as of April 1976,  and were based on the assumption that the work would be 

undertaken by Statistics Canada personnel on a regular basis, using the 

"18-hour day". 

Further assumptions and calculations used here are as follows: 

- The "Blue" method, taking name and address and mailing a follow-up 

questionnaire to non-respondents, would be used. 

- During stints with sufficiently heavy traffic, an interviewer can 

distribute at least 15 questionnaires per hour. 

- A response rate (including follow-up) of about 65 would be expected. 

- A stopper can handle over 200 vehicles per hour in very heavy Stints. 

At least half of these will be eligible for interview. For very 

light stints, the counter and stopper can be combined. 

For heavy traffic, a maximum crew size of five is recommended: one 

counter, one stopper and three interviewers, who should be able to 

distribute 135 or more questionnaires in the three-hour stint. For 

lighter traffic, there need only be two interviewers, while in many 

smaller ports, a crew of two or three is sufficient. We base our 

costs on a conservative average crew size of four. 

- Average hourly rates for a typical crew of one "senior" interviewer 

and three others were calculated using Field Division rates, including 

holiday pay. No overtime calculation is necessary. 

- The average travel time to the stint is 1 hour each way over 30 miles, 

using two cars at standard mileage rates. 
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RESUME 

L'enquëte pilote de 1974 a étudiê trois versions d'un question-
naire remis en main propre aux visiteurs des Etats-Unis 
quittant le Canada en auto, questionnaire qui devait 	tre par 
la suite retourné par la poste. Le but principal de cette 
enqute était de trouver une méthode de cueillette de données 
fiable et peu cotiteuse. Le plan d'échantillonnage a été base 
sur une enqute qui a été menée en Ontario en 1973/74, utilisant 
une entrevue personnelle. Ce plan d'échantillonnage résulte de 
quelques comparaisons entre les résultats de 1'enqute pilote et 
1'enqute d'Ontario et quelques conclusthns sont prsentées 
dans cet artire. 
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