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In This Issue 

This issue of Survey Methodology contains articles on a variety of topics. Kott and Stukel 
consider jackknife variance estimation for a specific, but widely used two-phase design. At the first 
phase, clusters within strata are selected using SRS with replacement, and all units within the 
selected clusters are sampled. At the second phase, the sampled units are restratified and then second 
phase units are selected using SRS without replacement. Two point estimators are considered: the 
"reweighted expansion estimator" and the more commonly known "double expansion estimator". 
Under this design, it is shown that the jackknife variance estimator behaves remarkably better for 
the former point estimator than it does for the latter. A Monte Carlo study supports these findings. 

Decaudin and Labat describe a "multi-source" population estimation system designed to produce 
local population estimates during intercensal periods in France. The system is robust and flexible 
in tiiat it works with a variable number of sources. It is based on a robust combination of estimates 
from different sources, blending demographic reasoning with statistical methods. 

Ravalet applies GM-estimators to INSEE's industrial investment survey with an adaptive 
procedure to produce a robust estimator. Tukey's biweight function and the Cauchy function are 
examined. Each function relies on a tuning constant based on the width of the tail of the distribution 
and the concentration of the residuals. Tuning constants that minimize the estimator's variance are 
determined for eight distributions representing various scenarios relating to the width of the tail and 
the concentration of the residuals, which are assumed to be symmetrical. 

Cotton and Hesse study the characteristics of various methods of selecting a stratified panel of 
fixed size, along with their impact on initial selection, rotation, resampling and sample overlap. The 
authors propose a kind of algorithm based on transformations of permanent random numbers used 
for sampling purposes; the algorithm extends the pre-resampling rotation into the post-resampling 
period. The transformations can be performed on random numbers that have been made equidistant 
and on random numbers derived from a unifonn distribution. 

In his paper Farrell studies empirical Bayes estimation of small area proportions. Using data from 
the United States Census he compares empirical Bayes small area estimates of proportions of 
individuals in different income categories based on multinomial and ordinal logistic models with 
random effects. Inferences based on the ordinal model were slightly better than those based on the 
multinomial model. He also compares naive and bootstrap adjusted variance estimates and coverage 
probabilities of their associated confidence intervals. The bootstrap adjustment improves coverage 
significantly. 

Gelman and Little describe a novel extension of analyzing poststratified survey data, using 
Bayesian hierarchical logistic regression modelling. The technique allows for many more 
stratification categories than are typically feasible using standard poststratification and weighting 
strategies, and thus much more population level information can be included in the model. The 
proposed method as weU as some of the more standard methods are applied to pre-election opinion 
polling data in the U.S., and the various models are evaluated graphically by comparing them to 
actual election outcomes. 

Singh, Tsui, Suchindran and Narayana describe the survey design and estimation techniques used 
for PERFORM (Project Evaluation Review for Organizational Resource Management), a large scale 
survey conducted in the state of Uttar Pradesh in India. The survey was designed to estimate the 
characteristics of health facilities and their target populations, in order to provide benchmark 
indicators for a large family planning project. PERFORM uses a stratified multi-stage design, where 
the ultimate samphng units are households and eligible females residing within. However, estimates 
of health facilities, which are not explicitly part of the sampling scheme, are also obtained by 
adjusting for multiplicity of the selected secondary samphng units served by those health facilities. 
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Dufour, Kaushal and Michaud review the tests and stiidies that preceeded the implementation of 
computer-assisted interviewing for most household surveys at Statistics Canada. The interviewing 
is conducted, in person at the respondent's home or by telephone from the interviewer's home, using 
laptop computers. They also discuss the challenges that were faced with the implementation of the 
new technology into ongoing surveys and the new opportunities for monitoring survey collection 
offered by it. 

Scheuren and Winkler propose a method for using nonconraion but correlated quantitative 
variables to improve record linkage. The basic idea is to use the linkages which are almost certainly 
correct to estimate a regression relationship between the noncommon variables and then to use the 
predicted values of these variables in a subsequent record linkage step. The procedure can then be 
iterated until convergence. The regression step uses a procedure which adjusts the regression for 
possible errors in tiie linkage, described in an article by the same authors in the June 1993 issue of 
Survey Methodology. The method is illustrated empirically and it is shown that it can lead to good 
results in situations that were hitherto hopeless. 

The Editor 

Dear Survey Methodology Reader, 

I would lUce to take a moment to tiiank you for your interest and support of Survey Methodology. 
Since its inception, the journal remains committed to publishing articles relevant to statistical 
agencies and researchers with emphasis on the development and evaluation of specific 
methodologies as applied to data collection or to the data themselves. 

Survey Methodology is approaching its 25th anniversary. From its beginning as an in-house 
review of developments in survey methodology in Statistics Canada, it has evolved into a widely 
read statistical journal with an editorial board of internationally recognized survey statisticians. 
Though many improvements to content and presentation have occurred during this period, there is 
always room for improvement. I would appreciate any suggestions, comments and recommendations 
you may have to assist us in our task of maintaining Survey Methodology as a viable platform for 
statistical development into the next millennium. 

Should you wish to have compUmentary copies of Survey Methodology sent to a coUeague, please 
do not hesitate to contact us. 

I thank you again for your interest and continued support of Survey Methodology. 

Sincerely, 

M.P. Singh 
singhmp@statcan.ca 

mailto:singhmp@statcan.ca
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Can the Jackknife Be Used With a Two-Phase Sample? 
PHILLIP S. KOTT and DLVNA M. STUKEL' 

ABSTRACT 

The jackknife variance estimator has been shown to have desirable properties when used with smooth estimators based on 
stratified multi-stage samples. This paper focuses on the use of tiie jackknife given a particular two-phase sampling design: 
a stratified with-replacement probability cluster sample is drawn, elements from sampled clusters are then restratified, and 
simple random subsamples are selected within each second-phase stratum. It turns out that the jackknife can behave 
reasonably well as an estimator for the variance for one common "expansion" estimator but not for another. Extensions 
to more complex estimation strategies are then discussed. A Monte Cario study supports our principal findings. 

KEY WORDS: Stratified; Reweighted expansion estimator; Double expansion estimator; Asymptotic. 

1. INTRODUCTION 

Krewski and Rao (1981) and Rao and Wu (1985) 
explore the design-based properties of the jackknife 
variance estimator given a sti-atified multi-stage sample 
incorporating with-replacement sampling in the first stage. 
Their results, although fairly general, cannot be directly 
applied to many multi-phase sampling designs. See also 
Wolter (1985; Chapter 4.5). 

In this paper, we consider a simple example of two-phase 
sampling. A stratified with-replacement probability cluster 
sample is selected in a first phase of sampling. The 
elements in sampled clusters are then restratified, perhaps 
using information gathered from the first-phase sample, and 
a stratified simple random subsample is drawn without 
replacement. 

One can estimate a total without auxiliary information in 
one of two ways. In the double expansion estimator - called 
"the 71* estimator" in Samdal, Swensson, and Wretman 
(1992, p. 347) - the value of each subsampled element is 
simply multiplied by the product of its expansion factor at 
each phase {i.e., the inverses of its first-phase and second-
phase selection probabihties) and then summed. 

Although the double expansion estimator is more easily 
located in text books, the re-weighted expansion estimator 
may be more common in practice, especially when element 
nonresponse is treated as a second phase of sampling, as in 
the weighting class estimator of Oh and Scheuren (1983, 
p. 150). An estimator for the population size of each 
second-phase stratum is computed by summing the first-
phase expansion factors of all the elements in the second-
phase stratum before subsampling. This value is then 
multiplied by the estimated second-phase stratum mean 
based on the subsample to yield an estimated stratum total. 
The second-phase estimated stratiim totals are finaUy added 
together to produce the reweighted expansion estimator for 
the population total. 

We are more concerned here with real two-phase 
sampling, rather than the artifice of treating nonresponse as 

an additional sampling phase. The National Agricultural 
Statistics Service (NASS) presently uses the double 
expansion estimator in its Quarterly Agricultural Surveys 
(QAS). A stratified area cluster sample is enumerated in 
June. Farms identified in the June survey are restratified 
based on their June responses and then subsampled for 
enumeration in September, December, and March. 

NASS uses a two-phase design and the reweighted 
expansion estimator for its on-farm chemical use surveys. 
The first phase of sampling identifies farms with specific 
crops, and the second phase measures pesticide use on 
those crops. 

This paper shows that although the jackknife may be 
used to estimate the variance of the reweighted expansion 
estimator under certain conditions, it is not generally 
effective as a variance estimator for the double expansion 
estimator. Section 2 introduces the reweighted expansion 
esfimator and discusses its mean squared error. Section 3 
shows that the jackknife variance estimator can be nearly 
unbiased for the reweighted variance estimator, while 
Section 4 addresses the jackknife's failings as a variance 
estimator for the double expansion estimator. Section 5 
describes a simulation study that appears to confirm the 
main assertions of the previous sections. Section 6 
discusses extensions of the reweighted expansion estimator, 
and Section 7 offers some concluding remarks. An 
appendix provides an outline of our assumed asymptotic 
framework and some proofs. 

2. THE REWEIGHTED EXPANSION 
ESTIMATOR 

2.1 The Estimator 

Let h{=l,...,H) denote the first-phase strata of a 
sti-atified with-replacement probability cluster sample, «^ 
the number of sampled clusters in stiatum h, and F^ the set 
of those clusters. Let g(= 1,..., G) be the second-phase 

Phillip S. Kon, National Agricultural Statistics Service, 3251 Old Lee Highway, Room 305, Fairfax, VA 22030; Diana M. Stukel, Household Survey Methods 
Division, Statistics Canada, Ottawa, Canada KIA 0T6. 
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strata from which a stratified simple random subsample is 
drawn without replacement. An element in a cluster 
sampled p times in the first phase is treated as p distinct 
elements for the subsample. Let Mg be the number of 
elements in g before subsampling and m the number of 
subsampled elements in g. In practice, the G second-phase 
strata are often not defined untU after the first-phase sample 
has been drawn. 

Let S be the set of elements in g before subsampUng, s^ 
the set of subsampled elements in g, s the entire set of 
subsampled elements, and m = Y^ m the subsample size. 
FinaUy, let y^ be the value of interest Tor element /, and w. 
the first-phase expansion factor for / (i.e., the inverse of the 
selection probability for the cluster containing /)• 

The estimator for the population total, T, one would use 
if all the elements in the first-phase sample were 
enumerated can be written as 

E Y.^^iYi- (1) 
g=i /es. 

Let the reweighted expansion estimator for Tbe: 

'2=E E>*'/ 
g=i 

G 

g=l 

ies^ ' E i^M^^i 

H^i-
E ^iYi 

ieS„ Y.'^i 
(2) 

An alternative expression for t^ is 

G 

2̂ =EE«,>', = E «/>'/' 
g=l ies i£s 

(3) 

where 

E n / E ^k 
keS„ k£s„ 

w.. for ies 
g 

is the adjusted weight for element /. Equation (3) is what 
gives the reweighted expansion estimator its name. 

2.2 Its Mean Squared Error (Some Theory) 

Now 2̂ is not, in general, an unbiased estimator of T. 
Nevertheless, under certain mild conditions specified in the 
appendix, it is a design consistent estimator for T; that is, 
plim^^Jt2-TyT = 0 (Isaki and Fuller 1982). For the 
exposition in the text, it suffices to say that the m^ are 
assumed to be large. 

Observe that 

E[{t2-T)^]-E[{{t,-T}^{t2-t^))^] 

-Var , (? , )+£, {£2 [( '2-^1) ']} ' 

where the subscripts on Var and E denote the phase of 
sampling. Since the mg are assumed to be large, 
E2[ti{t2 - ti)] = t^E2{t2 - ^) = 0. Also, E{t2 -T) = 
£,[£2^2 ~ ^ ] ~ 0, and the mean squared error of /j is 
effectively its (asymptotic) variance. 

Since first phase of sampling was conducted with 
replacement, Varj {t^) can, in principle, be estimated by 

Vii=E(VK-i]) 
A = l 

*( E f E > /̂>',]̂ -[E E "^iYi 
M„ ieUu< JeF^ ieUu 

'In^ • A ' (4) 

where U^. is the set the elements in sampled clustery of 
first-phase stratum h. The subscript L denotes "lineari
zation" for historical reasons although there is nothing to 
linearize in this context. Note that when there is a second 
phase of sampling, it wiU generally not be possible to 
compute v ĵ in practice. 

Now 

'2-^=EE>^, 
E ^iYi E "^iYi 

E>*', 

E >*','•, 

E> /̂ 
ieS. 

'£• '» 

= E E ^i- ^r. 
g-l ieS^ 2 ^ W. 

where 

' • /=> ' , -E ^kYk/H w^for /e5 

It is crucial for the arguments below to realize that r. has 
been defined so that Y^j^s ^/''i ~ ^ for all g. 

Continuing, * 

'2-^ = EE(^/'"P^,'-,' 
g=l ies. 

(5) 

since Yi^s ^, ~ %iesj<^g'"^^^i (̂ ^̂  equation (Al) of the 
appendix).* This implies 

E2{{t^ - t,f] = Var2 E E iM^I"^g)^,r\ 
[g=i fe^ J 

g=i 

E (-//-(E-.^]^/^g} 

- E ([̂ g/'"g] - DJE (> ,̂'-,)i (6) 
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Observe that equation (6) does not ignore the finite 
population cortections from the second phase of sampling. 

3. THE JACKKNIFE VARIANCE ESTIMATOR 

3.1 The Variance Estimator 

We are now ready to discuss the jackknife. Fory 6 F^, 
define the jackknife replicate t^f,J^2 ^^ 

G 

^(hf)2 ^ 2 ^ 
g=i 

E ^hiiYi 

E ^hjf 
ieS, ^hji 

(7) 
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the realized subsample sizes within reweighting classes, 
Poisson sampling is equivalent to stratified simple random 
sampling. Rao and Shao's (1992) ti-eatment, however, is 
unconditional. 

Returning to the problem at hand, observe that 

g=l leS, 

E ^hjiYi E ^hjiYi 
ieS„ 

w,. 

G 

= E 
g=i 

^hji ^ '"hji 
ieS. 

w.:,r hji'hji 

ieS. 
^HJi-

E ^hji 

where 

^hji='> 

w inf,l{n^-l) when ieUf,j. and y" #y 

0 when ie U, hj 

w. when ie U^j. and h' * h. 

Similarly, we define 

W^EE^ /̂yvvV,-
g=l ies. 

Following Rust (1985), the jackknife variance estimator, 
Vj.{f= I or 2), is defined here simply as 

vy,=EK-iV".E(w-V)'- (8) 
h = l M„ 

This form is labeled vf^ in Krewski and Rao (1981, 
equation (2.4)). It is easy to show that v̂ , = v^,. 

3.2 Why it Works (More Theory) 

We will soon see that v ĵ provides a nearly unbiased 
estimator for the variance of the reweighted expansion 
estimator in equation (2). Rao and Shao (1992) indirectly 
make the same claim (our equation (2) is tiie expectation of 
their estimator in Section 3.3, pp. 818-819). Their work, 
however, treats nonresponse as an additional phase of 
sample selection in which Poisson sampling (Samdal et al. 
1992, p. 85) is used in place of stratified simple random 
sampling. Each first-phase sample element in tiie Rao 
and Shao (1992) setup is effectively a second-phase 
stratum. Consequently, the near unbiasedness of v_,2 
reduces to a special case of a result in Krewski and Rao 
(Rao and Shao 1992, p. 821). 

What we have called the second-phase sti-ata are 
reweighting classes in the Rao and Shao (1992) setup. 
Elements in the same class are assumed to have the same 
unknown probability of selection/response. Conditional on 

where 

rhj,=yi- E ^hikYk/T. ^hjk for ies 
keS. keS, 

Under mild conditions (see equations (A2) and (A3) in 
the appendix), we have tiie following analogue to equation 
(5): 

G 

t(hm = \hpi •*• E (^g / '^pE ^hn^hji 
g=l ies^ 

= EE>v,,,(y,-[M^/mg]c,V, (9) 
g=l ieS^ 

where c. is an indicator variable equal to 1 when / is in the 
subsample and zero otherwise. 

Continuing, 

W = E E ^hji^i + {[^g/%]^,-1} V 
g=l ieS, 

•• E E ^hjihji' 
(10) 

g=l 'eS„ 

where z^j. = y, + {W^lm^c.-1} r^^.. Again, since every 
m is large, it is not unreasonable to assume r^j. ~ r. (see 
equation (A4) in the appendix). Thus, 

G 

W " E E "^hji^,^ 
g=l /eSg 

where z,. = y, + {[Mg/Wg] c,. - 1} r.. Using similar argu
ments, 2̂ ~ Zg=iE,es ^/Z/- Since 2̂ is linear in the z., 

H 

V.2 = V „ ( E E H ' , - , ) = E ( V K - 1 ] ) 

E 

h=l 

2 

ieUu, 
E E *̂̂ / 

JeF, ieu,j 

'In (11) 
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Let e. = M Im be the second-phase expansion factor 
for / e Sg. Observe that c. is a random variable with E{c) = 
mg/Mg and E{c.c,) = {m^/M^){m^-1)/{M^-I) for 
/, k e S , i * k. 

Now 

fE-.-,?!-fE-,y,V-E(-,-i)K'-.)^ 
\ieU,j ) J [ieu,j ) ieU,j 

where M ,. is the number of elements in the first-phase 
sample {i.e., in a cluster in the first-phase sample) that are 
in S but not U... Similarly, wj ,. is the number of 
elements in the second-phase sample that are in s but not 
Uf^j. Through counter-examples given in the appendix, we 
show that neither version of the replicate produces a 
jackknife variance estimator (v^ from equation (8)) that is 
asymptotically unbiased in general. 

E E \.{'^-mlM)lm^w.r.w^r^. {12) 5. A MONTE CARLO SIMULATION STUDY 
g=l i,keS^nU,,j 

Similarly, letting F^ be the set of elements from selected 
clusters in the first-phase stiatum h before subsampling, we 
have 

fEE-,.z,V = E, E W/̂ , 
ieF, 

(E>*',y,)' + E (e,-i)(>v// 
ieF, ieF, 

- E E [(i-mg/M^)/m^]w.r.w,r,. (13) 
S=l i.keS^nF^ 

i.k 

In the appendix, it is argued that under mild conditions that 
the last term in both equations (12) and (13) is negligible. 
As a result, 

E2(^j2)-^ji*tE(ei-mw,rf 
A = t ieP: 

vy,+EE([^g/ ' "g] - l )K ' - / ) 
g=l ieS^ 

^Ll^E2[{t2-t,)% 
(14) 

which in tum implies that Vj^ is a nearly unbiased estimator 
for E[{t2 - T)^]. 

4. THE DOUBLE EXPANSION ESTIMATOR 

An altemative to 2̂. the double expansion estimator, has 
the form: 

G 

' 3 = E E (M^frn^)w.y, (15) 
g=l ies^ 

The definition of a jackknife repHcate for 3̂ is unclear. One 
simple possibility is 

G 

W=EE>^A„(^g/'«g);^r (16) 
g=l '65^ 

Another, perhaps more in the spirit of "replication", is 

G 

hhp3 = E E ^^h/^gh/^ghpi' (17) 
g=l ies 

5.1 Design of the Study 

The results given so far in the text are asymptotic. In 
order to assess the accuracy of the jackknife as a variance 
estimator for the reweighted expansion estimator in a finite 
world, we undertook a Monte Carlo simulation study. At 
the same time, we assessed the accuracy of the two 
jackknife estimators suggested for the double expansion 
estimator in Section 4. 

We used December 1990 Canadian Labour Force Survey 
(LFS) sample data for the province of Newfoundland to 
simulate a finite population, from which repeated samples 
were drawn. The LFS is the largest ongoing household 
sample survey conducted by Statistics Canada. Monthly 
data relating to the labour market is collected using a 
complex multi-stage sampling design with several levels of 
stratification. The details of the design of the survey prior 
to the 1991 redesign can be found in Singh, Drew, 
Gambino and Mayda (1990) and Stukel and Boyer (1992). 
In general, provinces are sti-atified into "economic regions", 
which are large areas of similar economic structure; 
Newfoundland has four such economic regions. The 
economic regions are further substratified into lower level 
substrata. The lowest level of stratification in 
Newfoundland yielded 45 strata, each of which contained 
less than 6 clusters or primary sampling units (PSU's), 
which was an insufficient number from which to sample for 
the purposes of the simulation. Thus, the 45 strata were 
collapsed down to 18, each containing between 6 and 18 
PSU's. In coUapsing the stiata, economic regions were kept 
intact, as were the Census Mettopohtan Areas of St. John's 
and Comerbrook. 

For the Monte Carlo study, R = 4,000 samples were 
drawn from the Newfoundland "population" (which was 
9,152 individuals), according to the following two-phase 
design: within each first-phase stratum, two PSU's were 
selected at the first phase using simple random sampling 
(SRS) wiY/j replacement. This yielded a total of 36 PSU's. 
All households within selected first-phase PSU's (as well 
as individuals within those households) were selected, 
resulting in a single-stage take-all cluster sample. At the 
second phase, aU selected first-phase elements (individuals, 
treating each person in a PSU selected twice as two separate 
individuals) were restratified according to five age 
categories (< = 14, 15-24, 25-44, 45-64, > = 65), and 
second-phase sample elements {i.e., individuals) were 
drawn using SRS without replacement sampling within 
each of the five second-phase strata. 
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We varied tiie second-phase stratum sample size to take 
on values m = 5, 10, 20, and 50 yielding overall second-
phase sample sizes of m = 25, 50, 100, and 250. When the 
number of first-phase-sampled individuals in a second-
phase stratum was less than our target m^ value, we 
planned to set w =M , but that event never occurred. 

A popular rale of thumb for a "separate ratio estimator" 
such as the reweighted expansion estimator in equation (2) 
is that there should be at least 20 individuals within each 
second-phase stratum (see, for example, Samdal, Swensson 
and Wretman 1992, p. 270). By allowing m^ to be as small 
as 5 and 10, we are checking whether this rale is really 
necessary. 

We considered two parameters of interest: T^, the total 
number of employed, and 7^/7\ tiie employment rate. Here 
T = Yieuyi' where y. = 1 when individual / is employed; 
O^otherwise. Similarly, T^ = E,ef/Z.. where z. = 1 when 
individual i is in the labour force {i.e., either employed or 
unemployed); 0 otherwise. For each of the R = 4,000 
samples, we calculated the reweighted expansion estimator 
(REE), / j . given by equation (2), the double expansion 
estimator (DEE), 3̂, given by equation (15), and the full 
first-phase expansion estimator (FFPE), t^ given by 
equation (1). Although these estimators are defined for 
totals (applicable for total number of employed), it is a 
simple matter to extend them to ratios of totals (applicable 
for employment rate). 

For each of the R = 4,000 second-phase samples, we 
calculated the jackknife variance corresponding to the 
reweighted expansion estimator and the double expansion 
estimator, given by equation (8) with / = 2 and / = 3 
respectively. In the case of the double expansion estimator, 
we attempted both the replicates defined in equations (16) 
and (17), which we will refer to as variant 1 and 2, 
respectively. 

For each of the R = 4,000 first-phase samples, we also 
calculated the jackknife variance corresponding to the full 
first-phase estimator for comparison purposes. This is 
given by equation (8) with / = 1. 

For all of the above estimators and their corresponding 
jackknife variances, a number of frequentist properties were 
investigated. These are given below. For simplicity, they 
are expressed only in terms of estimates of the total number 
of employed. 

The percent relative bias of the estimated number of 
employed with respect to the population value is estimated 
by 

PRB(r) = {[£̂ , M {tyTy] l}xlOO, (18) 

where 
4,000 

E^{t*) = {1/4,000) "£ t; 
r=l 

is the Monte Carlo expectation of the point estimator / * 
taken over tiie 4,000 samples. Here / * can be either /,, 2̂, 
or ty and t* is the value of / * for sample r. 

The percent relative bias of the jackknife variance 
estimator with respect to the trae mean squared error is 

estimated by 

PRB[v^/r)] = 

{{Ejvjjit')] - MSE^J/MSE^,)x 100, (19) 

where 
4,000 

Ejvj/t')] = {1/4,000) J: v,^/r), 
r=l 

4,000 

MSE^^ = (1/4,000) J2 iK - Ty)\ 
r=l 

and VjAt *) is the value of Vjj.{t') for sample r. 
The*̂  (percent) coefficient of variation of the jackknife 

variance with respect to the trae MSE is estimated by: 

CV[v^/r)] = 

({(1/4,000)E [v,^.('*)-MSE^/}''^/MSE^,)xlOO; (20) 

that is, the estimated root mean squared error of the 
variance estimator divided by the estimated trae MSE, 
expressed as a percentage. 

5.2 Results of the Study 

Table lA gives the estimated percent relative biases of 
the three point estimates for the total number of employed 
using equation (18), and Table IB gives the same for the 
employment rate. All biases are less than 1% in absolute 
value. 

Table lA 
Percent Relative Bias of the Point Estimates 

for Total Number of Employed 

Estimator 

REE 

DEE 

FFPE 

"^r^g 

-

-

0.04 

m^=50 

0.14 

0.16 

-

"". = 20 

-0.3 

-0.01 

-

" ' . = 10 

-0.29 

0.03 

-

m^ = 5 

-0.56 

0.115 

-

Table IB 
Percent Relative Bias of the Point Estimates 

for Employment Rate 

Estimator "ig^M^ "".=^0 '"g = 20 ""g = 10 m^ = 5 

REE 

DEE 

FFPE -0.09 

-0.09 -0.31 -0.19 -0.26 

-0.08 -0.27 -0.12 -0.13 

REE - Reweighted Expansion Estimator (t^ 
DEE - Double Expansion Estimator (/j) 
FFPE - Full First Phase Estimator (r,) 
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Not displayed are the Monte Carlo estimates of the mean 
squared errors {i.e., the values of MSEt̂ ue) and die 
corresponding coefficients of variation from using either 
the reweighted or double expansion estimator. This is 
because the focus in this article is on mean squared error 
estimation. The mean squared errors (and coefficients of 
variation) from using the two estimators are comparable for 
each sample size (a relative difference in the coefficient of 
variation is roughly half of the corresponding relative 
difference in mean squared error). The reweighted 
expansion estimator is slightly more efficient when 
estimating the total number of employed individuals {e.g., 
when m = 5, the double expansion estimator has 17% 
more mean squared error). There is less than a 1% 
difference in the mean squared errors from using the two 
approaches when estimating the employment rate. Not 
surprisingly, the mean squared errors for all estimators 
increase as the second-phase sample size decreases. 

Table 2A gives the estimated percent relative biases of 
the jackknife variances for the total number of employed 
using equation (19), and Table 2B gives the same for the 
employment rate. Focusing first on Table 2A, tiie full first-
phase estimator's variance is almost perfectly unbiased, at 
0.94%. The jackknife for the reweighted expansion 
estimator works well, having small negative biases in the 
variances always less than -6%. The biases tend to become 
more negative (although not uniformly) as the second-phase 
sample sizes diminish. 

Table 2A 
Percent Relative Bias of Jackknife Variances 

for Total Number of Employed 

Estimator 

REE 

DEE 

(Variant 1) 

DEE 

(Variant 2) 

FFPE 

"'g'K 
-

-

-

0.94 

"".=50 

-0.99 

46.35 

101.59 

-

' " . = 20 

-2.51 

68.24 

278.44 

-

m^ = 10 

-5.81 

78.18 

654.99 

-

m^ = 5 

-5.13 

86.22 

1997.51 

-

Table 2B 
Percent Relative Bias of Jackknife Variances 

for Employment Rate 

Estimator 

REE 

DEE 

(Variant 1) 

DEE 

(Variant 2) 

FFPE 

ni„=M„ s g 

-

-

-

2.08 

"". = 50 

-3.53 

-2.46 

-0.36 

-

"". = 20 

-3.45 

-1.53 

4.91 

-

m^ = 10 

-7.09 

-5.21 

9.09 

-

% = 5 

-6.55 

-7.41 

30.46 

-

REE - Reweighted Expansion Estimator ( y 
DEE - Double Expansion Estimator (fj) 
FFPE - Full First Phase Estimator (/,) 
Variant 1 uses the jackknife replicates in equation (16) 
Variant 2 uses the jackknife replicates in equation (17) 

In contrast, both jackknife variants for the double 
expansion estimator fail miserably, with very large positive 
biases in the variances ranging from 46.35% to 1997.51%! 
The second variant is worse than the first, but both are well 
beyond the realm of acceptable behavior. 

Table 2B repeats the analysis for the ratio estimate of 
employment rate. The results here are surprising since all 
variance estimators behave reasonably weU, with the 
exception of variant 2 of the double expansion estimator 
when m =5. Other than this case where the bias in the 
variance is 30.46%, all other biases are less than 10% in 
absolute value. 

Overall, Table 2A and 2B provide strong support for 
using the jackknife variance estimator with a reweighted 
expansion estimator even when second-phase sample sizes 
are surprisingly small. By contrast, the jackknife can fail 
miserably for the double expansion estimator when 
estimating totals. Sometimes, however, variant 1 can also 
work reasonably well depending on the estimator and the 
data. 

Although most studies focus on the bias of the variance 
estimators, it is also of secondary interest to look at the 
coefficient of variation of the variance estimators to see 
how stable the variance estimates themselves are. In Tables 
3A and 3B, we investigate the estimated (percent) 
coefficients of variation corresponding to the total number 
of employed and the employment rate, respectively. In 
equation (20), the expression under the square root in the 
numerator gives the MSE of the variance, whose 
component parts are the square of the bias of the variance 
and the variance of tiie variance. For those entiies in Tables 
2A and 2B where the bias of the variance has been 
determined to be exceedingly large (say larger than 20%), 
the corresponding entries in Tables 3A and 3B are not 
reported (indicated by a *), since it is clear that those entries 
will be excessively large. In Table 3A, the estimated 
coefficients of variation corresponding to the reweighted 
expansion estimator range between 46.86% and 53.42%. 
Coefficients of variation of the magnitude exhibited here 
are typical for variance estimators, and have been 
encountered in other simulation studies relating to 
variances. See, for example, Kovacevic and Yung (1997). 
To that end, note that even the estimated coefficients of 
variation corresponding to the fuU first-phase estimators are 
in the same range, and in fact, somewhat higher than those 
of the second-phase estimators in all cases. 

Table 3B, which gives the coefficients of variation for 
the variances of the estimated employment rates, are entry 
by entry higher than their counterparts in Table 3A. In 
addition, all estimators exhibit the pattem that their 
corresponding coefficients of variation increase, quite 
substantially in fact, as the second-phase sample sizes 
diminish. This effect is more pronounced for the ratio 
estimators than it is for the estimators of the total. The very 
high coefficients of variation in the column fn =5 for both 
tables is not surprising, since the overaU second-phase 
sample size (25) is actually smaller than the number of 
PSU's drawn in the first phase of sampling (36). In fact, a 
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Table 3A 
Coefficient of Variation of Jackknife Variances 

for Total Number of Employed 

Estimator "" j^^g "'« = ̂ 0 ""j^^O "ig ' lO "'g'^ 

REE 

DEE 

(Variant 1) 

DEE 
(Variant 2) 

FFPE 

51.33 49.3 46.86 53.42 

56.71 

Table 3B 
Coefficient of Variation of Jackknife Variances 

for Employment Rate 

Estimator >'>„=M„ g s m^ = 50 m^ = 20 ^^ = 10 m^ = 5 

REE 

DEE 

(Variant 1) 

DEE 
(Variant 2) 

FFPE 

59.28 

59.24 

60.94 

65.66 

66.16 

73.2 

74.26 103.06 

72.89 99.1 

92.71 * 

78.42 

REE - Reweighted Expansion Estimator (/j) 
DEE - Double Expansion Estimator (/j) 
FFPE - Full First Phase Estimator (/,) 
Variant 1 uses the jackknife replicates in equation (16) 
Variant 2 uses the jackknife replicates in equation (17) 

more relevant realized sample count for the ratio estimator 
is the number of sampled individuals in the labour force 
{i.e., in the denominator). This value varies from sample to 
sample and is often considerably less than 25. 

for the (p-l)th-phase estimator. Similarly, the /(̂ .̂j2 '" l̂ he 
jackknife are computed using a,.. from the (p-l)th phase in 
place of the w.... 

It is also a simple matter (left to the reader) to replace the 
stratified cluster sample in the first phase of selection with 
a stratified multi-stage sample. The results in Section 3 
foUow as long as the first stage of the multi-stage sample is 
drawn with replacement. 

Finally, it is not difficult to extend the results of 
Section 3 to more complicated estimators. Let U^ be a 
vector of estimators each in the form of 2̂ from equation 
(2). The mean squared error of any estimator 0 = g{U.^, 
where g is a smooth function, can be estimated with a 
jackknife in a nearly unbiased manner whenever the 
members of U^ can be. This foUows the proofs in the 
literature. Rao and Wu (1985), for example, address the 
asymptotic framework where the n^ are all bounded, while 
Wolter (1985; Chapter 4.5) treats the case where the «^ 
grow arbitrarily large. 

6.2 Regression in the Second Phase 

The estimator 2̂ can be generalized into the regression 
estimator: 

2reg =E ^i^i 
ies 

E w.e.d.x:x^ 
ies \ ies 

w.e.d.x:y.], (21) 

where S denotes the original sample, x^ is a row vector, d. 
is a scalar, and there exists a row vector y such that 
d.yXj' = 1 for all /. In practice, d- is usually 1 for all i. A 
popular exception occurs when x^ = x^ and d. = l/x.. In 
equation (2), d. = l for all /, and x. is a G-vector with a 
value of 1 in the g-th position and O's elsewhere for ieS^. 

Let 

'•i^Yi • ^ i E ^idiX'iX^ 
ieS 

'(Ew,.^X;',} 

6. EXTENDING THE REWEIGHTED 
EXPANSION ESTIMATOR 

6.1 The Reweighted Expansion Estimator 

It is not that difficult to develop a linearization variance 
estimator for the reweighted expansion estimator in 
equation (2). Suppose, however, one had a sample design 
with more than two phases or was interested in estimating 
the ratio of two totals. Linearization, although stiU possible, 
becomes increasingly cumbersome. The jackknife, on the 
other hand, does not. 

It is a simple matter to generalize the results in Section 
3 to ;7-phase sampling by induction. The h still refer the 
first-phase strata, but the g now denote the p-th-phase 
strata; S is the set of elements in the (p-l)tii-phase sample 
from stiatum g while s is the/jth-phase subsample from g. 
The w. in equation (2) are replaced with the a. from (3) 

The replicate t^ ^^-^ has the same form as t^^^^ except 
that w,.. replaces w. everywhere. Similarly, r^^j. has the 
same form as r,. except that w... replaces w.. Note that tiie e. 
are unchanged from ?2reg ̂  ĵregtA,)-

Since the samphng design hasn't changed, most of 
equation (6) stays as is except that now (X/es w,'",)^ is 
nonnegative rather than stiictly zero. The interesfed reader 
can verify that equations (10) through (13) remain in their 
present form. It tums out that the jackknife has, if anything, 
an (approximate) upward bias in equation (14). That is to 
say, the jackknife is a conservative estimator of variance. 
Again, see the apppendix (equations (A6) through (A9)) for 
a formal statement of the asymptotic assumptions. 

The bias in the jackknife disappears when Y..^^ w.r,. = 0 
for all g. Formally, this will happen when there^exists G 
row vectors Yj,..., y^ such that cl.y^x/ = 1 when ieS^ 
and 0 otherwise (since Efe^^,''; = Z/6.s<=',7g-«̂ /'W/'',-= 
ygLes'^idiX/r. = jg {Z,,s^id^x.'{y. - AC,.[E,,,W.J.X,'A:J-I 
Lfe^/^/^/'>'/)} = 0). When aU d. = l, the existence of y^ 
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means that either one member of x^ is an indicator variable 
equal to 1 when i^S and 0 otherwise, or one member of a 
linear transform of x. is such an indicator variable. 

7. CONCLUDING REMARKS 

The main purpose of this paper was to show that a 
simple jackknife variance estimator can be nearly unbiased 
for an estimation strategy involving two-phase sampling as 
long as that strategy employs a reweighted expansion 
estimator and not a double expansion estimator. Since the 
theoretical results for the reweighted expansion estimator 
rely on asymptotic arguments, their practical appHcation 
will depend on the context. Nevertheless, a Monte Carlo 
simulation study performed here suggests that the jackknife 
can be an effective estimator for the variance of a 
reweighted expansion estimator even with surprisingly 
small second-phase stratum sample sizes, that is, sizes of 5 
and 10. 

APPENDIX 

The Design Consistency of the Reweighted Expansion 
Estimator 

To estabhsh the design consistency of ?2 in equation (2) 
it is sufficient to assume that the sample design and 
population values of the y. are such that 

E (^g/'«g)E ^iYi/n - 1 = Op{l/^m), 

and, given any first-phase sample, 

E ^k/T ^k] i^gl^g) - 1 = Op{l/^m) 
, keS, kes, I 

(Al) 

for aU g. These assumptions justify equation (5) in the text. 
We assume in our analysis that G is bounded and that 

each m has the same asymptotic order as m. This is only 
possible when the S are determined after the first-phase 
sample has been drawn. Otherwise, the Mg would be 
random variables, and a minimum size for each mg could 
not be guaranteed for all possible first-phase samples. In 
principle, we are assuming the existence of a mechanism 
for determining the S and the second-phase sampling 
fractions given any first-phase sample. By contrast, the 
exact values of G and the mg can but need not be fixed 
before the first-phase sample is drawn. 

A Comment on the Asymptotic Framework 
Recall that the text showed that the jackknife contains a 

component that estimates the second-phase variance {i.e., 
E2 [(̂ 2 ~ '1)^]) in ^n asymptotically unbiased manner given 
any first- phase sample (see equation (14)). As a result, that 
component also estimates the average {i.e., unconditional) 
second-phase variance across all possible first-phase 
samples {i.e., E^iE.^i'ih'h^^^^^ ^" ^" asymptotically 
unbiased manner. 

In our empirical work, we strayed from the sampling 
framework described above so that the results could be 
easily summarized. In particular, we defined the S 
beforehand, and let the M be random. When the first-
phase sample was such that M was less than the desired 
m (say 50) in some second-phase stratum, we planned to 
choose all the individuals in Sg for the second-phase 
sample. As a result, there would be no contribution to the 
mean squared error (or bias) of /j from second-phase 
stratum g when that particular first-phase sample was 
selected, and so no asymptotic assumptions about m 
would be necessary. As it happened, in no simulation was 
M actually less than 50. Nevertheless, a decision rale 
about the second-phase sampUng fractions was in place for 
every possible first-phase sample. 

Jackknife Replicates 
There are (at least) two distinct asymptotic frameworks 

for the first-phase sample. In the first, there is an arbitrarily 
large number of first-phase stiata each of which is bounded 
in size; that is, each 1/n^ = 0(1) while l/H = 0{l/m). In 
the second, all the first-phase strata are arbitrarily large; 
that is, l/«^ =0(l/w). Under either framework, we assume 
that the number of elements in each cluster is 0(1); that is 
to say, bounded. 

Since every m is of the same asymptotic order as m, it 
is not unreasonable to assume under either regime that, 
given any first-phase sample. 

E ^A/v/E w. 
ieS, ieS, 

I = 0^(l/m), (A2) 

and 

(A3) E VE>^,-l=0,(l//w), 

which can be used to establish equation (9). Similarly, we 
assume that given any first-phase sample 

E ^hjiYi/H ^iYi- 1 = Op{l/m), 
ieS, ies. 

(A4) 

which assures us that r. hji r. = OJil/m). 

Equations (12), (13), and (14) 
Since the number of elements in each cluster is 

bounded, say by B. The third term on the right hand side of 
equation (12) has at most GB^ terms, a bounded number. 

Each of these terms is of order 1/m (formally, the 
probability that any one term is of asymptotic order greater 
than l/mg is zero). Consequently, the second hne of 
equation (12) is asymptotically ignorable. 

Equation (14) holds when each l/«^ = 0(1), because if 
each «^ is less than C (say), then the third term on the right 
hand side of equation (13) will be the sum of at most 
G{BC)^ terms, a bounded number. Each of these terms is 
again of order 1/w . Consequently, the second line of 
equation (13) is asymptotically ignorable. 

Altematively, suppose each l/«^ wereO(l//«). We will 
assume that the sample design and population is such that, 
given any first-phase sample, 
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^h = E ^ii^i^i -1)'-,/E ^iYi = o.d/v/m) 
ieF, ieF, 

(A5) E >^,^,(E ^v,e,d,x.'x.)-'d.x/ - 1 = O/l/v/m), (A6) 
ieS ies 

for all h. To see why this is a reasonable assumption, 
observe that conditioned on the first-phase sample, the 
denominator of A^^ is a domain total - the sum of the w.y. 
among the elements in p;;. Consequently, it is 0{m) 
(without loss of generality we can assume that aU the w. are 
0(1)). The numerator of A^^ is the difference between an 
expansion estimator (the sum of the w.e.c.r. in F^) based 
on a stratified simple random sample and its target (the sum 
of the w.r. in F^). Equation (A.5) makes the modest 
assumption that the sampling design and population is such 
that this difference is O (v'w) for every possible first-phase 
sample. 

Under assumption (A5), Z,eF;w,z, = Zf;W,y.(l +^^) 
is approximately equal to E/eF'w.y .̂, which implies 
E2[iLeF:yv^zf]/n,^{Y^,jr-w.y)\. Equation (14) 
follows ftom this near equality and from equations (11) and 
(12) (since n^ is large, «;,/(«^ - 1) ~ !)• 

Counter-examples to the Jackknifes for the Double 
Expansion Estimator 

As a counter-example to the replicate form in equation 
(16), consider the situation where each cluster contains a 
single element, H = G = I, and all the y. values are equal 
to 1. A s a result, t^ = T, which means that t^ has no 
variance. Unfortunately r(iy)3 = T[nf{n^ - l)]{m - l)/m 
when jes and TnJ{n^ - 1) otherwise. Thus, 
(̂ (,̂ 3̂ - T)/T = Op(l/7«). Now Vj^/T'^ computed from the 
?(iy)3 would also be 0(l/w)since it is the sum of «, terms 
of order 0(l//n^). 

Although VJ.^/T'^ is 0{l/m), Vj^ is not close enough to 
zero for our purposes. To see why, observe that if the y. 
were all N{l,l), then the relative variance of t^ would be 
l/m, which is also 0{l/m). Thus, for Vj^ to be nearly zero, 
VJ^/T'^ would have to be smaller than 0(l/m). It is not, 
and the jackknife variance estimator is not nearly unbiased. 

As a counter-example to the replicate form in equation 
(17), consider the situation where each cluster is again a 
single element and all y. values are equal to 1, but now 
H = m,G = 1, the population size in each h is N^,«;, = 2 
for all h, and M^=2m. As a result, T = t^= mN^, so that 
3̂ has no variance. The replicate t(hj)3 can take on 

four possible values. If hjes and hj'es{j *j'), then 
hhm = \.{m/2){2m - l)/{m - l)^^. If hjes and hf €s, 
flien (̂;̂ .)3 = [{{m- l]/2){2m - l)/{m - 1)]NQ. H hj$s and 
hj'es, then t^^j-^^ = [{m/2){2m - l)/m]NQ. If hjis and 
hj'is, then tQ,j-)3 = [{{m - l}/2){2m - l)/m]NQ. In all 
cases, {t(j,j)3 - T)/T = O (l/m), and so the jackknife 
variance estimator fails to be nearly unbiased. 

The Two-phase Regression Estimator 
To support the arguments in the text about the regression 

estimator in equation (21), we assume the sampling design 
and population values are such that the following 
asymptotic relationships hold. First, 

which is a generalization of equation (Al). Likewise, 
equations (A2) and (A3) generalize to 

E % ^ , 9 , / E ^idigi - 1 = 0^(l/m), (A7) 
ies. ieS, 

and 

E ^^hM^i/i: ^i'idili - 1 = 0,(1/̂ ) (A8) 

for all q., where q. is an element of the matrix x.'x.. 
Finally, the assumption in equation (A4) generalizes to 

E y^h/iPilY. ^idiPi - 1 = 0,(l/m) (A9) 

for all p., where p. is an element of the matrix Jt/y,. 
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A Synthetic, Robust and Efficient Method of Making 
Small Area Population Estimates in France 

GEORGES DECAUDIN and JEAN-CLAUDE LABAT' 

ABSTRACT 

Since France has no population registers, population censuses are the basis for its socio-demographic information system. 
However, between two censuses, some data must be updated, in particular at a high level of geographic detail, especially 
since censuses are tending, for various reasons, to be less frequent. In 1993, the Institut National de la Statistique et des 
Etudes Economiques (INSEE) set up a team whose objective was to propose a system to substantially improve the existing 
mechanism for making small area population estimates. Its task was twofold: to prepare an efficient and robust synthesis 
of the information available from different administrative sources, and to assemble a sufficient number of "good" sources. 
The "multi-source" system that it designed, which is reported on here, is flexible and reliable, without being overiy complex. 

KEY WORDS: Population estimates; Administrative files; Robust estimation. 

1. INTRODUCTION 

In France, as in all countries that do not have population 
registers, censuses of the population are the comerstone of 
the socio-demographic information system. However, 
censuses are quite massive operations that cannot at present 
be carried out more often than once every seven or eight 
years. In the interval between censuses, it is therefore 
necessary to update some information, especially at a high 
level of geographic detail, particularly since for various 
reasons, censuses are tending to be less frequent. Thus, 
small area population estimates are a major challenge for 
the Institut National de la Statistique et des Etudes 
Economiques (INSEE). 

Despite the progress achieved in this field, the situation 
in 1993 still seemed fairly unsatisfactory. When figures 
from the 1990 population census were compared to the 
population estimates made on the basis of the previous 
census (1982) for the metropolitan departments, the 
differences noted were sometimes sizable. 

INSEE therefore created a methodology team whose 
mission was to propose a system that would substantially 
improve the existing mechanism. Initially, the next census 
was to take place in 1997. It therefore seemed reasonable to 
have the new system operate on an experimental basis until 
the census, so as to see how well it worked before using it 
in actual production. When the census was postponed to 
1999, it became more necessary to bring the project to a 
successful conclusion quickly, so as to be able to use the 
new system in 1996. 

To achieve its objective, the team devoted itself, with 
maximum pragmatism, to a twofold task: to develop an 
efficient and robust synthesis of the information available 
from different administrative sources, and to assemble a 
sufficient number of "good" sources. The "multi-source" 
system that it designed, which is described here, is not 
overly complex and seems effective. A more detailed 
description of it is provided in Decaudin and Labat (1996). 

2. MAIN CONCLUSIONS 

The team's main conclusions are as foUows: 
1) It is impossible to improve total population estimates 

using sample surveys, unless the survey is conducted 
on such a scale that it would be similar to a census. 

2) No single administrative source adequately reflects 
changes in the population. At the local level, all 
sources can exhibit drift, breaks, jolts, etc., which are 
not always easy to detect. Furthermore, even at the 
local level, it is often quite difficult if not impossible to 
get the agency responsible to provide explanatory 
details, much less corrections in the case of errors. In 
any event, it is unwise to rely on a single administrative 
source, however good it may be, since its permanency 
is never guaranteed. 

3) On the other hand, total population estimates can be 
improved substantially by simultaneously using several 
sources. A "multi-source" system, similar to the one 
presented here but more radimentary, was tested 
retrospectively over the intercensal period 1982-1990, 
for the 96 metropolitan departments. The mean error 
(mean deviation as an absolute value from the results of 
the March 1990 census) feU below 0.9%, whereas the 
mean error registered at the time, with the estimation 
system then in place, was 1.4%. 

3. SIMULTANEOUS USE OF SEVERAL 
SOURCES 

For using several sources jointly, different methods are 
possible. 

A method that is universal - and easy to implement - is 
multiple regression. In simplified form, this amounts to 
using, for any area z, the following relationship: 

/>(« + !, z)/P{n, z)=c-^^{ks Ns{n + 1, z)/Ns{n, z)). 

Georges Decaudin and Jean-Claude Labat, Institut National de la Statistique et des Etudes Economique, 18, Blvd. Adolphe-Pinard, 75765 Paris, CEDEX 14. 
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where P{n, z) is the population of area z on January 1 of 
year n, the values N^{n,z) are the numbers from each 
source S on tiie same date and k^ are coefficients, which are 
estimated by multiple regression over a past period. Here c 
is a constant term that is used only in the regression, with 
calibration on the national population serving to correct any 
drift. 

This method is used in various countries, including 
Canada and the United States (for example, see Statistics 
Canada 1987 and Long 1993). Nevertheless, it was not 
adopted because it has numerous drawbacks: 

- it must be possible to estimate the coefficients, which 
requires data from each source extending back over a 
fairly long period; 

- the coefficients can change over time, without it being 
possible to control this change; 

- as noted above, the administrative sources are, for 
various reasons (changes in regulations, abrapt shifts in 
management, errors, etc.), subject to what might be 
called "anomalies". For each source S, the scope of 
these anomalies is reflected in part in the coefficient k^, 
to an extent that depends on how great their medium-
term effect has been over the calibration period [la 
periode d'etalonnage]; but anomalies nevertheless occur 
in estimates with the same weight as the "good" data 
from the same source. The estimates are then highly 
distorted. 

Another method is known as the "composite" method. 
Each source is used to estimate the population in one or 
more age classes: age class X, which is well-covered by the 
source, but also sometimes another class that definitely 
exhibits a pattem very similar to that of class X (for 
example, tiie "30-45" age group, if Xrepresents the "under 
18" age group). It is then necessary to have appropriate 
indicators for the other components of the population and 
correctly manage the consolidation of these estimates "in 
parts". 

This type of method, used in the United States (Long 
1993), seemed to us to be problematic, especially because 
of the difficulty of adequately dealing with "anomaUes". 

The proposed "multi-source" system is based on a robust 
synthesis of estimates from different sources. It combines 
demographic reasoning with purely statistical techniques. 
It draws on the experiments conducted by the INSEE's 
regional directorate in Brittany in the early 1970s (Laurent 
and Gueguen 1971; Gueguen 1972). Should one of the 
sources fail, such a system is not prevented from 
functioning, even though its performance may be somewhat 
diminished. 

4. DEMOGRAPHIC BASE 

The demographic reasoning which is at the base of the 
system is elementary: assuming that we know the total 
population P{n) for an area on January 1 of year n, the 
population P{n + 1) of the area on January 1 of year « + 1 

is deduced by summing the two components of the change 
during year n: natural increase (births minus deaths), and 
net migration (immigrants minus emigrants). 

P(« + 1) = P{ri) + N{n) - D{n) + I{n) - E{n). 

In France, natural increase data are provided annually at 
the commune level by vital statistics. If the latter are not yet 
available in final form, which is often the case in the third 
quarter of year « + 1, it is easy to estimate them with a low 
margin of uncertainty. 

The only unknown, then, is net migration for year n: 
SM{n) = I{n) - E{n) or what amounts to the same thing, the 
net migration rate T{ri) = SM{n)/P{n). In other words, 
estimating the population comes down to estimating net 
migration since the last date on which the population is 
known (or is assumed to be known), and vice versa. 

In France, net migration figures are of some importance, 
although less so than in other countries such as Canada or 
the United States. In addition, they generally exhibit a 
certain inertia, at least at relatively aggregated geographic 
levels. One way to assess the influence of changes to them 
from one intercensal period to the next is to measure the 
errors that would have been committed during each period 
if the population had been estimated by using the average 
annual net migration rates for the preceding period. Over 
the period 1982-1990, for the departments (excluding 
Corsica), the mean end-of-period error (in 1990, at the end 
of eight years) would have been only 1.3%. It was not 
certain, when the team started its work, that much greater 
accuracy could be achieved. However, both in 1975 and in 
1982, the mean error tiiat would have been committed with 
the trend method would have been much greater: 2.8% and 
2.7% respectively (over seven years). It would therefore 
seem that tiie period 1982-1990 was exceptional and tiiat in 
the future the difference will again be more pronounced. 

5. ESTIMATES FROM THE 
DIFFERENT SOURCES 

From each source, using an appropriate method, we draw 
an estimate of annual net migration rate for the population 
as a whole. The methods that may be used depend on the 
data available. 

For each of the sources tested and found to be "good", at 
least at the departmental level, a method is proposed. The 
five sources retained are the following: housing tax; 
electrical utility customers; children receiving family 
allowances; educational statistics; electoral file. 

The data on the composition of households for tax 
purposes, which appear in the income tax files, are the sixth 
source that should provide very good results. However, to 
date, these data have been analysed for only a few 
departments, and the methodology for using them is not yet 
completely defined. 
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We also propose to integrate a trend estimate of the net 
migration rate into the system. 

Two categories of methods are used. The first concems 
the sources relating to households; the second concems 
those relating to individuals. 

5.1 Sources Relating to Households 

Some sources provide information on changes in the 
number of households. This is the case with the files on 
housing taxes (HT) and electrical utility customers (EUC). 
The housing tax is one of the four main local direct taxes. 
As its name indicates, it applies to occupied dwellings, with 
main residences and secondary residences being treated 
separately. The housing tax file takes account of the 
situation on January 1 of the taxation year. Starting in the 
1980s, the HT source was the basis for the departmental 
population estimates developed by INSEE (Descours 1992). 
In the early 1990s, it was replaced by the EUC source, in 
light of the distortions caused by a change to the HT 
management system which gradually worked its way 
through all departments. 

The method adopted for using these sources follows 
classical principles. It leads directly to an estimate of the 
total population, and it involves three main stages: 
1) estimating the number of households; 
2) estimating average household size and from there, 

estimating the population of households; 
3) adding the "non-household" population. 

In the first stage, it is assumed that the number of 
households changes in accordance with the data supplied by 
the source (number of main residences for HT purposes or 
number of electiical utiUty customers). The second stage is 
more delicate. It is based on both the use of statistics on 
dependants from the HT files and on a trend estimate of 
average household size. 

In the proposed "multi-source" system, we move on to 
the net migration rate, for comparison with other sources, 
using vital statistics data {cf. Section 4). 

5.2 Sources Relating to Individuals 

The other sources used concern individuals. Only a 
certain age group Z of the population is generally covered 
adequately. The method then involves two main stages: 
1) estimating, from the source, the net migration rate for 

the population aged Jf; 
2) from there, estimating the net migration rate for the 

population as a whole. 
The second stage is based on the following statistical 

relationship, observed in the past, between the change, from 
one period to another, of the overall net migration rate (T) 
and the change in the net migration rate for the population 
agedX{TX): 

r^-r, =5 (̂rx2-rx,), 

where 5^ is a coefficient close to 1, depending on the age 
group X. This relationship is similar to the one used by 

de Guibert-Lantoine (1987) to estimate the population on 
the basis of educational statistics. 

For the corresponding age groups in the different sources 
used, the values, estimated by linear regression, of the 
coefficient h^{+/-2 standard deviations) are shown in 
tables 1 and 2. 

Table 1 
Estimates of 5„ on Departments, Excluding Corsica, 

Internal Net Migration 

Period 1 

1962-1968 

1968-1975 

1975-1982 

Period 2 

1968-1975 

1975-1982 

1982-1990 

Age at end of period 

0-19 

0.76 (+1- 0.04) 

0.77 (-t-/-0.03) 

0.70(-l-/-0.11) 

10-14 

0.69 (+/-0.06) 

0.88 (-H/-0.06) 

0.49(+/-0.10) 

35 and over 

1.24(+/-0.09) 

1.56(+/-0.08) 

1.26(+/-0.17) 

Table 2 
Estimates of 5̂ .̂ Over the Two Periods 1975-1982 and 

1982-1990, Excluding Corsica, Total Net Migration 

Age at end of period 

0-18 9-15 35 and over 

Departments 0.65(+/-0.11) 0.57 (-(-/-0.10) 1.22(-l-/-0.16) 

Department -
employment zone 0.65 (+/-0.04) 0.59 (-H/-0.04) 1.17 (-H/-0.06) 

The approach followed in the first stage depends on the 
source: 

Electoral File 

Annual migration figures for voters in the selected age 
group (30 and over) are supphed directly by the electoral 
file managed by INSEE. We go from the rate of net 
migration of voters to the residential net migration rate by 
dividing the former by a coefficient reflecting the 
magnitude of the change in the electoral file. 

Educational Statistics 

The net migration figure for those in the 5-9 age group 
is obtained by subtracting their number in year n from that 
of the same cohorts the next year (that is, from those in the 
6-10 age group in year «-i-1) and deducting deaths. 

Children Receiving Family Allowances 

The number of persons in the 0-17 age group is 
estimated on the assumption that it evolves similarly to the 
number of children receiving family allowances. From this 
a figure for the net migration of young persons is obtained 
by comparing this estimate to a hypothetical change in the 
youth population without migration, that is, a change due 
solely to natural increase. 
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6. SYNTHESIS 

6.1 Principles 

The different basic estimates of the annual net migration 
rate are treated statistically in order to obtain a "synthetic 
rate", to be used as the final estimate. The treatment serves 
to eliminate outUers, underweight suspect values and, more 
generally, assign to each source a weight that reflects its 
performance. 

More specifically, since each source can "drift", the 
different basic estimates are generally biased; they are first 
cortected for the national bias of the corresponding source 
for the year considered, a bias that is estimated in advance. 
In proceeding in this way, we implicitly assume that the 
difference between the local bias and the national bias is 
minor in relation to the irreducible unexplained portion of 
the difference (flou irreductible). Once we have estimates 
for a number of years, it should be possible to test this 
hypothesis and if necessary, replace it with one that 
corresponds more closely to reality, so as to improve the 
correction of biases at the local level. 

It should be noted that such a seemingly simple operation 
as correcting the national bias nevertheless requires several 
precautions. The solution that consists in carrying out a 
gross calibration on the national net migration rate, 
considered by definition as a good reference, is not very 
satisfactory, owing to anomalies that may distort the 
calibration. It is therefore preferable to estimate the biases 
by means of a process in which we also eliminate 
anomalies. The process is similar to the one used for 
synthesis, which is described below. However, the deter
mination of biases, assumed to be national in scope and 
therefore calculated for 96 departments, is less sensitive to 
anomalies than the determination of synthetic rates, 
calculated over a small number of sources. Only major 
anomalies are likely to significantly throw off the cali
bration of the rates and must therefore be corrected. 

The "synthetic" net migration rate is a weighted mean of 
the basic estimates thus calibrated. Each source S is 
assigned an initial weight W^ that is supposed to reflect its 
medium-term accuracy. But in addition, for a given year 
and area, this weight is modulated to take account of the 
plausibility of the corresponding rate. Thus, if a rate is 
"abnormally distant" from the rates obtained from other 
sources - in practice, from a central value for all rates for 
the area - its weight is cancelled or reduced. For this, we 
look at the distance between the rate obtained from each 
source and the central value identified, and we compare it 
to a "norm" of distance NO^ specific to the source, deter
mined empirically on the basis of the data available: if the 
distance is less than "a times the norm", the weight is not 
automatically changed; if it is greater than "b times the 
norm", it is set at 0; between the two, the weight is 
multiplied by a coefficient, included between 0 and 1, 
calculated by interpolation. 

Note that the trend estimate is formally treated lUce those 
from exogenous sources; its weight is cancelled when it is 

considered as implausible because it is too far from the 
other estimates. 

The synthesis is achieved automatically, which ensures 
homogeneity and an expUcit logic to the treatments carried 
out. This does not, however, eliminate the need to control 
the results obtained. 

6.2 Theoretical Presentation 

On the theoretical level, we sought to use reasonings and 
robust estimation techniques, such as described in Hoaglin, 
Mosteller and Tukey (1983). The method adopted falls 
within the framework of M-estimators of central tendency 
and more specificaUy in the category of ^-estimators, 
which use the reweighted least squares algorithm. 

Since the net migration rates for year n and area z 
obtained from different sources S (and corrected for their 
national biases) are denoted TC^{n, z), the synthetic rate 
T{n, z) solves the implicit equation: 

^ TC(n,z)-T{n,z) 
E W, . NO, . ^ ( '' ' ' ) = 0 , 
s NO, 

where the function *P is of the type that redescends to a 
finite rejection point: 

T(r) =r for \r\<. a, 

b-\r\ 
T(r) = r-

b-a 

»P(r) = 0 

for a< |/-|^ b. 

otherwise. 

Using an iterative process, we can gradually refine the 
automatic processing of suspect data. 

6.3 First Analysis of the Distances From Each Rate 
to the Central Value for the Rates 

1) For each area z we calculate a first central value of the 
"calibrated" rates TC,{n,z). The central value used 
must not be overly sensitive to the possible existence of 
quite distant values for some sources, but at the same 
time it must be influenced by a source to the extent that 
the source is on average more accurate. Under these 
conditions, rather than choosing the median - which 
would meet the first condition - we use a statistic of 
rank that is a little more elaborate but nevertheless 
simple, owing to the small number of values; this 
statistic is the mean, weighted by respectively 1/2, 1/4, 
1/4, of the three quartiles: 
- the median of the rates TC,{n,z) weighted by the 

initial weights W,, 
- the lower quartile (Q1) of the weighted rates, 
- the upper quartile (Q3) of the weighted rates. 

2) The rates Tl{n, z) thus obtained are calibrated on the net 
migration rate for the higher level, by simple translation: 

rCl(«,z) = ri(«,z) + 

TREF{n) - "£ {Tl{n,z)P{n,z))/Y nn,z) 
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where P{n, z) is the population of area z on January 1 of 
year n and TREF{n) is the net migration rate for the 
higher level (the national rate for the departmental 
synthesis). 

3) For each area, we calculate the differences between each 
rate and this calibrated central value: 

ECls{n,z) = I TCs{n,z) - TCl{n,z) \. 

4) For each source and each area, the size of this difference 
is assessed in relation to the "norm" of distance NO^ 
specific to the source. This "norm" is determined 
empirically on the basis of the available data: 
theoretically it is the average of the distances observed 
in the past, excluding anomalies. The result is a first 
modulation of the weight originally assigned to this 
source: 
- if ECl,{n, z) ^ alNOg, where al is a parameter to 

be chosen (in the vicinity of 2), we do not change 
W,, the initial weight for S. In other words, if 
WMlg{n,z) is the modulation coefficient of W, 
(coefficient included between 0 and 1), we take 
WMls{n,z) = l; 

- if EClg{n,z)>blNO,, where bl is another 
parameter (in the vicinity of 3), we set W, at 0, 
meaning that we ehminate source S: WMl,{n, z) = 0; 

- if alNOg<EClg{n,z)^blNOg, we interpolate 
WMl,{n, z) as a function of the value of EClg{n, z): 

latter are assessed in relation to a better central 
tendency. With these weights, we estimate a new 
synthetic rate T3{n, z), which is calibrated on the higher 
level to obtain rC3(«, z). 

4) The operations described in point 3 are repeated with the 
same parameters a2 and b2. The tests conducted at the 
departmental level over tiie period 1982-1990 show that 
the convergence is generally rapid; the rates are quite 
often stabilized by the fourth iteration. 

7. IMPLEMENTATION AT THE 
DEPARTMENTAL LEVEL 

The estimation system outlined above, which is 
operationalized for 1990 and subsequent years, was 
implemented by the project team for the year 1990 at the 
departmental level, with the foUowing five sources: housing 
tax (HT), electrical utility customers (EUC), family 
allowances (FA), educational statistics (ES), electoral file 
(EF), plus the trend estimate (TREND). 

Figure 1 shows the results obtained for several 
departments. Table 3 shows the values of the weights and 
norms used to make the system operate. This table also 
shows certain statistics obtained from the synthesis of the 
net migration rates; in particular they concern the 
differences between the rates obtained from each source 
and the synthetic rates. 

WMlJn,z) = {blNOs-EClJn,z))/{{bl - al)NOs). 

5) At the end of this first phase, we therefore have new 
weights specific to each source and each area, which 
would allow us to locally eliminate or underweight 
suspect rates: Wlg{n,z) = WgWMlg{n,z). 

6.4 Iterations 

1) Using the weights thus modified ^l^(«,z), we estimate 
a new central value for each area, this rime taking the 
weighted average of the rates: 

T2{n,z)=Y^ {TCs{n, z)Wl,{n, z))/Y, Wls{n,z). 
s s 

2) We calibrate each rate T2{n, z) on tiie net migration rate 
for the higher level, by translation. We obtain 
rC2(«,z). 

3) We calculate, in each area, the differences between each 
rate and the calibrated average rate: EC2,{n,z) = 
I TC,{n, z) - TC2{n, z) \. Using these differences, we 
calculate new modulation coefficients for the initial 
weights, using the parameters a2 and b2, which may be 
different from al and bl (theoretically they would be 
lower). We thus obtain new weights W2,{n, z) which 
more effectively take account of anomalies, since the 

Table 3 
Implementation for Year 1990 at Department Level 

Parameters and Statistics 

HT EUC FA ES EF TEND 

Weight 
Nomi 

Number of rates 
Average distance 
Number of "aberrant" rates 
Average of distances 

without "aberrant" rates 

115 too 80 70 80 too 

0.15 0.17 0.19 0.20 0.19 0.12 

96 96 89 96 94 96 

0.55 0.14 0.30 0.19 0.14 0.13 

37 2 17 3 1 6 

0.15 0.13 0.16 0.16 0.13 0.11 

Note: - Coefficients (a; 6) applied to norms: (2,5; 3,5) in the first iteration, 
then (2; 3). 

- The values of the distances and norms correspond to rates expressed 
as a %. 

- Distances are calculated in relation to the synthetic rates after three 
iterations. 

- "Atjenant" rates are those for which the weight is cancelled after three 
iterations. 

The resuhs suggest that the system is even more effective 
than indicated by the summary retrospective test carried out 
on the 1982-1990 intercensal period with the same sources. 
Aside from the HT source, which is stiU distorted, the 
estimates from the different sources are more convergent 
than they were on average in the retrospective test (see 
Table 4). 

There is nothing surprising about this, given the 
radimentary state of the system tested on the 1982-1990 
intercensal period. The data used were rough or even 
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Housing tax 

Electrical utility customers 

Family allowances 

Educational statistics 

Electoral file 

Trend 

Synthetic rate (TC4) 

Department 

Figure 1: Summary of Net Migration Rates for 1990 for Twelve Departments, Identified by Number (49, 62, etc.). 
Note: TC4 is the synthetic rate obtained after three iterations. Where the weight for a source has been eliminated or reduced, the 
value of the modulation coefficient (WM3) is shown. 

fragmentary, owing to the difficulty of assembling, in 1993, 
management data for years past (1982,...); in addition, the 
relationships used to draw an estimate of the net migration 
rate from each source were simplistic; and lastly, the 
method of synthesis was less elaborate. 

It should be noted that the integration of other sources -
income tax data in particular - can only further reinforce the 
effectiveness of the system. 

Table 4 
Mean of Distance in Retrospective Test 

1982 

1983 

1984 

1985 

1986 

1987 

1988 

1989 

Overall mean 

TH 

0.26 

0.28 

0.23 

0.24 

0.23 

0.40 

0.84 

0.97 

0.43 

EDF 

0.34 

0.33 

0.28 

0.31 

0.33 

0.28 

0.29 

0.21 

0.30 

AF 

0.50 

0.48 

0.40 

0.48 

0.40 

0.41 

0.30 

0.30 

0.41 

EN 

0.47 

0.47 

0.45 

0.44 

0.33 

0.27 

0.37 

0.33 

0.39 

FE 

0.34 

0.32 

0.34 

0.32 

0.24 

0.35 

0.32 

Notes: -The number of rates per year is generally 96, except for FA (89) 
and EF (94). 
-The "electoral file" source did not provide rates for 1986 or 1987. 
-The "housing tax" source began to be distorted in 1987. 
-The values of the differences correspond to rates expressed as a %. 

8. SUPPLEMENTS 

8.1 Sub-Departmental Levels 

The use of some sources may become risky at a geogra
phic level below the departmental level. There are various 
reasons for this: because the hypotheses on which the 
method is based become fragile, because the numbers are 
small, etc. This is especially the case with educational 
statistics. 

However, it should be possible to operate the system for 
employment areas, or more specifically for cross-tabu
lations of department and employment area (there are 
approximately 420 such areas), which serve to ensure 
consistency with the departmental level. This should not 
involve too many risks, for the following reasons: 
- a certain deterioration of performance in relation to the 

departmental estimates is acceptable, especially since 
the departmental estimates should be of good quality; 

- the data from the income tax files should be quite useful; 
- trend estimation and calibration on estimates at higher 

geographic levels (in this case the departmental 
estimates) both act as safeguards. 
Of course, there is nothing prohibiting the use of the 

system to produce estimates for other sub-departmental 
geographic units. 

At the departmental level, it does not seem useful to 
adapt the parameters (initial weights and norms) to 
population size; on the other hand, for sub-departmental 
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levels, such an adaptation appears essential. Otherwise we 
run the risk of being much too stiict for small areas. It 
would seem that a norm function of the following type 
might be appropriate: 

NOs = o.P^, 

where NO, is the norm for source S, P is the population of 
the area and a and p are two parameters that hypothetically 
depend on source S. The parameter p is obviously negative. 
If p equals -0.25, the norm doubles when the population is 
divided by 16. It also appears that the type of geographic 
area has an effect: the unexplained portion (le flou) would 
on average be greater for a commune of 50,000 inhabitants 
than for an employment area of the same size. The 
parameters a and P must be defined for each sub-
departmental source, and where applicable, for each type of 
area. 

8.2 Timetable 

The greater the number of sources, the better the system 
functions. However, for a given year, data from the 
different sources become available at different times. Since 
the system is able to function with a variable number of 
sources, one can develop, at least at the departmental level, 
several sets of estimates for January 1 of year n: for 
example, interim estimates in the third quarter of year n, 
based on the first sources available, then semi-definitive 
estimates in the third quarter of year n + I, based on more 
sources, and then final estimates in the third quarter of year 
« + 2. Different factors must be taken into account: the 
complexity of an operation, and the magnitude of the 
changes due to the addition of a source. It will be possible 
to assess the latter factor by simulations on the first years of 
implementation of the system. 

8.3 Integration of an Additional Source 

The system is flexible and modular. Therefore, integra
ting a new source into it does not pose any particular 
problem. It is merely a matter of determining the method to 
be used in order to obtain a good estimate of the net 
migration rate for each area. The range of methods 
envisaged by the team is large enough that in most cases, it 
should be possible to find a type of method that is 
appropriate to the source. 

To determine the parameters (initial weight and norm) to 
be assigned to the new source in the synthesis, we suggest 
putting the system through a dry ran, with parameters set 
arbitrarily but reasonably; it is obviously wise to start with 
a fairly high norm and a fairiy low weight. By analysing the 
differences obtained between the net migration rates 
obtained from the new source and the synthetic rates, a 
better norm can be determined. The weight can then be 
adapted accordingly, using (for lack of anything better) an 
assumed relationship of quasi-proportionality between the 
weight and the inverse of the square of the norm. 
Obviously, this process can be iterated, with the parameters 

of the other sources also being changed as required. 
However, the tests conducted at the departmental level on 
the period 1982-1990 appear to show that the overall 
performance of the system is not highly sensitive to changes 
- even sizable ones - in the initial weights; it is therefore 
not necessary to determine these weights with great 
precision - nor, indeed, is it possible to do so - before the 
next census. 

9. CONCLUSION 

The "multi-source" population estimation system presen
ted here is robust and flexible, without being overly 
complex. It can function with a variable number of sources. 
To integrate a new source into it, no long historical 
observation period is required. Aberrant data are detected 
automatically and cortected, so that they do not distort the 
estimates. The experiments carried out, while still not 
numerous, indicate that this system is effective. After a 
debugging and break-in period, it should be possible to use 
the system in production without too many risks pending 
the results of the next population census, planned for 1999. 
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An Adaptive Procedure for the Robust Estimation of the 
Rate of Change of Investment 

PHILIPPE RAVALET' 

ABSTRACT 

The presence of outliers in survey data is a recurring problem in applied statistics, and the INSEE survey on industrial 
investment is not immune from this. The forecasting of the rate of growth of capital investment expenditures in industry 
therefore comes down to robust estimation of a total in a finite population. The first part of this article analyses the estimator 
currentiy used in the Investment Survey. We show that it follows a strategy of reweighting the linear estimator. But the strict 
dichotomy imposed between outiiers - all assumed to be nonrepresentative - and other points is not fully satisfactory from 
either a theoretical or a practical standpoint. These flaws can be overcome by adopting a model-based approach and 
estimating by GM-estimators, applied to the case of a finite population. We then construct a robust adaptive procedure that 
determines the appropriate estimator on the basis of the residuals observed in the sample in cases where the residuals may 
be assumed to be symmetrical. Lastiy, this method is applied to the data from the Investment Survey for the period 1990-
1995. 

KEY WORDS: Economic surveys; Outiiers; Robust estimation; GM estimator; Adaptive procedure. 

1. INTRODUCTION 

Since 1952, the Institut National de la Statistique et des 
Etudes Economiques (INSEE) has been conducting an 
investment survey that provides estimates of the future 
trend of capital investment expenditures in industry, well 
before the National Accounts are released or tiie findings of 
exhaustive surveys are published. The estimation of the rate 
of investment growth is based on the declarations of some 
2,500 company heads concerning their intentions to 
purchase capital goods. 

The almost systematic presence of outliers in these data 
is a major problem. Outliers can seriously distort the 
estimate of the average growth rate and lead to unac
ceptable results. According to Chambers (1986), two types 
of outliers may be distinguished. Nonrepresentative points 
designate either measurement errors, which survey staff 
strive to correct during data collection, or unique 
individuals in the population. By conti-ast, representative 
outliers designate individuals which, while somewhat 
unusual, cannot be considered exceptional. There are 
undoubtedly similar individuals in the population not 
questioned, and the information that they contain must be 
integrated into the estimate. 

The problem posed here is that of robust estimation of a 
total in a finite population with auxiliary information, a 
problem to which theory provides no definitive answer. 
Nevertheless, various techniques, reviewed in Lee (1995), 
can be applied. The estimation method currently used in the 
Investment Survey follows the logic of reweighting the 
linear estimator, following Hidiroglou and Srinath (1981). 
However, the identification and ti-eatment of outhers are not 
entirely satisfactory. In particular, all outliers are assumed 
to be nonrepresentative, and the dichotomy between 

"normal" points and outiiers makes the estimation quite 
sensitive to the choice of outliers. 

The introduction of a linear superpopulation model, 
which describes the change in investment at the level of 
individuals, enables us to better assess the unusual nature of 
an observation and determine how representative it is. Its 
estimation by means of GM-estimators is then an attractive 
altemative to the least squares method, whose absence of 
bias is quite costly in terms of variance. The adjustment of 
the weight function depends at the outset on characteristics 
of the population according to criteria now well described 
in the hterature. Since these characteristics can change not 
only from one stratum to another but also over time, the 
significance of an adaptive procedure is obvious. On the 
basis of a first robust estimate, we determine the appearance 
of the distribution of residuals, and then we choose the 
estimator to be used according to a predefined rale. 
Following Hogg, Bril, Han and Yul (1988), we constiuct an 
adaptive procedure based on indicators of tail weight and 
concentration estimated from the sample, since the residuals 
are not expected to be asymmetrical. This procedure is 
applied to the data from the Investment Survey for the 
period 1990-1995. 

2. ESTIMATOR FOR THE INVESTMENT 
SURVEY 

2.1 Estimation Principle 

In a finite population U= {I, ...,N], which here 
represents a stratum of the survey, a sample s = {l,...,n} 
of size n, is drawn, and J = {« + 1,..., A'̂} designates the 
population not questioned. Each company is questioned on 
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its investment expenditures for two consecutive years t - I 
and /, denoted respectively x and y. 

Knowing the total amount X of investments for year 
/ - 1 in the population, we can deduce from the estimate Y 
of total investments for year t the average rate of change of 
equipment expenditures between t- I and t: 

0 Y-X 
X 

To simplify the notations, we define the parameter 
0 = 1 + e = y/X, estimated by 0 = Y/X. 

The estimator curtently used in the INSEE survey draws 
on the ratio method, with the level of investment in / - 1 as 
auxiliary information: 

X 
•TYr 

This estimator may be written as a weighted linear 
estimator: 

w.z.. (1) 

In this expression, w.=Xx./Ys^j ^^ ^^^ weight of 
individual / and z. =yfx. is the annual change in its 
investment. Such an estimator wiU be sensitive to the 
presence of outliers on both z and w. An atypical point will 
exhibit a change z that is very different from that of the 
others, while an influential point will have a weight w that 
is large enough to attract, by leverage, the average rate of 
change of the stratum towards its own rate of change. Since 
the decisive criterion for characterizing an observation as an 
outlier is that the product wz is large enough to distort the 
estimate Y^^^^, the distinction between atypical points and 
influential points is, of course, arbitrary. The generic term 
large investors (or LI for short) wiU designate these outUers 
as a group, while the term extrapolatables will refer to the 
other individuals in the sample. 

Having carried out an a posteriori partition of the sample 
5 = {LI} u [extrapolatables], we estimate the total invest
ments of the rest of the population s on the basis of the 
behaviour of only the extrapolatable individuals according 
to the ratio method: 

Y„ = 
(2) 

(extra) 

In (2), the weight of the extrapolatables 
1 + EF /̂̂ Ziextra)'*-; ^̂  1"'^^ Strictly greater than the weight 
of the large investors, which is equal to 1. 

2.2 Selection of Large Investors 

The large investors are selected within each stratum on 
the basis of their influence on the estimation of 0 according 
to an iterative procedure. At the outset, all individuals are 

assumed to be extrapolatable, and for each of them we 
calculate a not-taken-into-account index, measuring the 
impact on 0^ of its exclusion from the sample, 
NTIA = ( 7 ^ - Y^^)/X where Y^ is the estimated total 
without individual /. 

The firm with the largest NTLA index in absolute value 
is said to be a large investor. Y^ is then re-esdmated with 
this new partition of U, and then the next large investor is 
identified. The selection stops when all extrapolatable 
individuals' have an influence on the estimate that is below 
a given threshold. The greater the number and mass of 
observations, the easier it is to verify this condition. 
Conversely, it wiU prove impossible to verify the condition 
if the number of individuals is too small; in that case, the 
survey manager merely makes sure that no individual has a 
much greater influence than the others, thus introducing an 
element of subjectivity into the procedure. 

By this iterative mechanism, the usual phases of 
detection and treatment of outliers are carried out 
simultaneously. The main problem is that the status of an 
individual is not an intrinsic characteristic but instead 
depends on the composition of the sample. This can change 
from one survey to another. In addition, in certain 
hypothetical cases (Ravalet 1996), this procedure can lead 
to the unnecessary exclusion of some individuals, since at 
no point is the status of large investor called into question. 

2.3 Strategy for Reweighting the Linear Estimator 

The estimator LI in fact follows from the strategy for 
reweighting the linear estimator (1) presented by Hidiroglou 
and Srinath (1981) using the example of estimation of a 
total without auxiUary information. Having already carried 
out a partition 5 = 5, u j ^ of the sample distinguishing the 
outhers s^ (numbering «j) from the other observations j j . 
the authors propose to reduce, inY = {N/n)Y,y., the weight 
N/n of the outliers to a lower value X by positing 

A^^TYI 
N-Xn, 

n- n. 
TYi 

and 

N-n ^x-EYi-*- EYI 
n-n. o 

n,(k-l) —J^Yi- E>', 
'1 1̂ n-n I h 

The optimal value of 1 that minimizes the mean square 
deviation of this estimator, whether or not conditional on 
the number of outliers in the sample, depends on several 
parameters of the population. Without prior information, 
the choice of A. is a delicate one. 

Applied to the case of the estimator of the ratio with 
auxiliary variable x, this is written as: 
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4uox = Ey/ + E^; 
TYi 

E-, 

with 

fE^, i:yi] 
(k-i) 

E ^i E ^i 
E-,- (3) 

The first two terms of the second member of (3) form an 
estimate of the total Y, under the imphcit hypothesis that aU 
outliers are in the sample, and the third is a cortecdon 
taking account of the possible presence of outliers in the 
population not questioned. This correction is a function of 
the X selected and the difference in average behaviour 
between the two types of individuals estimated in the 
sample. 

When (2) and (3) are considered together, it may be seen 
that the estimator LI is formally equivalent to the case 
^ = 1. The use of 7 ^ thus implicitly assumes that the 
outUers have been correcdy identified and are all non-
representative. In Ravalet (1996), it was shown that these 
two hypotheses were unfortunately seldom verified in the 
context of the Investment Survey. 

Since the idendficadon procedure is manual and the 
criterion used is relatively ad hoc in the absence of any 
hypothesis on the population, it is not impossible that some 
oudiers will escape selection. The use of the ratio on the 
extrapolatables then poses the problem of the robustness of 
the estimation in relation to the choice of large investors. In 
addition, it is unlikely that all these points are unique. The 
atypical points, which are especially numerous among small 
and medium-sized firms, should instead be considered as 
representative. However, choosing X>1 would inevitably 
raise the question of the robustness of the third term of (3). 

To try to compensate for these defects, changes to the 
estimator 7^ are possible. For example, the mean of the 
extrapolatables may be replaced by a more robust estimator, 
and only the nonrepresentative points are designated as 
large investors. This technique fits into the more general 
framework of M-esrimators, in which the existence of a 
model faciUtates both the detection and tteatment of outUers 
(Lee 1995). It is then no longer a matter of constmcting a 
strict dichotomy between outUers and other points but 
rather of defining areas of varying representativeness. 

£ (£ . )= 0 

E{e.ej)=0 

V{e.)=aHx.) 

V / ^ y . 

Slope P of the regression Une passing through the origin 
in the superpopulation model is interpreted as the rate of 
change 0 in the population. The variance of y is assumed to 
be an increasing function of x and r\ is generally a power 
function: TI]{X.) =XJ . 

According to the model, the best unbiased linear 
estimator (Brewer 1963 and Royall 1970) of the total is 
y^ic =l,y, + KCITX^ where p„, = (Lx,y,/ii(;c,))/ 
(][̂ ^x, /ri(j:.))"' is the least squares estimator. 

In tiie particular case r\{x) = x, this expression reduces 
to P„(, = YsYilY^s^i' estimator of the ratio. This unbiased 
estimator is effective only under the hypothesis of normality 
of the residuals, and it does not prove to be very robust. 

The M-estimators (Huber 1981) serve to define a robust 
version of the least squares by replacing the square 
function, in the minimization program, with a function p 
that increases less rapidly: 

MinJ^ p {Yi- KA 

, ^\f^ , 

The M-estimator p^ is tiie solution of the following implicit 
equation: 

EvK Yi - Pfi^ 
\ 

, o\/n(^, 

X. 
= 0 

V^C^,) 

where 

v|/(0 Ml 
dt 

The function \|/, like Huber's function \\i{t) = 
Max(- c, Min(^ c)), depends on one or more adjustment 
constants c controlUng the portion of observations that must 
be considered as outliers. This estimator wiU still be 
sensitive to the effect of outUers on the explanatory variable 
X. Therefore a more general class of estimators, called GM-
estimators (Hampel, Ronchetti, Rousseeuw and Stahel 
1986), is defined by means of the following implicit 
equation: 

3. ROBUST ESTIMATION BY 
GM-ESTIMATORS 

3.1 The Linear Model and GM-Estimators 

Assume the existence of a linear model t, that links 
togetiier, for the overall population U, investments x and y 
on dates t - I and /. 

^•-Yi-^x.^e. 

w 
X, 

,o\ /n(^, 
V 

with 

— V 
a 

X, \\ 

,o/n(^> \lMXi) 

Yi - h^'i 

^^{Xi) 

file:///lMXi
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A choice usually made is MaUows'formulation: v(/) = 1 
and w{t) = l/t. Hence a robust estimator p^ will verify the 
implicit equation 

E^f 
Yi-^R^'i 

, o/n(^, 
= 0. (4) 

In general, the parameter a is unknown and must be 
replaced in this expression by a robust estimate 6 of the 
dispersion of the residuals 

i:^ 
( - ^ 

Yi-h^'i 
, e/nU ĵ̂  

EN/ 
r 

= 0. 

The estimator of the total will then be: 

^m = E :v, + P^E ^r (5) 

This estimator is studied by Gwet and Rivest (1992). In 
general, it is not unbiased in relation to the sample design. 
Chambers (1986) proposes to correct that bias by intro
ducing into (5) a third term that estimates it robustly: 

toward zero is an essential characteristic of redescending 
functions. Those that are nil at a finite distance (Hampel, 
Tukey or Andrew) exclude outliers from the estimation of 
P, whereas the others assign them low representativeness. 

The choice and adjustment of the \|i function are difficult. 
They greatly depend on the nature of the data and more 
specifically on the distribution of the residuals (Hoaglin, 
Mosteller and Tukey 1983, Ch. 11). An idea, however 
approximate, of the appearance of the distribution of the 
residuals should make it possible to better target both the 
choice and the adjustment of the estimator, and hence to 
make the estimation more efficient. This intuitive remark is 
at the origin of adaptive procedures, presented in particular 
by Hogg (1974) and (1982). The idea is to evaluate the 
nature of the distribution of the residuals, calculated on the 
basis of an initial robust estimate (of the norm L^ type, for 
example), using carefully selected robust indicators (tail 
weight, asymmetry, concentration, etc.). The existence of 
these indicators makes it possible, using a predefined 
decision rale, to select the appropriate estimator for this 
situation, and the implicit equation (4) is solved by taking 
the first robust estimate of P as an initial value. 

The idea of an adaptive procedure appears all the more 
attractive since it systematizes the study that must precede 
the choice and adjustment of an estimator. That study can 
prove extremely costly if it must be performed manually for 
each stratum of the sample and repeated for each survey. 

Ĵ Chambers = E A', + P « E ^, + 
CONSTRUCTION OF AN ADAPTIVE 

PROCEDURE 

y^ A:,/O^T1(X.) 

'« Y^xJ/o\{Xj) 
V|/£ 

Yi - P«^, 

Jes 
, o/n^j^ 

E-,-

Choosing a bounded function \|;̂  seems a good 
compromise between estimator bias and variance For 
example, Welsh and Ronchetti (1994) opt for a Huber's 
function with a large adjustment constant c = 15. But the 
adjustment of v|/̂ , without prior information on the density 
of the outliers, is always difficult. 

3.2 Choice of Estimator 

The desirable properties of \|/ functions are now well 
known with reference to the problem of estimating a central 
tendency. They must be bounded, continuous, and 
equivalent to an identity in the vicinity of zero. Strictly 
monotone functions (Huber) are distinguished from 
redescending functions such as Tukey's biquadratic 
function, Andrew's sine and the Hampel or Cauchy func
tion. Because their influence function tends toward zero, 
these estimators will be less sensitive to the presence of 
outiiers than the Huber function. The speed of convergence 

This section describes the constraction of an adaptive 
procedure for calculating the average rate of change of 
investment on the basis of economic survey data. 
Consequently, certain choices were made in light of the 
specific nature and characteristics of those data and are not 
necessarily transposable to other regression models. In 
particular, after checking the data, we adopted the 
hypothesis of a symmetrical distribution of residuals and we 
excluded the case of light-tail distributions. 

The constinction of an adaptive procedure, which draws 
on the works of Moberg, Ramberg and Randies (1980), is 
carried out in several stages. The first step is to choose the 
\|/ function (or family of functions) to be used. The second 
is to select the various criteria for characterizing the 
distribution of residuals. Using these criteria, a 
classification rale is constracted. Finally, each class is 
matched with the adjustment of the estimator to be used. 

4.1 Choice of \|/Function 

Since Huber-type monotone functions do not provide 
sufficient protection against outliers, only redescending 
functions were considered. Among them, we selected the 
generalized Cauchy function (used in particular by Moberg 
et al. 1980 to approximate generalized lambda functions) 
and the Tukey biquadratic function: 
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VcW cr 
{b -^rY-^c 

-, Vr 

and 

\|/^(r) = -
c 

, V | r | ^ c . 

These two estimators are quite different in their 
treatment of outliers (see Figure 1). The biquadratic 
function equals zero for longer than the Cauchy function, 
but on the other hand it has a finite rejection point: the 
residuals beyond c * a do not enter into the estimate, 
whereas the Cauchy function assigns them a certain repre
sentativeness. The parameter b serves, in principle, to 
control the asymmetry of vj/ according to that of the 
residuals. 

Tukey {c=8) 

Cauchy {c=6. b=0) 

\ / 

Figure 1. Cauchy and Tukey Functions 

4.2 Parameter of Scale, Calculation Algorithm and 
Selection Criteria 

In general an estimator 6 of dispersion is defined by an 
implicit equation Yxi^,^^) ~0' where xis an even function. 
It is therefore a matter of solving the system of non-linear 
equations in (p, 6) following: 

(6) 

= 0. 
d/n(x^^ 

Rivest (1989) offers several examples showing that 
resolving system (6) can pose problems, owing to the fact 
that there may be a number of solutions, even in the case of 
a monotone v|/ function. Following his recommendations, 
we will proceed in two stages. First, the parameter of 
dispersion o is estimated using the median of the absolute 
values (MAD) of the residuals defined on the basis of the 
median of the individual rates of change. Then P is 
calculated by (4) using the value of a found previously. 

For solving (4), we preferred the reweighting algorithm 
to the Newton-Raphson algorithm, since it seems to 
converge more easily, especially when the adjustment 
constant is small. 

Since the effectiveness of an adaptive procedure depends 
on the effectiveness of the decision-making process, the 
greatest attention must be paid to the nature, quality and 
robustness of the information that guides the choice of the 
estimator. Tail weight is an indispensable indicator, since it 
provides information on the relative significance of outliers 
in the sample and thus in the population (see Hoaglin et al. 
1983, ch. 10). For the tail weight indicator, we adopted the 
proposal of Hogg (1974): 

r{p) 
_U{p) - L{p) 
(7(0.5) - Z(0.5) 

U{p) (resp. L{p)) is the mean of the np largest (resp. 
smallest) order statistics, using a linear interpolation when np 
is not whole. We chose p = 0.05; for the normal distribution 
T(.05) is equal to 2.59. 

In addition, like Hogg et al. (1988), we considered it 
important to test for the possible presence of a distribution 
of the double exponential type, measuring tiie concentration 
of residuals by the following/?^ indicator.-

pk • 
X{1 - P, 1 - g) - X(a, p) 

X( .5 , l -P)-X(p, .5) 

where X{a, b) is the means of the order statistics between 
the «<3-th and the nb-th, with the sizes interpolated if na or 
nb are not integers. We selected a = 0.05 and P = 0.15, or 
pk = 2.7 for a normal distinbution. 

Finally, different studies (Moberg et al. 1980, Hogg 
et al. 1988) have emphasized the importance of the dissym
metry of distributions. When there are asymmetrical 
residuals, the bias of robust estimators can be sizable, 
making it tricky to use them (Chambers et Kokic 1993). In 
the INSEE Investment Survey, the residuals are theo
retically asymmetrical since they are confined to a limited 
range (r =y - px ^ - Px). However, we noted empirically 
that this asymmetry was very slight and could safely be 
ignored. The failure of the correction of a possible bias by 
the function \\i^ in Chambers' estimator moreover confirms 
this observation. Only the symmetrical case is considered 
here; the bias of the estimators defined by (5) is therefore 
nU. 
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4.3 Classification of Distributions and Adjustment 
of the Estimator 

The definition of the decision rale was based on the 
study of eight specific symmetrical distributions iUustrating 
various tail weight and concentration situations (see 
Table 1). We were interested in the family of contaminated 
distributions CN{a,K), with the distribution function 
F{x) = (1 - a)(^{x) + a<^{x/K) where 3) is the cumulative 
funcrion of the distribution N{0,1), since these distri
butions give a good representation of real data (Hoaglin 
et al. 1983, ch. 10), especially the data in the Investment 
Survey (Ravalet 1996). While Gaussian in the middle, they 
nevertheless contain more outliers than the normal 
distribution N{0, I). 

Table 1 
Eight Specific Distributions 

T(.05) pk 

1 Normal distribution 

2 Contaminated dist CN{.05,3) 

3 Double exponential dist. 

4 Contaminated dist CN{.05,10) 

5 Contaminated dist CN{.10,10) 

6 Contaminated dist CN(.20,10) 

7 Slash distribution 

8 Cauchy distribution 

2.59 

2.94 

3.28 

4.47 

5.42 

5.64 

7.65 

7.82 

2.76 

2.83 

3.41 

2.85 

3.05 

4.44 

4.19 

4.78 

The two indicators T(0.5) and pk were simulated over 
these eight distributions, for several sample sizes. The 
graph of {x{0.5),pk) serves to distinguish four groups of 
distributions: light-tailed, relatively unconcentrated distri
butions of the normal type or CA (̂.05,3); heavy-tailed 
distributions of the type CN{.05,10), CN{.10,10), and 
C7V(.20,10), and very heavy-tailed distiibutions of the Slash 
or Cauchy type; and concentrated distributions such as the 
double exponential distribution. These four classes are 
defined (see Figure 2) by the foUowing equation 
boundaries: 

Class L 1(0 .5 )^3 .6 -— and pk^ 3.20 
n 

Class n: 3.6 - — < T(0.5) ^ 5.8 - — 
n n 

Classm: 5.8-—<T(0.5) 
n 

Class IV: t(0.5) ^ 3.6 - — and pk> 3.20 
n 

4.5 • 

a 
o 

n 
u 

1 ' • 
<j 
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U 
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Class IV 

X 
Double exp. 
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' 
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Class 111 

Tail Weight 

Figure 2. Four Classes of Distributions 

The final stage consists in setting the adjustment of the 
two estimators in each class. Since we are interested only in 
the symmetrical case, the b parameter of the Cauchy 
function is nU. By simulations, we determined for the eight 
reference distributions the optimal constants c of the Tukey 
and Cauchy functions {i.e., minimizing the variance of these 
estimators or, what amounts to the same thing here, their 
mean square deviation). These do indeed diminish with tail 
weight, except of course for the case of the double 
exponential distribution, which requires an adjustment 
similar to those used for the Slash and Cauchy distributions. 

Tukey's estimator is more efficient on the normal or 
contaminated distributions, but it generally requires finer 
adjustment. Figure 3 shows the example of the contam
inated distribution CN(.10,10). Lastly, while the choice of 
the constant appears to be relatively critical for the heavy-
tailed or concentrated distributions, a wide band of value is 
possible for distributions close to the normal distribution. 
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Figures. Variance of Tukey and Cauchy Estimators for the 
Distribution CN(.10,10) («=100) 



Survey Methodology, December 1997 105 

The synthesis of these results serves to define the 
adjustments to be used on each distribution class. These 
adjustments, estabUshed for samples of size 100 (Table 2), 
remain entirely acceptable for samples sizes between 50 
and 150. 

Table 2 
Adjustment of Estimators by Class of Distribution 

ofResiduals(n=100) 

Class Tukey 
I 7 
II 4.5 
m 3 
IV 3 

Cauchy 

7 
4 
1 
1 

5. APPLICATION TO THE INVESTMENT 
SURVEY 

5.1 The Problem of Stratification 

The strata used for the LI estimator are defined by the 
cross-tabulation of an activity (18 manufacturing sectors) 
and a company size class (smaU, medium or large). Among 
these 54 strata, approximately 20 never contain more than 
20 observations. This stratification is therefore too fine for 
the adaptive procedure to be used correctly, as it assumes a 
minimum number of observations. 

Since small firms are fairly distinct from medium-sized 
and large firms in terms of dispersion and residuals tail 
weight, differentiation by size is maintained. Sectors must 
thus be grouped. We decided not to adopt the method used 
by Sohre (1995), which consists of grouping after data 
collection those sectors having the closest parameters (here 
the average change in investment). Proximity is impossible 
to assess in small strata, and the groups obtained are likely 
to change from one survey to another, making comparisons 
difficult. We preferred to redefine 15 new strata based on a 
higher classification level distinguishing only four sectors: 
intermediate goods, professional capital goods, automobile, 
and consumer goods. 

5.2 Characteristics of Strata 

The hypothesis of a variance of residuals independent of 
X in the model ^ cannot be accepted. The choice of y in the 
function r\ is made in such a way that the curve of the 
residuals (in absolute value) as a function of the regressor, 
smoothed by the LOESS method, shows no trend 
(Cleveland 1979). For the sti-atum representing intermediate 
goods and medium-sized companies in the April 1995 
survey (see Figure 4), y = 1.3 is an acceptable compromise 
between the appearance of a downward trend for small 
values of X and the canceUation of the upward trend for the 
larger values of x. A similar examination on the other strata 
confirmed this choice for the manufacturing industry as a 
whole. 

In each stiatum, the distribution of the residuals system
atically exhibits a heavier tail than the normal distribution, 
without being extremely heavy-tailed. Within a given 
sector, the tail weight indicator decreases with company 
size. The great majority of the sti-ata representing small and 
medium-sized firms were assigned to Class 2. Large firms 
more often exhibit somewhat heavy-tailed distributions, 
close either to the normal disti-iburion (Class 1), or the 
double exponential distribution (Class 4). Class 2 is by far 
the largest and represents 75% of cases. Only 20% of the 
distributions are recognized as somewhat heavy-tailed and 
are assigned in equal proportions to classes 1 and 4. On the 
other hand, very heavy-tailed distributions (Class 3) are 
unusual (less than 5% of the cases). While there appears to 
be a certain persistence to the classification, it is not perfect. 
And the changes are quite real, since they resist a slight 
modification of the boundaries between classes. Thus this 
perfectly justifies the use of an adaptive procedure. 

Figure 4. Absolute Value of Residuals (y = 1.3, Intermediate Goods, 
Size 2, April 95) 

5.3 Resulting Estimates 

The estimation procedure based on (5), applied to the six 
surveys covering the period 1990-1995, yielded the results 
shown in Figure 5. Also shown are National Accounts 
estimates, those obtained with the LI estimator, and those 
fromtheAnnualBusinessSurvey(ABS),whichisexhaustive. 

For the manufacturing sector as a whole, the results of 
the adaptive procedure are comparable to those obtained 
with the LI estimator. The biquadratic function results in 
estimates that are consistently lower than those obtained 
with the Cauchy function. With a finite rejection point, the 
Tukey function is less influenced by the slight asymmetry 
toward the right in the distribution of the residuals. These 
new estimates are closer to those of the ABS than to the 
National Accounts estimates. This is hardly surprising, 
considering the excellent correlation between individual 
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ABS data and the responses obtained in the survey. As yet 
there is no explanation for the differences in 1991 and 1994 
in relation to the National Accounts estimates. Apart from 
the year 1994, the estimates obtained with the Cauchy 
funcrion are entirely acceptable in the intermediate goods 
and automobile sectors and to a lesser extent in the 
professional capital goods sector. On the other hand, in 
consumer goods, the resuUs are fairly far from the National 
Accounts estimates. Here we are likely ranning up against 
a problem of sample quality. This sector is quite hetero
geneous, and a few activities such as printing are poorly 
covered by the survey. 

I • • Accounts - o - Cauchy H3- Tukoy | | LI 

990 1991 1992 1993 1994 1995 

Figure 5. Investment Growth Rate in Value in the Manufacturing 
Industry 

6. CONCLUSIONS 

This article presents a theoretical justification of a 
procedure currentiy used to process data from the 
Investment Survey; in particular it offers a justification of 
the principle of excluding outliers or large investors. 
However, the strategy of reweighting the linear estimator 
following Hidiroglou and Srinath (1981) shows itself to be 
insufficient for this purpose in several respects, mainly 
having to do with the identification and treatment of 
representative outiiers. The dichotomy between extra
polatable individuals and large investors appears too radical 
and leads to a lack of robusmess, since the influence curve 
of this estimator is not continuous. 

On the other hand, the hypothesis of a linear super-
population model and its estimation by GM-esrimators 
seemed to us to be of great interest from both a method
ological and practical standpoint. The insertion of these 
techniques into an adaptive procedure also makes it 
possible to have a robust estimator for a variety of situa
tions. Following principles described in the literature, the 
procedure proposed here uses indicators of tail weight and 
concentration of the residuals in the linear model calculated 
from the sample, to decide on the adjustment of the weight 
function to be used, it being assumed that the residuals are 

synmietrical. The estimates made with the Cauchy function 
yielded satisfactory results on the manufacturing industry, 
and they largely validate previously published results. The 
advantages of this method over the one currently used 
basically have to do with lower implementation costs and 
greater control over the methodology employed. 

The adaptive procedure was constracted independently of 
the survey, and therefore there is no guarantee that the 
classification is optimal for the strata content. Furthermore, 
we did not study the robustaess of tiie rale for assigning values 
to a class. This issue is important when one carries out several 
successive measurements and one wants to interpret the 
revisions. Clearly, further research on these classification 
methods is required, in order to integrate additional 
information such as the information yielded by earlier 
estimates orcomprehensive surveys of the population studied. 
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Sampling and Maintenance of a Stratified Panel 
of Fixed Size 

F. COTTON and C. HESSE' 

ABSTRACT 

Statistical agencies often constitute their business panels by Poisson sampling, or by stratified sampling of fixed size and 
uniform probabilities in each stratam. This sampling corresponds to algorithms which use permanent numbers following 
a uniform distribution. Since the characteristics of the units change over time, it is necessary to periodically conduct 
resamplings while endeavouring to conserve the maximum number of units. The solution by Poisson sampling is the 
simplest and provides the maximum theoretical coverage, but witii the disadvantage of a random sample size. On the other 
hand, in the case of stratified sampling of fixed size, the changes in strata cause difficulties precisely because of these fixed 
size constraints. An initial difficulty is that the finer the stratification, the more the coverage is decreased. Indeed, this is 
likely to occur if births constitute separate strata. We show how this effect can be corrected by rendering the numbers 
equidistant before resampling. The disadvantage, a fairiy minor one, is that in each stratum the sampling is no longer a 
simple random sampling, which makes the estimation of the variance less rigorous. Another difficulty is reconciling the 
resampling with an eventual rotation of the units in the sample. We present a type of algorithm which extends after 
resampling the rotation before resampling. It is based on transformations of the random numbers used for the sampling, 
so as to remm to resampling without rotation. These transformations are particularly simple when they involve equidistant 
numbers, but can also be carried out with the numbers following a unifonn distribution. 

KEY WORDS: Panel; Stratified sampling of fixed size; Stratified simple random sampling; Maximum coverage; 
Sample rotation; Equidistant numbers. 

1. INTRODUCTION 

We consider the successive selection of samples 
intended to follow the change over time of sums of 
variables, more generally functions of sums, in a 
population. For example, this may be a population of 
businesses or establishments for which we wish to follow 
monthly sales trends. The ideal would be to be able to 
conserve a constant sample, but demographic movements 
make tiiis impossible and it may not be desirable in light of 
the survey response burden. 

The metiiods for selecting units presented in this article 
are subject to the following three constraints: 

Firstly, it is necessary to regularly inti-oduce birtiis and to 
take deaths into account. 

Secondly, sampling involves characteristics of units 
which change over time, such as the size or primary activity 
of businesses. These characteristics can be used to modulate 
the probabilities of inclusion. Notably, it is often pradent 
to increase these probabihties with the size of the units if 
we estimate sums of variables correlated with this size. In 
addition, these characteristics may eventually be used as 
stratification criteria. In this article, a sti-atum will mean a 
subset of the population within which the sampling is of 
fixed size, to the nearest rounded digit. However, the 
criteria used in the stratification of the first sampling, such 
as the primary activity of the unit, become "inexact" or 
become less and less cortelated with the variables of 
interest such as size. This results in a progressive increase 

in the variance of the estimates. To remedy this, it is 
appropriate to carry out a resampling of the sample from 
time to time after updating the stiatification and calculating 
new probabihties of inclusion. This must be done while 
endeavouring to conserve the maximum number of units. 
However, fatally, units will be excluded and others will be 
inttoduced, mainly because of changes in the probabilities 
of inclusion, although this would also happen because of 
the changes of strata, even if the probabilities of inclusion 
remained constant. 

Thirdly, we would like to distribute our survey response 
burden over a larger number of units. We determined a 
maximum duration Umit for inclusion in the panel. Beyond 
this limit, the unit is replaced by another unit chosen from 
those which have never been included, or which have been 
absent tiie longest. We call this change of the sample over 
time rotation. It is generally slow and regular. The various 
methods for performing this rotation are well known in 
statistical agencies. They consist mainly in atti-ibuting, at 
the beginning, a permanent random number to each unit of 
the population. The successive samples are defined by 
intervals over these numbers or by the ranks induced by 
these numbers. 

We call the chronological sequence of samples resulting 
from these updating operations a "panel" and the set of 
updating operations "maintenance" of the panel. 

The maintenance scheme presented in this article is 
analogous to that of Hidiroglou, Choudhry and Lavall6e 
(1991). It corresponds to a frequency of updating of the 

' F. Cotton, Institut National de la Statistique et des fitudes Economiques, D6partement de I'Infomiatique and C. Hesse, Institut National de la Statistique et 
des Etudes iconomiques, D^partement "Systfeme Statistique d'Entreprises", 18 boulevard Adolphe-Pinard, 75675, Paris Cedex 14. 
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stratification and probabilities which is significantiy less 
than the survey frequency. This is generally the case for 
surveys with an infra-annual periodicity. The speed of 
demographic movements is not considered large enough to 
make it worthwhile to reselect the sample every time. The 
rotation is carried out without changing the probabihties of 
inclusion and the strata between two resampUngs and it is 
regularly spread over time to conserve a certain continuity 
of the quality of the estimators of change over rime. This 
also corresponds to a duration of inclusion of which the 
expected value is constant. In certain algorithms, we could 
determine a constant duration between two resamplings; 
otherwise we could set an upper limit. The speed of 
rotation represents a compromise between the efficiency of 
the estimators of change over time, which is greater the 
lower the rate of renewal, and the concem not to keep a unit 
in the panel for too long. Note that the quest for maximum 
coverage in the resampling remains meaningful with the 
rotation: we first remove the fraction to be renewed as if 
there were no resampling, then we seek the maximum 
coverage with the residual portion. 

We wiU examine several metiiods of panel maintenance, 
with emphasis on maximizing sample coverage during 
resamplings. We will distinguish more particularly a 
process which assigns equidistant numbers to the units 
before each change of stratum. 

The article is divided as follows: 

After reviewing definitions and describing a few 
notations in section 2, we briefly indicate in section 3 how 
Poisson sampling makes it possible to carry out the 
previous maintenance scheme simply and perfectly. This 
sampUng has the disadvantage of being of random size, but 
it serves as a reference for the stratified sampling of fixed 
size which we then consider. 

In most instances, in these sampUngs, we determined 
probabilities of inclusion at the outset and used a rounded 
number to determine an entire sample size in each stratum. 
This problem, examined in section 4, is not negUgible when 
the sti-ata are smaU, which can occur for strata of births. In 
addition, rounding is used in the method which we propose 
to maximize the coverage after resampUng. 

Section 5 deals with the maximum coverage of samples 
of fixed size. First, we review two known methods: that of 
Kish and Scott; (1971) and another based on the attribution 
to each unit of permanent independent numbers following 
the uniform distribution. The Kish and Scott method (1971) 
seems poorly suited to an intermediate rotation between 
resamplings. The other method, which reproduces simple 
random sampling in each stratum, does not have this 
disadvantage, but the coverage is less than with the Kish 
and Scott method (1971). Finally, we propose that the 
numbers be equidistant before resampling. We then obtain 
the same coverage as with the Kish and Scott method 
(1971), at least in the case of proportional distribution, 
while facilitating intermediate rotations. However, the 
coverage remains less than the maximum theoretical coverage 
which we obtain, for example, with Poisson sampling. 

In sections 6 and 7, we present the intermediate phases 
of updating births and deaths and of rotation. 

To conclude the topic of maintenance, we show in 
section 8 how resampling can take place between two 
phases of rotation. We present a type of algorithm which 
extends after resampling the rotation before resampling. It 
is based on transformations of the random numbers used in 
the sampUng, so as to return to resampUng without rotation. 
These transformations are particularly simple when they 
involve equidistant numbers, but can also be carried out 
with the uniform beginning numbers if we wish to continue 
with simple random sampling. 

2. REMINDERS, DEFINITIONS AND 
NOTATIONS 

Let there be a population, or finite set of units 
ieU= {1,...,A^ where#is the size of the population. 

We consider only samples without replacement. A 
sample is then simply a subset s of U. We call sample size 
the number n of units which it contains. 

A sampling or selection plan is a discrete probability 
p{s) over the set of samples. 

We can generalize to joint sampling of several samples. 
By hmiting ourselves to two samples 5j,S2' the joint 
sampling is the probability p{s^, s^) over the set of pairs 
( j , , 52). 

The first-order probability of inclusion of an individual / is 
defined by: 

s^i 

E{.) being the expected value with respect to the samphng, 
this yields: 

E{n) = '£n.. 
ieU 

In the case of two samples with first-order probabilities 
of inclusion n. j , jt.j, we can define the joint probabiUty of 
inclusion: 

"u.2= E Pi^i'h)-

This yields the constraint: 

7i.,2^min(7t,.j,7c.2). (2.1) 

If /65j, the probability of reselection in j j is 
Ji/,i,2/7t/,i ^min( l ,7c , .2 /7 t , j ) . 

In Poisson sampling, the selection of the units is 
independent and the sample size is random. Except in 
section 3, we wiU instead consider sampling where the size 
is fixed to the nearest rounded digit. 

Simple random samphng (SRS) is sampling of fixed size 
where the samples are equiprobable. This yields Tt̂  = n/N. 

The population is partitioned into strata U^,h = l,...,H 
of sizes Â .̂ In this article, we will call a set of H 
independent samples of fixed size n^ in each stratum 
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"stratified sampling of fixed size" and we will limit 
ourselves to samplings with a uniform first-order proba
bility of inclusion in each stratum. We will then use the 
notation ŷ  = ii.. We wiU caU a stratified sampling of fixed 
size with simple random sampling in each stratum 
"stratified simple random sampling" (SSRS). 

We wiU call the number of consecutive surveys where a 
unit is included in the panel "duration of inclusion of a 
unit." We will notate it D., or D^ in the particular case 
where it is the same for all units of a stratum h. When 
n. ̂  0.5, this duration cannot be less than 7C./(1 - Tt̂ ). For 
example, if n^ = 0.7, the duration of inclusion is at least 3. 
In practice, we will not rotate units whose n. exceeds a 
certain threshold. 

In addition, the previous variables are indexed by survey 
wave t. The population f/, of size Â , and the sample 5, of 
size n, vary because of births and deaths, and the sample 
also varies as a result of the stipulated rotation. Moreover, 
we will consider samples at particular times t ==t^ of the 
first sampling and / = /j of the first resampling. For the 
sake of simplicity, they will be notated s^,S2 instead of 
s,,s,. The algorithms described for the pair {s^, 2̂) will be 
valid for the following resampling pairs. 

3. SOLUTION BY POISSON SAMPLING 

It is enlightening to examine how we can observe the 
panel maintenance scheme by Poisson sampling. This is 
the model which we will endeavour to approximate in order 
to choose a selection method. 

We attribute to each unit i, at its birth, a number which 
is a random number co,. selected according to the uniform 
distribution in [0,1). It is imphcit in the formulae where 
these numbers appear that the results of the operations are 
modulo 1. 

During the first sampling, at date / = t^, we select the 
units such tiiat a. belongs to the interval [0, n.^) where TI. j 
are the probabilities of inclusion given. In the absence of 
rotation, we keep this interval at the following dates until 
resampling. Births as well as deaths are distributed at 
random in this interval. The resampling, at date / = 2̂ is 
carried out by selecting the units of the interval [0,71,2) 
where Tt̂  2 ^^ "^^ probabilities of inclusion. The joint 
probability of inclusion is equal to the length of the 
common interval, i.e., min(7t. 1,11.2) which is the maximum 
theoretically possible according to the formula (2.1). The 
expected vaJue of the coverage is therefore itself maximal. 

Let us now consider a rotation between the sampUng and 
the resampling. We maintain the probabiUty %.^ and we can 
determine a duration of inclusion D.^, which is variable 
depending on the units, but fixed until the resampUng. This 
constraint is realized by defining the sample at date 
r(/, < / < /j) by the interval 

^i^[('- 'iKi'E>i,v('- fiKifE>i,i + Tt.,). 

The rate of rotation is a random variable. Its expected 
value results from D.,. It is equal, for any subset Kof the 
population, to Ziev^-'^i.i^^i.iyLev'^i.i-

At the first resampling at date / = t2, we could define the 
sample by 

«/£ [('2 - iiKi'^i.v ('2 - fiKi'^i.i * h2)-

However, we encounter a difficulty for units such that 

^i,2<'^i,l 1 - 1 
D i,l 

and if to. belongs to the interval 

(h'hKi'^i.i *\r ('2- fiKi'^i,i +"u D, ',1 

These units, which were previously in the sample, are 
excluded but will be reincluded in a future rotation. If we 
wish to avoid this, we must make the limit of the new 
interval coincide with that of the old interval, and the 
sample at date / = 2̂ '^ finally defined by: 

®/^ [«/,!'«/,i*%)' 

where: 

a,j=(r2-/,)7t.,/Z),.,j+maxO,7t., 1 
D i.l 

i.2 

The joint probability of inclusion is equal to the length of 
the common interval, i.e., 

nun nj 1 
1 

D, i,l 
'\: 

This is also the maximum compatible with the rotation. 
If we continue the rotation with durations of inclusion 

D. 2 the interval at date t>t^ is: 

[a., + {t - t2)n.2/D.2, a.I + {t - 12)11.2/0.2 +11.2). 

Poisson sampling controls exactly the duration of 
inclusion and maximizes, as an expected value, the 
coverage during resampling but with the disadvantage of a 
random sample size, regardless of tiie subpopulation. In the 
following pages, we will endeavour to devise algorithms 
similar to those just described for Poisson sampling in order 
to apply them to stratified sampling of fixed size. We will 
try to conti-ol the duration of inclusion in the rotation, as for 
Poisson sampling, and to approximate the same rate of 
coverage during resampling. We will begin with the 
problem of coverage during resampling in section 5, but 
first, it is useful to clarify certain concepts concerning the 
rounding of sample sizes by stratum. 
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4. ROUNDING OF SAMPLE SIZES 
BY STRATUM 

This problem is related to the estimation formulae. These 
formulae use the first-order probabilities of inclusion, either 
in the unbiased Horvitz-Thompson estimator or in adjusted 
estimators. Let yj, be the probability of inclusion by 
stratum, and let v̂  = N^^f^^. We must have a whole number 
n^ per stratum. An initial method for accomplishing this 
consists in restricting the choice of the ŷ  in such a way 
that v̂  is an integer. In each stratum where we would have 
had v̂  < 1, we must take v̂  = 1 so that ^̂  > 0. However, 
if the stratification is very fine vis-a-vis the sample size, this 
occurs in numerous strata. This makes it necessary either 
to increase the sample size or to decrease the sampling rate 
in the other strata, to the detriment of efficiency. 

We wiU use a second method, which consists in linking 
the probabiUty f^ more loosely to n^. We apply a rounding 
process such that .£(«;,) = v ,̂ where v̂  is no longer 
necessarily an integer. 

Let us assume that /(.) is the integer part function. We 
must have 

Pr[«,=/(v,)+ )] = «:>,, 

Pr[«,=/(v,)] = l - ^ , , 

where % = v^- I{v^). 
It is then no longer necessary that «^ > 0 in order for 

fh>0. Note that the first method can be considered a 
particular case of the second. This rounding can be done 
independently by stratum, in a linked way by systematic 
rounding or by the Cox method (1987). We describe only 
systematic rounding. 

Let us first order all of the strata, and index them by their 
rank. Let CQ = 0 and ĉ  = ^^^i tpy, we select a number 6 in 
the interval [0,1), according to the uniform distribution and 
we take n^ = I{v^) + 1 in tiie strata such that Cf^^^^m- 1 + 
0<Cf^ for m entirely. 

This implies that 

| («._+.. .+«.^)-(v._f. . .+v.p|<l, 

for any y^yj such as 1 ̂ j^ <.J2 <• H. 
In particular, the global size differs by less than one unit 

from its expected value. This is obviously not the case with 
independent roundings. 

5. ALGORITHMS FOR THE MAXIMUM 
COVERAGE OF SAMPLES OF FIXED SIZE 

The maintenance algorithms which we propose are based 
on the attribution of equidistant numbers. This is not 
necessary during the first sampling, nor in the rotation, but 
is used to maximize the coverage during updates of the 

stratification. That is why we examine this maintenance 
phase first. 

Let us begin by describing all the notations and making 
a few useful observations. 

We select a first sample j , stratified according to 
criterion A,. After a certain time has elapsed, we select a 
new sample 2̂ with an updated stratification /j2. The 
first-order probabilities of inclusion are respectively f^ ,f^ 
and the sample sizes required by stratum are respectively 
nf^,nf^. It is sufficient to consider what happens in any 
stratum /t2 = S- L t̂ Sgi be the part of the first sample s^ in 
this new stratum, of which the size n j is generally 
random. Let s 2 be the part of the second sample ^j in this 
new stratum, of which the size is fixed to the nearest 
rounded digit. The size «„ 12 of the coverage cannot 
exceed the limit n*i2 = niin(«gj,ng2). We can hope to 
devise 5g,2 a resampUhg process with a uniform first-order 
probability of inclusion in s , which makes it possible to 
attain this limit, at least when the first-order probabilities of 
inclusion in are also equal to a single value ŷ  =/,. Note 
that, even if this limit is attained, the fixed size constraints 
decrease the coverage. The finer the stratification, the 
greater this effect. In fact, the smaller the population of 
stratum g, the greater the likelihood that the coefficient of 
variation of «g,i will be large, as well as the proportion of 
units not reselected in the case «g,i > ng2. 

There is an obvious way of attaining the limit %i,2. Let 
us assume first of all that the first-order probabilities of 
inclusion in s , are uniform. If n .<n 2, we add 
« 2 ~ "g 1 units to s J selected at random in the comple
ment 015 ,. If « J >'« 2, we remove n 2~ n . units from 
Sgj selected at random. By constrtiction' this yields 
5g2 £ •y„ 1 or Sg,2 2 %i, and «„ 12 = "g!i,2- ^̂  the first-order 
prbbabnities of inclusion in 5,' ' are not uniform, we apply 
the same method within subsets where these probabilities 
are uniform. This is the method proposed by Kish and Scott 
(1971) on page 468 of their article. They do not stipulate the 
procedure for random selection, but we assume that it is SRS. 

As Kish and Scott point out, the second-order 
probabilities of inclusion are not uniform and if the first 
sampling is a SSRS, the second sampling no longer meets 
this definition. The first-order probability of inclusion, 
itself, is not strictly uniform when includes elements of 
strata from the previous sampling: see an example in the 
appendix. However, there is another method which verifies 
this condition. It is weU known to statistical agencies which 
practise coordination of samples. For the sake of 
convenience, we will call it "method 1". 

Method 1: 
Use of independent numbers following 

the uniform distribution 

We attribute to the units, at their birth, co,. numbers 
which follow the uniform distiibution in [0,1) and are inde
pendent, as in Poisson sampling. The first sample s^ is 
obtained by selecting, for example, the n^ units of lower 
rank according to co. in each stratum. With this algorithm, 
the maximum coverage is also obtained by selecting the n^ 



Survey Methodology, December 1997 113 

units of lower rank according to co. in each stratum /12. 
Moreover, it is obvious that these two samplings are SSRS. 

It is also obvious that we cannot obtain greater coverage 
with this algorithm. In addition, we conjecture that it is not 
possible to do better, for SSRS, regardless of the algorithm. 

On the other hand, the coverage is poorer as an expected 
value than with the Kish and Scott method (1971), at least 
in the particular case where the first-order probabilities of 
inclusion in s^ are uniform. In fact, at that point the 
relations g5^2 = 5̂ 1 or s^2^^2,i'\i,2="g.i.2' "̂"e not 
necessarily triie and the loss or coverage is greater, the 
smaller the strata during the first sampling. 

We shall demonsti-ate this, again in the particular case of 
a uniform probability of inclusion / , in Sy Let us assume 
that cô  is the greatest value of co,. for the units of 5, in 
stiatum 'h,, and o) the greatest value of co. for the units of 52 
in stratum g. Let (n] = niin(a)^) and co[ = max(Q)A,). If 
CO ^ coj then s 2^s^i and if cOg ^ co,*, then Sg2 2Sgi. In 
both cases «g,i,2 = «g,t,2- The risk of not attaining the limit 
exists only if cô  ^ co^ co,. In this case, the relation 
5g,2C5g,i or s 2^s . is no longer necessarily trae: see 
Figure 1, where we considered only 2 strata h^. The loss of 
coverage is greater where the quantity cOi - o, is greater as 
an expected value, and therefore where the strata /J, are 
smaller. 

Method 2: 
Use of equidistant numbers 

If we accept not to conserve a SSRS, how can we modify 
the previous method to obtain the same coverage as the Kish 
and Scott method (1971), at least when we have the uniform 
probabUity of inclusion f^ in 5, ? We have seen that the loss 
of coverage was the result of the deviation between the cô  . 
It is sufficient to transform the co,. into new numbers /?,., in 
such a way that the p^ which correspond to the cô  are as 
close as possible to 'a common value, i.e., / , . More 
specifically, we would like to have the equivalence: 

{ies,^R,^{i)e[l,...,n^]]^p.,e[0,f,;), 

where i?^ (/) is the rank according to co. in A, of unit /. A 
solution is given by the transformation: 

^/,i (5.1) 

where 6^ is a real number which verifies: 
n, 

9 e[(p, l),n =I{v ) . 

The ti-ansformation therefore involves the rounded 
number of the v̂  examined in section 4. The sampUng of 52 
is carried out like that of s^ except that the p., now play the 
role of the co,.: in each new stratum g we define rounded 
sizes «„, and we select the «„, units of lower rank 

according to p.,. Note that these ranks are different from 
those induced 6y co,.. 

Let us assume that the probability of inclusion in 5, is 
still uniform. Let p be the value of p., for the unit of rank 

in g. If p 6[0,/[), then 5g,2C5g,i. Otherwise 
"g.2 „ -
5 2 2 •s 1- In this particular case, we therefore attain the 
maximum coverage %i,2 as in the Kish and Scott method 
(1971), and unlike metiiod 1. We iUusti-ate in Figures 1 and 
2 how the transformation into equidistant numbers makes 
it possible to increase the coverage compared to method 1. 

We apply the same algorithm when the probabilities of 
inclusion in s, are not uniform. Unlike the Kish and Scott 
method (1971), we do not need to fix the size of the new 
sample within subsets where these probabilities are 
uniform. This is another advantage and we think that it 
increases the coverage. 

Nonetheless, the coverage obtained by this algorithm 
remains lower, as an expected value, than that of a Poisson 
sampling with the same probabilities of inclusion. In order 
to have, as an expected value, the same coverage as with 
Poisson sampling, it would be sufficient to define 5̂ 2 by 
Pii^[0,fg). In fact, we would then have Pr(/e5,.0^2) = 
rnin(}^ ,fg), but the sampling so obtained would no longer 
be of fixed size. 

The following resamplings, after new updates, are 
carried out by repeating the process. For example, before 
selecting 53 we calculate equidistant numbers p. 2 based on 
p., (and not cô ) in each stratum /zj. 

' The resulting sampling plan in the new strata is no longer 
a SRS. In particular, the probabihties of inclusion of the 
pairs of units vary generally as a funcrion of the former 
strata. In other words, the resampling keeps a "tiace" of the 
stratification of the first sampling. Moreover, the proba
bilities of inclusion of the units in 5 - are not exactiy 
equivalent to f, except for the sample defined by 
p.^e[0,f). For the sample of fixed size n^j this 
probability varies as a funcrion of the size of the former 
strata. As in the Kish and Scott method (1971), we do not 
strictly control these probabilities. However, the deviation 
between / and the trae probability becomes negligible 
when « 2 IS sufficientiy large. 

Note 1. The transformation of numbers which inde
pendently follow the uniform distribution in equidistant 
numbers was proposed by Brewer, Early and Hanif (1984) 
as a way of rotating samples in the same manner as Poisson 
sampling, with the advantage of a smaller variance of the 
sample size. However, this transformation is performed by 
taking the set of the population, and therefore they did not 
address the problem of maximum coverage during changes 
of stratum. The numbers change only when births and 
deaths are updated, according to a procedure which is also 
quite different from that which we propose for changes of 
stratum. 

Note 2. In the demonstration we just provided, it is not 
necessary that the numbers be completely equidistant. It is 
sufficient that the «^ units of 5, and the Â^ - «^ 
complementary units have their new numbers respectively 
in [0,y^ ), lff,,l)- We could attribute these new numbers 
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in such a way that they independently follow the uniform 
distribution in these intervals. 

/,,=! 

A =2 
1 

• • • • ! • l O O 

4 * 

D DD DO DD 

D • n DO 

(0=0 
1 « 1 0 5 = 1 CO 

Figure 1. Coverage with method 1 (numbers following the uniform 
distribution). 

We have represented the units in g according to the value of the 
number co (on the abscissa) and the stratum /ij of the first sampling 
(on the ordinate). We assume that there are only two strata. The 
circles correspond to s , and the squares to the complementary part. 
The solids correspond to s - and the blanks to the complementary 
part. The size of s j was fixed at 9 which defines co . In this 
example, we see that two units are not reselected (in /i, = I ) and that 
another is new (in /i, =2). The size of the coverage is 8, while the 
Kish and Scott method would make it possible to reselect the 9 units 
in s^_^. 

We consider the simple case where the probabilities of 
inclusion /. remaui uniformm U. . and constant. The size n. , 
of the sample 5^, is a rounded number to the integer of 
Nfjifi^. The numbers p,., change with each updating. Just 
before updating 5^,, leading to 5̂  , ^ j : 
a) we make equi(3istant the numbers p.,_, in C/ ,̂. 
b) we attiibute equidistant numbers to the units of 5^ ,^ j . 

Let p., be the number so obtained. An initial solution 
would consist in selecting the «̂  ,̂ ] units of C/̂  ,^, with the 
smallest p. , . Note that these are no longer equidistant 
because we removed the deaths situated at random. 

However, units with numbers close to _/̂  can leave the 
sample and then return on a future occasion. We remedy 
this by a rightward shift of the selection interval. Let p^ ^ 
be the number of the beginning unit of the selection interval 
for 5^, and p^ ^ that of the unit immediately following the 
end unit of this'interval in C/̂ , In other words, the sample 5^, 
consists of the interval closed to the left and open to the 
right [Phd'Phe^- Between t and / + 1, the number of units 
of C/̂  ,̂ ,' belonging to this interval becomes /ŵ  ,̂ p If 

the beginning of the interval for 5. , is 
fixed to the unit of number p^^, otherwise we shift the 
interval in such a way that its end is the unit of number 
Ph e • ^^ therefore have a slight involuntary rotation. 

1 

h=2 
1 

DD D D D nn 

n • a D D a 

p=0 p=l 

Figure 2. Coverage with method 2 (equidistant numbers). 

We are in the same situation as in Figure (1), but this time the 
equidistant numbers p serve as the abscissa of the units. This 
equidistance is defined in each of the whole strata A, and the gaps we 
see in the sequence of numbers correspond to the units which are not 
in g. The first sample s ^ is composed of the units for which this 
number is less than the probabiUty of inclusion / , , regardless of the 
stratum. The second sample s 2 is composed of the 9 units with the 
smallest p and the coverage is 9, as with the Kish and Scott method 
(1971). 

7. ROTATION BETWEEN TWO RESAMPLINGS 

7.1 Rotation Without Updating of Births and Deaths 

We can tiien stipulate a rime of inclusion Z)̂  whole and 
constant in the stratum. We have two variants, depending 
on whether we keep the same rounded number or vary it. 

7.1.1 Fixed Rounded Number 

We therefore have a size n^ strictly fixed during the 
rotation. We divide ... .̂̂  
(/ = 1,..., D^) such that | «̂  ^ 

h 

into Z)̂  
"h'^h 

whole numbers «^,, 
< 1. Let q^j be the 

quotient and r^ the remainder of the division of t- t^ by 
• 0. The sample at time t includes the units Dfj and let n̂  Q 

ranging from rank 1 + ^^n^ + Yi=o"h 1 to rank {q^ 
LU"h,r 
Jf D.= D, we can stipulate in addition 

1)«. 

6. UPDATING BIRTHS AND DEATHS 
WITHIN STRATA 

In this section and the following one, we consider the 
stratification {h) without reference to the period. The 
updating of births and deaths within strata is essentially a 
particular case of change of the sti-ata of units. It is exactly 
as if the births entered the strata and the deaths left. We can 
therefore apply the previous methods. Let us take a look, in 
particular, at method 2. 

In a stratum, the population [^, of size AT̂ , varies with 
each updating carried out at tinie t. We will notate the 
births as 5^ ,̂ ] and the deaths D^ ,^, between t and as 
t + 1, this yields [/,,,,, = U,^, + 5,_,:, - D,_,^,. 

\'LL\,-^\<hi = h-,D,. 

The variance of the rate of rotation is then practically nil. 
However, the duration of inclusion is not controlled 

when v , < l : this yields «^ = 0 or «. = 1. In the first case, 
there is no rotation, and in the second case, on the contrary, 
the time of exclusion can be considered too short. The 
following method makes it possible to obtain a rotation 
which corresponds to v .̂ 

7.1.2 Variable Rounded Number 

The sample .s^, is defined based on the numbers 
rendered equidistarit: 
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'^^h,,'^Pi,i^ 
t-1^ t-t^ 

fh ... <fh ^ ^fh 
D. £>. 

The sample size varies between /(v^) and /(v^) + 1 in 
the stratum, and it is independent of the sizes in the other 
strata. This shows us what the result would be of the 
sample rotation advocated by Brewer et al. (1984) in the 
case of stratified sampling of fixed sized and uniform 
probability in each stratum. 

7.2 Rotation With Updating of Births and Deaths 

To simplify, we assume that each new survey wave is 
accompanied by the introduction of the births since the 
previous wave and a rotation. The method bifurcates into 
two procedures depending on whether or not we wish to 
respect exactly the durations of inclusion £)̂  between two 
resamplings. 

7.2.1 Procedure A 

The births are isolated in separate sti-ata, and we wait for 
the resampling before subtracting the deaths. In this case 
each wave of births is dealt with exactly like an initial 
sampUng after attributing the numbers co.. The sampling is 
carried out by stratifying with the same nomenclature {h), 
or with another more scattered or more confined. To 
simplify the notations, but without loss of generality, we 
assume that this is the same nomenclature. The index of 
stratification can then be written {b, h), where b crossed 
with h indicates the wave of births with a particular 
modality b = I corresponding to the units already existing 
during the first sampling or a previous resampling. This 
brings us back to the case of section 7.1 in each stratum 
{b, h) and the duration of inclusion is respected exactly. 

The number of strata, and therefore of rounded numbers, 
is multiplied by the number of waves of births. The sample 
size can become fairly random with independent roundings 
(but less so than with Poisson samphng). It may therefore 
be worthwhile to link, at least partially, the rounded 
numbers. For example, we carry out a systematic rounding 
in the dimension h for each b or the reverse. We then keep 
these roundings and this is the 7.1.1 method which then 
applies rather than the 7.1.2 method. 

7.2.2 Procedure B 

In procedure B, we subtract the deaths at each survey 
wave. This is the type of updating presented in section 6. 
We would prefer a fixed duration of inclusion, but that is 
made difficult by the random number of deaths. At most, 
we can try to control a maximum duration of inclusion 
DMf^. We may also wish to prevent the units which have 
just left the sample from returning on a future occasion, 
which can occur if the rotation is slow. The idea is to get 
back to the algorithm described in section 6 by removing 
first of aU from 5^, the units of which the previous duration 

of inclusion in 5^, attained I>M .̂ They are found the 
farthest to tiie left of the interval [ph.d,, Ph,e) and are mixed 
with the births too recent to have attained DM^^. However, 
these must still be removed in order for the distribution of 
the sample according to the generations to be correct. For 
that, it is sufficient to attribute to the births a fictitious 
previous duration of inclusion which falls between 1 and 
DM^, just after defining the sample. For example, after 
defining 5^,, we assign to each unit of 5^, belonging to the 
sample the same previous duration of inclusion in the 
sample as that of the unit of t/;,,., situated immediately to 
the left. Then let R^ ^ be the highest rank among the ranks 
according to p., of the units of the interval associated with 
Sf^, which have been included DM^ times in the sample; we 
discard the first units of 5^, up to and including rank R^^ 
Finally, this brings us back to the algorithm described iii 
section 6 with, for p^ ^, the number of the unit of rank 
R^,-^ l,Pf,e remaining'that of the unit which follows the 
unit of last rank in s^,. 

8. RESAMPLING AFTER ROTATION 

We now reselect the indices of strata h^, /jj. We define 
the sti-atification h, as a function of the procedure used for 
the updates of the births. With procedure A, we place the 
births in separate strata, this is the stratification defined by 
crossing the waves of births b with the nomenclature A,. 
With procedure B, hj is identical to A, However, we keep 
the notations of the independent quantities of 6 as y^, D^ . 

The selection of the new sample ^2, in a new 
stratification ^2 ^^^t be carried out at period / = 12-

We begin by removing from the previous sample (at 
period t = t2- I) the units which have attained the 
maximum authorized duration of inclusion. There remains 
a sample 5, of size «J, of which we would like to conserve 
the maximum number of units in the resampling. 

In the case without rotation examined in section 5, it was 
easy to define the resampUng because the sample s^ was 
composed of the units of lower rank according to co,. in each 
stratum after a real number independent of the co.. In this 
instance, this number is 0. The resampUng took place in the 
same manner by selecting the units of lower rank according 
to p. , , after this number, in the new strata. 

After rotation this no longer works: there is no longer 
any real independent of the numbers such that the sample 
s\ is composed of units of lower rank after it. This is trae 
even in the case where yj, =/,. The problem is obviously 
aggravated with yj, varying by stratum. The idea which 
then comes to mind'is to first carry out a transformation of 
the numbers in such a way that those from s'l find 
themselves at the beginning of [0,1). This will then bring 
us back to the case without rotation. This is the same kind 
of idea which is presented by Hidiroglou, Choudhry and 
Lavallee(1991). 

This transformation is fairly immediate in the particular 
case where the updates are done with procedure A and with 
the variable rounded number from section 7.1.2. Without 
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resampling, the selection interval at time t^ would have 
been: 

Pi,l^[it2-tl)fhl\'it2-t,)f,/D,^^f,). 

The resampling results in new strata with probabihties 
fh . These include the creations of units between the dates 
2̂ - 1 and /2> to which we attribute equidistant numbers 

p,.,, in each stratum /ij. independently of the survivors. 
They stiU contain units whose death has occurred since the 
previous samphng. It is possible to define a new sample ̂ 2 
in the same way as for Poisson sampling, by the interval, 
i.e.. 

where: 

Pi,i^[%^^h,^fh)' 

where: 

S . = ('2 - h)fh.lE>h. + max O-A, 
D. • 4 

" 1 / 

Let us recall that we shift from the supplementary 
quantity 

1 1 
A,( i -^) - /v if A.(i-;^)-4>o, 

to prevent the units which have just left the sample from 
retuming too quickly. 

As for Poisson sampling, the probability of a survivor 
being in the old and the new sample is then the maximum 
possible, namely: 

min fh. 1 
1 ^ 

£>. '4 
1 / 

However the size «J, of this sample is random, whereas 
we want a sample of fixed size n^. We obtain it by 
selecting, in each new stratum /ij. after having removed the 
deaths, the ŵ  units of lower rank according to 
T|,., = p; J - â  . ^ This number therefore plays, for the 
resampling, the same role that co. played during the first 
sampling. 

If, on the other hand, we chose procedure A with a fixed 
rounded number in the rotation or if we chose procedure B, 
we must begin again with tiie rank of the units of hj during 
the last updating. This is the rank according to co. with 
procedure A or the rank according to p, - 1 with procedure 
B. Let us assume that Âh is the size of the population at 
date 2̂ ~ 1 • Let /?^ ,̂  be tne rank of the unit preceding the 
one of lower rank in s\ and R^ (/) the rank of unit/. The 
number used to classify the units in the new sti-ata becomes: 

^/,i 

^ h , ( 0 - l - ^ " 8 h . 

Â . 
modulo 1, 

= i?,_,^ + max (0."H/A^.,-4) . 

With procedure A we can keep 6̂  = ^^ while we make 
a choice of 5. consistent with the last rotinded number if 

b] 

procedure B is applied. However, because of the rotation, 
this choice has a minor impact on the coverage and it would 
be almost as well to select at random in [0, 1). 

9. CONCLUSION 

Algorithms based on equidistant numbers do not produce 
SRS. The first-order probabihties of inclusion are not 
exactly controlled and the second-order probabilities are 
unknown. During the changes of stratum, there remains a 
"trace" of the former strata in the new strata. The 
application of the SRS formulae to estimate the variance 
leads to biased results, generally in the direction of 
over-estimation. However, we think that the improvement 
in coverage during resamplings provided by the algorithms 
based on equidistant numbers outweighs the disadvantage 
of biased estimation of the variance and of the confidence 
intervals. According to section 5, the finer the stratification 
the greater this advantage. In particular, the use of 
equidistant numbers seems to be quite indicated with 
procedure A where the strata {b, h) are likely to be very 
small for the waves of births {b>l). The advantage of 
equidistant numbers is not as great with procedure B. 
However, making the numbers of births equidistant renders 
both the number of survivors reselected at each updating of 
the sample and the duration of inclusion less random. 

However, let's take a quick look at what would change 
in the maintenance if we wanted to conserve SSRS. At 
each stage we must conserve the independent and uniform 
distribution of the cô . First of aU, the phases of updating 
the births and of rotation between resamplings described in 
sections 6 and 7 apply while still conserving the same co. 
and the procedure is even simpler. The most delicate part 
is the resampling after the intermediate phase of rotation. 
The objective is to obtain not only a SSRS but also, if 
possible, the same coverage as for method 1 in section 5. 

Let us assume that a,, (j) is the number co of the unit of 
ranky in a former sti-atum hp 

Let us assume first of all that, in a former sti-atum, all the 
units are such thatyj, ^ «j, /N^ . In particular, this occurs 
in all the strata for a sampling with a single rate in the 
sampled part, if we do not lower this rate. We then 
endeavour to find a transformation such that the numbers of 
the units of the sample are at the beginning of [0, 1). The 
simplest is the permutation: 

Ph,(/-)=a,^(/-+A^,_-i?,_„), j^R^,„ 

Ph,(/)=a.O--^h,v). J>K,d-
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However, a less costly transformation is: 

Ph.O') = \U)^%^{\)- \{\,dl j^^h,v' 

h,U)=%U)-\{\,d)' J>\'d-

It is sufficient to find the result of a^ (/?^ ,J and a^ (Â ^ ), 
after which a simple sequential calculation makes it 
possible to deduct p from a. 

The Jacobian of the transformation is equal to 1 and 
consequently the numbers conserve their uniform 
distribution. Moreover, the joint distribution p(5,,52) is the 
same as if there had been no rotation. The demonstration is 
provided in Cotton and Hesse (1992, page 55). We 
therefore have the maximum coverage of SSRS. 

If this yields units with ff,^<n'^ /N^^ in the stratum and 
we apply the transformation, the units whose rank falls 
approximately between Â^ yj, and «j, are not reselected 
during the resampling but 'wi^l be reintroduced during a 
future rotation. It is therefore preferable to use, for these 
units, a tiansformation which is situated just before y^ the 
new numbers. We must proceed by subsets according to 
the value of yj,. However, that tends to decrease the 
coverage. 
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APPENDIX 
Probabilities of Inclusion in the 
Kish and Scott Method (1971) 

Let us consider an example where the first-order 
probability of inclusion is not strictly controlled. 

The population is divided into three parts yl, B and C of 
equal size Â . The first sampling is a SRS of 2a units in 
A -i- B and a SRS of a units in C. During the second 
sampling, we wish to select a units in A and 2a units in 
B-¥C, while retaining the maximum number of units from 
the first sample and with uniform probability of inclusion 
a/N. The Kish and Scott method consists in adding or 
removing by SRS the appropriate number of units 
separately in A and in 5 -i- C. In ^ , the second marginal 
sampling is a SRS and the probabiUty of inclusion is quite 

uniform. We will show that this is not the case in B + C. 
Let «, and «2 be the sizes of the two successive samples in 
B. By symmetry, the probability of inclusion during the 
second sampling is uniform in B. It is equal to: 

E{n2)/N = [E{n^) + £:(«2 - «,)]W 

= a/N + E{n2 - n^)/N. 

If «, = a, «2 - «i = 0; otherwise the expected value of 
«2 - "i conditional on «j differs depending on the sign of 
a - Mp 

fia-n,>0,E{{n2-n>i\\n,]={a-n,){N-n,)/{2N-n,-a). 

If a - «, < 0, £[(«2 - «i) I "il = (« - " i ) « / ( " i •*• <3). 

Note /?(«,) the probability that the first sample will have the 
size «, in B. This yields: 

£(«2 - «i) = X) /'("i)-^[("2 " "i) I "il-

Since the sizes of ̂  and B are equal, /?(«,) =p{2a - n,), 
therefore: 

= E p(",){£[(«2-"i) I «il ^'^[("i - "i) I (2«- ",)]} 

= J^p(«,)(a-«,)[(Af-/7,)/(2Af-«,-a)-(2a-/7,)/(3fl-«,)] 
n,<a 

= (2a-A0Ep(«iX«-«i)'/[(2A^-«i-«X3a-'',)] 

= {2a-N)K,K>0. 

Except in the case 2a- N = 0, £(«2 - «i) is not nil and 
E{n2)/N is different from a/N. The probability of 
inclusion is therefore not uniform in 5 -i- C. 
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Empirical Bayes Estimation of Small Area Proportions Based 
on Ordinal Outcome Variables 
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ABSTRACT 

Much research has been conducted into the modelling of ordinal responses. Some authors argue that, when the response 
variable is ordinal, inclusion of ordinality in the model to be estimated should improve model performance. Under the 
condition of ordinality, Campbell and Donner (1989) compared the asymptotic classification error rate of the multinominal 
logistic model to that of the ordinal logistic model of Anderson (1984). They showed that the ordinal logistic model had 
a lower expected asymptotic error rate than the multinominal logistic model. This paper also aims to compare the 
performance of ordinal and multinomial logistic models for ordinal responses. However, rather than focussing on 
classification efficiency, the assessment is made in the context of an application where the objective is to estimate small area 
proportions. More specifically, using multinominal and ordinal logistic models, the empirical Bayes approach proposed 
by Farrell, MacGibbon and Tomberlin (1997a) for estimating small area proportions based on binomial outcome data is 
extended to response variables consisting of more than two outcome categories. The properties of estimators based on these 
two models are compared via a simulation study in which the empirical Bayes methods proposed here are applied to data 
from the 1950 United States Census with the objective of predicting, for a small area, the proportion of individuals who 
belong to the various categories of an ordinal response variable representing income level. 

KEY WORDS: Bootstrap; Complex survey design; Logistic regression; Random effects models; Small area summary 
statistics; Taylor series. 

1. INTRODUCTION 

Much research has been conducted into the modeUing of 
ordinal responses (see Albert and Chib 1993, Anderson 
1984, Crouchley 1995, and McCuUagh 1980). Some 
authors argue that, when the response variable is ordinal, 
inclusion of ordinality in the model to be estimated should 
improve model performance. Under the condition of 
ordinality, Campbell and Donner (1989) theoretically 
compared the asymptotic classification error rate of the 
multinomial logistic model to that of the ordinal logistic 
model of Anderson (1984), demonstrating that the ordinal 
model had a lower expected asymptotic error rate. 
However, in a subsequent simulation study, Campbell, 
Donner, and Webster (1991) illustiated that ordinal models 
classify less accurately than multinomial models under a 
variety of circumstances, and concluded that ordinal models 
confer no advantage when the main purpose of an analysis 
is classification. 

This paper also aims to compare the performance of 
ordinal and multinomial logistic models for ordinal 
responses. However, rather than focussing on classification 
efficiency, the assessment is made in the context of an 
application where the objective is to estimate small area 
proportions. 

The estimation of small area parameters is a finite 
population sampling problem which has received consi
derable attention. An excellent review of such research 
appears in Ghosh and Rao (1994). These authors demon
strate that as a compromise between synthetic and direct 

survey estimators, estimators based on empirical or 
hierarchical Bayes procedures are not subject to the large 
bias tiiat is sometimes associated with a synthetic estimator 
(see Gonzales 1973), nor are they as variable as a direct 
survey estimator. A similar conclusion was drawn by 
Farrell, MacGibbon, and Tomberiin (1997a) in a study of 
the properties of an empirical Bayes estimator for small area 
proportions based on a binomial outcome variable. 

Despite the numerous studies aimed at predicting small 
area proportions based on binomial response variables (see 
Dempster and TomberUn 1980, MacGibbon and Tomberlin 
1989, FarreU 1991, FarreU et al. 1997a, Malec, Sedransk, 
and Tompkins 1993, Stroud 1991, and Wong and Mason 
1985), littie attention has been given to estimating 
proportions based on response variables with more than two 
outcome categories. This paper extends the empirical 
Bayes approach of Farrell et al, (1997a), to such response 
variables by basing the estimates on multinomial and 
ordinal logistic models. To compare the estimates of small 
area proportions based on an ordinal outcome variable 
using multinomial and ordinal models, the proposed 
empirical Bayes metiiods are appUed to data from the 1950 
United States Census in order to predict, for a given small 
area, the proportion of individuals who belong to the 
various categories of an ordinal response variable 
representing income level. 

For such an estimation problem, there are many issues 
which require attention. They include the selection of 
predictor variables for the model, model diagnostics, the 
sample design, and the properties of the estimators 
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employed. For example, among the model diagnostics for 
the multinomial and ordinal models was an assessment of 
model fit which was based on residuals. For a description 
of this diagnostic and others, see Farrell (1991). The 
findings did not appear to indicate a lack of fit for either 
model. In this study, the focus is on investigating the 
properties of empirical Bayes estimators over repeated 
realizations of the sample design using a simulation. For 
many survey practitioners, such properties are of prime 
importance. 

One concem associated with using an empirical Bayes 
estimation approach is that interval estimates do not attain 
the desired level of coverage, since the uncertainty that 
arises from having to estimate the parameters of the prior 
distribution is not accounted for. This study incorporates 
the suggestion of Laird and Louis (1987) to use bootstrap 
techniques for adjusting naive estimates of accuracy. 
Altematively, Prasad and Rao (1990) have developed a 
procedure which attempts to account for the uncertainty not 
captured by the naive estimates. Although their approach 
was designed for three specific linear models containing 
random effects, Cressie (1992) has made certain conjectures 
as to when the procedure is appropriate. Of importance is 
the constraint that the outcome variable must follow a 
normal distribution. 

The proposed empirical Bayes procedures based on 
multinomial and ordinal logistic models are presented in 
Section 2. The simulation study to compare multinomial 
and ordinal logistic models for ordinal responses is 
described in Section 3, while the conclusions and 
discussion are presented in Section 4. 

2. ESTIMATION PROCEDURES 

Consider a discrete small area characteristic of interest 
with Mpossible outcomes. The subscript m will reference 
these categories, where w = 1,..., M- 1 and m* = 1,..., M. 
In addition, underlined lower case and capital letters will 
designate vectors, while bold capital letters will represent 
matrices. 

The estimation procedures are illustrated under a two 
stage sample design, where individuals are sampled from 
selected local areas. Thus, local areas are the primary 
sampling units here. Let p.^^ be the proportion of 
individuals in the t-th local area that belong to category m * 
of the response variable. Then 

•Eyijn.^fN,' 
J 

(2.1) 

where y..^^ is either zero or one, depending upon whether 
they-th individual in local area / belongs to category m * of 
the characteristic of interest, and A'̂ .̂ is the population size 
of the i-th local area. 

The approach employed by Farrell et al, (1997a), to 
estimate smaU area proportions based on binomial outcome 
variables is extended here to allow for the estimation of 
p.^^. The procedure follows the explicitly model-based 

approach proposed by Dempster and Tomberlin (1980). 
Let K..^^ represent the probability that they-th individual 
within the i-th local area belongs to category m * of the 
response variable. Then, according to Royall (1970), p.^^ 
in (2.1) is estimated by 

Y 
JeS 

ijm -Eft, 
jeS' 

ijm 
N, (2.2) 

where S is the set of n. sampled individuals from local area 
/, and 5" is the set of individuals in local area / not included 
in the sample. Values for the ffc, are required. To obtain 
these estimates, logistic regression models are used to 
describe the probabilities associated with individuals in the 
population. 

Under a multinomial logistic model, the K..^^ are 
described as follows: 

//m+ 

\Og{n,jJ^ijM)=^lK*^n,^ 

5.~i.i.d.NonTial(0,i)), 
(2.3) 

where 5̂ " = (5,j,..., 5,(A^-I)), / = 1,..., I, andZ) is an unknown 
covariatice matrix. In this model, Xy is a vector of fixed 
effects predictor variables, the vector ^ contains the fixed 
effects parameters associated with the w-th category of the 
outcome variable of interest, and 5.,̂  is a normally 
distributed random effect associated with the m-tb category 
of the characteristic of interest in the i-tb local area. The 
vector X,.. may include covariates at both the individual and 
aggregate levels. For sample designs of more than two 
stages, an analogous model would contain random effects 
for the sampling units at each stage, excluding the final one. 

Note that the model in (2.3), unlike a similar model 
proposed by Malec et al, (1993), does not contain 
interaction terms between the local area effects and the 
fixed effects predictor variables. However, terms to 
acknowledge such interaction could be included if they 
were deemed necessary. 

To obtain Bayes estimates of the model parameters, 
values are assumed for the unknown parameters of the 
random effects distribution. Let ^^ = (y,̂ .,, ...,yijjj be a 
vector for the y-th sampled individual'Avhere the component 
associated with the category of the outcome variable to 
which the individual belongs has a value of one. The 
remaining entries are zero. If Fis a matrix with rows y.^,, 
then the data are distributed as: 

f(Y\&,^)oiU< ijl "•iJ2 • 
ViJM 

'^ijM' 

where ^^ = (fif,..., fi^.,), and 5̂ ^ = (5^^,..., Sj). If a flat 
distribution is specified for the fixed effects, the distribution 
of the parameters is / ( § , 8 |̂I>^) ̂ ^ exp(-'/25jD^S<.). 
where D = diag (D, Z),..., D). The joint distribution of the 
data and the parameters is determined using / ( F | ^, 5 )̂ and 
/(fi, Scl^c)' ^^^ subsequently employed to obtain the 
posterior distribution of the parameters. Unfortunately, a 
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closed form for this posterior distribution cannot be derived 
due to the intractable integration required to obtain the 
marginal distribution of Y. A possible approach could be a 
stochastic integration method such as Gibbs sampling (see 
Zeger and Karim 1991). Ripley and Kirkland (1990) 
indicate that the drawbacks of such an approach include the 
intensive computations and questions about when the 
sampling process has achieved equilibrium. Since 
computing time is of particular concem for the simulation 
discussed in Section 3, this approach will not be pursued 
here. Altematively, Breslow and Clayton (1993) state that 
there is stiU room for simple, approximate methods. Many 
authors have found that a multivariate normal approxi
mation of the posterior works very well in practice (see 
Fan-ell et al 1997a, Laird 1978, Tomberiin 1988, and 
Wong and Mason 1985). Breslow and Lin (1995) warn, 
however, that such an approach might yield inconsistent 
estimates for the fixed effects parameters. Thus, if p.^^ is 
to be based on fixed effects estimates obtained in this 
manner, the same might apply to the consistency of p.^_^ as 
an estimator for p. . 

Following Farrell et al (1997a), the posterior distri
bution of the parameters is approximated as a multivariate 
normal distribution having its mean at the mode and 
covariance matrix equal to the inverse of the information 
matrix evaluated at the mode. The information matrix here 
is simply the second derivative of the posterior distribution 
taken with respect to g and 5 . When values are specified 
for the unknown parameters of the random effects 
distribution, the resulting mode and covariance matrix 
constitute an initial set of estimates of the model 
parameters. Empirical Bayes estimates are then obtained by 
using the EM algorithm described by Dempster, Laird, and 
Rubin (1977) to determine estimates for the parameters of 
the random effects distribution. The algorithm converges 
quickly, taking only a few minutes in real time. For details 
on how the empirical Bayes estimates are obtained for a 
model based on a two stage sample design and a binomial 
response variable, see MacGibbon and Tomberlin (1989). 

The empirical Bayes estimates of the model parameters 
are used in (2.2) to determine p.^^. In developing an 
expression for the uncertainty of p.^^, N. is assumed to be 
known. Since the approach being used is model-based and 
predictive in nature, the uncertainty in p.^^ arises solely 
from the Tit., term; the Yy.. term has zero variance. 

^^ ijni+ ^^'T ijm+ 

Thus, the mean square error of p.^^ as a predictor for p.^^ 
can be estimated as 

MSE(p,„.)=Var 
' E %m* 

JeS' 

K 
,gV^^~V^ (2.4) 

A^̂  

For sampled local areas, where n. is greater than zero, the 
first term of (2.4) is of order l/n., while the second term is 
of order 1/Â ,.. In tiiis study, the approximation of the mean 
square error of p.^^ is based on the first term only, which 
yields a useful approximation provided that A'',, is large 

compared to «.. For nonsampled local areas, the first term 
in (2.4) is of order 1; therefore it always dominates the 
second term. 

To estimate the uncertainty of p.^^, which is expressed 
as a non-linear function of the estimators of the fixed and 
random effects, the expression for p.^^ is linearized by 
taking a first order multivariate Taylor series expansion 
about the realized values of the fixed and randonj^ffects. 
The variance of the resulting expression, call it Vax{p.^^, 
is taken as an estimate of the uncertainty of p.^^. Details of 
the Taylor series expansion are given in Farrell et al, 
(1997a), for a binomial outcome variable. 

When population micro-data for auxiliary variables are 
not available, p.^^ in (2.2) cannot be determined. For non
linear models such as (2.3), prediction is not straight
forward in this situation. However, an altemative estimator 
to p.^^, say p.^^, which requires only local area summary 
statistics (a mean vector and finite population covariance 
matrix) for both continuous and categorical variables can be 
obtained by extending the approach proposed by Farrell, 
MacGibbon, and Tomberlin (1997b) for achieving this 
objective when estimating binomial small area parameters. 
The same Taylor series expansion that was used to estimate 
the accuracy of p.^^ can be employed to obtain a measure 
of the uncertainty for p.^^, War{p.^J. 

The approach described in this section can also be used 
to develop point and interval estimates for small area 
proportions based on p.^^ and p.^^ when an ordinal model 
is used. In this study, a fixed and random effects model is 
proposed for the n..^^ which is based on the ordinal model 
proposed by McCuTlagh (1980) 

log 
7t.., + . . . + 71.. ijl ijm 

"/ / • (m + 1 ) - ^ •*• 7t.... 
-'Om 

ijm J 

^,fi^S,„, 
(2.5) 

i.i.d. Normal (0,2)). 

The vector X. contains the values of the fixed effects 
predictor variables for the ij-tb individual, while ^ 
represents a vector of fixed effects parameters. Associated 
with the OT-th category of the response variable is a constant 
term, p̂ ,̂ . The random effects are again assumed to be 
normally distributed. Note that an important feature of the 
model in (2.5) is that the restriction B., ,, - B. ^ 5. -

^ ^ "0(m+I) "Om tm 

5., ,, must hold in order for n... ,̂, ^0 . A discussion 
((m+l) ijim^l) 

concerning this constraint is given in Section 3. 
The approach used to approximate the uncertainty in 

p. and p. when %.. is based on either (2.3)pr (2.5) 
can be described as naive, since Var{p. ) and Var(p. ) 
do not account for the uncertainty which results from 
estimating the parameters of the random effects distribu-
tigii. Thus, interval estimates for p.^^ that are based on 
^^(Am+) "̂*̂  ^^(Pim*^ ^® typically too short. Many 
approaches have been proposed for addressing this issue 
(see Carlin and Gelfand 1990, and Laird and Louis 1987). 
In this study, the Type HI bootstrap proposed by Laird and 
Louis (1987) is used to adjust naively-estimated measures 
of uncertainty. The procedure is described in FarreU et al. 
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(1997a), for a binomial outcome variable. It can be 
extended to (2.3) and (2.5), and is applicable regardless of 
whether estimation is based on p. ^ or p. . 

•*^ im+ -» JOT-*-

The procedure requires that a number of bootstrap 
samples, Â ,̂ be generated from a given set of data. 
Suppose that small area estimation is to be based on p.^^. 
For the b-th bootstrap sample, an estimate p^^.^^ for p.^^ 
based on (2.3) or (2.5), along with a naive estimate of the 
variabihty of Pbim*iy^{pi,.^^) are obtained. The quan
tities Pi^.^^ and Var {pbim*)""^^ determined for each of Â^ 
bootstrap samples, and used to calculate a bootstrap-
adjusted estimate of the variability associated with p.^^: 

Var ( P ™ 0 = -
EVar(p„.,„.) E(Pto'-A„*> 

. 6 

N„ N^-l 

Z.^ I^bim * 

where p I = 
Â , B 

Note that even though individuals are not selected by 
simple random sampling without replacement in this study, 
survey weights have not been attached to the records. 
However, in practice, the weights attached to a record will 
vary due to features of the survey design, such as 
differential nonresponse and clustering. In this study, the 
models account for the effects of these features. Further 
research is necessary to determine what impact the 
incorporation of survey weights into the models would have 
on the bootstrapping procedure. 

3. A DATA EXAMPLE 

A comparison of the estimates for small area proportions 
based on multinomial and ordinal logistic models was 
carried out using a simulation study where the response 
variable was ordinal. The data set is based on a 1 % sample 
of the 1950 United States Census (United States Bureau of 
the Census 1984). Data based on the 1950 Census is used 
since it constitutes a pubUc use microdata sample, and none 
of the more recent census data is available in this form. 
Thus, the results below for the multinomial and ordinal 
models are obtained by using predictor variable data for 
each individual within a local area. For a discussion of the 
difficulties encountered in obtaining microdata, see 
Bethlehem, Keller, and Pannekoek (1990). 

The application considered is the estimation of the 
proportion of individuals in a given local area associated 
with each of the three categories of an ordinal outcome 
variable representing total personal income, where a local 
area is typically specified to be a state. This variable 
encompasses all sources of income, including wages and 
salaries, business income, and net income from other 
sources. An individual is regarded as having a low (less 

than $2,500), medium ($2,500 to under $10,000) or high 
($10,000 and over) level of total personal income during 
1949. Thus, ffj = 1 for low income (Category l),m =2 for 
medium income (Category 2), and w = 3 for high income 
(Category 3). The multinomial and ordinal models were 
each used to obtain point and interval estimates for 42 local 
areas. Twenty of these areas were sampled, the others were 
not. Note that individuals with no income were included in 
Category 1. An altemative approach would have been a 
two stage model; a first stage logistic model for the 
probability of non-zero income, and a second stage 
multinomial or ordinal model for income category 
conditional on non-zero income. 

In practice, historical data are often available for survey 
planning purposes. For example, variable selection for 
purposes of model predictions could be based on previous 
census data. To emulate this situation, a random sample of 
size 2,000 was selected from the 1% sample. Variables for 
model prediction were determined by applying a stepwise 
logistic regression procedure. The variables selected were 
age, gender, and race. With regards to race, individuals 
were categorized as white, negro, or other. 

Thus, the multinomial and ordinal models used in this 
study included four individual level predictor variables for 
age, gender, and race (two indicator variables were required 
to code the various races). However, they also contained 
four local area variables representing average age, the 
proportion of males, the proportion of whites, and the 
proportion of negroes. Regardless of which model is 
considered, these local area variables are necessary since, 
when tiiey are excluded, a relationship is noted between the 
expected value of p.^^ and its bias, where as the expected 
value increases, the bias increases from large negative to 
large positive values. The inclusion of domain level 
covariates removes this correlation. Therefore, since local 
area variables are also included in the models, the 
multinomial model contains eighteen fixed effects para
meters (two for each of the individual level and local area 
predictor variables, and two constant terms) and forty 
random effects (two for each of the twenty sampled local 
areas), while the ordinal model contains ten fixed effects 
parameters (one for each of the individual level and local 
area predictor variables, and two constant terms) and forty 
random effects (two for each of the twenty sampled local 
areas). For a detailed study comparing logistic regression 
models for estimating small area proportions with and 
without domain level covariates which uses binomial 
outcome data, see Farrell et al, (1997a). 

The data for estimating the proportions of individuals in 
each local area belonging to the various income level 
categories were obtained from the 1% sample using a self-
weighting two stage sample design. In the first stage, 20 
out of 42 local areas were selected, without replacement, 
using probabilities proportional to size (PPS). More 
specifically, the approach used to select these local areas 
was randomized systematic selection of primary sampling 
units witii PPS (see Kish 1965, p. 230). Then, at the second 
stage, 50 individuals were randomly selected from each 
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chosen local area. A total of 500 samples were drawn using 
this two stage design; however, resampling was not 
performed at the local area selection stage. Thus, the same 
20 local areas were sampled in each of the 500 replicates. 
For these 20 sampled local areas, the average local area 
proportions for Categories 1, 2, and 3 of income level are 
0.7142, 0.2260, and 0.0598. 

Note that for the ordinal model, the constraint P̂ ^ -
5„ must hold in order for TI,.., ̂  0. A check of Po,̂ 5,.. ^^.2 must hold in order for ii.j2 i 0. 

this constraint for each of the 500 samples using the 
estimates for the constant terms and the random effects 
indicated that it held at all times. In fact, it was discovered 
that in each of the 500 samples taken, the difference in the 
estimates for the constant terms was always positive, at 
least two orders of magnitude larger than the majority of the 
absolute differences of the random effects estimates, and 
always one order of magnitude bigger. Thus, the constant 
terms in the model dominate over the random effects. 

To compare the properties of estimators for small area 
proportions over repeated realizations of the sample design, 
for each of the 500^_4amples selected the quantities 
p. ,"^(6. ) , and Var'^^(p. J associated with each 
income level category were obtained for each local area, 
sampled or not, using both the multinomial_and ordinal 
models. For each model, the estimates for Var{p.^^) and 
"Var^^hp. ) were used to constract naive and bootstrap-
adjusted empirical Bayes symmetric 95% confidence 
intervals, respectively. Estimates for Var'^'(p.,„J were 
obtained by using the bootstrap procedure to generate 100 
bootstrap samples from each of the 500 simulation samples. 

Note that for the ordinal model, the constraint P^^" 
PQ, ^ 5,, - 5.2 must also hold in the bootstrap procedure for 
random effects generated from an estimated distribution; 
otiierwise negative estimates for some of the probabihties n.j^^ 
will result when creating bootstrap samples. Over the 
course of the simulation for the appUcation considered here, 
no negative probabilities were encountered when 
bootsttapping. One approach for assessing the likeUhood of 
negative probabilities during the bootstrap procedure is to 
consider the ratio of the difference p̂ ^ - Poi to the 
estimated prior standard deviation of the difference 
6., - %^2.- "f̂ î  ^^^^^ ^^^ determined for each sampled local 
area in each of the 500 simulation samples taken. The 
average of this entire set of ratios was 6.8, and none were 
found to be less than 5.8. Thus, the difference p ĵ - PQI 
was determined to always be at least 5.8 times the estimated 
standard deviation of the difference 5., - h^^.- Based on the 
empirical rule, a rule of thumb would be to conclude that 
when the ratio described above is at least three, it is highly 
unlikely that negative probabilities will arise when 
bootstrapping. 

Table 1 presents average summary statistics over the 500 
simulation samples obtained for the multinomial and 
ordinal models across all sampled local areas for each of 
three income level categories. A study of the stability of 
these statistics was conducted by investigating how they 
changed as additional samples were taken. Only slight 

changes were observed once 150 samples had been reached. 
Table 1 includes the summary statistics obtained for the 
first 200 samples in brackets for comparative purposes. 

For each income category, two summary statistics shown 
in Table 1 were evaluated to compare the design bias of 
p. ^ for the multinomial and ordinal models; the average 
bias of p.^^, and the average absolute bias of p.^^. The 
average bias is simply the mean over all sampled local areas 
of the differences obtained when the actual proportion, 
p. ^, for the i-tb local area is subtracted from the average 
point estimate for the area over the 500 simulation samples. 
The average absolute bias is defined similarly, except that 
the absolute value of each difference is used. Generally 
speaking, the results obtained for these two summary 
statistics were slightly better for the ordinal model, 
regardless of the income category considered. However, 
the multinomial model did result in a somewhat smaller 
average bias for p.^^ for the low income category. 

For each sampled local area, empirical root mean square 
ertors (RMSE's) were computed over the 500 simulation 
samples under each model for the three income categories. 
For each model and income level combination, the 
appropriate empirical RMSE's were averaged over all 
sampled local areas, resulting in the average empirical 
RMSE's presented in Table 1. Once again, the perfor
mance of the ordinal model is slightiy better for all three 
income level categories. 

To study the reduction in empirical RMSE when a 
model-based approach to estimation is used instead of a 
classical design unbiased method, average empirical 
RMSE's analogous to those in Table 1 based on the 500 
samples were computed using the observed local area 
sample proportions in place of p.^^. The average empirical 
RMSE's obtained were substantially larger (0.0617,0.0564, 
and 0.0311 for the low, medium, and high income level 
categories) than those based on p.^^ under either model. 

Table 1 also includes summary statistics over all sampled 
local areas which relate naive and bootstrap measures of 
variability in j5,.,„., to average empirical RMSE. For each 
income level category, the average relative bias and the 
average absolute relative bias of the square root of 
"Wds^p. ^ as an estimate of empirical RMSE are shown in 
Table 1 for the multinomial and ordinal models. The 
average relative bias is simply the mean over all sampled 
local areas of the values obtained when the difference 
resulting from the subtraction of the empirical RMSE for 
the i-tb local area from the average of the square root of 
'Wds{p. ^ for the area over the 500 simulation samples is 
divided by the empirical RMSE. The average absolute bias 
is defined similarly, expect that the absolute value of each 
difference is used. The table also presents similar averages 
for the bootstrap-adjusted measures of variability, 
^ar'^'(p. J . For both the multinomial and ordinal logistic 
models, the average relative bias and average absolute 
relative bias of the bootstrap-adjusted estimates of 
variability are substantially smaller in magnitude than their 
naive counterparts for aU three income level categories. In 
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Table 1 
Average Summary Statistics based on 500 Simulation Samples for the Multinomial and Ordinal Logistic Models 

across all Sampled Local Areas for each Income Level Category. 
The average summary statistics obtained over the first 200 simulation samples are included in brackets for comparative purposes 

Average Low Income Level Medium Income Level High Income Level 
Multinomial 

-0.0004 
(-0.0004) 

0.0076 
(0.0078) 

0.0479 
(0.0483) 

-0.1192 
(-0.1197) 

0.1192 
(0.1197) 

-0.0275 
(-0.0272) 

0.0294 
(0.0290) 

91.35 
(91.325) 

3.65 
(3.675) 

94.44 
(94.400) 

1.58 
(1.600) 

Ordinal 

-0.0005 
(-0.0006) 

0.0051 
(0.0055) 

0.0467 
(0.0469) 

-0.1125 
(-0.1128) 

0.1125 
(0.1128) 

-0.0173 
(-0.0175) 

0.0227 
(0.0228) 

91.91 
(91.875) 

3.09 
(3.125) 

94.75 
(94.775) 

1.43 
(1.425) 

Multinomial 

-0.0007 
(-0.0006) 

0.0089 
(0.0085) 

0.0417 
(0.0414) 

-0.1273 
(-0.1276) 

0.1273 
(0.1276) 

-0.0309 
(-0.0314) 

0.0349 
(0.0343) 

91.19 
(91.225) 

3.81 
(3.775) 

94.37 
(94.350) 

1.71 
(1.725) 

Ordinal 

-0.0004 
(-0.0003) 

0.0048 
(0.0046) 

0.0401 
(0.0402) 

-0.1180 
(-0.1186) 

0.1180 
(0.1186) 

-0.0204 
(-0.0207) 

0.0263 
(0.0265) 

91.78 
(91.750) 

3.22 
(3.250) 

94.68 
(94.650) 

1.50 
(1.525) 

Multinomial 

0.0011 
(0.0010) 

0.0108 
(0.0106) 

0.0236 
(0.0233) 

-0.1524 
(-0.1521) 

0.1524 
(0.1521) 

-0.0391 
(-0.0393) 

0.0450 
(0.0446) 

90.67 
(90.650) 

4.33 
(4.350) 

93.91 
(93.925) 

1.91 
(1.900) 

Ordinal 

0.0009 
(0.0009) 

0.0074 
(0.0073) 

0.0231 
(0.0229) 

-0.1376 
(-0.1372) 

0.1376 
(0.1372) 

-0.0273 
(-0.0269) 

0.0353 
(0.0347) 

91.26 
(91.300) 

3.74 
(3.700) 

94.40 
(94.375) 

1.62 
(1.650) 

Bias of p. 

Absolute Bias of p. 

Empirical RMSE 

Relative Bias of 

Absolute Relative Bias of 

Relative Bias of 

/ 
\B] 

Var (p,J 
Absolute Relative Bias of 

/ Var"'(/S,„) 
Naive Coverage Rate 

Absolute Deviation of Naive 
Coverage from the 95% Nominal Rate 

Adjusted Coverage Rate 

Absolute Deviation of Adjusted 
Coverage from the 95% Nominal Rate 

addition, these bootstrap-adjusted average summary 
statistics are all very small, which indicates that the 
bootstrap-adjusted estimates of variability are capable of 
incorporating most of the uncertainty that arises from 
having to estimate the distribution of the random effects. 

For each sampled local area, naive and bootstrap-
adjusted coverage rates based on 95% interval estimates 
were computed over the 500 samples under each model for 
the three income level categories. Over all income level 
and model combinations, the bootstrap-adjusted coverage 
rates for individual local areas ranged from 92.2% to 
97.6%. Since an approximate bound for the Monte Carlo 
en-or is 3 v'(0.95)(0.05)/500, or 0.029, all bootstrap-
adjusted coverage rates are within 3 standard ertors of 95%. 

For each model and income level combination, the 
appropriate coverage rates were averaged over all sampled 
local areas, resulting in the average naive and bootstrap-
adjusted coverage rates in Table 1. A number of 
observations can be made which hold for each income level 
category. For both multinomial and ordinal models, the 
average coverage rates for the bootstrap-adjusted intervals 
are much closer to the 95% nominal rate than those 
associated with the naive intervals. However, both the 
average naive and bootstiap-adjusted coverage rates for the 

ordinal model are slightiy better than counterparts for the 
multinomial model. This is also the case for the average 
absolute deviation of both the naive and bootstrap-adjusted 
coverage rates from the 95% nominal rate. The average 
absolute deviation of the naive coverage rates from the 95% 
nominal rate is simply the mean over all sampled local areas 
of the absolute values of the differences obtained when the 
95% nominal rate is subtracted from the naive coverage 
rates for the sampled local areas over the 500 simulation 
samples. The average absolute deviation of the bootstrap-
adjusted coverage rates from the 95% nominal rate is 
defined analogously. 

Twenty-two local areas were not sampled. Estimates for 
the proportion of individuals associated with each income 
level category were also obtained for these areas using the 
multinomial and ordinal models. The findings were similar 
to those for sampled local areas. However, the performance 
of the models deteriorated somewhat, since nonsampled 
local areas constitute a holdout sample. For a detailed 
evaluation of results associated with nonsampled local 
areas, see Farrell et al (1997a). 

A comparison of the estimates for the three income level 
categories based on micro-data, p.^^, with those based on 
local area summary statistics, p , was also made for each 
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model. For both models, the results obtained for p.^^ were 
gratifyingly close to those obtained using p.^^, although 
those obtained for p.^^ were slightiy better. Similar 
findings were obtained by Farrell et al, (1997b) in a de
tailed comparison of p.^^ and p.^^ for a binonual outcome 
variable. 

4. CONCLUSION 

Using multinomial and ordinal logistic models, the 
empirical Bayes approach proposed by Farrell et al, 
(1997a), for estimating small area proportions based on 
binomial outcome data has been extended to accommodate 
outcome variables with more than two categories. It was 
found that the performance of the approach is preserved for 
multicategorical outcome data. 

To compare the estimates of small area proportions 
based on an ordinal outcome variable using multinomial 
and ordinal logistic models, the proposed empirical Bayes 
methods based on these two models were applied to data 
from the 1950 United States Census with the objective of 
predicting, for a small area, the proportion of individuals 
who belong to the various categories of an ordinal response 
variable representing income level. The estimates based on 
the ordinal model were only slightiy better in terms of 
design bias, empirical RMSE, and coverage rates. In 
addition, an important feature of the ordinal logistic model 
is that the constraint p„(„,̂ „ - p̂ ,,, ^ 5,,„ - 5.(,„, must hold 
in order for n.., ,. ^ 0. Since the results for the 
multinomial and ordinal models in the simulation were very 
similar, a multinomial model could be used for estimating 
smaU area proportions based on ordinal outcome variables 
when there is concem that fitting an ordinal model may 
result in negative estimates for some of these probabilities. 
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Poststratification Into Many Categories Using Hierarchical 
Logistic Regression 

ANDREW GELMAN and THOMAS C. LITTLE' 

ABSTRACT 

A standard method for correcting for unequal sampling probabilities and nonresponse in sample surveys is poststratification: 
that is, dividing the population into several categories, estimating the distribution of responses in each category, and then 
counting each category in proportion to its size in the population. We consider poststratification as a general framework 
that includes many weighting schemes used in survey analysis (see Littie 1993). We construct a hierarchical logistic 
regression model for the mean of a binary response variable conditional on poststratification cells. The hierarchical model 
allows us to fit many more cells than is possible using classical methods, and thus to include much more population-level 
information, while at the same time including all tfie information used in standard survey sampling inferences. We are thus 
combining the modeling approach often used in small-area estimation with the population information used in 
poststratification. We apply the method to a set of U.S. pre-election polls, poststratified by state as well as the usual 
demographic variables. We evaluate the models graphically by comparing to state-level election outcomes. 

KEY WORDS: Bayesian inference; Election forecasting; Nonresponse; Opinion polls; Sample surveys. 

1. INTRODUCTION 

It is standard practice for weighting in opinion poUs to be 
based entirely or primarily on poststratification, which we 
use generally to refer to any estimation scheme that adjusts 
to population totals. The basic approach is to divide the 
population into a number of categories, within each of 
which the survey is analyzed as simple random sampling. 
The poststratification step is to estimate population quan
tities by averaging estimates in the categories, counting 
each category in proportion to its size in the population. 
Poststratification categories are typically based on demo
graphic characteristics (sex, age, etc.) as well as any varia
bles used in stratification. Another level of compUcation, 
which we do not address here, would occur under cluster 
sampling. 

There is a fundamental difficulty in setting up post
stratification categories. It is desirable to divide the 
population into many smaU categories in order for the 
assumption of simple random sampUng witiiin categories to 
be reasonable. But if the number of respondents per 
category is small, it is difficult to accurately estimate the 
average response within each category. For example, if we 
poststiratify by sex, ethnicity, age, education, and region of 
the U.S., some cells may be empty in the sample, whereas 
others may have only one or two respondents. 

A general solution to this problem is to model the 
responses conditional on tiie poststiatification variables (see 
Littie 1993). For example, the standard approach to 
adjusting for several demographic variables is to rake 
across one-way or two-way margins {le., iterative 
proportional fitting, Deming and Stephan 1940), which 
essentially corresponds to poststiatification on the complete 
multi-way table, but with a model of the responses, 

conditional on the demographic variables, that sets 
higher-level interactions to zero. Methods based on 
smootiiing weights can also be viewed as poststratification, 
with corresponding models on the responses (see Littie 
1991). When the poststratification categories foUow a 
hierarchical stiiicture (for example, persons within states in 
the U.S.), one can improve efficiency of estimation by 
fitting a hierarchical model {e.g., Lazzeroni and Littie 
1997). In the related context of regression estimation, 
Longford (1996) demonsti-ates tiie potential for hierarchical 
linear models to improve the precision of small area 
estimates based on sample survey data. 

In this paper, we set up a hierarchical logistic regression 
model to be used for poststi-atification estimates for a binary 
variable. The advantage of the model, compared to standard 
poststratification, is tiiat it allows for the use of many more 
categories, and thus much more detailed population 
information. The practical gains from this method are 
greatest for small subgroups of the population. We apply 
the method to the state-level results of a set of U.S. 
pre-election polls. This example has the nice feature that 
we can check our inferences externally by comparing to 
state-level election outcomes. Details appear in an 
appendix for computing the hierarchical model using an 
approximate EM algorithm. 

2. MODEL 

2.1 Sampling and Poststratification Information 

Consider a partition of tiie population into R categorical 
variables, where tiie r-th variable has J^ levels, for a total 
of J = nf^i y,. categories (cells), which we label; = 1,..., J. 
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Assume that A'̂ , the number of units in the population in 
categoryy, is known for ally. Lety be a binary response of 
interest; label the population mean response in each cate
gory j as Ttj. Then the overall population mean is 
Y =Yi^j'^jlLj^j- Assume that the population is large 
enough that we can ignore all finite-population corrections. 

A sample survey is now conducted in order to estimate Y 
(and perhaps some other combinations of the Ji.'s). For 
eachy", let «. be the number of units in category y in the 
sample. Conditional on the R explanatory variables, assume 
that nonresponse is ignorable (Rubin 1976). Thus, the R 
variables should include all information used to constmct 
survey weights, as well as any other variables that might be 
informative about y. 

For the example we shall consider in Section 3, we 
categorize the population of adults in the 48 contiguous 
U.S. states by /? = 5 variables: state of residence, sex, 
ethnicity, age, and education, with (J^,..., J^ = 
(48,2,2,4,4). (Ethnicity, age, and education are discre-
tized into 4 categories each, as described in Section 3.1.) 
The J = 3,072 categories range from "Alabama, male, 
black, 18-29, not high school graduate" to "Wyoming, 
female, nonblack, 65+, college graduate," and, from the 
U.S. Census, we have good estimates of Nj in each of these 
categories. We shall consider population estimates 
(summing over all 3,072 categories) and also estimates 
within individual states (separately summing over the 
64 categories for each state). It is impossible for a 
reasonably-sized sample survey to allow independent 
estimates of the mean responses n. for each category y (in 
fact, the vast majority of categories will be empty or contain 
just one respondent), and so it is necessary to model the 
iij 's in order to poststi-atify and thus make use of the known 
category sizes Nj. The (potential) advantage of post
stratification is to cortect for differential nonresponse rates 
among the categories. 

2.2 Regression Modelling in the Context of 
Poststratification 

One can set up a logistic regression model for the 
probability n. of a "yes" for respondents in categoryy: 

logit(7tp=J^.p, (1) 

where X is a matrix of indicator variables, and X. is the 
y-th row of X If we were to assume a uniform prior 
distribution on p, then Bayesian inference, for different 
choices of X, under this model corresponds closely to 
various classical weighting schemes. These correspon
dences, which we present below, are general and rely on the 
hnearity of tiie assumed model (that is, x p in (1)). (In the 
case of binary data, which we are considering in this paper, 
the classical and uniform-prior-Bayesian estimates are not 
identical, because of the nonlinear logistic transformation 
in (1), but for large samples the differences are minor.) 

The following models correspond to the most commonly 
used classical poststratification estimates. 

- Setting X to the JxJ identity matrix corresponds to 
weighting each unit in celly by NJn- that is, simple 
poststratification. This method is well known to work 
well only if the «̂ . 's are reasonably large (and it will not 
work at all if « = 0 for anyy ). 

- If we set X to the J x (Y%iJ^) matrix of indicators for 
each individual variable, then the estimate of Y corres
ponds approximately to that obtained by raking across all 
R one-way margins. 

- Including various interactions in X corresponds to 
including these same interactions in the raking. To put it 
most generally, assuming "structure" of any kind in X 
corresponds to pooling the poststratification across cells 
in some way. 

- Including no explanatory variables in the model (that is 
letting X be simply a vector of I's) leads to the sample 
mean estimate y. 

See Hok and Smith (1979) and Little (1993) for more 
discussion of tiie relation between weighting estimates and 
poststratification. 

2.3 Hierarchical Regression Modelling for Partial 
Pooling 

When the number of cells is large, none of the above 
options makes efficient use of the information provided by 
the categories (for example, simple poststratification gives 
estimates that are too variable, but if we exclude explana
tory variables with many categories, we are discarding 
important information). Instead, we allow partial pooling 
across cells by setting up a mixed-effects model (see, e.g., 
Clayton 1996). We write the vector p as (a.yj,..., Y^). 
where a is a subvector of unpooled coefficients and each 
y,, for / = 1, ...,L, is a subvector of coefficients (y^) to 
which we fit a hierarchical model: 

ind 

y^~N{0,x]),k=l,...,K,. 

Setting T, to zero corresponds to excluding a set of 
variables; setting x̂  to °o corresponds to a noninformative 
prior distribution on the y^ parameters. 

Given the responses y. in categoriesy, we construct an 
nxj categorization matrix C, for which C,.. = 1 if 
respondent / is in ceUy. Let Z = CX. The model (1) tiien can 
be written in the standard form of a hierarchical logistic 
regression model as 

y. ~ Bemoulli(p.) 

logit(p.)=Zp 

where Y,n is a diagonal matrix witii 0 for each element of a, 
foUowed^by T/ for each element of y,, for each /. We use 
the notation p., for the probabiUty corresponding to the unit 
/, as distinguished from •KJ, the aggregate probability 
corresponding to the categoryy. See Nordberg (1989) and 
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Belin, Diffendal, Mack, Rubin, Schafer and Zaslavsky 
(1993) for general discussions of hierarchical logistic 
regression models for survey data. 

2.4 Inference Under the Model 

To perform inferences about population quantities, we 
use the following empirical Bayes strategy: first, estimate 
the hyperparameters x,, given the datay; second, perform 
Bayesian inference for tiie regression coefficients p, given 
y and the estimated x/s; third, compute inferences for the 
vector of ceU means 7C = logU"'(XP); fourth, compute 
inferences for population quantities by summing Nju/s. 
We view this approach as an approximation to the full 
Bayesian analysis, which averages over the parameters x,. 
The two approaches wiU differ the most when components x, 
are imprecisely estimated or are indistinguishable from 0 
(see for example, Gelman, Carlin, Stem and Rubin (1995), 
Section 5.5). In tiie example we consider here, this is not a 
problem because the various components are clearly esti
mated to be different from 0. If this were not the case, it 
would probably be worth putting in the additional 
programming effort for a fuU Bayes analysis. The focus of 
this paper, however, is on the effectiveness of combining 
hierarchical modeling with poststratification, not on the 
relatively minor technical differences between Bayes and 
empirical Bayes analyses. 

The shrinkage of the cell estimates comes in the second 
step, and the amount of shrinkage depends both on the 
sample sizes «. and the data pj. More shrinkage occurs for 
smaller values of n. and for values of pj far from the 
predictions based on the logistic regression model. In 
addition, more shrinkage occurs if the parameters x, are 
small. A batch of coefficients j , with littie predictive 
power will be shmnk toward zero in the estimation, because 
X, will be estimated to have a small value. This is how we 
can include a large number of coefficients in the hierar
chical model without tiie estimates of population quantities 
becoming too variable. 

3. APPLICATION: BREAKING DOWN 
NATIONAL SURVEYS BY STATE 

3.1 Survey Data 

We apply tiie above metiiodology to state-by-state results 
from seven national opinion polls of registered voters 
conducted by the CBS television network during the two 
weeks immediately preceding the 1988 U.S. Presidential 
election. To follow our general notation, we assign y. = 1 
to supporters of Bush and y. = 0 to supporters of Dukakis; 
we discard the respondents who expressed no opinion 
(about 15% of the total; we follow standard practice and 
count respondents who "lean" toward one of the candidates 
as full supporters). Since no data were coUected from 
Hawaii and Alaska, only the 48 contiguous states are 
included in the model. Washington, D.C, although 
included in the surveys, was excluded from this analysis 

because its voting preferences are so different from the 
other states that a generalized linear model that fit the 48 
states would not fit D.C. weU, and as a result, the data from 
D.C. would unduly influence tiie resuUs for the states. Since 
there are few observations for the smaller states and the 
between-poll variation in the estimated support for Bush is 
witiiin binomial sampling variability (as measured by a -/^ 
test of equality of the proportions of support for Bush in the 
seven polls), we combine the data from all the polls. 

CBS creates survey weights by raking on the following 
variables, with default classifications for item nonresponse 
shown in brackets: 

Census region: Northeast, South, North Central, West 
sex: male, female 
ethnicity: black, [white/other] 
age: 18-29, 30-44, [45-64], 65-t-
education: not high school grad, [high school grad], 

some college, college grad. 

The raking includes all main effects plus the interactions 
of sex X ethnicity and age x education. We include all 
these variables as fixed effects in our logistic regression 
model, excluding from our analysis the relatively few 
respondents with nonresponse in any of the demographic 
variables. The CBS weights also correct for number of 
telephone lines and number of adults in household, which 
affect sampUng probabilities; these have minor effects on 
estimates for Presidential preference (see Little 1996, 
chapter 3), and we do not include them in our model. 
Further details of the CBS survey methodology and 
adjustment appear in Voss, Gelman, and King (1995). 

Our model goes beyond the CBS analysis by including 
indicators for the 48 states as random effects, clustered into 
four batches corresponding to the four census regions. We 
check the performance of the model by comparing estimates 
for each state to the observed Presidential election. 
(Opinion poUs just before the election are reliable indicators 
of the actual election outcome; see, e.g., Gelman and King 
1993.) We also compare the stability of estimates based on 
different polls over a short period of time. 

3.2 Population Data for Poststratification 

In order to poststratify on all the variables listed above, 
along with state, we need the joint population distribution 
of the demographic variables within each state: that is, 
population totals Â . for each of the 2 x 2 x 4 x 48 cells of 
sex X ethnicity x age x state. Since the target population 
is registered voters, we should use the population distri
bution of registered voters. As an approximation to that 
distribution we use the crosstabulations available in the 
Public Use Micro Survey (PUMS) data for all citizens of 
age 18 and over. The PUMS data contain records for 5% of 
the housing units in the U.S. and the persons in them, 
including over 12 miUion persons and over 5 million 
housing units. These data are a stratified sample of the 
approximately 15.9% of housing units that received 
long-form questionnaires in the 1990 Census. Persons in 
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institutions and otiier group quarters are also included in the 
sample. Weights are given for both the housing unit and 
persons witiiin the unit based on sampUng probabilities and 
adjustment to Census totals for variables included in the 
short-form questionnaire. We use tiie weighted PUMS data 
to estimate JV̂ . for each poststratification category and 
ignore sampling error in these numbers. The weighted 
PUMS numbers are very similar to the poststratification 
numbers used by CBS in their raking (see Littie 1996, 
chapter 3). 

3.3 Results 

We present results for four methods appUed to the 
combined data from the seven surveys: 

1. Classical estimate based on raking by demographic 
variables (region, sex, ethnicity, age, education, sex x 
etiinicity, and age x education). This is very close to tiie 
weighting metiiod used by CBS. For estimates of results 
by states, we perform weighted averages within each 
state, using the weights obtained by the raking. 

2. Regression estimate using the demographic variables 
and also indicators for the states, with no hierarchical 
model {i.e., "fixed-effects" regression). This is very 
similar to using iterative proportional fitting to rake on 
states as well as demographics. The state-by-state 
estimates from this model should improve upon those 
obtained by raking on demographics because the 
estimates of TCy's are weighted by the population 
numbers Nj rather than the sample numbers n. within 
each state. ^ 

3. Regression estimate using only the demographic 
variables, with the state effects set to zero. This model 
aUows the average responses witiiin states to differ only 
because of demographic variation; to the extent that the 
demographics do not explain all the variation in opinion, 
the model should underestimate the variability between 
states. 

4. Regression estimate using the demographic variables, 
with the 48 state effects estimated with a hierarchical 
model (in the notation of Section 2, Z = 4 and K^ K^, 
KyK^ = 12, 13, 12, II). We expect this model to 
perform best, both because of the flexibility of the 
hierarchical regression model and because the post
stratification uses the population numbers N.. 

We fit each of the regression models to the survey data, 
obtain posterior simulation draws for each coefficient 
(conditional on the estimated x^Xj, Xj, x^), and reweight 
based on the PUMS data to obtain poststi-atified estimates 
for the proportion of registered voters in each state who 
support Bush for President. 

Table 1 presents the raking estimate and the posterior 
medians and interquartile ranges for tiie three models, along 
with data on the survey responses and the actual election 
outcome. Table 2 gives the nationwide and mean absolute 
statewide prediction errors for the raking and the three 
models. The four methods give almost identical results at 
the national level; the real gain from the model-based 

estimates occurs in estimating the individual states. The 
reduction in mean absolute prediction error from about 6% 
to 5% can be attributed to using the poststratification 
information, witii tiie furtiier reduction to 3.5% attributable 
to the hierarchical modeling. In addition, the last two lines 
of Table 2 show that the uncertainty estimates from the 
hierarchical model are short and relatively well calibrated 
(sUghtly less than half of the true values fall inside the 50% 
intervals, which is reasonable since these intervals account 
only for sampUng error and not for nonsampling errors and 
changes in opinion). 

Figure 1 plots, by state, the actual election outcomes vs. 
the raking estimates and the posterior medians for the three 
models. As one would expect, the hierarchical model 
reduces variance, and thus estimation error, by shrinkage. 
Although the four methods correct the bias of the nation
wide estimate by about tiie same amount, they act differently 
on the individual states, with the hierarchical model 
performing best. Figure 2 compares the prediction errors for 
the hierarchical and raking estimates for the states. 

Interestingly, the hierarchical model does not seem to 
shrink the data enough to the nationwide mean: we can tell 
this because, in Figure Id, the actual election outcome is 
higher than predicted for low-predicted values, and lower 
than predicted for high-predicted values. Undersbrinlaage 
means that the estimated parameters t, are probably higher 
than their true values, which could be caused by a pattem of 
nonignorable nonresponse that varies between states so that 
observed variability in the state proportions is caused by 
varying nonresponse pattems as well as actual variation in 
average opinions (see Littie and Gelman 1996, for a 
discussion of this example and Krieger and Pfeffermann 
1992, for a more general treatment). The undershrinkage 
could be quantified by comparing the estimated to the 
optimal level of shrinkage, but this comparison can only be 
made after the true values are observed. 

It is also possible to compare the models by fitting each 
separately to each survey and examining the stability of 
estimates over a short period of time. This would be a more 
reasonable way to study the models in the common situation 
that the true population means never become known. 
Figure 3 displays, for each of our seven surveys, the 
estimates from raking and from the hierarchical model. 
(When modeling the surveys individually, we fit a common 
hierarchical variance for all 48 states because there was not 
enough data to obtain reliable maximum likelihood 
estimates for the four regions separately from the data in 
each poll.) Results are shown for tiie entire United States 
and for tiiree representative states: CaUfomia (a large state), 
Washington (mid-sized), and Nevada (small). For 
convenience, the plot also show the estimates based on the 
seven surveys pooled and the actiial election outcomes. For 
all the individual states, the hierarchical estimate is less 
variable over time than the raking estimate. The pattem is 
clearest in Nevada, where the sample size for the individual 
surveys was so low that the raking estimate degenerated to 
0 or 1 in most cases, but the better performance of the 
hierarchical model is clear in the other states as well. For 
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Table 1 
By state; election results (proportion of the two-party vote in 1988 received by Bush); survey data (unweighted mean and sample size) from 
the combined surveys; raking estimate using CBS variables; and posterior median (and interquartile range; that is, width of the central 50% 

uncertainty interval) of poststratified estimates based on state effects unsmoothed, set to zero, and fit by a hierarchical model. 
Estimates are labelled 1,2, 3,4 corresponding to the descriptions in Section 3.3. 

Poststiatification estimates (and IQRs) 

State Election result Sample size 
Unweighted 

mean 
1: Raking 
estimate 

2: State effects 
unsmoothed 

3: State effects 
set to 0 

4: Hierarchical 
model 

AL 

AR 

AZ 

CA 

CO 

CT 

DE 

FL 

GA 

lA 

ID 

IL 

IN 

KS 

KY 

LA 

MA 

MD 

ME 

MI 

MN 

MO 

MS 

MT 

NC 

ND 

NE 

NH 

NJ 

NM 

NY 

NY 

OH 

OK 

OR 

PA 

RI 

SC 

SD 

TN 

TX 

UT 

VA 

VT 

WA 

WI 

wv 
WY 

0.60 

0.57 

0.61 

0.52 

0.54 

0.53 

0.56 

0.61 

0.60 

0.45 

0.63 

0.51 

0.60 

0.57 

0.56 

0.55 

0.46 

0.51 

0.56 

0.54 

0.46 

0.52 

0.61 

0.53 

0.58 

0.57 

0.61 

0.63 

0.57 

0.53 

0.61 

0.48 

0.55 

0.58 

0.48 

0.51 

0.44 

0.62 

0.53 

0.58 

0.56 

0.67 

0.60 

0.52 

0.49 

0.48 

0.48 

0.61 

134 

86 

141 

1075 

126 

103 

30 

553 

211 

102 

31 

429 

215 

105 

146 

153 

277 

207 

44 

399 

210 

235 

170 

31 

239 

54 

90 

20 

301 

87 

19 

639 

454 

93 

111 

431 

65 

151 
52 

252 

594 

61 

255 

12 

269 

264 

79 

13 

0.72 

0.57 

0.62 

0.57 

0.59 

0.53 

0.40 

0.64 

0.62 

0.38 

0.52 

0.55 

0.75 

0.72 

0.57 

0.62 

0.47 

0.52 

0.52 

0.58 

0.54 

0.46 

0.69 

0.39 

0.59 

0.56 

0.58 

0.70 

0.57 

0.55 

0.68 

0.42 

0.62 

0.57 

0.50 

0.54 

0.28 

0.70 

0.54 

0.68 

0.58 

0.80 

0.69 

0.54 

0.47 

0.49 

0.48 

0.50 

0.67 

0.53 

0.61 

0.53 

0.59 

0.55 

0.37 

0.62 

0.58 

0.38 

0.58 

0.52 

0.73 

0.71 

0.53 

0.60 

0.41 

0.50 

0.52 

0.55 

0.53 

0.43 

0.70 

0.40 

0.60 

0.56 

0.60 

0.68 

0.60 

0.54 

0.80 

0.37 

0.63 

0.62 

0.47 

0.54 

0.29 

0.67 

0.51 

0.69 

0.52 

0.85 

0.72 

0.58 

0.41 

0.53 

0.52 

0.36 

0.63 (0.05) 

0.53 (0.06) 

0.62 (0.05) 

0.55 (0.02) 

0.58 (0.06) 

0.52 (0.06) 

0.42(0.11) 

0.61 (0.03) 

0.56 (0.04) 

0.38 (0.06) 

0.52(0.12) 

0.53 (0.03) 

0.74 (0.04) 

0.71 (0.06) 

0.56 (0.05) 

0.61 (0.05) 

0.46 (0.04) 

0.49 (0.04) 

0.55(0.10) 

0.57 (0.03) 

0.53 (0.05) 

0.46 (0.04) 

0.65 (0.04) 

0.40(0.12) 

0.55 (0.04) 

0.55 (0.09) 

0.56 (0.07) 

0.73(0.13) 

0.53 (0.04) 

0.57 (0.07) 

0.67(0.13) 

0.41 (0.03) 

0.58 (0.03) 

0.59 (0.07) 

0.50 (0.06) 

0.52 (0.03) 

0.27 (0.07) 

0.66 (0.05) 

0.53 (0.09) 

0.66 (0.04) 

0.56 (0.03) 

0.79 (0.07) 

0.67 (0.04) 

0.60(0.19) 

0.46 (0.04) 

0.48 (0.04) 

0.48 (0.07) 

0.59 (0.17) 

0.56(0.01) 

0.60(0.01) 

0.56 (0.02) 

0.53 (0.01) 

0.57(0.01) 

0.49 (0.02) 

0.60 (0.01) 

0.62 (0.01) 

0.56 (0.01) 

0.59(0.01) 

0.59 (0.02) 

0.52(0.01) 

0.56(0.01) 

0.57(0.01) 

0.64(0.01) 

0.54(0.01) 

0.50 (0.02) 

0.56(0.01) 

0.52 (0.02) 

0.54(0.01) 

0.59(0.01) 

0.55(0.01) 

0.53 (0.01) 

0.58 (0.02) 

0.58(0.01) 

0.58(0.01) 

0.58 (0.01) 

0.53 (0.02) 

0.46(0.01) 

0.54 (0.02) 

0.56 (0.02) 

0.45 (0.01) 

0.55 (0.01) 

0.63 (0.01) 

0.58 (0.02) 

0.48 (0.02) 

0.50 (0.02) 

0.55(0.01) 

0.58(0.01) 

0.60(0.01) 

0.60(0.01) 

0.60 (0.02) 

0.59 (0.01) 

0.53 (0.02) 

0.58 (0.01) 

0.57 (0.01) 

0.65 (0.01) 

0.59 (0.02) 

0.62 (0.05) 

0.55 (0.06) 

0.61 (0.05) 

0.55 (0.02) 

0.57 (0.05) 

0.51 (0.06) 

0.52 (0.08) 

0.61 (0.03) 

0.56 (0.04) 

0.41 (0.06) 

0.55 (0.08) 

0.52 (0.03) 

0.72 (0.04) 

0.68 (0.05) 

0.57 (0.05) 

0.59 (0.04) 

0.47 (0.04) 

0.50 (0.04) 

0.54 (0.08) 

0.57 (0.03) 

0.53 (0.04) 

0.47 (0.04) 

0.63 (0.04) 

0.50 (0.09) 

0.55 (0.04) 

0.56 (0.08) 

0.56 (0.06) 

0.61 (0.10) 

0.53 (0.03) 

0.56 (0.06) 

0.60 (0.09) 

0.41 (0.02) 

0.58 (0.03) 

0.60 (0.06) 

0.52 (0.06) 

0.52 (0.03) 

0.34 (0.06) 

0.64 (0.04) 

0.54 (0.08) 

0.65 (0.03) 

0.56 (0.02) 

0.72 (0.06) 

0.66 (0.03) 

0.55(0.11) 

0.48 (0.04) 

0.49 (0.04) 

0.53 (0.06) 

0.59(0.10) 
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Table 2 
Summary statistics for raw mean of responses, raking estimate, and three poststratified estimates from the combined surveys. Summaries 

given are the estimated mean of the 48 state vote proportions weighted by state voter turnout (thus, estimated national popular vote 
proportion for Bush excluding Alaska, Hawaii, and the District of Columbia); the mean absolute error of the 48 state estimates; the average 

width of the 50% intervals for the states; and the number of the 48 states whose true values fall within the 50% intervals. 

Summary Actual result Unweighted 
mean 

Mean of national popular vote 

Mean absolute error of states 

Average width of 50% intervals 

Number of states contained in 50% interval 

0.539 0.568 

0.056 

Raking 
estimate 

0.549 

0.066 

State effects 
unsmoothed 

0.548 

0.049 

(0.069) 

18 

State effects 
set to 0 

Hierarchical 
model 

0.547 

0.048 

(0.016) 

3 

0.550 

0.035 

(0.057) 

20 

0.2 0.4 0.6 0.8 
predicted (raking) 

0.2 0.4 0.6 0.8 
predicted (unsmoothed) 

0.2 0.4 0.6 0.8 

predicted (var=0) 

0.2 0.4 0.6 0.8 

predicted (hierarchical) 

Figure 1. Election result by state v.y. posterior median estimate for (a) raking on demographics, (b) regression model 
including state indicators with no hierarchical model, (c) regression model setting state effects to zero, 
(d) regression model with hierarchical model for state effects. 

example, it was not reasonable to assign Bush only 46% of 
the support in CaUfomia (in the poll 3 days before the 
election) or only 30% of the support in the state of 
Washington. For the United States as a whole, however, 
the two estimates are quite similar (in fact, when all seven 
polls are combined, the raking estimate performs very 
slightly better), indicating once again that the benefits from 
the modelling approach appear when studying subsets of 
the population. 

The results for Washington have the surprising property 
that the regression estimate based on the combined surveys 
(shown at time " - 1 " on the graph) is lower than the seven 
estimates from the original surveys. This occurs because 
the data from the combined surveys show that the state of 
Washington supports Bush less than would be predicted 
merely by controlling for the demographic covariates (that 
prediction would be the estimate for Washington from the 
model with state effects set to zero, which from Table 1 is 

£= £N -
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9 o (0 
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o 
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-0.2 0.0 0.1 0.2 
error of raking prediction 

Figure 2. Scatterplot of prediction errors by state for 
the hierarchical model vs. the raking 
estimate. The errors of the hierarchical 
model are lower for most states. 
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Figure 3. Estimated Bush support estimated separately from seven individual polls taken shortly before the election for (a) the entire U.S. 
(excluding Alaska, Hawaii, and the District of Columbia), (b) a large state (California), (c) a medium-sized state (Washington), and 
(d) a small state (Nevada). Each plot shows the raking estimates as a dotted line and the estimates from hierarchical model as a solid 
line, with error bars indicating 50% confidence bounds for the raking and 50% posterior intervals for the model-based estimates. 
The polls were taken between nine and two days before the election. Estimates based on the combined surveys are shown at time 
" - 1 " , and the actual election result is shown at time "0" on each plot. 

0.58). But none of the individual surveys, taken alone, had 
enough data to make a convincing case that Washington 
was so far from the national mean, and so the Bayes 
estimate shmnk their estimates to a greater extent. This 
behavior, while it may seems strange at first, is in fact 
appropriate: with a smaUer survey, there is less information 
about the individual poststratification categories, and the 
model-based estimate produces an estimate for each 
category that is closer to the sample mean. When all seven 
surveys are combined, more information is available, and 
the model relies more sti-ongly on the data in each category. 
This is how the Bayes procedure essentially balances the 
concems of poststratifying on too few or too many 
categories. 

4. DISCUSSION 

Poststratification is tiie standard method of correcting for 
unequal probabilities of selection and for nonresponse in 
sample surveys. From the modeUing perspective, raking or 
poststiatification on a set of covariates is closely related to 

a regression model of responses conditional on those co
variates, with population quantities estimated by summing 
over die known distiibution of covariates in the population. 
Conditioning on more fully-observed covariates allows one 
to include more information in forming population 
estimates, but it is well known that raking on too large a set 
of covariates yields unacceptably variable inferences. We 
propose a method of poststratification on a large set of 
variables while fitting the resulting regression with a 
hierarchical model, thus harnessing the well-known 
strengths of Bayesian inference for models with large 
numbers of exchangeable parameters. 

The Bayesian poststratification is most useful for 
estimation in subsets of the population {e.g., individual 
states in the U.S. polls) for which sample sizes are small. 
A related area in which modeling should be effective is in 
combining surveys conducted by different organizations, 
modeling conditional on all variables that might affect 
nonresponse in either survey. In addition, the methods in 
this paper can obviously be applied to continuous responses 
by replacing logistic regressions by other generalized linear 
models. 
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Our purpose in Bayesian modeling is not to fit a 
subjectively "trae" model to the data or the underlying 
responses, but rather to estimate with reasonable accuracy 
the average response conditional on a large set of 
fully-observed covariates. More accurate models of the 
responses should aUow more accurate inferences - but even 
the simple exchangeable mixed effects model we have fit, 
with hyperparameters estimated from the data, should 
perform better than the extremes of the fixed effects model 
or setting coefficients to zero. Ultimately, the goal of 
probability modeling and Bayesian inference in a sample 
survey context is to allow one to make use of abundant 
poststiatification information {e.g., census data classified by 
sex, ethnicity, age, education, and state) to adjust a 
relatively small sample survey. 

Difficulties with modeling approaches such as ours 
could arise in several ways. If one adjusts to a large number 
of categories using too weak a model (such as the model 
with unsmoothed state effects), the resulting estimates can 
be too variable. If the population distributions of the 
variables used in the poststratification are not available (for 
example, adjusting to a variable that is not measured or is 
measured inaccurately by the Census), then the A'̂ .'s must 
be modeled also, which requires additional work. Of 
course, such additional work would be required to rake on 
these variables as well. Since all of the methods, including 
raking and regression methods, assume ignorable models, 
they will yield incortect inferences when unmeasured 
variables affect nonresponse and are correlated with the 
outcome of interest. 

The methods described here are intended as an impro
vement upon raking-type poststratification adjustments and 
are not intended to, by themselves, correct for nonignorable 
nonresponse. However, by aUowing one to adjust for more 
variables, the Bayesian poststratification should allow the 
use of models for which the ignorability assumption is more 
reasonable. Having a large number of poststratification 
categories {e.g., in 48 states) creates problems with classical 
weighting methods because many categories wiU have few 
or even no respondents. Interestingly, however, having 
many categories can make Bayesian modeling more 
rehable: more categories means more random effects in the 
regression, which can make it easier to estimate variance 
components. 
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APPENDIX: COMPUTATION 

mation to the logistic regression likelihood. We use this 
approximation for its simphcity and because it is reasonable 
for fairly large surveys, as in our application in Section 
application; if desired, more exact computations can be 
performed using the Gibbs sampler and Metropolis 
algoritiim (see Clayton 1996), perhaps using the algorithm 
described here as a starting point. 

When the data distribution is normal and the means are 
linear in the regression coefficients, the EM algorithm can 
be used to obtain estimates of the variance components 
(Dempster, Laird, and Rubin 1977), treating the vector of 
coefficients P as "missing data." In this framework, the 
"complete-data" loglikeUhood for x, is 

1 ^' 
L{T, I y,) = const - A:,logT, - —- X) Yw-

2x, k-l 

so the sufficient statistic for x, is t{y,) = XtliYw Given the 
current estimate x"'"*, the expected sufficient statistic is 

E{t{y,)\y,x°"') = 

IÎ (Y, I y, x"'")P + trace(var(y, | y, x"'")). 

Since these two terms are not analytically tractable for our 
model, we use the following approximations which are 
easily obtained: (1) approximate £(Y, |y,t°''') with an 
estimate y,, based on y and the estimate x"'**, and (2) 
approximate var(Y, | y, x"'**) from the curvature of the 
log-lUcelihood at tiie estimate, Vy^ = {- L"{y,))'\ Weupdate 
these approximations iteratively for all /= 1,..., L simulta-
neusly, converging to an approximate maximum likelihood 
estimate (tj,...,x^). Given an initial guess x°''', the 
algorithm proceeds by iterating the following two steps to 
convergence. 

Approximate ^-step. Solve the likeUhood equations 
iteratively, as described below. Use the estimate p to obtain 
an approximation to E{t{yi) \ y, x°'''), for each / = 1,..., L. 

We solve the likelihood equations d/d^L{^ |y, x) = 0 
using iteratively weighted least squares, involving a normal 
approximation to the likelihood / '(y| P) =n.p(y,. | P), 
based on locally approximating the logistic regression 
model by a Unear regression model (see Gelman et al 1995, 
p. 391). Let T\. = (ZP),. be the Unear predictor for thê  i-tb 
observation. Starting with the curtent guess of p, let 
f\ = Zp. Then aTaylor series expansion to L {y. \ r\.) gives z. ~ 
N{r]i,a% where 

••^i 

2 (1 o, = 

(l+exp(i^,.))^ 

exp(f̂ ;) 

-exp(ii.))2 

Yi-
exp(f̂ ,.) 

1 exp(fi;)^ 

exp(fj.) 

We use an EM-type algorithm to estimate the hyper
parameters X,; given these, we sample from the posterior 
distribution of the coefficients P using a normal approxi-

Let Xp denote tiie value Qf Y^ based on plugging in the 
current estimate t, and let Xz = diag((T )̂. Then we obtain 
an updated estimate and variance matrix using weighted 
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least squares based on the normal prior distribution and the 
normal approximation to the logistic regression likelihood: 

P=(Z'E;'2-EBVZ'E;'^ 

'^«=(2'E; '2-EB') -

(2) 

(3) 

We iterate until convergence and then use P and the 
appropriate elements of Vg to estimate var(Y, | y, x°'''). 

M-step. Maximize over the parameters x, to obtain 
x"'* = {E{t{y,) \y, X°"')/A:,)'^, for each / = 1,..., L. Set x"'" 
to T^™ and return to the approximate .E-step. 

Once the approximate EM algorithm has converged to an 
estimate x, we draw p from a normal approximation to the 
conditional posterior distribution p{^\y,x), using the 
values from equations (2) and(3) at the last EM step as the 
mean and variance matrix in the normal approximation. For 
each draw of the vector parameter p, we compute the 
category means, n = logit"' {X^), and any population totals 
of interest, counting each category j as Nj units in the 
population. 
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Estimating the Population and Characteristics of Health Facilities 
and Client Populations Using a Linked Multi-Stage 

Sample Survey Design 
K.K. SINGH, A.O. TSUI, CM. SUCHINDRAN and G. NARAYANA' 

ABSTRACT 

This paper demonstrates the utility of a multi-stage sample survey design that obtains a total count of health facilities and 
of the potential client population in an area. The design has been used for a state-level survey conducted in mid-1995 in 
Uttar Pradesh, India. The design involves a multi-stage, areal cluster sample, wherein the primary sampling unit is either 
an urban block or rural village. All health service delivery points, either self-standing facilities or distribution agents, in 
or formally assigned to the primary sampling unit are mapped, listed, and selected. A systematic sample of households is 
selected, and all resident females meeting predetermined eligibility criteria are interviewed. Sample weights for facilities 
and individuals are applied. For facilities, the weights are adjusted for multiplicity of secondary sampling units served by 
selected facilities. For individuals, the weights are adjusted for survey response levels. The survey estimate of the total 
number of government facilities compares well against the total published counts. Similarly the female client population 
estimated in the survey compares well with the total enumerated in the 1991 census. 

KEY WORDS: Sample survey; Program evaluation; Health services; Developing country. 

1. INTRODUCTION 

The evaluation of the impact of health programs on 
population-level health outcomes often requires knowledge 
of the number and characteristics of facilities and potential 
clients. Such information is frequently lacking in develop
ing countries where program record keeping and vital 
registration systems tend to be incomplete and poorly 
maintained. 

To obtain current information on health status, health 
service use, service performance, and client needs, pro
grams have resorted to occasional sample surveys, often 
designed and conducted independentiy and subareally 
(Aday 1991; Ross and McNamara 1983). Some demogra
phic and health surveys (Macro International 1996), 
however, do provide a national profile of population-level 
health outcomes, such as fertility, child mortality, and 
nutritional weU-being. The distinct advantage of a national 
population sample for planning health programs is its ability 
to measure the attitudes and behaviors of clients as well as 
non-clients. Program service statistics are limited to actual 
clients and may not yield the most current or accurate 
picture of service use. 

In addition to client behaviours, it is useful to monitor 
the accessibility and quality of services, but this requires a 
separate review of service provision at health faciUties or 
related outlets. Efforts in developing countries, like the 
situation analysis studies (Miller, Ndhiovu, Gachara and 
Fisher 1991), involve probabiUty surveys of health facilities 

and can provide a national overview of program perfor
mance. However, often they are restricted to reviewing 
public health programs because of incomplete registration 
of private health providers, such as private clinics or 
pharmacies. The lack of complete and accurate registration 
of private-sector service providers prevents probability 
sample surveys from being used to monitor health care 
pattems through this sector. 

Constraints on available resources to expand and improve 
the delivery of health care in developing, as well as developed, 
countries are increasing. This suggests that a more efficient 
use of resources available for monitoring and evaluation, 
particularly through surveys, is a consideration for all 
concerned. Innovative approaches to sample surveys should 
be developed to provide health planners and managers with a 
maximum ofinformation at a minimum of precision loss. 

We present results from a multi-stage, cluster sample 
survey designed to estimate the population and charac
teristics of health facilities and target client populations. 
The cluster sample for the survey, conducted in the large 
northern Indian state of Uttar Pradesh, is used as a basis for 
selecting healtii facilities and households, with subsequent 
selection of service staff from the facilities and of married 
women of childbearing age from the households. The 
survey was designed to generate independent samples of 
health facilities, staff, households, and client populations 
for the health services. 

The next section of this paper will describe the survey 
design, its contents, and fieldwork procedures as applied in 
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Uttar Pradesh. The following section presents the com
parative results on health facilities and population, and the 
last section will discuss lessons learned for survey design 
from the Uttar Pradesh application. These lessons will be 
important specifically for this survey's planned replication 
in two years but generaUy informative for other countries 
that may adopt the linked design. 

2. THE PERFORM SURVEY IN 
UTTAR PRADESH 

The PERFORM (Project Evaluation Review For 
Organizational Resource Management) Survey was de
signed to measure benchmark indicators for a large family 
planning project called the Innovations in Family Planning 
Services (IFPS) project sited in Uttar Pradesh and co-
funded by tiie Government of India and the U.S. Agency for 
International Development. Uttar Pradesh has a population 
of over 140 miUion and by itself would rank as the fifth 
largest developing country. 

2.1 Content 

Indicator estimates for IFPS are needed at three levels: 
(1) public and private service delivery points (SDPs), 
(2) service providers staffing tiie SDPs or facilities, and 
(3) cUent population, represented by women of reproductive 
age. As IFPS seeks to improve the family planning service 
environment, it is imperative to obtain measures of 
indicators at this level but in such a way as to be relatable to 
the women resident in those environments. 

As a resuh, the PERFORM survey developed seven 
questionnaires: 

1-2) An urban block and village questionnaire to inventory 
all potential and actual providers of health services in 
the sampled village or urban block; 

3) A fixed service delivery point (FSDP) questionnaire 
to gather information on the staff, services, 
equipment, supplies, and education and motivation 
activities at sampled public and private facilities. 

4) A staff questionnaire administered to all FSDP staff 
involved in family planning services (identified from 
the FSDP questionnaire) to assess their capabilities 
and service experiences; 

5) An individual service agent (ISA) questionnaire to all 
individuals working outside of self-standing facilities 
(FSDPs) who currently or potentially can provide 
health planning services, such as private doctors, 
pharmacists, midwives, lay health workers, and 
retailers; 

6) A household questionnaire to be administered to 
heads of the sampled households to enumerate 
household members and selected demographic and 
social characteristics; 

7) An individual questionnaire for currently married 
women between the ages of 13 to 49 (identified from 
the household questionnaire) to collect information on 
knowledge of and past, current, and intended use of 

health services, recent pregnancy and contraceptive 
behaviors, and additional background characteristics. 

2.2 Sampling Design 

PERFORM was designed to provide estimates of facility 
and population characteristics at the state, regional, 
divisional, and district levels. The district was important 
since it was the focal point for introducing innovative 
approaches and additional IFPS inputs. At the time of the 
survey design, Uttar Pradesh had 14 administrative 
divisions; two districts were selected from each using 
probability proportional to size (PPS) procedures. These 
areal units have administrative-political boundaries and thus 
public administration utiUty. The districts were also 
aggregated into five regional groupings. 

In each district, the total number of households to be 
sampled was fixed at 1,500. A sample of 1,500 households 
per district was determined to be sufficient to provide 
estimates for the main population level indicators. An 
overall target sample size of 1,627 ever-married women 
aged 13-49 was required to detect a change of 5 per cent 
point in contraceptive prevalence (with a = 0.05 and 
1 - P =0.90) at district level. It is expected that the number 
of ever-married women aged 13-49 per household would be 
1.15 and therefore, by visiting a sample of 1,415 households 
the required number of ever-married women would be 
obtained. Allowing for an increase of 5 per cent to 
accommodate non-response and non-availability, a target 
sample of 1,725 ever-married women aged 13-49 from the 
1,500 households was considered to be sufficient. The 
schematic diagram of the sample design is given in Figure 1. 

The districts were further stratified into rural and urban 
areas. According to the Census of India, all places with a 
municipahty, a municipal corporation, a cantonment board, 
a notified area committee, or all other places with a mini
mum of 5,000 population, with at least 75 percent of the 
male working population engaged in non-agricultural 
pursuits and a population density of at least 400 persons per 
square kilometer, are classified as urban areas. Urban 
blocks and mral villages served as the secondary sampling 
units (SSUs). The 1,500 households to be sampled from 
each district were allocated to the mral and urban areas in 
proportion to the size of population within the district. 
However, if the allocated proportion of urban population 
was less than 20 percent, the aUocation of households in the 
urban area was fixed at 20 percent. This allocation was 
prescribed to ensure coverage of a sufficient number of 
health delivery points. 

Households within rural areas were selected using a 
stratified two-stage sampling plan. The villages in the rural 
areas were first stratified into four strata depending on the 
size of the of the population as follows: 

Stratum 
I 
II 
III 
IV 

Population size of the village 
100-499 

500-1,999 
2,000 - 4,999 

5,000 and above. 
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Figure 1. Schematic Diagram of PERFORM Sample Design 

Villages with fewer than 100 residents or 20 households 
were excluded from the list (such villages were rare in the 
present study). The number of villages to be selected from 
each distiict was allocated proportionaUy to each of tiie four 
strata. Villages were selected by first arranging them within 
the stratum by the female literacy rates and then selecting 
the required number of villages by a PPS sampling 
procedure. All households in the selected villages were 
listed and mapped, and a target number of 20 households 
was drawn from each selected village using systematic 
sampling. ViUages witii more tiian 500 households or with 
a population size of 2,500 or more (some in stratum HI and 
all in stratum IV) were segmented into four parts, and two 
segments were selected for household hsting and selection. 
The required 20 households were selected taking ten 
households from each segment using systematic random 
sampling. 

Households in urban areas were also selected using a 
stiratified two-stage sampling plan. The towns in the urban 
areas of a district were stratified into two strata according 
to population size as follows: 

Stratum 
I 
II 

Population size of the town 
100,000 and more 

Fewer than 100,000. 

All towns within stratum I were selected with certainty. 
Towns in stratum n were arranged according to population 
size and the required number of towns were selected by 
PPS. From each sampled town a minimum of two blocks 
were selected using PPS methods. All households in the 
selected blocks were hsted and mapped, and 15 households 
were selected from each urban block using systematic 
random sampling. 

2.2.1 District Selection Probability 

Let w^ denote the population of the ̂ -th district within 
a division. Because two districts must be selected from 
each division, the probability of selecting the k-th district 
from a division r̂ . is obtained as 

r.=2 * — 
* M 

where M is the total population of the division 
(M = ZLi'"*) ^"'^' ^̂  ^̂ ^ °̂*̂ ^ number of districts in the 
division. 

2.2.2 Village and Household Selection Probability 

Let nyk denote the number of households in the i-tb 
village, j-tb stratum and A:-th district. Then, p.jj^, the 
probability of selecting village / from they-th sti-atum and 
^-th district is obtained as, 

";, 
'ijk • '^jk * 

ijk 

^Jk 
*r. 

where aji, and iV. are, respectively, the number of villages 
selected and the total number of households in the j-tb 
stratum and k-tb district. 

Let q../^ be the probability of selecting a household from 
the rural areas of a selected district. Then q.j^. may be given 
as 

^ijk^Pijk* 
2^ 

n 
ijk 

where 20 is the number of households drawn from the 
selected village. 

The weights for villages and households are then the 
inverse oftheir selection probabilities, j.e., l/j?,̂ ^ and l/q^j^, 
and are denoted as fW,yj. and HW^.j,^ respectively. 

2.2.3 Town, Urban Block and Household Selection 
Probability 

The probabiUty of selecting they-th town from the *-th 
district, tji^, is obtained as 

t.. = I if the population of the town is > 100,000 

S u 

t.j^ = c^-^ if the population of the town is < 100,000 
^k 

where s.^. is the total number of households in they-th town 
(with a population < 100,000) in the ̂ -̂th district, c^ is the 
number of towns selected in district k, and Ŝ  is the total 
number of households in towns with less than 100,000 
population in district k. 

Let M..̂  denote die probability of selecting the i-th urban 
block from the y-th town and ^-th district. Then u.j^ is 
obtained as 

"ijk = b j , * ^ * t j , * r , 
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where bjt is the number of urban blocks selected and Yj^ is 
the total number of households in they-th town and k-tb 
district, and x.j,^ is the number of households in the z-th 
block,y-th town and k-th district. 

The probability of selecting a household from the i-th 
urban block and the k-tb district, denoted as v..̂ , is given as, 

15 
^ijk = ^ijk * 

'ijk 

where 15 is the number of households drawn from the 
selected urban block. 

The weights for urban blocks and households are then 
the inverse of their selection probabilities, le., I/M..̂ . and 
1/v,̂ .̂ , and are denoted as UW^.jj^ and HW^ ^. respectively. 
Since the population-level estimates are based on indi
viduals, all individuals in a selected household received the 
household weight. No selection procedure was used for 
eligible respondents within a household. 

2.2.4 Adjustment for Household Questionnaire for 
Non-response and Over-sampling of Urban 
Blocks 

The adjustment of the household weight for non-
response is done under the assumption of random non-
response within the village (or urban block) and is carried 
out as follows: 

Let «j be the number of households selected and «2 be 
the number of households where interviews are completed. 
Then the adjusted weight for households due to non-
response is defined as 

f^2iJk=HWliJk*--

The final household weight also includes an adjustment 
of proportion of urban population in the district, where an 
over-sampUng of urban blocks has occurred (districts with 
less than 20 percent of urban population). 

Let «3 be the actual proportion of urban population in a 
district and n^ the proportion of urban population in the 
sample. Then the adjusted weight for households due to 
non-response and over-sampUng of urban blocks is defined 
as 

HW...., = HW...* ^ . 
^'Jk 2ijk ^ 

2.2.5 Selection of Service Delivery Points in Sample 
Districts 

To obtain a probability sample of service deUvery points, 
FSDPs and ISAs were selected in relation to the SSUs, Le., 
the villages or urban blocks, as follows: 

1) All private and public sector health institutions in 
selected rural and urban SSUs; 

2) All sub-centres, primary health centres, community 
health centres, post-partum centers providing services 
to the population in the selected rural SSUs; 

3) All private hospitals with 10 or more beds in the 
nearest town (with fewer than 100,000 population) 
within 30 kms of selected rural SSUs; 

4) All municipal hospitals, district hospitals, and medical 
college hospitals; 

5) AU clinics and hospitals mns by voluntary agencies, the 
organized sector, and cooperatives; and 

6) All ISAs in selected viUages and urban blocks. 

It is probably helpful first to describe the organized 
delivery of health care through the government sector. 
Residents of all villages are entitled to obtain health care 
from a government sub-centi-e (SC), a primary health centre 
(PHC), and a community health centre (CHC). Villages 
with 5,500 population or more often have an SC located 
within their boundaries. Approximately six SCs will report 
to one PHC, and PHCs in tum are Unked to a CHC. At 
times the PHC is integrated with the CHC; as a result, our 
estimation must be of CHCs and PHCs combined, while 
SCs are estimated separately. (Population growth has led to 
the establishment of "additional PHCs" and redistricting of 
the original PHC catchment areas. These additional PHCs 
have been included in the estimation of the number of 
PHCs.) AU SCs assigned to a sampled village were visited, 
as were their affiliated PHCs and CHCs. 

At the time of listing and mapping households in each 
urban block and village, the FSDPs and ISAs were also 
listed and mapped. In addition, key informants in each SSU 
were interviewed regarding health outiets not visibly 
obvious. The selection of service delivery points - FSDPs 
and ISAs - within the SSU boundaries, or affiliated with 
the government's health subcentre, involved a full census. 
The one exception to this was for municipal hospitals, 
district hospitals and medical colleges, which were self-
selected and thus had a weight of unity. The selection 
probabilities of the other FSDPs and ISAs are then a 
function of the probability of selecting the SSU, and the 
inverse of the latter serves as the weight of the FSDP or ISA 
unit. Weights for CHCs, PHCs, and SCs were calculated 
with the procedure below after determining some fieldwork 
"failure" in selecting these types of facilities correctly. 
(This failure is discussed later.) 

Since CHCs and PHCs are associated with more than 
one SSU, we have assumed that one PHC exists per 30,000 
population (which is approximately the actual average for 
Uttar Pradesh) and tiiat one SC serves approximately 5,500 
(actiial distiict averages range from 4,0()0 to 6,500). Under 
this assumption, the CHC/PHC weight for each selected 
SSU is then 

ĈHC/PHC ~ Total population 
in selected SSU 

30,000 '̂ * 

and the SC weight for each selected SSU is 

W^^ = Total population 

*VW,,,{orUW,y,) 

in selected SSU 
5,500 

*VW,^AorUW,,X I ijk I ijk' 
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All weights for FSDPs that were not self-selected had to 
be adjusted for multiplicity, le., when an FSDP was 
selected into the sample on the basis of more than one SSU. 
For example, a CHC/PHC might be selected because of two 
sampled SSUs. In this case, the weight for the CHC/PHC 
was the sum of the weights of the two selected SSU, i.e.. 
W. CHC/PHC associated with its selection. 

2.3 Survey Implementation 

Fieldwork for the PERFORM Survey was conducted 
from June to September 1995 in Uttar Pradesh. The survey 
was executed by four organizations contracted following a 
competitive procurement process. One organization that 
had tested the PERFORM survey design in one district a 
year earlier served as the nodal or coordinating organi
zation. Master training to survey project coordinators and 
supervisors was provided, including a field pretest. The 
actual fieldwork for PERFORM was carried out in six-
member teams composed of 1 male supervisor, 1 female 
editor, 1 male interviewer and 4 female interviewers. Each 
fieldwork organization on average engaged 3 teams to 
cover one district, or a total of 18 field staff for data 
collection per district (or 21 teams for a total of 126 field 
staff to cover 7 distiicts). Overall field supervision was the 
responsibiUty of a specially-appointed four-member team, 
one assigned to each consulting fieldwork organization. 
FoUowing field editing, the questionnaires were transported 
to the home offices of the survey organizations for data 
entry and cleaning. One type of staff person, the auxiliary 
nurse-midwife who is stationed at a subcentre, was difficult 
to reach, even after the standard three attempts. 

3. RESULTS 

Table 1 gives the sample coverage for the PERFORM 
survey, in terms of the number of units selected of each 
type, the number successfully interviewed, and the 
completion rate. The completion rates are very high for 
ample units requiring personal contact - ranging from 94.3 

for eligible women to 96.7 percent for households. 
Interview completion rates were 95 percent for facilities and 
agents. Only for fixed facility staff was the rate somewhat 
lower at 90 percent, a respectable although not an 
outstanding level. (One type of staff person, the auxiliary 
nurse-midwife who is stationed at a subcenti-e, was difficult 
to reach, even after the standard three attempts.) 

3.1 Population Size and Characteristics 

We compare first population-level measures on selected 
demographic indicators obtained from other sources with 
those from the PERFORM survey, as shown in Table 2. 
The figures indicate that PERFORM results compare 
favorably with census measures as well as these from the 
recent National Family Health Survey (NFHS) conducted 
in Uttar Pradesh in late 1992 and early 1993, with a sample 
size of 11,438 ever-married women aged 13 to 49. The 
enumerated population shows a growth of almost 10.5 
million persons since the 1991 census, and the percentage 
of households in urban areas is close across all three 
sources. The ratio of women to men is slightly lower in 
PERFORM (891) tiian in tiie NFHS (917). The percentage 
of the population in the two age groups (0 to 14 and 65 and 
over) compares well, as does the percentage of households 
belonging to the scheduled castes. The percentage of 
households belonging to scheduled tribes is 3.1, higher than 
the 1.1 observed in the NFHS. This may reflect an actual 
growth in such households with increased in-migration to 
large towns and cities by scheduled tribe members. The 
proportions literate show small gains since the NFHS but 
compare well overall. The total fertility rate and the level 
of modem conti-aceptive use also are similar and change in 
a consistent direction between the dates of the two Uttar 
Pradesh surveys. Results in Table 2 suggest that 
PERFORM's sample design, based on traditional 
multistage cluster sample designs used for demographic 
surveys, was executed properly to produce state-level 
results comparable to the census and earlier NFHS survey. 
The standard error and design effect of the estimates were 
also given in the Table 

Sample Coverage 

Table 1 
Coverage of Sample Units of PERFORM Survey: Uttar Pradesh, 1995 

, , „ Urban „ , , , Vtilages „, , Households 
DIOCKS 

Sample Units 

Number Sampled 1,539 738 42,006 

Number Interviewed 1,539 738 40,633 

Percent completed 100.00 100.00 96.7 

Eligible Fixed FSDP Individual 

Women SDPs Staff Agents 

48,009 2,549 7,026 23,364 

45,277 2,428 6,320 22,335 

94.3 95.3 89.9 95.6 
Notes: Villages and urban blocks served as the primary sampling units; eligibility criteria for women were currentiy married and 

between ages 13 to 49 years; SDP = service delivery point. 
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Table 2 
Basic Demographic Indicators for Uttar Pradesh, India 

Uttar Pradesh 

Index 
Census (1991) NFHS 

(1992-93) 
PERFORM (1995) Standard Error Design Effect 

Population 

Percent urban 

Sex ratio'' 

Percentage 0-14 years old 

Percent 65+ years old 

Percentage scheduled 

Percentage scheduled tribe 

Percent Literate' 

Male 

Female 

Total 

Total fertility rate 

Modem contraceptive 

139,112,287 

19.8 

879 

39.1 

3.8 

21.0 

0.2 

55.7 

25.3 

41.6 

5.1 

u 

u 

22.6' 

917 

41.8 

4.8 

18.0" 

1.1" 

65.3 

31.4 

49.9 

4.8 

18.5" 

149,758,641 

21.6° 

891 

40.2 

4.7 

20.0" 

3.1" 

67.6 

37.4 

53.3 

4.5 

22.0" 

1,542,952 

0.6553 

34.1010 

0.1306 

0.0513 

0.3790 

0.1818 

0.3352 

0.3824 

0.3352 

0.3499 

12.6095 

0.9727 

1.9049 

1.5789 

3.6536 

4.4694 

6.4634 

8.6821 

12.2385 

3.4111 

u = Unavailable-
* Based on number of households 
' Number of females per thousand males 
' Based on population aged 7 and above for die census and population aged 6 and above for NFHS and PERFORM 
" Percentage of currenUy married women aged 15 to 49 using modem contraceptive method. 

In Table 3 we compare the age and sex distributions for 
Uttar Pradesh obtained from tiie NFHS and PERFORM, as 
weU as from the Sample Registiration System, operated by 
the Office of the Registrar General. The sex ratios for the 
two surveys are also given. The age-sex distributions are 
again comparable across the three sources. However, there 
is a markedly lower sex ratio for the age group 30-49 years 
(820) in PERFORM and a sUghtiy higher one for ages 
50-64 (993) than those in the NFHS (941 and 960 
respectively). We suspect some of this difference is due to 
a "push" of females out of the end of childbearing ages by 
field investigators of one survey organization to avoid 
completion of the pregnancy calendar and history portions 
of the questionnaire. (Upon further investigation, we found 
the sex ratios for women aged 50-64 to be uniformly higher 
in the seven distiicts under one organization's responsibiUty 
than tiiose of others.) As a result, there are somewhat more 
women aged 50-64 enumerated in the PERFORM Survey 
than may actually be the case. This also may mean that 
births to women who were actually under age 50 were 
under-enumerated. Because this is not a high-fertility age 
group, the bias is not likely to be large. 

3.2 Facility Size and Characteristics 

By visiting and interviewing the facilities selected 
through the SSUs or cluster, we are able to generate an 
independent sample of health facilities and service 
providers. (These include those who currentiy, as well as 
potentially can, provide family planning services, i.e., not 
aU the estimated number of retail outlets (general merchant, 
kirana and pan shops) shown presentiy dispense contra
ceptives.) The weighted counts of these outlets is shown 
in Table 4. Our ability to validate the estimates of 
independent agents is weakened by the fact that many of 
them are not registered, particularly the "unqualified" (or 
quack) doctors. Narayana, Cross and Brown (1994: 
Table 8) report a 1991 total number of 112,568 villages in 
Uttar Pradesh, which would suggest almost one traditional 
birth attendant per village and 1 anganwandi worker for 
every 4.5 villages on average. These ratios appear 
reasonable given known circumstances regarding access to 
such types of care. The figures are quite close and 
provide evidence of the utility of the linked cluster sample 
design. 
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Table 3 
Percent Distribution of the De Jure Population by Age and Sex, Based on SRS, NFHS, and PERFORM Sources for 1991-95 

Age 

0-4 

5-14 

15-29 

30-49 

50-64 

65+ 

Total 

SRS (1991) 

Male 

14.4 

24.9 

28.4 

20.7 

8.2 

3.6 

lOO.O 

Female 

14.4 

24.4 

26.8 

21.9 

8.5 

4.0 

100.0 

Male 

14.6 

27.5 

25.1 

19.2 

8.4 

5.2 

100.0 

NFHS (1992-93) 

Female 

14.6 

26.0 

26.4 

19.7 

8.8 

4.4 

100.0 

Sex Ratio 

917 

868 

967 

941 

960 

718 

Male 

13.8 

27.2 

25.4 

19.8 

8.6 

5.2 

100.0 

PERFORM (1995) 

Female Sex Ratio 

14 

26.3 

27.7 

18.3 

9.6 

4.1 

100.0 

909 

861 

972 

820 

993 

702 

Source for sample Registration System (SRS): Office of the Registrar India (1993a) 
Source for NFHS: National Family Health Survey, Uttar Pradesh (1992-93) 

Table 4 
Total Number of Estimated Public and Private Sector Delivery Points by Type in Uttar Pradesh, India: 1995 

Fixed service delivery points 

Total 

Hospitals 

Government allopathic 

Government ISM 

Municipal allopathic 

Municipal ISM 

Private 

Private voluntary 

Private ISM 

Industrial 

Medical colleges 

CHC/PHOAdditional PHC 

Subcentres 

Other 

Number Individual service agents 

1,400 

968 

688 

57 

23 

5,212 

130 

35 

61 

9 

3,948 

20,151 

137 

Total 

Physicians 

Private resident allopathic 

Private visiting allopathic 

Private resident (unqualified) 

Private resident ISM 

Private visiting ISM 

Anganwadi workers 

Village health workers 

Traditional birth attendants 

Medical shops 

General merchants 

Kirana shops 

Pan shops 

Depot holders 

Other 

Number 

1,099,825 

32,182 

9,011 

62,880 

42,343 

9,138 

25,994 

65,532 

110,546 

40,979 

133,517 

376,679 

136,353 

5,818 

48,855 

3.3 Estimation Approaches 

The estimated number of CHC/PHCs and SCs in Table 4 
is based on the assumption that each such faciUty serves a 
fixed population size, i.e., 30,000 and 5,500 respectively -
the figures used by the government for planning health 
service delivery. The precision of the estimation would 
have been improved if the actual size of the local catchment 
population were known. In the absence of this information, 
we have used a constant population estimate for these two 
facility types. 

Alternate estimation approaches were used prior to 
arriving at the above procedure. The first is illustrated in 
Table 5, which presents tiie actual and weighted counts of 
CHC/PHCs and SCs in each of tiie 28 survey districts. 
These figures are based on weighting the selected facilities 
by tiie SSU size only and witiiout adjusting for multiplicity. 
The PERFORM sample selected in a total of 633 
CHC/PHCs or 34.8 percent of the total (1818) and 1,267 
subcenters or 13.3 percent to the total (9,491) in tiie 28 
distiicts. These can be compared against the actual numbers 



144 Singh, Tsui, Suchindran, and Narayana: Estimating the Population and Characteristics of Health Facilities 

of CHC/PHCs and SCs in 1995 obtained from the Uttar 
Pradesh Department of Health and Family Welfare. It is 
evident that this weighting approach substantially over
estimates the number of CHC/PHCs (3,472 compared to 
1,818) but yields a nearly identical number of SCs (9,495 
compared to 9,491). Using the viUages and urban blocks as 
SSUs is reasonable as they are the public administration 
units (and population sizes) used to determine the location 
of subcenters. 

They, however, do not offer an adequate stratification 
basis for the larger health facihties. Precision is lost because 
we weight with the inverse of the SSU's population and 
when CHC/PHCs are selected in for very small SSUs, the 
associated weight is disproportionately inflated. This resuhs 
in a higher-than-actual count of such facilities, a situation 
most problematic in two distiicts - AUahabad and Sultanpur. 
If these two districts are eliminated, the over-estimation is 
22.5 (± 0.8) percent instead of 91 percent. (Under-estima-
tion of CHC/PHCs results where the reverse occurs, as in 
Bareilly district. Because of PPS, large stratum IV villages 
have small weights, and in fact most selected FSDPs in this 
distiict have been sampled in the SSUs of this size.) 

A second estimation approach used was to calculate the 
expected number of CHC/PHCs and SCs based on a priori 
knowledge that such facilities were located in SSUs of 
minimum size 30,000 or 5,500, respectively. With 1991 
census information on the SSU population, we recon-
stracted the distribution of each district's population by 
stratum size and divided each stratum by the CHC/PHC or 
SC catchment size (30,000 or 5,500 respectively). This 
provides the expected number of CHC/PHCs and SCs for 
each district. We can compare this with the observed 
number of such facilities, obtained at the time of fieldwork 
where local community informants were asked whether 
there was a CHC/PHC and/or SC located within the SSU. 
This comparison is shown in Table 6, which also includes 
a fieldwork organization code (I to IV) in the event any 
pattem of survey error is evident. This approach 
overestimates the number of subcenters by 19.6 percent and 
under-estimates the number of CHC/PHCs by 26.5 percent. 
Excluding the two districts with a high number of stratum I 
SSUs (Allahabad and Sultanpur) reduces the CHC/PHC 
underestimation to 10.2 percent. Tabulation of estimation 
bias by fieldwork organization shows no systematic bias. 

The results from the two weighting approaches suggest 
that the SSU offers an appropriate measure of size (MoS) 
for the selection of subcenters, since its average population 
size may approximate the SCs catchment size of 5,500. A 
larger MoS may have served the selection of CHC/PHCs 
better, since this faciUty's catchment size covers those for 
five to six subcenters. Because SSU size is the basis for the 
weight for CHC/PHCs, when the selected SSU is smaU, tiie 
bias in estimated counts can be large. A future design to 
consider is to use a cluster of SSUs that are contiguous to 
the selected SSU and have an MoS similar to the catchment 
size of CHC/PHCs. The probability of such a facility being 
present within the boundaries of the SSU cluster will then 
be higher and the weight, constmcted on the basis of the 

total population in the SSU cluster, more reliable. In other 
words, our estimation is limited by not knowing how many 
SSUs are served by one CHC/PHC. 

Table 5 
Total Actual and Estimated Total Number of Community Health 

Centres, Primary Health Centers," and Subcentres by District 
in Uttar Pradesh, India: 1995 

District 

Aligarh 

Azamgarh 

Almora 

Allahabad 

Ballia 

Banda 

Bareilly 

Dehradun 

Etawah 

Fatehpur 

Firozabad 

Gonda 

Gorakhpur 

Jhansi 

Kanpur Nagar 

Maharajgang 

Meerut 

Mirzapur 

Moradabad 

Nainital 

Rampur 

Saharanpur 

Shahjahanpur 

Sultanpur 

Tehri Garhwal 

Unnao 

Sitapur 

Varanasi 

Total 

Total" 

CHC/PHC 

Actual 

77 

103 

44 

112 

73 

89 

71 

24 

69 

57 

33 

107 

59 

51 

12 

30 

76 

64 

92 

53 

37 

60 

52 

70 

31 

63 

87 

122 

1818 

1636 

Estimated 

69 

69 

104 

981 

93 

101 

42 

41 

84 

73 

34 

183 

84 

77 

13 

39 

187 

69 

81 

79 

19 

49 

59 

487 

5 

162 

44 

144 

3472(±21) 

2004(±13) 

Sub-centre 

Actual 

399 

475 

254 

594 

357 

322 

355 

139 

323 

309 

234 

528 

470 

251 

81 

195 

410 

309 

485 

287 

170 

293 

301 

394 

159 

344 

437 

616 

9491 

Estimated 

369 

949 

468 

677 

485 

302 

162 

60 

364 

327 

236 

461 

460 

157 

74 

180 

119 

302 

248 

344 

139 

388 

298 

649 

63 

106 

450 

658 

9495(±15) 

" Includes additional primary health centres 
' Excludes Allahabad and Sultanpur districts 
Source for 1995 actual figures from Government of Uttar Pradesh 
Department of Medical and Family Welfare. 
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Table 6 
Observed and Expected Sampled Number of CHCs/PHC" and Subcentres Within the 

Rural Village (Urban Block) by District in Uttar Pradesh, India: 1995 

Distiict 

Aligarh 
Azamgarh 

Almora 
Allahabad 
Ballia 

Banda 

Bareilly 
Dehradun 

Etawah 

Fatehpur 

Firozabad 
Gonda 

Gorakhpur 

Jhansi 

Kanpur Nagar 
Maharajgang 

Meerut 
Mirzapur 
Moradabad 
Nainital 

Rampur 
Saharanpur 

Shahjahanpur 
Sultanpur 
Tehri Garhwal 

Unnao 

Sitapur 
Varanasi 
Total 

Total" 

CHC/PHC 

Actual 

6 

3 

5 

19 
9 
8 

5 
5 

8 

9 
6 
8 

5 
7 

2 
4 

12 
7 
5 
6 

2 
6 

5 
16 

1 
3 

10 
6 

186 

151 

Estimated 

5 

5 
2 
4 

7 

9 

3 
7 

7 

7 

6 
5 
4 

6 

2 
4 

8 
7 

5 
4 

5 
6 

3 
6 
3 
6 

6 

5 
147 
137 

Sub-Centie 

Actual 

10 

24 

14 
17 
34 

19 

10 

10 
17 
22 

28 
15 

16 
16 

6 

9 
12 
22 

9 
19 
14 

25 

14 
21 

3 
17 

9 
18 

450 

Estimated 

17 

15 

9 
18 
27 

27 

16 

21 
20 

25 

30 
18 

20 

24 
8 

13 
34 
22 

19 
19 
16 

21 

15 
15 

10 
17 

24 

18 
538 

Field Work Company 

n 
III 
I 

m 
ra 
m 
II 

I 
II 

IV 

II 
IV 
IV 

II 
II 

IV 
II 

m 
I 
I 
I 

I 

n 
IV 

I 
IV 
IV 

III 

" Includes additional primary healtii centies 
" Excludes Allahabad and Sultanpur distiicts. 

4. DISCUSSION 

The cluster-based sample design for generating 
independent samples of facilities and households, which 
can be analyzed individually or jointly, does warrant more 
extensive consideration in data collection efforts for health 
program research and evaluation in developing countries. 
Careful design and fieldwork sampling and execution can 
yield high-quaUty and acceptably precise survey estimates, 
as our results show. The weighted totals, rather than sample 
totals, themselves are numbers useful to program planners 
who decide the flow of personnel, material, and financial 

resources to and among various facility sites and area 
locations. The linkage of facility to individual records offers 
further important analytic opportunities to assess the 
relative importance of personal background and service 
supply factors on health outcomes of interest {e.g., Boyd 
andlversion 1979). 

At the same time, our application of this design reveals 
several lessons. First there is an obvious need to monitor 
the survey fieldwork closely with increased on-site data 
entry so that the apparent "push" of eligible women out of 
the older age ranges can be prevented. This is difficult to 
detect through individual questionnaire spot checks but can 
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be observed in aggregate tabulations produced, say, weekly 
on completed questionnaires. Second, the excess count of 
CHCs/PHCs in two districts, where the survey fieldwork 
involved two different organizations suggests that stratum 
I villages might have been disproportionately selected or 
tiiat some of tiie CHCs/PHCs reported to be witiiin tiie SSU 
boundaries were in fact not. The former may have occurred 
as a sampling error since each fieldwork organization was 
provided with a list of sampled SSUs. Third, the hsting and 
mapping of SSUs for facilities, individual health care 
providers, and households are an important stage of the 
fieldwork. Careful execution of this task aUows the sampled 
units to be re-located for future follow-up. This will be an 
essential measurement effort for evaluating the IFPS 
project. 

Certainly for a survey as complex as PERFORM, scaled 
to capture the levels of and differentials in the patterns of 
health service delivery and cUent use in an area as populous 
as Uttar Pradesh, the fact that the quality of the data meets 
most standards of precision evidences an important 
fieldwork achievement as weU as design innovation. 
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Computer-assisted Interviewing in a Decentralised Environment: 
The Case of Household Surveys at Statistics Canada 

J. DUFOUR, R. KAUSHAL and S. MICHAUD' 

ABSTRACT 

In 1993, Statistics Canada implemented Computer-assisted Interviewing (CAI) for conducting interviews for some 
household surveys that were conducted in a decentralised environment. The technology has been successfully used for a 
number of years, and most household surveys have now been converted to this collection mode. This paper is a summary 
of the experience and the lessons that have been learned since the research started. It describes some of the tests that led 
to the implementation of the technology, and some of the new opportunities that have arisen witii its implementation. It also 
discusses some challenges that were faced when CAI was implemented (some are on-going issues), and ends with a brief 
overview of where this may lead us in the future. 

KEY WORDS: Household surveys; Data collection; Computer-assisted interviewing; Decentralised environment. 

1. INTRODUCTION 

The first systems of computer-assisted interviewing 
(CAI) were developed in the early 1970s (see NichoUs and 
Groves 1986). These systems were mainly developed by 
market research organisations in the United States and, a 
little later, independentiy by well-known university research 
centres. During the late 1970s and early 1980s, computer-
assisted interviewing systems became much more sophisti
cated, and their use expanded greatiy. By the late 1980s, a 
number of universities and survey research centres in the 
United States had a computerised collection system (see 
Lyberg, Biemer, Collins, de Leeuw, Dippo, Schwarz and 
Trewin 1997). Clark, Martin and Bates (1997) provide an 
overview of the development and implementation of such 
systems in four major government statistical agencies. 

In 1987, Statistics Canada conducted its first experiment 
with computer-assisted interviewing for household surveys. 
At that time, the tests were done in a "centralised telephone 
coUection environment". The series of tests with computer-
assisted interviewing was extended into the early 1990s to 
try to adapt to the more general collection methodology. 

At Statistics Canada most household surveys share a 
common sampling frame and data collection environment. 
The main user of this frame is the monthly Labour Force 
Survey (LFS). Data collection is decentralised with the 
initial interview in person at the selected dweUing and the 
subsequent five interviews by telephone from the inter
viewer's home. To accompUsh this, almost a thousand 
interviewers have been equipped with portable computers. 
Interviewers are attached to one of the five regional offices 
located throughout Canada. A number of household surveys 
in the bureau follow a similar collection strategy by 
subsampling from the Labour Force Survey sample, by 
administering a series of supplementary questions after the 
Labour Force Survey interview or by contacting persons 
who have formerly participated in the survey. As a result, 

not only is the Labour Force Survey sample shared with 
other surveys, but so is the collection infrastructure. All 
interviewers are required to work on the Labour Force 
Survey for a specified week each month, and for the rest of 
the time, they have been trained and equipped to collect 
data for other surveys. For further details on the Labour 
Force Survey methodology, see Statistics Canada (1998). 

The 1990s saw testing of the implementation of the 
computer-assisted collection mode not only for the LFS but 
also for other surveys sharing that common infrastructure 
and having very different requirements. The results of the 
various tests led to the implementation of computer-assisted 
interviewing for the LFS in November 1993 (Dufour, 
Kaushal, Clark and Bench 1995) while its supplementary 
monthly surveys have been changed gradually. In January 
1994, a new longitudinal survey, the Survey of Labour and 
Income Dynamics (SLID) was launched using computer-
assisted interviewing (see Lavigne and Michaud 1995). 
Since then, the National Population Health Survey (NPHS) 
along with the National Longitudinal Survey of Children 
and Youth, (NLSCY) introduced in August and November 
1994 respectively, have also adopted this collection mode 
(see Tambay and Catlin 1995, Brodeur, Montigny and 
Berard 1995). For further details on the stracture and 
implementation of this computerised collection mode in 
longitudinal surveys, see Brown, Hale and Michaud (1997). 
Today most of Statistics Canada's household surveys are 
collected using a computerised mode and a common 
infrastructure. 

This article focuses primarily on methodology aspects of 
decentralised computer-assisted interviewing for household 
surveys. We provide an overview of the implementation 
process for the statistical agency as a whole, a brief 
discussion of the challenges associated with the new 
coUection vehicle and a list of references for more detailed 
information on specific topics. Despite "growing pains", 
Statistics Canada is continuing to experiment with and 

J. Dufour and R. Kaushal, Household Survey Methods Division; S. Michaud, Social Survey Methods Division, Statistics Canada, Ottawa, KIA 0T6. 
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implement this new technology in various surveys to render 
these surveys more cost efficient and to improve data 
quality and the survey monitoring process. 

The article is divided into five sections. In the next 
section, aspects of implementation are discussed with 
reference to several surveys. Section 3 details new 
opportunities arising from computer-assisted interviewing, 
liie ongoing challenges and new problems that surveys face 
as a result of using a decentralised computerised collection 
mode, as well as the changes that are taking place, are 
discussed in Section 4. The last section describes the future 
of CAI for household surveys at Statistics Canada. 

2. FIRST YEARS OF IMPLEMENTATION 

Adopting a computerised collection method for house
hold surveys held the promise of several benefits: (i) a 
decrease in survey costs, (ii) better data quality, (iii) the 
possibility of using more complex questionnaires, (iv) data 
made available more quickly, (v) a tool for tracing 
operations, (vi) the possibility of using dependent 
interviews, and (vii) a generaUsed collection method for all 
of the agency's household surveys. However, these benefits 
were not realised overnight, or without effort. Ongoing 
evaluations and adjustments were required in the 
introduction and stabilisation phases. 

Despite a number of tests being conducted before the 
implementation of CAI, unforeseeable problems occurred 
with the adoption of this method, but over time, they 
became less frequent and easier to solve. In addition, during 
this period, the series of quahty indicators analysed 
carefully by different groups of Statistic Canada experts 
were somewhat disrupted. It took about one year to realise 
the anticipated benefits. This section describes the main 
points in the process of changing from the traditional paper 
approach to computer-assisted interviewing, where 
collection and capture are integrated. 

2.1 Centralised Computer-assisted Telephone 
Interviewing 

The traditional approach to interviewing used a paper 
questionnaire filled out in pencil to facilitate edits made by 
the interviewer. Often such an approach is referred to as 
Paper and Pencil Interviewing (PAPI). In this traditional 
mode, an interviewer edited the questionnaire to ensure that 
the information was correct and complete. Information 
abbreviated to shorten the interview was filled-in in detail 
after the interview and before the form was sent for data 
capture. The first change towards computerisation was the 
use of Computer-assisted Telephone Interviewing (CATI). 
This computerised collection mode was used for surveys 
that were conducted by telephone from a central location. 
CATI was the first instance of amalgamation of the 
coUection and capture of information in household surveys. 
Given the state of technology at that point, the computers 
capable of handling the complexity associated with 
computer-assisted interviewing were fairly large. Hence, 

CATI could replace PAPI only in centralised telephone 
surveys. In the 1990s, with the advent of more powerful 
portable computers decentralised CAI replaced PAPI. A 
decentralised coUection mode is, in effect, what is used in 
most household surveys. In addition, data collection often 
required the ability to do either telephone interviews or 
personal visits. However, much of the know-how and 
experience of computer-assisted telephone interviewing 
could be applied to decentralised computer-assisted 
interviewing. 

Since the 1980s, it was the Labour Force Survey (LFS) 
that served as the main research and testing vehicle for 
CATI technology. The first test, conducted in 1987, was a 
controUed study that compared CATI in a centralised 
environment to PAPI. It consisted of a research project 
carried out jointly between Statistics Canada and the US 
Bureau of the Census (see Catiin and Ingram 1988). The 
study showed that there were differences between the two 
collection methods in terms of data quality indicators, and 
those differences were in favour of CAI in terms of lower 
rejection rates on edit, reduction in path errors on the 
questionnaire and decrease in undercoverage in the LFS. 

While CATI was never implemented for the LFS, the 
experience was used to set up a CATI facility for use in 
random digit dialling (RDD) in household surveys. As 
technology progressed, CATI was used to collect more 
complicated RDD surveys like the General Social Survey 
(GSS) and the Violence against Women Survey. 
Computer-assisted telephone interviewing continues to be 
used as an integral part of household collection at Statistics 
Canada complemented by the computer-assisted inter
viewing infrastructure. 

2.2 Technological Testing 

A new wave of testing began in the early 1990s as part 
of the decennial redesign of the LFS (Singh, Gambino and 
Laniel 1993; Drew, Gambino, Akyeampong and Williams 
1991). The launching of three large scale longitudinal 
surveys by Statistics Canada made the investment for a CAI 
infrastmcture possible by sharing the costs among a number 
of surveys. Consequently, in 1991, a second test was 
conducted using the LFS and SLID to study the feasibility 
of using new technologies (see WiUiams and SpauU 1992). 
Portable computers which require the use of a stylus rather 
than a keyboard for entering data were tested. The results 
showed that the technology was promising but that it 
needed further improvements for it to be used to handle the 
requirements of Statistics Canada's household surveys. 

The following year, from July 1992 to January 1993, a 
third and a fourth test were conducted, this time using 
conventional portable computers. The results for the LFS 
are documented in Kaushal and Laniel (1995), while the 
results for SLID are reported in Michaud, Le Petit, and 
Lavigne (1993) and Michaud, Lavigne and Pottle (1993). 
For the LFS, the main objective of this third test was to 
determine if the transition to the new technology would 
dismpt the LFS data series. The secondary objective of the 
test was to determine whether the new technology affected 
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data quality and interview costs. Additional objectives of 
this test were the operational development and evaluation 
of the CAI approach. For the longitudinal surveys, the main 
concern was the length and complexity of the question
naires and the addition of new functions, such as tracing. 
Consequently, the main criterion in assessing the 
application was the feasibility of developing various 
functions. The results showed that CAI had no major 
impact for the LFS on either the data series disseminated, 
the survey's main quality indicators, or interview costs. On 
the strength of general comparisons with outside sources 
and an analysis of missing variables, the new technology 
was adopted. 

2.3 New Dimension of Nonresponse 

With the adoption of CAI, there was an unintentional 
development of a new dimension of nonresponse that is due 
to "technical problems". Such nonresponse resulted from 
cases that were lost or not received before the end of the 
collection period. The PAPI version of this type of 
nonresponse was related to occasional postal problems. 
Conceptually, these situations do not refer to real 
nonrespondents; however, the information is not available 
in time to produce estimates. 

These technical problems assume three different forms: 
(i) transmission problems, (u) equipment problems, and (iii) 
unavoidable problems. Transmission problems are the most 
common. They arise, for example, when telephone lines are 
down, when there is a problem with the automatic down
loading of data, when an attempt is made to download data 
while maintenance is being carried out on the mainframe 
computer, or simply because of a malfunction in the CAI 
system. The second type of problem, although less 
common, occurs when a hard drive crashes, the magnetic 
tape drive fails, there is insufficient memory or there are 
computer equipment problems at the regional offices. 
Finally, unavoidable problems, which are even less 
common, include specific problems implicitly created by 
the above two categories, for example when only one of the 
two components expected from a respondent is transmitted 
or if the initialisation parameters needed for the proper 
functioning of the programs are missing. 

Nonresponse due to technical problems diminished over 
the initial months. This component of nonresponse was 
analysed quite carefully to explain an upward trend in 
nonresponse and to assess the performance of the CAI 
approach (see Simard, Dufour and Mayda 1995; Dufour, 
Simard and Mayda 1995). At the start of the conversion of 
the household surveys to CAI, technical problems repre
sented on average 15% of total nonresponse and could 
alone explain up to 25% of nonresponse. It took almost a 
full year before any significant reduction was observed in 
this component of nonresponse. Today, in 1997, the nonres
ponse due to technical problems is practically non-existent. 

In the first year, the bulk of the problems were due to a 
conflict over memory management in the notebook 
computer between two pieces of software used in case 
management. This was resolved by a re-write of a part of 

the software, which eliminated the conflict and made the 
system more efficient. The more subtle issues of the 
transition were communication and experience. A 
communication strategy was developed to enable the 
different players (in particular technical personnel and 
interviewers) to better understand each other, disseminate 
information more quickly and adequately inform all persons 
concerned. When CAI was first introduced, it took 
technical support personnel more than a day to find a 
solution to some problems. Faster response procedures were 
established, and a 24-hour support service was set up at 
head office in Ottawa. With such a substantial change, a 
learning and adjustment period is required, and Statistics 
Canada was no exception. 

2.4 Impact of CAI on Nonresponse 

Are there grounds for believing that the use of CAI had 
an effect on nonresponse rates? The answer to such a 
question has to be yes in light of the technical problems 
encountered, primarily at the beginning of the conversion 
process. However, if this aspect of the nonresponse is 
discounted, there is no indication that CAI had any lasting 
effect on nonresponse rates. The LFS nonresponse 
fluctuated following the introduction of CAI, but these 
fluctuations may be explained by a number of other factors 
(the redesign of the sample, which is now more urbanised; 
hiring of new interviewers; etc.), since the LFS was 
undergoing a major overhaul. It took just under two years 
for overall nonresponse to return to levels similar to those 
recorded in the paper and pencil era. 

In the LFS, the conversion took place over a period of 
five months during which time the CAI and PAPI 
nonresponse rates could be compared. These comparisons 
show that the nonresponse rates for CAI (excluding 
technical problems) and those for PAPI were in the same 
range and exhibited the same trends (see Simard and 
Dufour 1995). Moreover, all the main components of 
nonresponse, namely refusal to participate in the survey, 
household temporarily absent, no one at home and other 
reasons, exhibited similar annual pattems before and after 
the implementation. There were concems that respondents 
would be more reluctant to answer due to the presence of a 
computer for personal interviews, resulting in an increase 
in refusals. However, no change in the refusal component 
was detected. 

In early 1995, the three longitudinal surveys (SLID, 
NLSCY and NPHS), as well as the LFS, were conducted 
during similar collection periods. The current case 
management environment, as well as the sharing of the 
infrastructure among surveys, created extra pressure on 
interviewers in the field. Moreover, the survey collection 
periods were limited because there was a limited number of 
applications that could reside on the computers at the same 
time. Analysis was done to determine if response problems 
arose from conducting several surveys simultaneously, or in 
quick succession, in the field using CAI. For the quarterly 
collection of the NPHS, interviewers foUowed-up 
nonrespondents in previous collections. An analysis was 
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carried out to determine the possible conversion rate. The 
results showed that in the case where there were fewer CAI 
surveys in the field at the same time, a first wave of 
follow-ups of nonrespondents increased the response rate, 
but continuing the process for a second or third time 
brought few gains (an increase of 5.76% from tiie first to 
the second quarter, 0.97% from the second to the third, and 
0.91% from the third to the fourth). However, a last 
follow-up was carried out in June 1995 when there were 
almost no surveys in the field. This procedure improved the 
overall response rate by approximately 5%, which was 
higher than expected. This led to the conclusion that CAI 
had to be able to give more flexibility in the length of the 
coUection period and allow multiple applications to reside 
on the computer in order to maintain the response rates that 
would have been obtained in a paper and pencil 
environment. 

3. NEW OPPORTUNITIES FOR 
HOUSEHOLD SURVEYS 

The adoption of CAI collection has added new 
opportunities to household surveys. These new opportu
nities, which were either non-existent or operationally 
difficult in a paper and pencil mode, help to reduce 
non-sampling errors, to collect more specialised 
information, to facilitate the reconstruction of family units 
and to make contact with family units that break apart or 
merge. In fact, this collection method is better suited to 
adjust the collection process according to the changing 
needs of today's society. 

3.1 Dependent Interviews 
The intioduction of the new technology served to resolve 

household survey problems that had proven intractable 
under the traditional paper and pencil interview approach. 
In particular, CAI helped to increase the information that 
could be provided by the interviewer to a respondent 
contacted for the second time for the reduction of (i) 
response error (coding, capture or recall ertor), in particular 
the seam problem and telescoping, and (U) response burden 
by confirming the information instead of requesting it again 
(or by requesting only partial information). 

The seam problem has been documented for longitudinal 
surveys in Murray, Michaud, Egan and Lemaitre (1990), 
which notes tiiat the problem arises in reconciling data from 
successive coUection periods. If no reconciliation has been 
attempted between collections, an artificially large change 
in estimates is generally observed at each collection 
transition. This problem is generally explained by 
respondents' difficulty in pinpointing the date when a 
change occurs. As to telescoping, it results from a tendency 
to include certain events that occurred outside the reference 
period. 

Under the traditional PAPI approach, the type of 
information that could be provided to interviewers was 
limited. Questionnaires could only be pre-printed with basic 

information, as there were physical limits to the amount of 
information that could be pre-printed, especially for long 
questionnaires. In some cases, additional information was 
even printed on a separate questionnaire. This procedure 
also involved additional logistical problems for the 
interviewer. The use of information from earlier occasions 
in the process is known as feedback. With computer-
assisted interviewing, feedback is made possible in two 
ways: proactively and reactively. A discussion of this is also 
provided in Brown et al. (1997). 

Proactive use of feedback is used to reduce response 
error by helping the respondent to situate him/herself. For 
example, SLED gathers detailed information on a maximum 
of six jobs in the previous year. Witiiout feedback, tiie name 
of the employer or the occupation might be written slightly 
differently, and a job that continued over a period of two 
years could be incorrectly classified as a change. Initially 
there was some concem that the respondent would perceive 
feedback negatively, but in fact, few negative comments 
have been received. 

The confirmation rate is generally high - over 90% for 
data that are presented to the respondent (see Hale and 
Michaud 1995). The study of Hiemstra, Lavigne and 
Webber (1993) concerning the labour market suggests that 
while feedback generally serves to reduce the seam effect, 
the problem is only partially solved. For example, SLID 
confirms employment, job search or joblessness at the 
beginning of the previous calendar year over a one-year 
recall period. Micro-comparisons with a cross-sectional 
monthly survey, conducted over the first five months of the 
year, suggest that feedback greatly reduces the seam effect. 
However, consistency with cross-sectional data decreases 
over the months, which seems to suggest that response 
error, although eased by feedback, is still a problem. 

The proactive use of feedback may, however, 
underestimate measures of change. For this reason, for 
sensitive information and for reasons of confidentiality, the 
technique is also used reactively. The reactive use of 
feedback can be used to detect unusual changes, or to 
confirm inconsistencies in the data. As an iUustration, in the 
interview for the first wave of SLID, jobless spells are 
identified and for each speU the respondent is asked 
whether employment insurance benefits have been received. 
The second wave interview asks for detailed information on 
various sources of income and amounts received including 
employment insurance benefits. Comparisons with outside 
sources suggest that traditionally, the amounts of 
employment insurance reported in a survey represent 
approximately 80% of the contributions paid. In SLID, 
previous information was stored in memory. If an amount 
was not reported and there was an indicator flagging an 
inconsistency with the first-wave interview, an additional 
question was asked to determine whether the amount had 
been omitted. An analysis of the first wave of SLID 
suggests that reactive checking increased the number of 
reported cases by nearly 30%. However, 28% of these 
persons who had neglected to report an amount, confirmed 
that they had received an amount but were unwilling to 
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report that amount. There was thus confirmation of the 
source, but the amount had to be imputed and the problem 
was not totaUy solved. More details on this subject may be 
found in Dibbs, Hale, Loverock and Michaud (1995). 

3.2 A More Efficient Tool 

With an efficient collection tool like CAI, it is now 
possible to coUect, to Umit, to access and to transfer detailed 
information which would traditionally have been very 
difficult, or even not possible, to do with PAPI. 

3.2.1 Matrix of Relationships Between the Various 
Members of a Household 

Household surveys create different levels for analysis 
such as the economic family and the census family, by 
using the relationships between the various persons in the 
household with a single person often called the "family 
head". There are Umitations to this method for example, in 
identifying the children of blended families or 
reconstructing families to three generations. In a 
longitudinal context, the concept of family head is a 
definition that can vary over time and so a number of 
longitudinal surveys have used a matrix of relationships for 
all members of the household. CAI can limit collection to 
the lower diagonal of the matrix. Provided that the 
composition of a household does not change between two 
collections, it is not necessary to re-ask it for the 
relationship matrix. Interactive edits (based on age, for 
example) serve to correct any relationships captured in 
reverse (e.g., a parent-child relationship). It took a number 
of attempts to develop an effective means of identifying 
relationships that would aUow not only for the collection of 
the information but also for easy cortection. With the 
improved version of the coUection procedure, less than 1 % 
of relationships required further correction after collection 
(as compared to 5.3% inconsistency before the interactive 
edits on the relationship matrix). Corrections in a CAI 
environment probably continue to be one of the areas in 
which research is still required. 

3.2.2 Access to More Sophisticated Collection 
Instruments 

CAI has also provided access to more sophisticated 
collection instmments. For example, the NLSCY obtains a 
variety of information on a cohort of children aged 0-11 
years. One part of the interview is designed to measure the 
child's vocabulary level. The survey uses the Peabody 
Picture Vocabulary Test (PPVT) as one of its collection 
instmments. However, the PPVT is normally used in a more 
specialised environment, and persons administering it 
generally need several days of in-depth ti-aining since the 
test involves a series of images, and the child is asked to 
choose the image that corresponds to a given word. The 
starting level depends on the child's age. Questions are 
administered until the child gets a certain number of wrong 
answers. At this point, the interviewer must return to the 
starting level and re-administer the previous questions, until 

the child gives a pre-determined number of wrong answers. 
The administration of the test calls for determining a 
threshold based on criteria, counting the number of wrong 
answers, skipping between questions depending on the 
number of wrong answers, and stopping the test. These 
procedures would have required a considerable amount of 
training if it had been necessary to administer the test on 
paper. CAI has greatiy facilitated the process by allowing 
programming of the edit mles in advance. The data from the 
first coUection suggest that the computer-assisted condi
tions of administration yield good-quality results when 
compared to external norms. 

3.2.3 Establishing Longitudinal Links 

In the case of longitudinal links, it may happen that all 
the members of an initial household may be part of the 
longitudinal sample, as in SLED for example. In subsequent 
collections, the longitudinal persons are interviewed along 
with all persons with whom they live. In the case of a 
household that splits, a new household must be created for 
the persons who left the original household. With the 
adoption of CAI, it became possible to create new unique 
household identifiers linked to the original identifiers, this 
made it easier to reconcile the dynamics of change in 
household composition. A particular problem that has been 
greatly lessened is the treatment of the real duplicates that 
occur as a resuU of changes in household composition. For 
example, an adolescent might belong to a given household 
at the time of the first coUection, then leave his parent's 
household by the time of the second collection but return to 
the original household by the time of the third collection. In 
the second collection, the person is identified as belonging 
to a new household, and a new identifier is thus associated 
with him. In the third collection, when the parents' 
household is again contacted, the adolescent who has 
returned may be indicated as a new person in the household. 
If the interviewer is shown the list of persons who have 
formerly been part of the household, the need to reconcile 
dupUcates is greatiy reduced. A similar treatment has been 
carried out for jobs where a Ust of previous employers is 
used for longitudinal reconciliation of jobs. 

3.2.4 Tracing of Individuals 

With the conversion to CAI, certain procedures such as 
tracing were automated. Brown etal (1997) gives specific 
examples. As noted above with respect to establishing 
longitudinal links, traced individuals may all be put into a 
new household with a unique identifier. Fewer paper 
manipulations are required, and it is now possible to obtain 
more management information. CAI has made it possible to 
set up a two-level tracing procedure. The interviewer first 
attempts the ti-acing. If this is not successful, all information 
on the case is transferred to a tracing unit in the regional 
office where more sources for tracing are available. 
Automation has eliminated many manipulations and 
transcriptions of records on paper. Formerly when a 
household split, a new identification sheet was usually 
created on paper with a link to the previous household. The 
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names of the persons who had moved were entered on it. If 
the person to be traced was not found, all the forms for all 
the persons who had been living together the previous year 
were transferred. These manipulations greatly increased the 
risk of error. Transfers of cases between tracing levels are 
also done more quickly. In addition, each call is recorded 
automatically along with its result. While there was a 
similar procedure with the paper and pencil approach, the 
information was seldom entered. It was also hard to analyse 
the information for determining the most useful tracing 
sources. 

Tracing is a key factor in maintaining data quality. With 
current tracing procedures, cases requiring ti-acing can be 
kept in the field a littie longer, but the collection window 
remains limited. It is possible that more effective 
procedures can be established if the efforts of the various 
longitudinal surveys are integrated. Increased functionality, 
combined witii central ttacing, is curtentiy being examined. 
This would make it possible to combine the tracing efforts 
of the various surveys, and it might also make it possible to 
have batch entries to try to link cases requiring tracing to 
databases. 

3.3 New Quality Indicators 

The CAI approach adopted by Statistics Canada for its 
household surveys features a complex system capable of 
monitoring survey activities during the collection period to 
ensure their smooth operation. This system called the "case 
management system" (CMS), is a sophisticated system that 
manages all survey activities from the beginning to the end 
of the survey cycle. This system is flexible, since it can be 
adapted to the requirements of the different household 
surveys that use it. The CMS performs three main 
functions: (i) routing of cases, (ii) reporting of activities and 
(iii) assisting interviewers. The routing component directs 
the movements of cases during the survey, whether from an 
interviewer to the regional office, from the regional office 
to head office, etc. The second component of the CMS 
produces different reports for describing the status of the 
survey at a given point in time, evaluating the performance 
and progress of the survey, and describing the status of 
interviews. A whole range of information is generated by 
this second component of the CMS. Lastly, the third 
module enables interviewers to perform their tasks more 
effectively, by giving options for making appointments, 
recording notes and so on. 

As a result, this system provides a mass of information 
on what is actually happening in the field during a survey; 
every action taken on a case is recorded by the CMS. The 
main challenge with such a system is to avoid getting lost in 
the great mass of information available. Work teams have 
been set up to master these information sources, develop 
new quality indicators using this information or combining 
it with information already available, find uses (e.g., 
additional training, improvement of the collection 
instrament), and develop ways to present these indicators 
effectively. 

A large number of quality indicators have been produced 
(see Simard et al 1995; AUard, Brisebois, Dufour and 
Simard 1996) on a regular basis at different levels of 
interest (geographic, interviewers, administrative). These 
indicators may be grouped into two categories: 
informational and for monitoring purposes. Examples of 
informational indicators are: number of attempts before 
completing a case, distribution of interviews completed per 
day of collection, best day-hour combination for reaching 
a respondent, median duration of interviews, and number of 
edit rales triggered and ignored or triggered and acted upon 
(see Brisebois, Dufour, Levesque 1997). Information 
indicators are used to improve or make changes to the 
collection strategy or process. 

In terms of monitoring, a series of indicators are used to 
trace irtegularities, technical or human, in the field. Among 
these are: caUs and visits done after the date of transmission 
but before the survey week, calls and visits done after 
Sunday of survey week, working period too early, working 
period too late, interviews too short, etc. This information 
serves to show whether instructions issued by head office 
are followed, and whether some interviewers require 
additional training. However, all data need to be analysed 
with caution to determine the cause of the irregularity. For 
example, an interview conducted at 4:30 am may well be at 
the request of a respondent, like a farmer, or due to an 
incortect time on the computer clock (see Brisebois et al. 
1997). 

CAI also offers interviewers the opportunity to include 
a comment for each question or to explain the reason for the 
code used. It is therefore possible to develop adequate 
training, to better understand the surveys and accordingly to 
adapt them to realities in the field. For example, this feature 
made it possible to conduct a special study on the reasons 
for refusal to participate in one of Statistics Canada's 
household surveys; to conduct such a study would have 
formerly required a great deal of effort (see AUard, Dufour, 
Simard and Bastien 1996). 

4. ONGOING CHALLENGES OF CAI 

This section describes long-term challenges in 
developing, implementing and understanding the use of 
CAI for survey applications. The powerful tools provided 
by CAI have led us to degrees of complexity in content, 
software and electronic communications that may not be 
widely appreciated. The conversion to CAI has implied a 
new dependence on informatics. This dependence is one of 
the major chaUenges that Statistics Canada has to face with 
CAI, since the technology is changing so quickly. 

4.1 Workload of Interviewers 

A common infrastmcture requires the sharing of limited 
resources, such as trained interviewers equipped with 
portable computers, by different surveys. As a consequence, 
any increase in either the number of surveys or the amount 
of information collected must be carried out jointly with the 
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other surveys. It should be noted that the same interviewers 
tend to be used by a large number of surveys, which can 
result in fairly large workloads, exacerbated by a short 
collection period. While response rates have recovered 
since the introduction of CAI, a heavy workload for 
interviewers can lead to deterioration in data quality, owing 
to fewer follow-ups and higher nonresponse. 

Given the nature of the CMS, an administrative stincture 
for communication, based on the needs of a given survey 
(based on the response codes), must be put in place to 
provide for the routing of cases between the interviewers, 
their supervisors and the regional offices. Since CAI was 
first inttoduced, there have been great improvements in the 
communications process to ensure that all interviewers 
correctiy receive their assignments, the latest version of the 
application or various changes; nevertheless, this process 
must be constantly monitored. For example, after the end of 
the collection period, cases must be ttansmitted and deleted 
from the interviewers' computers. Often, the cases that 
were not transmitted consist mainly of nonresponse cases. 
The fact that these cases are not transmitted to head office 
after the end of collection means that the reasons for 
nonresponse are sometimes lost. While many of these 
problems can be detected during testing, the fact remains 
that a few exceptional cases still remain. 

4.2 Control Procedures for CAI 

The CMS and survey applications have the potential to 
generate many databases. The quantity of data is often 
overwhelming, and the data are not currentiy being used to 
their maximum potential. In addition, the speed inherent in 
CAI sometimes does not allow for sufficient time and 
resources to analyse and control this mass of information. 
For the moment, this information is used after the fact, but 
it would be highly desirable to be able to use it while the 
survey is in the field. 

This information should be made available to inter
viewers in an integrated format. However, a balance is 
needed to avoid excessive surveillance where interviewers 
focus more on the quality indicators than on the quality of 
the data. Ideally, analysis across several surveys could 
identify specific problems, which could then be dealt with 
in training kits that are brief and focused. In addition, 
response rates and coverage rates could be integrated for 
surveys. All this information could be used to achieve more 
efficient time management or to develop ttaining in specific 
interview skills. 

4.3 Editing During Collection 

While CAI offers the possibility of including a great 
number of edit rales at the time of the interview, it is 
important here as well to maintain a balance between the 
rules programmed into the collection instrament and the 
rules applied during batch processing at head office. The 
rules programmed into the instrament prolong the 
interview, which results in an increase in both costs and 
response burden. Over time, and with rapid changes in 
technology, it should be possible to apply a larger number 

of edits during the interview without interfering with its 
flow. On the other hand, clarifications at the time of the 
interview undeniably result in better quality data. The 
NPHS obtains better quality data in the second quarter by 
using information from the first quarter to feed the edit 
system. For example, clarifying with the respondent at the 
interview, led to the discovery tiiat, for the arthritis variable, 
of the 7.0% of individuals who indicated a change in 
condition between the two quarters, 3.3% actually 
experienced a change while 3.5% represented errors. For 
further details, see CatUn, Roberts and Ingram (1996). 

With CAI, it is also possible to store information to 
identify which edit rales have been triggered and what 
corrections were made. A study of the most frequently 
triggered edit rales would determine which rales most 
affect data quality, with the results of these studies serving 
not only as information but also as inputs, for changing 
overly strict edit rales and also for sustaining a dynamic 
correction system. Another aspect that is just as important 
is the ease with which the interviewer can maJce the 
necessary corrections. If the cortections can be made to the 
actual response or the preceding response to a question, the 
interviewer can easily identify the changes to be made. If 
the correction involves editing between several answers, 
then the need to determine which one requires correction, 
and to move between the various answers in which there 
may be an ertor, sometimes makes the process too complex 
for the edit to be cartied out during the interview. 

Apart from technical problems, there are methodological 
problems associated with the effect of edit rales on data 
quality. At what stage are the different edit rales the most 
effective? The rales that affect the flow of tiie questionnaire 
and those that determine which persons are outside the 
scope of the survey, are critical edit rales. The key variables 
used for poststratification and key estimates are best 
resolved at the time of the interview. The quantity of edit 
rales that can be incorporated into the CAI system must be 
balanced with the speed of the portable computer. In 
addition, when some edit rules are being developed for the 
instrament and others for central processing, care must be 
taken to ensure that the two types of rales are not 
contradictory. 

4.5 Data Confidentiality 

Maintaining data confidentiality, as stipulated by the 
Statistics Act, is one of the fundamental requirements of the 
use of CAI and the systems that support it. To meet such a 
requirement, a number of procedures have been developed 
including a computing environment with two commu
nication networks, one external and the other internal. The 
data are transferted physically, by tape, from the external 
network to the confidential internal network since there is 
no link between these two networks. It is impossible to 
access the internal network using a public modem. 
Confidentiality is also ensured by encryption of data 
whenever they must be ttansmitted over telephone lines. In 
addition, an access control system is incorporated into all 
portable computers, enabling only the interviewer to access 
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the information. The data are also encrypted while residing 
on the notebook. 

The challenges relating to confidentiality in a CAI 
environment are quite different from those encountered 
with PAPI. Dependent interviews offer such a challenge 
for SLED. Information available from the preceding wave 
family unit may become sensitive in the case of, say, a 
family break-up. Thus, while the new technology offers the 
benefits of dependent interviews, these are accompanied by 
drawbacks that must be analysed for the specific situation. 

With the arrival of audio-CASI (known by the acronym 
CASI-A), sensitive subjects may be handled more easily. 
With tiiis interview technique, respondents are linked to the 
computer with earphones, and the questions are read by a 
digitised voice. Since the question is heard via the headset, 
the respondent can choose whether or not to display the 
question on the screen. With these features, the respondent 
can complete the questionnaire in total anonymity. The 
NLSCY is planning to begin using this collection 
instrament by the year 2000. 

4.6 Re-Interview Programs 

CAI offers some enhancements over PAPI-based 
re-interview programs. Firstiy, the rapid electronic 
transmission of data reduces discrepancies due to recall and 
memory problems since re-interview can be conducted 
quicker after the initial interview. Strict adherence to 
reconciliation procedures built into the software provides 
more accurate estimates of measurement error. This would 
eradicate the problem of interviewers peeking at the 
questionnaire before starting the re-interview. As well, 
reconciliation can be done after a subset of questions, a 
section or at the end of the questionnaire and as many times 
as desired. Re-interview cases are easily automated and 
integrated into a quality control process based on 
characteristics of the interviewer or the interview (e.g., 
specific cases related to training issues, cases belonging to 
a specific group, etc.). The quality of the data is better 
since a great number of edit rales, identical to the ones used 
during the interview, are programmed for the re-interview. 
The features available from the CMS are also an asset for 
the re-interview program: progress of the re-interview 
program, performance and progress of the re-interview, 
easy transfer of cases, etc. 

4.7 Interviewer Training 

With the adoption of CAI, interviewers had to cope with 
a major change in their work method. Training was 
therefore an essential stage in enabling them to adapt 
effectively to the computerised collection method. They 
became familiar with new work tools, including the 
keyboard, the portable computer and all the computer 
procedures, such as saving data, charging batteries and 
transmitting by modem. They also had to adapt their 
interview style to the requirements of CAI. New 
interviewers, for their part, had to familiarise themselves 
with survey concepts, interview techniques and the 

collection instrament. To meet this challenge. Statistics 
Canada developed a training strategy based on the 
experience acquired during the previous testing, as well as 
on the experience of British and American colleagues. 

Interviewer training wiU always be one of the key factors 
in the success of Statistics Canada surveys, and the agency 
is continually innovating in this field. For example, one of 
the initiatives for tiie LFS is a training strategy to enable 
senior interviewers to regularly receive a small CAI 
assignment (approximately 15 cases), just so they can 
practice coUection by this method and thereby stay abreast 
of changes in the CAI appUcation. hi addition to the regular 
practice cases that are always available on the computer, the 
CAI system will provide interviewers with modules 
integrated into the collection system, dealing with such 
complex subjects as coverage and multiple dwellings, to 
enable them to always be updated or to review various 
difficult concepts. 

5. FUTURE OF CAI AT STATISTICS CANADA 

In the new environment of limited resources and high 
response burden, collection is becoming increasingly 
customised. While business surveys have been doing it for 
some time, mixed collection is beginning to be in demand 
for household surveys. Centralised collection outside the 
collection window for a Umited number of respondents can 
be used to improve response rates (to focus on tracing for 
example). The environment necessary for this type of 
collection more closely resembles a CATI environment in 
which shared database functions for a small sample are 
available, with call planning functions. 

A complete redesign of the CAI application and the case 
management system is expected to be completed by tiie tum 
of the century. In this redesign, work teams must take 
account not only of computer capacity but also of the 
human factor. The latter factor is important since data 
coUection and data quality depend on it. Interviewers must 
read the screen and enter the responses, tasks that call for 
perceptual and motor skiUs different from those required for 
pencil and paper interviews. The wording of questions is 
also harder to read on tiie screen, and interviewers mention 
that it is now harder to visuaUse the overall structure of a 
questionnaire. Hence special attention must be paid to 
screen design, the choice of colours, the amount of text 
displayed, the key functions pre-programmed and the ease 
of moving between screens. Since interviewers are also 
asked to work on several surveys, an effort should be made 
to standardise screen formats as much as possible. 

As regards the hardware and software components, work 
teams are curtently concentrating on choosing the best 
combination. At present, different softwares are used for 
different components of some surveys. In order to 
standardise the applications available as much as possible, 
there are plans to use a uniform platform for all surveys in 
a Windows environment. The Windows environment 
should give both interviewers and programmers greater 
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flexibility. The security systems must also be redesigned to 
conform to the technology adopted and to satisfy the 
requirements of Statistics Canada. Harmonisation of 
questions among surveys should be attempted, which would 
allow CAI programming to become more modularised. 
Respondent burden would also be reduced. 

The new system will have to be able to take account of 
both past and present requirements. For example, system 
features are re-examined in the light of the progress reports 
provided to operational staff in order to determine which 
areas need improvement. As noted in Section 4, a number 
of other possibilities are being considered such as, 
interactive training of interviewers, special ttaining 
modules, the possibility of conducting re-interviews and 
better tracing tools. These procedures should make it 
possible to make better use of the flexibility resulting from 
the automation of the process. 

The case management system is also being redeveloped. 
One major consideration here is to obtain a robust 
communications system, in which changes can be sent out 
uniformly with a replication capabiUty. While we still hope 
to develop a computer system that will be used for many 
years, the curtent reality seems to suggest that CAI is lUcely 
to continue to evolve rapidly. One chaUenge, tiien, since the 
technology is changing quickly (one need only think of the 
Internet), is to develop a new system that is flexible, so as 
to allow for adaptations without requiring a complete 
overhaul. 
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Regression Analysis of Data Files that are 
Computer Matched - Part II 

FRITZ SCHEUREN and WILLIAM E. WINKLER' 

ABSTRACT 

Many policy decisions are best made when there is supporting statistical evidence based on analyses of appropriate 
microdata. Sometimes all the needed data exist but reside in multiple files for which common identifiers (e.g., SIN's, EIN' s, 
or SSN's) are unavailable. This paper demonstrates a methodology for analyzing two such files: (1) when there is common 
nonunique information subject to significant error and (2) when each source file contains noncommon quantitative data that 
can be connected with appropriate models. Such a situation might arise with files of businesses only having difficult-to-use 
name and address information in common, one file with the energy products consumed by the companies, and the other file 
containing the types and amounts of goods they produce. Another situation might arise with files on individuals in which 
one file has earnings data, another information about health-related expenses, and a third information about receipts of 
supplemental payments. The goal of the methodology presented is to produce valid statistical analyses; appropriate 
microdata files may or may not be produced. 

KEY WORDS: Edit; Imputation; Record linkage; Regression analysis. 

1. INTRODUCTION 

1.1 Application Setting 

To model the energy economy properly, an economist 
might need company-specific microdata on the fuel and 
feedstocks used by companies that are only available from 
Agency A and cortesponding microdata on the goods 
produced for companies that is only available from Agency 
B. To model the heaUh of individuals in society, a 
demographer or health science policy worker might need 
individual-specific information on those receiving social 
benefits from Agencies Bl, B2, and B3, cortesponding 
income information from Agency I, and information on 
healtii services from Agencies HI and H2. Such modeling 
is possible if analysts have access to the microdata and if 
unique, common identifiers are available {e.g., Oh and 
Scheuren 1975; Jabine and Scheuren 1986). If the only 
common identifiers are ertor-prone or nonunique or both, 
then probabilistic matching techniques {e.g., Newcombe, 
Kennedy, Axford and James 1959, Fellegi and Sunter 1969) 
are needed. 

1.2 Relation to Earlier Work 

In earlier work (Scheuren and Winkler 1993), we 
provided theory showing that elementary regression 
analyses could be accurately adjusted for matching ertor, 
employing knowledge of the quality of the matching. In 
that work we relied heavily on an ertor-rate estimation 
procedure of Belin and Rubin (1995). In later research e.g., 
(Winkler and Scheuren 1995, 1996), we showed that we 
could make further improvements by using noncommon 
quantitative data from the two files to improve matching 

and adjust statistical analyses for matching ertor. The main 
requirement - even in heretofore seemingly impossible 
situations - was that there exist a reasonable model for the 
relationships among the noncommon quantitative data. In 
the empirical example of this paper, we use data for which 
a very smaU subset of pairs can be accurately matched using 
name and address information only and for which the 
noncommon quantitative data is at least moderately 
cortelated. In other situations, researchers might have a 
small microdata set that accurately represents relationships 
of noncommon data across a set of large administtative files 
or they might just have a reasonable guess at what the 
relationships among the noncommon data are. We are not 
sure, but conjecture that, with a reasonable starting point, 
the methods discussed here wiU succeed often enough to be 
of general value. 

1.3 Basic Approach 
The intuitive underpinnings of our methods are based on 

now well-known probabilistic record linkage (RL) and 
edit/imputation (EI) technologies. The ideas of modem RL 
were introduced by Newcombe (Newcombe et al 1959) 
and mathematically formalized by Fellegi and Sunter 
(1969). Recent methods are described in Winkler (1994, 
1995). EI has ttaditionally been used to clean up ertoneous 
data in files. The most pertinent methods are based on the 
EI model of Fellegi and Holt (1976). 

To adjust a statistical analysis for matching ertor, we 
employ a four-step recursive approach that is very powerful. 
We begin with an enhanced RL approach (e.g., Winkler 
1994, Behn and Rubin 1995) to delineate a subset of pairs 
of records in which the matching ertor rate is estimated to 
be very low. We perform a regression analysis, RA, on the 

Fritz Scheuren, Emst and Young, 1225 Connecticut Avenue, N.W., Washington, DC 20036, U.S.A., Scheuren@aol.com; William E. Winkler, U.S. Bureau 
of the Census, Washington, DC 20023, U.S.A. 
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low-error-rate linked records and partially adjust the 
regression model on the remainder of the pairs by applying 
previous methods (Scheuren and Winkler 1993). Then, we 
refine the EI model using traditional outiier-detection 
methods to edit and impute outliers in the remainder of the 
Unked pairs. Another regression analysis (RA) is done and 
this time the results are fed back into the linkage step so that 
the RL step can be improved (and so on). The cycle 
continues until the analytic results desired cease to change. 
SchematicaUy, these analytic linking methods take the form 

RLf- RA4- EI 

1.4 Structure of What FoUows 

Beginning with this introduction, the paper is divided 
into five sections. In the second section, we undertake a 
short review of Edit/Imputation (EI) and Record Linkage 
(RL) methods. Our purpose is not to describe them in detail 
but simply to set the stage for the present application. 
Because Regression Analysis (RA) is so well known, our 
treatment of it is covered only in the particular simulated 
appUcation (Section 3). The intent of these simulations is to 
use matching scenarios that are more difficult than what 
most linkers typically encounter. Simultaneously, we 
employ quantitative data that is both easy to understand but 
hard to use in matching. In the fourth section, we present 
results. The final section consists of some conclusions and 
areas for future study. 

2. EI AND RL METHODS REVIEWED 

2.1 Edit/Imputation 

Methods of editing microdata have traditionally dealt 
with logical inconsistencies in data bases. Software 
consisted of if-then-else mles that were data-base-specific 
and very difficult to maintain or modify, so as to keep 
curtent. Imputation methods were part of the set of 
if-then-else rules and could yield revised records that still 
failed edits. In a major theoretical advance that broke with 
prior statistical methods, FeUegi and Holt (1976) inttoduced 
operations-research-based methods that both provided a 
means of checking the logical consistency of an edit system 
and assured that an edit-failing record could always be 
updated with imputed values, so that the revised record 
satisfies all edits. An additional advantage of Fellegi and 
Holt (1976) systems is that their edit methods tie directly 
with curtent methods of imputing microdata {e.g., Little and 
Rubin 1987). 

Although we will only consider continuous data in this 
paper, EI techniques also hold for discrete data and 
combinations of discrete and continuous data. In any event, 
suppose we have continuous data. In this case a collection 
of edits might consist of rules for each record of the form 

c^X<Y<C2X 

In words, 

yean be expected to be greater than c^X and less 
than CjX; hence, if 7less than c^X and greater 
than c^X, then the data record should be reviewed 
(with resource and other practical considerations 
determining the acmal bounds used). 

Here 7may be total wages, Xthe number of employees, 
and c, and Cj constants such that Cj < Cj. When an {X, Y) 
pair associated with a record fails an edit, we may replace, 
say, 7 with an estimate (or prediction). 

2.2 Record Linkage 

A record linkage process attempts to classify pairs in a 
product space AxB from two files A and B into M, the set 
of trae links, and U, the set of trae nonlinks. Making 
rigorous concepts introduced by Newcombe {e.g., 
Newcombe et al. 1959; Newcombe, Fair and Lalonde 
1992), Fellegi and Sunter (1969) considered ratios R of 
probabilities of the form 

R = Pr((Y6r I M)/Pr((Yer | U) 

where y is an arbittary agreement pattem in a comparison 
space r . For instance, F might consist of eight pattems 
representing simple agreement or not on surname, first 
name, and age. Altematively, each yeV might additionally 
account for the relative frequency with which specific 
sumames, such as Scheuren or Winkler, occur. The fields 
compared (surname, first name, age) are called matching 
variables. The decision rale is given by 

If /? > Upper, then designate pair as a link. 

ff Lower ^R^ Upper, then designate pair as a possible 
link and hold for clerical review. 

If R< Lower, then designate pair as a nonUnk. 

Fellegi and Sunter (1969) showed that this decision rale 
is optimal in the sense that for any pair of fixed bounds on 
R, the middle region is minimized over aU decision rales on 
the same comparison space F. The cutoff thresholds, Upper 
and Lower, are determined by the ertor bounds. We caU the 
ratio R or any monotonely increasing transformation of it 
(typically a logarithm) a matching weight or total agree
ment weight. 

With the availability of inexpensive computing power, 
there has been an outpouring of new work on record 
linkage techniques {e.g., Jaro 1989, Newcombe, etal 1992, 
Winkler 1994,1995). The new computer-intensive methods 
reduce, or even sometimes eliminate, the need for clerical 
review when name, address, and other information used in 
matching is of reasonable quality. The proceedings from a 
recently concluded international conference on record 
linkage showcase these ideas and might be the best single 
reference (Alvey and Jamerson 1997). 
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3. SIMULATION SETTING 

3.1 Matching Scenarios 

For our simulations, we considered a scenario in which 
matches are virtually indistinguishable from nonmatches. 
In our earlier work (Scheuren and Winkler 1993), we 
considered three matching scenarios in which matches are 
more easily distinguished from nonmatches than in the 
scenario of the present paper. 

In both papers, the basic idea is to generate data having 
known distributional properties, adjoin the data to two files 
that would be matched, and then to evaluate the effect of 
increasing amounts of matching ertor on analyses. Because 
the methods of this paper work better than what we did 
earlier, we only consider a matching scenario that we label 
"Second Poor," because it is more difficult than the poor 
(most difficult) scenario we considered previously. 

We started here with two population files (sizes 12,000 
and 15,000), each having good matching information and 
for which trae match status was known. Three settings were 
examined: high, medium and low - depending on the extent 
to which the smaller file had cases also included in the 
larger file. In the high file inclusion situation, about 10,000 
cases are on both files for a file inclusion or intersection 
rate on the smaller or base file of about 83%. In the 
medium file intersection situation, we took a sample of one 
file so that the intersection of the two files being matched 
was approximately 25%. In the low file intersection 
situation, we took samples of both files so that the 
intersection of the files being matched was approximately 
5%. The number of intersecting cases, obviously, bounds 
the number of trae matches that can be found. 

We then generated quantitative data with known 
distributional properties and adjoined the data to the files. 
These variations are described below and displayed in 
Figure 1 where we show the poor scenario (labeled "first 
poor") of our previous 1993 paper and the "second poor" 
scenario used in this paper. In the figure, the match weight, 
the logarithm ofR, is plotted on tiie horizontal axis with the 
frequency, also expressed in logs, plotted on the vertical 
axis. Matches (or trae Unks) appear as asterisks (*), while 
nonmatches (or trae nonlinks) appear as small circles (o). 

3.2 "First Poor Scenario" (Figure la) 

The first poor matching scenario consisted of using last 
name, first name, one address variation, and age. Minor 
typographical ertors were introduced independentiy into 
one fifth of the last names and one third of the first names 
in one of the files. Moderately severe typographical ertors 
were made independently in one fourth of the addresses of 
the same file. Matching probabilities were chosen that 
deviated substantially from optimal. The intent was for the 
links to be made in a manner that a practitioner might 
choose after gaining only a littie experience. The situation 
is analogous to that of using administrative lists of 
individuals where information used in matching is of poor 
quality. The trae mismatch rate here was 10.1%. 

3.3 "Second Poor" Scenario (Figure lb) 

The second poor matching scenario consisted of using 
last name, first name, and one address variation. Minor 
typographical ertors were introduced independently into 
one tiiird of the last names and one third of the first names 
in one of tiie files. Severe typographical ertors were made 
in one fourth of the addresses in the same file. Matching 
probabilities were chosen that deviated substantially from 
optimal. The intent was to represent situations that often 
occur with lists of businesses in which the linker has littie 
conttol over the quality of the lists. Name information - a 
key identifying characteristic - is often very difficult to 
compare effectively with business Usts. The true mismatch 
rate was 14.6%. 

3.4 Summary of Matching Scenarios 

Clearly, depending on the scenario, our ability to 
distinguish between trae links and trae nonlinks differs 
significantly. With the first poor scenario, the overiap, 
shown visually between the log-frequency-versus-weight 
curves, is substantial (Figure la); and, with the second poor 
scheme, the overiap of the log-frequency-versus-weight 
curves is almost total (Figure lb). In the eariier work, we 
showed that our theoretical adjustment procedure worked 
weU using the known trae match rates in our data sets. For 
situations where the curves of trae links and trae nonlinks 
were reasonably well separated, we accurately estimated 
error rates via a procedure of Belin and Rubin (1995) and 
our procedure could be used in practice. In the poor 
matching scenario of that paper (first poor scenario of this 
paper), the Belin-Rubin procedure was unable to provide 
accurate estimates of ertor rates but our theoretical 
adjustment procedure still worked weU. This indicated that 
we either had to find an enhancement to the Belin-Rubin 
procedures or to develop methods that used more of the 
available data. (That conclusion, incidentally, from our 
earlier workled, after some false starts, to the present 
approach.) 

3.5 Quantitative Scenarios 
Having specified the above linkage situations, we used 

SAS to generate ordinary least squares data under tiie 
model 7 = 6X + e. The X values were chosen to be 
uniformly distributed between 1 and 101. The ertor terms, 
are normal and homoscedastic with variances 13,000, 
36,000, and 125,000, respectively. The resulting regressions 
of 7onXhave R^ values in the tine matched population of 
70%, 47%, and 20%, respectively. Matching with 
quantitative data is difficuU because, for each record in one 
file, there are hundreds of records having quantitative 
values that are close to the record that is a trae match. To 
make modeUng and analysis even more difficult in the high 
file overlap scenario, we used all false matches and only 5% 
of tiie tine matches; in the medium file overiap scenario, we 
used all false matches and only 25% of tine matches. (Note: 
Here to heighten the visual effect, we have introduced 
another random sampling step, so the reader can "see" 
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better in the figures the effect of bad matching. This sample 
depends on the match status of the case and is confined only 
to those cases that were matched, whether cortectly or 
falsely.) 

A cracial practical assumption for the work of this paper 
is that analysts are able to produce a reasonable model 
(guesstimate) for the relationships between the noncommon 
quantitative items. For the initial modeling in the empirical 
example of this paper, we use the subset of pairs for which 
matching weight is high and the ertor-rate is low. Thus, the 
number of false matches in the subset is kept to a minimum. 
Although neitiier the procedure of Belin and Rubin (1995) 
nor an altemative procedure of Winkler (1994), that 
requires an ad hoc intervention, could be used to estimate 
ertor rates, we believe it is possible for an experienced 
matcher to pick out a low-ertor-rate set of pairs even in the 
second poor scenario. 

4. SIMULATION RESULTS 

Most of this Section is devoted to presenting graphs and 
results of the overall process for the second poor scenario, 
where the R^ value is moderate, and the intersection 
between the two files is high. These results best illustrate 
the procedures of this paper. At the end of the Section (in 
subsection 4.8), we summarize results over all R^ situa
tions and all overlaps. To make the modeling more difficult 
and show the power of the analytic linking methods, we 
use all false matches and a random sample of only 5% of 
the true matches. We only consider pairs having matching 
weight above a lower bound that we determine based on 
analytic considerations and experience. For the pairs of our 
analysis, tiie restriction causes the number of false matches 
to significantiy exceed the number of trae matches. (Again, 
this is done to heighten the visual effect of matching 
failures and to make the problem even more difficult.) 

To illustrate the data situation and the modeling 
approach, we provide triples of plots. The first plot in the 
triple shows the true data situation as if each record in one 
file was linked with its trae cortesponding record in the 
other file. The quantitative data pairs cortespond to the 
truth. In the second plot, we show the observed data. 
Where many of the pairs are in ertor because they 
cortespond to false matches. To get to the third plot in the 
triple, we model using a smaU number of pairs (approxi
mately 100) and then replace outiiers with pairs in which 
the observed 7-value is replaced with a predicted 7-value. 

4.1 Initial True Regression Relationship 

In Figure 2a, the actual trae regression relationship and 
related scatterplot are shown, for one of our simulations, as 
they would appear if there were no matching ertors. In this 
figure and the remaining ones, the trae regression line is 
always given for reference. Finally, the trae population 
slope or beta coefficient (at 5.85) and the R'^ value (at 43%) 
are provided for the data (sample of pairs) being displayed. 

4.2 Regression After Initial RL-RA Step 

In Figure 2b, we are looking at the regression on the 
actual observed links - not what should have happened in 
a perfect world but what did happen in a very imperfect 
one. Unsurprisingly, we see only a weak regression rela
tionship between 7 and X. The observed slope or beta 
coefficient differs greatiy from its trae value (2.47 v. 5.85). 
The fit measure is similarly affected - falling to 7% from 
43%. 

4.3 Regression After First Combined 
RL-RA-EI-RA Step 

Figure 2c completes our display of the first cycle of the 
iterative process we are employing. Here we have edited 
the data in the plot displayed as follows. First, using just 
the 99 cases with a match weight of 3.00 or larger, an 
attempt was made to improve the poor results given in 
Figure 2b. Using this provisional fit, predicted values were 
obtained for all the matched cases; then outliers with 
residuals of 460 or more were removed and the regression 
refit on the remaining pairs. This new equation, used in 
Figure 2c, was essentially 7 = 4.78Z + e, with a variance of 
40,000. Using our earlier approach (Scheuren and Winkler 
1993), a further adjustment was made in the estimated beta 
coefficient from 4.78 to 5.4. If a pair of matched records 
yielded an outiier, then predicted values (not shown) using 
the equation 7 = 5.4X were imputed. If a pair does not 
yield an outiier, then the observed value was used as the 
predicted value. 

4.4 Second True Reference Regression 

Figure 3a displays a scatterplot of Xand Fas tiiey would 
appear if they could be trae matches based on a second RL 
step. Note here that we have a somewhat different set of 
linked pairs this time from earlier, because we have used 
the regression results to help in the linkage. In particular, 
the second RL step employed the predicted 7 values as 
determined above; hence it had more information on which 
to base a linkage. This meant that a different group of 
linked records was available after the second RL step. 
Since a considerably better link was obtained, there were 
fewer false matches; hence our sample of all false matches 
and 5% of tiie trae matches dropped from 1,104 in Figures 
2a through 2c to 650 for Figures 3a through 3c. In this 
second iteration, the tine slope or beta coefficient and the R ̂  
values remained, though, virtually identical for the 
estimated slope (5.85 v. 5.91) and fit (43% v. 48%). 

4.5 Regression After Second RL-RA Step 

In Figure 3b, we see a considerable improvement in the 
relationship between 7 and X using the actual observed 
links after the second RL step. The estimated slope has 
risen from 2.47 initially to 4.75 here. Still too small but 
much improved. The fit has been similarly affected, rising 
from 7% to 33%. 
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4.6 Regression After Second Combined 
RL-RA-EI-RA Step 

Figure 3c completes the display of the second cycle of 
our iterative process. Here we have edited the data as 
foUows. Using the fit (from subsection 4.5), another set of 
predicted values was obtained for all the matched cases (as 
in subsection 4.3). This new equation was essentially 
7 = 5.26X + e, with a variance of about 35,000. If a pair of 
matched records yields an outlier, then predicted values 
using the equation 7 = 5.3X were imputed. If a pair does 
not yield an outUer, then the observed value was used as the 
predicted value. 

4.7 Additional Iterations 

While we did not show it in this paper, we did iterate 
through a third matching pass. The beta coefficient, after 
adjustment, did not change much. We do not conclude from 
this that asymptotic unbiasedness exists; rather that the 
method, as it has evolved so far, has a positive benefit and 
that this benefit may be quickly reached. 

4.8 Further Results 

Our further results are of two kinds. We looked first at 
what happened in the medium R^ scenario (le., R^ equal 
to .47) for the medium- and low- file intersection situations. 
We further looked at the cases when R^ was higher (at .70) 
or lower (at .20). For the medium R ̂  scenario and low 
intersection case the matching was somewhat easier. This 
occurs because there were significantiy fewer false-match 
candidates and we could more easily separate trae matches 
from false matches. For the high R^ scenarios, the 
modeling and matching were also more straightforward 
than they were for the medium R^ scenario. Hence, there 
were no new issues there either. 

On the other hand, for the low R^ scenario, no matter 
what degree of file intersection existed, we were unable to 
distinguish trae matches from false matches, even with the 
improved methods we are using. The reason for this, we 
believe, is that there are many outiiers associated with the 
true matches. We can no longer assume, therefore, that a 
moderately higher percentage of the outiiers in the 
regression model are due to false matches. In fact, with each 
trae match that is associated with an outlier 7-value, there 
may be many false matches that have 7-values that are 
closer to the predicted 7-value than the trae match. 

5. COMMENTS AND FUTURE STUDY 

5.1 Overall Summary 

In this paper, we have looked at a very restricted analysis 
setting: a simple regression of one quantitative dependent 
variable from one file matched to a single quantitative 
independent variable from another file. This standard 
analysis was, however, approached in a very nonstandard 
setting. The matching scenarios, in fact, were quite 

challenging. Indeed, just a few years ago, we might have 
said that the "second poor" matching scenario appeared 
hopeless. 

On the other hand, as discussed below, there are many 
loose ends. Hence, the demonstration given here can be 
considered, quite rightly in our view, as a limited 
accomplishment. But make no mistake about it, we are 
doing something entirely new. In past record linkage 
applications, there was a clear separation between the 
identifying data and the analysis data. Here, we have used 
a regression analysis to improve the linkage and the 
improved linkage to improve the analysis and so on. 

Earlier, in our 1993 paper, we advocated that there be a 
unified approach between the linkage and the analysis. At 
that point, though, we were only ready to propose that the 
linkage probabihties be used in the analysis to cortect for 
the failures to complete the matching step satisfactorily. 
This paper is the first to propose a completely unified 
methodology and to demonstrate how it might be cartied 
out. 

5.2 Planned Application 

We expect that the first applications of our new methods 
will be with large business data bases. In such situations, 
noncommon quantitative data are often moderately or 
highly cortelated and the quantitative variables (both 
predicted and observed) can have great distinguishing 
power for linkage, especially when combined with name 
information and geographic information, such as a postal 
{e.g., ZIP) code. 

A second observation is also worth making about our 
results. The work done here points strongly to the need to 
improve some of the now routine practices for protecting 
public use files from reidentification. In fact, it tums out 
that in some settings - even after quantitative data have 
been confidentiality protected (by conventional methods) 
and without any directly identifying variables present - the 
methods in this paper can be successful in reidentifying a 
substantial fraction of records thought to be reasonably 
secure from this risk (as predicted in Scheuren 1995). For 
examples, see Winkler (1997). 

5.3 Expected Extensions 

What happens when our results are generalized to the 
multiple regression case? We are working on this now and 
results are starting to emerge which have given us insight 
into where further research is required. We speculate that 
the degree of underlying association R^ wiU continue to be 
the dominant element in whether a usable analysis is 
possible. 

There is also the case of multivariate regression. This 
problem is harder and will be more of a challenge. Simple 
multivariate extensions of the univariate comparison of 7 
values in this paper have not worked as well as we would 
like. For this setting, perhaps, variants and extensions of 
Littie and Rubin (1987, Chapters 6 and 8) will prove to be 
a good starting point 
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5.4 "Limited Accomplishment" 

Until now an analysis based on the second poor scenario 
would not have been even remotely sensible. For this reason 
alone we should be happy with our results. A closer 
examination, though, shows a number of places where the 
approach demonstrated is weaker than it needs to be or 
simply unfinished. For those who want theorems proven, 
this may be a particularly strong sentiment. For example, a 
convergence proof is among the important loose ends to be 
dealt with, even in the simple regression setting. A practical 
demonstiation of our approach with more than two matched 
files also is necessary, albeit this appears to be more 
straightforward. 

5.5 Guiding Practice 

We have no ready advise for those who may attempt 
what we have done. Our own experience, at this point, is 
insufficient for us to offer ideas on how to guide practice, 
except the usual extra caution that goes with any new 
application. Maybe, after our own efforts and those of 
others have matured, we can offer more. 
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