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In This Issue 

This issue of Survey Methodology contains the second in an annual invited paper series in honour 
of Joseph Waksberg. A brief description of the series and a short biography of Joseph Waksberg 
were given in the June 2001 issue of the journal. The author of the Waksberg Invited Paper for 2002 
is Wayne Fuller. I would like to thank the members of the Committee, Graham Kalton (chair), Chris 
Skinner, David Binder and Paul Biemer, for having chosen such a distinguished statistician, who 
has made profound contributions to many areas of statistical theory and practice, as the author of the 
second paper in the Waksberg Invited Paper Series. 

In his paper entitled "Regression Estimation for Survey Samples" Wayne Fuller presents a broad 
overview of historical and recent developments in the use of regression models in surveys for 
estimation, weight calibration and non-response adjustment. After a brief introduction and historical 
background, he discusses the use of regression models for estimation in complex surveys from a 
design based perspective. He follows this with an exploration of the model based perspective. Other 
topics discussed are the use of regression models for multinomial data, techniques available when 
auxiliary variables are available for every unit of the population, and regression to account for the 
effects of non-response in surveys. Finally, consideration of a few practical aspects of applications 
rounds out this insightful overview of an important area of inference from survey data to which 
Wayne Fuller himself has made many important contributions. 

"This issue also contains a special section "Remembering Leslie Kish" which includes four papers, 
one by Leslie Kish himself containing some of his last thoughts on the topics of combining samples 
and surveys. Two of the other papers discuss implementations of Leslie Kish's idea of rolling 
censuses. These two papers were also presented at the Statistics Canada Symposium 2001 in a 
special session entitled "Remembering Leslie Kish". 

The first paper in the special section, by Graham Kalton, presents an inspiring overview of Kish's 
contributions to many areas of statistics. Many of the problems that Kish worked on are put into 
historical perspective and their practical importance is emphasized. 

The paper by Kish presents ideas that he was still working on at the time of his death in October 
2000. I am grateful to Graham Kalton and Jack Gambino for making editorial cortections to the 
paper, but it is presented largely as it was at the time of Kish's death. In this paper he argues that, 
just as statistics represented a new paradigm in the scientific method, and survey sampling required 
a new paradigm in statistics, so rolling samples and multi-population surveys require new paradigms 
in survey methods. We can only speculate as to what the final paper would have been like had Kish 
lived. 

Alexander describes the American Community Survey, planned to be introduced by the U.S. 
Census Bureau in coming years as a replacement for the decennial census long form. This is a very 
large survey based very much on the idea of rolling samples and censuses that Kish introduced more 
than twenty years ago. This paper discusses the concepts, frame, sampling design, and cumulation 
of samples and weighting. 

The final paper in the special section, by Durt and Dumais, describes the new rolling census being 
introduced in France to replace their more traditional census. In this rolling census, every small 
commune will be surveyed once within a five year period; larger communes will be divided into five 
rotation groups, each rotation group being surveyed in one of the five years. This paper describes 
objectives, design and estimation procedures for the rolling census. 

In their article, Cahill and Chen develop an approach to exploit data from multiple surveys and 
epochs by benchmarking the parameter estimates of logit models of binary choice and semi-
parametric survival models. Estimates obtained from a survey rich in explanatory variables are 
benchmarked to information from a survey with significant historical depth. Cahill and Chen 
demonstrate how the method can be applied, using the maternity leave module of the LifePaths 
dynamic microsimulation project at Statistics Canada. 



In This Issue 

Garren and Chang consider the problem of the non-telephone population in telephone surveys 
using random digit dialing. Using Public Use Microdata Samples, the propensity that a household 
owns a phone is estimated using generalized linear regression and is used during estimation. 
Asymptotic biases and variances are presented for both the non-poststratified and poststratified 
estimators incorporating and not incorporating the estimated propensity. These four estimators are 
further compared through a simulation study. 

The article by Tille develops an estimator that can be used to avoid the problem of empty 
post-strata that can occurs with the usual post-stratified estimator. The idea involves using a 
conditionally weighted estimator and conditioning on ranks in the population of an auxiliary variable 
known for all units of this population. In this way, the sizes of the post-strata are set in the sample 
and random in the population. The next step is to calculate the mean of the conditionally weighted 
estimators to obtain greater stability. The estimator obtained is calibrated on distribution, linear and 
exactly unbiased. A simulation study is used to show that the proposed estimator is more robust than 
the generalized regression estimator when the relation of the variable of interest and the auxiliary 
variable is not linear. Lastly, the article proposes an approximate estimator of the variance verified 
using simulations. 

Shao and Butani consider the problem of estimating variances for imputed survey estimators. 
They show that the resulting variances can be estimated in two parts, the first of which can be 
estimated using a grouped half-sample method that incorporates adjustments to take imputation into 
account. As the estimation of the second part may entail many derivations, Shao and Butani propose 
an adjustment to the grouped half-sample method that leads to approximately unbiased variance 
estimates. 

In his paper Cohen describes a method to implement Rao and Shao's jackknife method of 
estimating variances to account for imputation using replicate weights. Rao and Shao's method 
involves calculation, for each jackknife replicate, adjusted values of imputed data points. The 
method can be used with either mean imputation or hot deck imputation. Cohen's method involves 
adding extra rows to the replicate weight file. For each imputed value, one extra row is added for 
each respondent in the same imputation class. 

In the last paper of this issue, Valliant studies several variance estimators for the General 
Regression (GREG) estimator. The interest is in finding variance estimators that, under certain 
conditions, are approximately unbiased for both the design-variance and the model-variance even 
if the model that motivates the GREG has an incorrect variance parameter. A key feature of these 
robust estimators is the adjustment of squared residuals by factors analogous to the leverages used 
in standard regression analysis. It is shown that the delete-one jackknife implicitiy includes the 
leverage adjustments and is a good choice from either the design-based or model-based perspective. 
A simulation study shows that these variance estimators have small bias and produce confidence 
intervals with near-nominal coverage rates. 

M.P. Singh 
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Waksberg Invited Paper Series 

Survey Methodology has established an annual invited paper series in honor of Joseph Waksberg, who has 
made many important contributions to survey methodology. Each year, a prominent survey researcher will 
be chosen to author a paper that will review the development and current state of a significant topic in the 
field of survey methodology. The author receives a cash award, made possible through a grant from Westat 
in recognition of Joe Waksberg's contributions during his many years of association with Westat. The 
grant is administered financially and managed by the American Statistical Association. The author of the 
paper is selected by a four-person committee appointed by Survey Methodology and the American 
Statistical Association. 

JOSEPH WASKBERG 

2002 WAKSBERG INVITED PAPER 

Author : Wayne A. Fuller 

Wayne A. Fuller is Emeritus Distinguished Professor in Statistics and Economics at Iowa State University. 
He has published approximately 100 articles in more than twenty journals and is author of the texts 
Introduction to Statistical Time Series and Measurement Error Models. As a member of the Survey Group 
at Iowa State University, he had primary responsibility for developing estimation procedures for a large 
longitudinal national survey called the U.S. National Resources Inventory. His research interests in survey 
sampling include regression estimation, small area estimation, imputation, and multiple phase sampling. 
He curtently chairs the Advisory Committee on Statistical Methods of Statistics Canada. 
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MEMBERS OF THE WASKBERG PAPER SELECTION COMMITTEE (2002-2003) 

David A. Binder (Chair), Statistics Canada 
J. Michael Brick, Westat, Inc. 
David R. Bellhouse, University of Western, Ontario 
Paul Biemer, Research Triangle Institut, U.S.A. 

Past Chairs: 

Graham Kalton (1999 - 2001) 
Chris Skinner (2001 - 2002) 

Past Authors: 

Gad Nathan (2001) 

Nominations: 

Nominations of individuals to be considered as authors or suggestions for topics should 
be sent to the chair of the committee, D.A. Binder, at Statistics Canada, 3"*, floor R.H. 
Coats Bldg. Tunneys' Pasture, Ottawa, Ontario, Canada, KIA 0T6, by e-mail 
binderdav@statcan.ca or by fax (613) 951-5711. Nominations and suggestions for 
topics must be received by December 6, 2002. 
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Regression Estimation for Survey Samples 
WAYNE A. FULLER' 

ABSTRACT 

Regression and regression related procedures have become common in survey estimation. We review the basic properties 
of regression estimators, discuss implementation of regression estimation, and investigate variance estimation for regression 
estimators. The role of models in constructing regression estimators and the use of regression in nonresponse adjustment 
are explored. 

KEY WORDS: Auxiliary information; Calibration; Least squares; Design consistency; Linear prediction. 

1. INTRODUCTION 

Design and estirhation in survey sampling involve the 
use of information about the study population to constmct 
efficient procedures. While design and estimation are 
intimately related, with estimators depending on the design, 
the two topics are often treated somewhat separately in the 
survey sampling literature. We follow tradition first 
studying estimation treating the design as given. The 
estimation task is to combine the available information 
about the population, with the sample data to produce good 
representations of characteristics of interest. 

Regression estimation is one of the important procedures 
that use population information or information from a larger 
sample, to constmct estimators with good efficiency. The 
information, sometimes called auxiliary information, may 
have been used in the design or may not have been 
available at the design stage. In surveys of the human 
population, the information often comes from official 
sources such as the national census. Similar sources may 
provide information for other types of surveys. For 
example, in a survey of land use the total surface area, the 
area owned by the national government, and the area in 
permanent water bodies may be available from national data 
archives. 

Three distinct situations can be identified with respect to 
the nature of the auxiliary information that is available. In 
the first, the values of the auxiliary vector x are known for 
each element in the population at the time of sample 
selection. In this case the auxiliary variable can be used in 
designing the sample selection procedure. 

In the second situation all values of the vector x are 
known, but a particular value cannot be associated with a 
particular element until the sample is observed. In this case, 
the auxiliary information cannot be used in design, but a 
wide range of estimation options are available once the 
observations are available. For example, the population 
census may give the age-sex distribution of the population, 
but a list of individuals and their characteristics is not 

available to non governmental institutions selecting 
samples. 

In the third situation, only the population mean of x is 
known, or known for a large sample. In this case, the 
auxiliary information cannot be used in design and the 
estimation options are limited. For example the U.S. 
Department of Agriculture might release an estimate of the 
total number of animals of a particular type on farms on a 
particular date. Our discussion concentrates on this 
situation. 

Two estimation situations can also be identified. In one, 
a single variable and a parameter, or a very small number of 
parameters, is under consideration. The analyst is willing to 
invest a great deal of effort in the analysis, has a well 
formulated population model, and is prepared to support the 
estimation procedure on the basis of the reasonableness of 
the model. In the second situation, a large number of 
analyses of a large number of variables is anticipated. No 
single model is judged adequate for all variables. The 
prototypical example of the second situation is the case in 
which a data set is prepared by the survey sampler to be 
analyzed by others. Because the person preparing the data 
set does not have knowledge of the analysis variables, 
emphasis is placed on the use of estimators that can be 
defended with minimal recourse to models. 

Regression estimators fall in the class of linear esti­
mators. Linear estimators have a particular advantage in 
survey sampling because once the weights are calculated 
they are appropriate for any analysis variable. Several 
properties of estimators will be examined in our discussion. 
Given a model, we accept the classical goal of minimizing 
the mean square ertor in a class of estimators. That class 
may be the class of linear estimators that are unbiased under 
the model, but the class may be further restricted. 

Estimators that are scale and location invariant can be 
used in general settings. Mickey (1959) suggested that the 
term regression estimator be restricted to linear estimators 
that are location and scale invariant. While we may not 
adhere strictiy to this definition, we support the distinction 

Wayne Fuller, Emeritus Distinguished Professor, Iowa State University, 221 Snedecor Hall, Ames, lA 50011-1210, U.S.A. 
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between estimators that are location and scale invariant and 
those that are not. We consider location invariance to be 
important for sampling designs where the unit of interest for 
analysis is also the sampling unit. For cluster and two stage 
designs in which weights are constmcted for primary 
sampling unit totals, location invariance is less important. 

Models play an important role in the construction of 
regression estimators. It is desirable that the estimators 
retain good properties if the model specification is not 
exact. Therefore properties conditional on the realized 
finite population, as well as properties under the model, are 
important. 

Linear estimators that reproduce the known means of the 
auxiliary variables are said to be calibrated. This is a desir­
able property in that, for example, the marginals of tables 
with an auxiliary variable as an analysis variable agree with 
known totals. If the auxiliary variable is of no analytic 
interest, then calibration is less important. 

2. BACKGROUND 

The earliest references to the use of regression in survey 
sampling include lessen (1942) and Cochran (1942). 
Regression in similar contexts would certainly have been 
used earlier and Cochran (1977, page 189) mentions a 
regression on leaf area by Watson (1937). It is interesting 
that Jessen's use of regression was essentially composite 
estimation where regression was used to improve estimates 
for two time points given samples at each point with some 
common elements in the two samples. Cochran (1942) 
gave the basic theory for regression in survey sampling 
relying heavily on linear model theory. He showed that the 
linear model did not need to hold in order for the regression 
estimator to perform well. He derived an expression for the 
0{n "') bias and an 0{n ~^) approximation for the variance. 
He also showed that for the model with regression passing 
through the origin and error variances proportional to x, the 
ratio estimator is the generalized least squares estimator. 

Regression estimation attracted theoretical interest in the 
1950' s, often in the form of studies of the bias. See Mickey 
(1959). Brewer (1963) is an early reference that considers 
linear estimation using a superpopulation model to 
determine an optimal procedure. He was concerned with 
finding the optimal design for the ratio estimator and 
discussed the possible conflict between an optimal design 
under the model and a design that is less model dependent. 
See also Brewer (1979). Royall (1970) argued for the use of 
models, that the conditional properties that are important 
are those conditional on the auxiliary information in the 
sample, and that the design should be chosen to optimize 
those properties. Royall and his coworkers, e.g., Royall and 
Cumberland (1981), studied the conditional properties of 
regression estimators, conditional on the realized sample of 
auxiliary variables. 

A great deal of research was conducted in the 1970's and 
1980's on the general nature of the regression estimator in 
survey samples and on the degree to which the model 
prediction approach can be reconciled with the design 
perspective. Fuller (1973, 1975) gave the large sample 
properties of a vector of regression coefficients computed 
from a survey sample. Isaki (1970) studied regression 
estimators and the results were published in expanded 
versions in Isaki and Fuller (1982) and Fuller and Isaki 
(1981). It was shown that a regression estimator constructed 
under a model is design consistent for the population mean 
if the model contains certain variables. Cassel, Samdal and 
Wretman (1976) considered both model and design 
principles in estimator constmction and suggested the term 
"generalized regression estimator" for design consistent 
estimators of the total of the form 

y.GREG •'y.HT "̂  ^'x,N ^Tx.N-'^x.m)^' 

where T j^^ and t^ ^.^ are the Horvitz-Thompson 
estimators of the totals of y andjc, respectively, T. ^ is the 
know population total of x and p is an estimated regression 
coefficient. Samdal (1980), Wright (1983), and Samdal 
and Wright (1984) discussed classes of regression 
estimators. The text by Samdal, Swensson and Wretman 
(1992) contains an extensive discussion of regression 
estimation and Mukhopadhyay (1993) is a review. 

It was the 1970's before the use of regression for general 
purpose, multiple characteristic, surveys appeared and it 
was the 1990's before the use of regression weighting could 
be called widespread. An early use of regression weights 
was at Doane Agricultural Services Inc., now Doane 
Marketing Research. During 1971-1972 a readership study 
of farmers was conducted under the direction of Mr. John 
Wilkin in which 6,920 farmers responded. Weights for the 
respondents were constructed using regression procedures, 
where the controls came from the U.S. Agricultural Census 
and from Department of Agriculture sources. Doane 
provided financial support to Iowa State University to 
develop a regression weight generation program. To 
guarantee positive weights in the Doane study, observations 
with small weights were grouped and assigned a common 
weight. Grouping continued until the common weight was 
positive. Later computer programs used modifications of 
the Huang and Fuller (1978) procedure to guarantee 
positive weights. Doane has used regression weights for 
their syndicated market research studies since 1972. 

Regression estimation was first used at Statistics Canada 
in 1988 for the Canadian Labour Force Survey. In 1992 
regression estimation was used by the 1991 Canadian 
Census of Population to ensure that the weighted sum of 
variables collected via the long form (a one in five 
systematic sample of all households in Canada) was equal 
to known household and population totals as collected in 
the 1991 Census. See Bankier, Rathwell and Majkowski 
(1992) and Bankier, Houle and Luc (1997). The regression 
estimator is also the key component of the Generalized 
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Estimation System (GES) developed at Statistics Canada 
and used in numerous business and social surveys since its 
release in 1992. The methodology is described in Estevao, 
Hidiroglou and Samdal (1995). See also Hidiroglou, 
Samdal and Binder (1995). Regression estimation is now 
used to construct composite estimators for the Canadian 
Labour Force Survey. See Singh, Kennedy and Wu (2001), 
Gambino, Kennedy and Singh (2001) and Fuller and Rao 
(2001). 

Bethlehem and Keller (1987) report on the use of 
regression estimation at the Netherlands Central Bureau of 
Statistics (now Statistics Netherlands) in a program called 
LIN WEIGHT. Nieuwenbrock, Renssen and Hofman 
(2000) describe the software package Bascula, that has 
replaced LIN WEIGHT. Deville, Samdal and Sautory 
(1993) describe a computer program CALMAR developed 
at Institut National de la Statistique et des Etudes 
Economiques (I. N. S. E. E.) that computes weights of the 
regression type with options for different objective 
functions. A program developed at Statistics Sweden and 
called CLAN97 is documented in Anderson and Nordberg 
(1998). Folsom and Singh (2000) discuss a procedure 
developed at the Research Triangle Institute. 

3. THE CLASSICAL LINEAR MODEL 

The classical linear model is the foundation for survey 
regression estimation, but the survey situation requires 
certain adaptations. To introduce regression estimation for 
survey samples, we review the classical linear model. 
Assume 

y. = x.fi + e., i = 1,2, ,n, 

e. ~ Nl{0,ol), (3.1) 

where e. is independent of the A:-dimensional row vectors x. 
for all / and j , and p is the unknown parameter column 
vector. We will also use matrix representations for the 
sample quantities. Thus, for a sample of n elements, 

X' =(x;,x^,-,x;,) and y' = (y,,y2, •,)'„) • 

Given a sample of size n and treating the x̂ . as fixed, the 
best (minimum mean squared ertor) estimator of p is 

P = f Ex;x ,V'E '';•>',• = (X'X)-'X'y, (3. 
V ieA J i€A 

2) 

where A is the set of indexes of the sample elements and we 
assume, as we will throughout, that the matrix to be 
inverted is nonsingular. If the e. are not normally distri­
buted, p is the estimator with smallest variance in the class 
of linear unbiased estimators. The estimator of a linear 
combination of the coefficients, say 9̂  = X; = i ° P > '̂ ^^ ̂ ^ 
written as 

e„ =-E % 
ieA 

where the weights, w^., minimize the Lagrangean 

E >*'aVE^ E>^a,-̂ ,7~"; 
ieA y = l V i^A ) 

and the X. are Lagrange multipliers. The variance of 9̂  is 

{̂ea} = WEw„,4=Ew„',°^ 
{ieA J ieA 

because the weights are functions of the x̂ . and not of y,.. 
The covariance matrix of p is 

v̂{P} = [Ex;x,]-v|Eb;\[Ex;xV-
,̂ ieA j \ieA J ^ ieA ) 

= V\T c 1 (3.3) 

where \}'. = \'.e. and c. = {li!Xy^\'. e.. Because e. is 
independent of x. for all / andj, 

WEb;.l = Ev{b;.} -Y^K^.o] 
{ieA J ieA ieA 

and we obtain the familiar expression, 

vm = [^M'"' 
The usual unbiased estimator of the covariance matrix of B 
is obtained by replacing ô  with the unbiased estimator of ô  
obtained as the mean square of the residuals, e. = y. - x. p. 
An estimator of the covariance matrix that estimates 
V{E,.,^b;.} directly is 

n{P} = [Ex;.x,.]-'E6;6,fEx;.x,.l-' 
V ieA ) ieA \ ieA ) 

E £;e,' (3.4) 
ieA 

where h'. = xj. e. and ĉ . = {X!X)' x! e.. In the same way 

2 ^2 
VbiV = E ^ate; 

ieA 
(3.5) 

is a linear combination of the elements of (3.4) and is a 
consistent estimator of ^{9^^}. The estimator (3.4) is a 
consistent estimator of V{fl] when the covariance matrix 
of the Cj is a diagonal matrix with bounded elements. Thus 
it is a more robust estimator. However, the estimator (3.4) 
is biased downward because the variance of e. is usually 
less than the variance of e.. Two methods are available for 
reducing the bias. The first isjo make a degrees-of-freedom 
adjustment by multiplying V^{P} by {n -k)'^n, where A: 
is the dimension of x,.. An alternative adjustment is to 
replace e, with 

3'/ 
e, = (l-v|/,)-"-^e,, 


