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DATA, STATISTICS, INFORMATION -
SOME ISSUES OF THE CANADIAN SOCIAL STATISTICS SCENE^ 

I van P. Fel1 eg i ̂  

This paper looks at the current state of development of social 
statistics in Canada, Some key concepts related to statistics 
and social information are defined and discussed. The avail
ability and analysis of administrative data is highlighted, 
along with the need for social surveys. Suggestions are made 
about the types of data analysis needed for the development 
of social decision models to meet policy requirements. Finally, 
an outline of priorities for future work toward the effective 
use of social statistics is given. 

1. INTRODUCTION 

I should start by apologizing for my temerity to address an audience 

of demographers and sociologists on a topic about which I know so 

little. Perhaps, I should seek solace in the old Hungarian proverb 

which, roughly translated, says that "If God gives power to someone. 

He will be good enough to give some brains to go with it". At any 

rate, in my previous position at Statistics Canada, I was quite 

successful at being the best computer expert among survey designers, 

and vice versa. Perhaps, I can pull off some similar tricks in my 

new position - starting with this talk, 

I have just spent nine months in the United States on a Presidential 

reorganization project to review the U,S, Federal Statistical System, 

Particularly, in light of my new responsibility, I could not help 

observing with some envy, the social statistics data base available 

there. At least in terms of subject coverage, social statistics in 

1 
A verbatim reproduction of a paper presented at the Learned Societies 

Conference, Saskatoon, June 2, 1979, 

2 
Ivan P, Fellegi, Assistant Chief Statistician, Social Statistics Field, 
Statistics Canada. 





131 -

the U.S. are certainly much more developed than in Canada. It is 

tempting to speculate why. 

You and I, after perhaps a few minutes of blaming one another, could 

probably quickly agree on blaming "the powers that be" for allocating 

insufficient resources to social statistics. Before we reach that in

evitable conclusion, however, perhaps we can pause for a few minutes 

and ask ourselves: why should they invest more resource.^ in social 

statistics? Suppose they invested considerable funds in social statis

tics; would they become better informed with respect to Issues they can 

influence through social policies? 

2. SOME KEY CONCEPTS 

By and large, what public policy discussion needs is insight and in

formation. We tend to offer statistics as a substitute. I think the 

difference between these notions is of key Importance in trying to 

understand the present state of social statistics in Canada. Let me 

share with you my attempt to clarify in my own mind the difference 

between these and a few other related concepts. Those of you having 

a preference for visual presentations may trace an approximation of 

these concepts on Chart 1 at the end of the paper. 

1. Datum: A datum is a quantity (e.g., the dollar value of sales) 

or a code (e.g., the numerical code identifying an industry, race, 

sex, occupation, etc.) which arises out of observation or measure

ment. A datum must have at least three components: a quant-i ty 

or code value; a concept-^ which is quantified in the form of a 

code or quantitative measurement (e.g., the particular way 

"unemployment" is defined in the Labour Force Survey); and a 

1 
Concepts are abstractions which can be made operational only by selecting 
some dimension of the "real world" as a measureable proxy to represent 
that concept. 
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reference entity, i.e. an entity to which the quantity or code 

refers. A reference entity may be a person, business, institution, 

etc. or it may be a group of such entities (e.g., all persons 

with a permanent residence in Nova Scotia as of January 15, 1978 

and whose ages were between 14 and 21 years). A datum for a 

given reference entity can, of course, include the quantified 

measure or code of more than one concept - in which case we can 

talk about multi-dimensional data. 

2. Statistic: A statistic is a summarization of data referring to a 

unique group of persons, businesses, events, phenomena, etc. The 

expression "unique" means that the members of the group are un

ambiguously identifiable: producers and users of statistics 

can apply the same test to a potential member of the group and 

come to the same conclusion as to whether it is or is not a 

member of the group. The group definition may take the form of 

a list of its members, or it may be in terms of their attributes 

(e.g., all residents of Nova Scotia on a given date). Thus, a 

person who does not know the identification of all members of 

the group (in the form of a list) can nevertheless determine, 

on the basis of its relevant attributes, whether a given entity 

(person, business, etc.) is or is not a member of the given group. 

A well-defined group can serve as a reference entity and a 

statistic can therefore be considered as a datum with that group 

as Its reference entity. When we want to distinguish between a 

statistic and the data which it summarizes, we refer to the 

component data as micro data. 

3. Interpretable message: A datum or statistic which.has been com

municated by a person or institution is defined as an interpretable 

message. For example, when Statistics Canada publishes the 

proportion of unemployed within a given age-sex group in Nova Scotia, 

this becomes an interpretable message. Before its publication. 
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the same rate would be a datum, in fact in this case a statistic. 

To quote a more special example, data we may beam into outer space 

are interpretable messages: we do not know whether they are 

received and interpreted by anyone. 

4. Information: The term is derived from the verb "inform". To 

inform is a process. Information, for purposes of this paper, 

is defined as the process of conveying an interpretable message 

as a result of which the receiver of the message acquires knowledge, 

i.e., becomes better informed. Hence, information involves Inter-

pretat ion. 

An interpretable message has the potential of informing, but it 

needs a receiver. More precisely, an interpretable message becomes 

information if it is received by an intelligent receiver who inter

prets it; i.e., does not screen it out but rather stores it in 

his/her mind for the purpose of some expected future use. An 

intelligent receiver means a person with the knowledge needed to 

"decode" a statistic into the three components of data identified 

earlier and having the ability to relate the decoded statistic to 

other aspects of his/her knowledge or experience. 

Whether or not an interpretable message, when received, is screened 

out or stored can be influenced by the sender: through the medium 

and presentation used, through repetition, etc. More importantly, 

the sender can induce storage and interpretation of the message 

by calling the attention of the receiver to the fact that the 

message has some intrinsic interest or utility for the receiver. 

5. Dec is ion model: I am clearly leading up to the point that an 

interpretable message, duly sent and received, will generally 

become information (i.e., stored In the mind of the receiver) 

if the receiver judges the message to be of some interest, rele

vance or usefulness for him. Leaving aside the question of 
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interest, the message can be useful to a person if it relates 

to a phenomenon about which he/she wishes to make a judgement or 

decision and the result of that decision has some concrete 

utility to the decision maker. 

Decisions typically have as their objectives the modification of 

the real world in some fashion, or they represent alternative 

strategies to respond most effectively to different conditions of 

the real world. In order to do this most effectively, the decision 

maker should ideally have some reasonably clear objectives and, 

further, some utility function whose maximization represents a 

reasonable trade-off between the costs and benefits of alternative 

decisions. He is interested in those factors which have a relation

ship with or impact on his utility, depending on decision or 

judgement to be made. The consideration of these relevant factors 

takes place within a formal or informal framework, or thought pro

cess that will be referred to as a deci s ion model . Before going 

on, I want to emphasize that the decision model as understood 

here need not be a formalized mathematical or probabilistic model. 

It can range all the way from complex econometric or simulation 

models to an unstructured accumulation of experience. In fact, 

even where complex and formal models exist, few major decisions 

are made automatically on the basis of the model's predictions: 

typically these are tempered by judgements. My definition of a 

model, for purposes of the present discussion, therefore includes 

the entire mental process involved in decision making. 

Consider three examples. The first example involves a farmer's 

decision to apply X tons of fertilizer to a corn field so as to 

maximize net profits. The utility function can be quite well 

defined as a trade-off of costs and benefits to achieve the 

single objective. Data on the cost and performance character

istics of fertilizers are directly relevant. The second example 
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might involve a decision by a person to spend some amount of money 

either on a vacation or on improving the resale value of his 

house. The value to the person of the alternative decisions 

would be very difficult or artificial to incorporate into a 

formal model. Yet people do take such decisions, so a decision 

model is involved. Part of this model may be more precisely 

formulated: for example, the trade-offs involved in the length, 

location and level of luxury involved in alternative vacation 

plans. Clearly, data about travel costs are relevant. A third 

example, involving a more ambitious social decision, may relate 

to the objective of reducing the inequalities in the income 

distribution of Canadians. Here the utility function would be 

quite difficult to define, partly because the same decision makers 

are likely to be involved with other objectives and hence ideally 

the combined utility of all these objectives should guide the 

decisions, partly because even the single desirable outcome is not 

sufficiently well understood in terms of causalities. What are the 

factors affecting income inequality - government transfer payments, 

tax policies, general state of the economy, education, family 

backgrounds? In the case of factors thought to be relevant, what 

is their current state? 

The real world is infinitely complex - even the limited segment 

of it which the decision maker wishes to modify or react to. 

Necessarily, whehter he is aware of it or not, he can only cope 

with this complexity within the framework of a simplifying model 

which, over time, he may be able to elaborate further. The model 

helps in sorting out the relevant factors that should be considered, 

i.e. those expected to have some predictable relationship with 

the outcome which he wants to modify. Further, the model would 

indicate how these relevant factors interrelate with one another 

and with the outcome, which of the factors can be modified, what 

is the likely effect on the outcome of modifying one or more of 
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the factors, what is the current state of the relevant factors. 

Note that only the last of these questions can possibly be 

answered by statistical data, and only the past interrelationship 

between some of the factors can be answered through statistical 

analys i s. 

So, facing the real world, the decision maker needs the simpli

fication offered by his formally articulated or informal model. 

Another complexity where his model helps the decision maker is 

known as information overload - the reception of a great 

variety of data, only some of which is related to his decis^S!^ 

problem. The model would indicate, in effect, which data he 

should be interested in and which can he afford to screen out. 

From the point of view of the sender of an interpretable message, 

this role of the decision-maker's model is particularly impor

tant: if the sender knows that his message is about a factor which 

is part of the decision-maker's model, he can be reasonably 

sure that his message will be interpreted. Further, if the 

sender is able to articulate a relationship between his message 

and some factor of known interest to the receiver, then in effect, 

the sender can cause the decision-maker to evaluate and possibly 

change his model by incorporating the new factor and thereby 

render the current message relevant for the receiver thus ensuring 

that it becomes information. 

Validi ty: Data collection typically involves compromises between 

the concept a decision maker might wish to measure (the "ideal con

cept") and what is possible and practical to measure (the "operation

al ized concept"). One may have an ideal concept in mind as to how 

unemployment status should be defined in the context of a decision 

problem at hand. Different users faced with different decision 

problems may well lead to different ideal concepts. However, those 

involved in actually conducting a household survey may decide that 
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a concept, in order to be measurable with reasonable accuracy, must 

be related to some concrete activities of individuals which, if 

they are questioned about them, they are likely to remember. For 

example, this consideration was a significant reason for the 

development of the activity-based concept of unemployment used by 

the Labour Force Survey (LFS) over a long period of time. The 

respondent not only has to be able to remember his answers, he 

should also be disposed to respond, willing to accept the burden 

of response, etc. All of these considerations may lead a survey 

taker to accept compromises in the concept to be measured. The 

distance between a given users's "ideal" concept and the operationalized 

concept actually used measures the validity of the data for the 

given use. For example, the operationalized concept of unemployment 

used in the LFS is not ideal for the purpose of monitoring the number 

of persons suffering economic hardship as a result of unemployment, 

thus affecting the validity of the LFS for this purpose. 

It is critical to understand that, if the resulting data are to 

have required validity for a decision maker, the underlying con

cept must be a close enough approximation within his decision model, 

of an aspect of the real world. Thus "ideal" concepts arise within 

a decision context. The unemployment concept mentioned above is 

decisively affected by the decision context in which this concept 

was defined - monitoring the labour market as opposed to the meaning 

of social or economic well-being. This has clearly major statistical 

policy implications: concepts have to be updated either as a result 

of changes in the real world, or changes in the decision problems 

addressed. Furthermore, often a single concept related to a particular 

phenomenon cannot fit exactly the needs of important but different 

decision problems; in such cases, the job of a statistical agency 

is either to find the best available compromise, or to collect 

(as, for example, in the case of unemployment) sufficient detail 

to permit the construct ion.of estimates for alternative definitions 

of the concept. Given resource constraints, the latter alternative 

is only rarely feasible. 
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Relevance: As indicated above, data only have the potential of 

becoming information. If the utilization of data by a decision 

maker would reduce the uncertainty associated with his decision, 

we say that the dataare of relevance to him. Clearly, relevance 

is a property of the data in relation to a class of users or uses,. 

not a property of the data alone. It is a very broad concept. A 

decision maker with a well articulated decision problem may, for 

example, need data on the unemployed. In this case, 

data on the unemployed are quite likely to be of relevance to him, 

essentially depending upon the distance between the particular 

concept of unemployed he needs and the one that is available. 

Thus, in this particular case, relevance becomes synonymous with 

validity. However, relevance is the broader concept. A decision 

maker concerned with "general well-being" might consider data on 

health, income, housing, cultural activities, etc. all relevant, 

depending on the operationalized concepts used. A statistical 

agency wishing to render its data as widely relevant as possible 

must therefore acquire considerable knowledge of the decision 

issues and models of its users, as well as skills in operationalizing 

the concepts most useful to decision makers. Such knowledge 

is acquired - except in the case where data are collected by the 

end users themselves - through a variety of analytical activities 

shedding light on the end users' decision problems, at the very 

least by maintaining close dialogues with a wide cross-section of 

end users. Once again, the notion of relevance has major policy 

implications for a statistical agency. 

A necessary (although not sufficient) condition for data to be 

relevant in a decision context is their explanatory power or 

relatedness with respect to the object of the decision. In the 

case of micro data, the inclusion of more than one (carefully 

chosen) variable can often exponentially increase the explanatory 

power (relevance) of the retrievable statistics. Data on the dis

tribution of the unemployed by age are clearly vastly more relevant 
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for most purposes than separate data on the age distribution of 

the population plus the number of unemployed. Thus, the potential 

relevance of a micro data base is strongly affected not only by 

the choice of the concepts measured but also by the richness of 

the data base. Furthermore, given the fact that most models have 

to use data from several sources, the useability of a given datum 

in a model strongly depends on the ease with which it can be used 

jointly with other data. Thus, another prerequisite for increasing 

the relevance of data emerges: standardization of concepts. 

8. Accuracy: The accuracy of data, broadly defined, is the extent 

to which the actual measurement of the operationalized concept any 

hypothetical, error-free counterpart are close to one another. 

It includes the well known components of measurement and, when 

applicable, sampling errors. 

Furthermore, accuracy is also affected by the extent to which the 

reference entity, in this case a group, is incorrectly identified, 

for example, by failing to include in the group, persons who 

according to the group definition, belong to it. Accuracy which is 

inadequate for a particular application may render data irrelevant. 

Put differently, accuracy commensurate with a given substantive 

objective is one of the many attributes of relevant data. 

9. Misleading data: The notions of validity and accuracy lead us to 

other desirable properties of data. The concept which is measured 

is often described only very briefly (such as through the use of a 

term like "unemployment"). In that case, the receiver of the message 

may assume the concept to correspond to his or her notion of what 

"unemployment" is, which may or may not be the same as that which 

was actually and explicitly implemented. Similarly, unless an 

explicit statement about accuracy is provided, the receiver is 

free to assume any level for it, including "complete accuracy". 
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The result may clearly be potentially misleading. Thus potentially 

misleading data are data whose concepts and accuracy are inadequately 

or incompletely described. Misleading data are those whose concepts 

and accuracy are incorrectly described. 

The implications of the concepts developed up to this point will 

be spelled out below in the context of social statistics in Canada. 

3. SOCIAL SCIENCE AND SOCIAL STATISTICS 

The notions outlined above, particularly the concepts of decision models, 

validity and relevance, help me to understand the scene of social statistics 

in Canada and how it developed. Let me share with you the highlights as 

I see them. 

1. Predominance of administrative data in social statistics: 

A striking phenomenon of the social statistics scene in Canada is 

the relative predominance of data initially collected for adminis

trative, as opposed to statistical purposes: vital statistics, 

statistics on health institutions, educational institutions, etc. 

Of course, this is not an accident. The fact is that each of 

these data sources (as indeed most data sources should!) came 

about in response to specific decision problems, typically related 

to the administration of particular social programs. This is not 

the time or place to discuss why and how the social programs them

selves developed. Suffice it to say, without any value judgements 

being implied, that the programs themselves were largely Initiated 

within decision models that were more political than quantitative, 

where the questions raised were more In the nature of "how fast can 

we afford to do it" rather than "what are the objectives, through 

what alternative means can we achieve them, and what impacts might 

each of the alternatives have in addition to the furtherance of the 

particular objective?" Thus, the launching or extension of programs. 
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such as universal health insurance or the large-scale expansion of 

higher education, did not represent decision problems^ in support 

of which comprehensive statistical programs would have developed. 

Having launched the programs, their efficient administration, of 

course, represents a continuing decision problem in need of data -

the so-called administrative data. Typically, therefore, the 

definition of the concepts measured and the identification of the 

reference entities is determined within the framework of these 

particular decision models, e.g., the administration of hospital 

programs. The particular decision problems have a major impact on 

the data created to support them: for example, the problem of 

efficiently administering a set of hospitals is very different 

from the issue of how to improve the health of Canadians. Hospital 

statistics were largely developed in response to the administrative 

problem. While they are still relevant to a study of the general 

health of Canadians, their validity might clearly be impaired for some 

of the analyses which might be involved in such a study. 

Problems of validity and relevance of administrative 
data for general purposes: 

This point is implicit in the previous one. Neither the operationalized 

concepts used, nor the reference entities (coverage in more tradi

tional terms) lend themselves easily to the purpose of developing 

or assessing general social policies, although a lot of work has been 

done by Statistics Canada to influence administrators to modify 

their concepts in such a way as to improve their validity for more 

general uses. A further problem of relevance of these data is the 

relative paucity of the data bases, i.e., the relative lack of 

1 
In.all fairness, it should be added, however, that in recent years 

.there has been more interest and activity in the area of program 
evaluation, particularly before changes to major programs were 
introduced. 
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appropriate concomitant variables which would render the conceptual 

linkage of the data that are there with other data, and with a variety 

of decision models, more manageable. Record linkage, a technically 

difficult and often controversial undertaking,can often ameliorate 

this problem. On the positive side, administrative data are cheap, 

so long as one does not want to overcome their limitations, i.e., 

so long as one can use them more or less "as is". Attempts to 

overcome their limitations can be expensive. Given that they must 

be collected, any alternative collections (e.g. statistical surveys) 

impose not only extra costs but also response burden. And, finally, 

their accuracy is generally high, i.e., their accuracy as measures 

of their operationalized concepts, so long as one can accept the 

limitations of validity often resulting from those concpets. 

Since the question of general relevance of data is of necessity 

of secondary importance to administrative agencies, they give only 

a passing recognition to the extent to which the resulting 

statistics fit decision models other than those they were initially 

designed to support. Nevertheless, given the relevance of adminis

trative data sources for a broad class of users, overcoming their 

shortcomings for non-administrative uses is a major challenge for 

Statistics Canada, one to which we attach a high priority. 

Social Surveys: If there are some decision models which are in need 

of statistical information not available as by-products of the 

administrative processes, particularly for analyses which require 

information cutting across the subject boundaries imposed by the 

institutional boundaries of administrative processes, these can 

only be filled by data collected specifically for statistical purposes, 

i.e., through statistical surveys. 
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As pointed out earlier, the relevance of data is partly determined 

by its accuracy. The requirements of accuracy, particularly if 

provincial or sub-provincial analyses are required, often impose 

a sample size which renders data collection prohibitively expensive 

for most non-Federal collectors. At the Federal level, the main 

survey vehicles used to collect social statistics are the quinquennial 

censuses of population and housing, the Labour Force Survey, surveys 

attached to it as supplementary questions whose subject matter has 

a largely irregular frequency, and the annual or less frequent 

surveys of Consumer Finance, Household Facilities and Family Expendi

tures. The latter three actually are either supplements to the Labour 

Force Survey or use its facilities some other way. During 1978-79, 

a new social survey, the Canada Health Survey, was launched but 

became a victim of budget cut-backs. 

All of these surveys are widely used, at least by governments, 

in their decision models. A significant demonstration of the 

utility of the census could be seen in the reaction of data users 

when consideration was given to reduce the data coverage of the 

1981 Census to legally mandated questions. 

One can ask whether our current survey program is big, small or 

just about right. It is certainly small in comparison with the 

U.S. social statistics scene. We do not have surveys on health, 

comprehensive victimization, housing, time allocation, quality 

of life, a detailed survey to measure the impact of transfer pay

ments, longitudinal surveys to measure the impact over time of 

"prevailing conditions" on cohorts which are In a state of 

significant transition - the pre-retirement group, or entrants 

into the labour force. This partial list could be extended con

siderably. However, I hope it is clear by now that I consider 

any such abstract questioning of the adequacy of our survey program 

to be rather futile. What are the decision models which cannot be 

formulated; what Important analyses cannot be carried out with an 
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acceptable level of uncertainty without such data? These are the 

prior questions to answer. It is only by engaging in relevant 

analytical work that social scientists can help answer these 

questions. 

Analysis of social data: In an outstanding paper delivered at the 

American Statistical Association, Robert Parke and Eleanor Sheldon 

identified several types of analysis of social data serving to 

render them relevant for major policy purposes. Although this 

section of my paper deals with highlights of the Canadian scene as 

I see it, nevertheless, I would like to recapitulate briefly the 

analytical categories they identified, using my own terminology, so 

as to illustrate the wide variety of important social decision 

models which can be assisted by suitably analyzed social data or, 

in fact, which can be modified by such data and analyses. The 

specific analytical examples are mostly American and drawn from their 

paper. 

(a) Cognitive information 

Studies which identify new problem areas of major social 

importance fall into this category. The outstanding examples 

are the studies linking smoking and a variety of health 

hazards, drinking and drug abuse, tension and auto accidents. 

They may not fit initially a direct programmatic decision 

model, but do fit the higher decision models of those 

responsible for health policies in general and may indirectly 

result in the articulation of more specific, lower level, 

problem-oriented decision models. 

(b) Identifying important external constraints 

The contribution here is to invite the attention of policy 

makers to developments not under their control that may alter 

the way they wish to conduct affairs that are under their control 
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An example from outside the social sciences is the weather 

reports in which we are interested because they may alter 

our "adaptational strategy", even though we cannot manipulate 

the weather. A social science example quoted by the authors 

is a study of the impact of wide fluctuations in birth rates 

over the past 30 years on: the female labour force, low 

income and minority groups, geographic mobility of workers, 

unemployment, GNP, consumption patterns, schools, health 

services. Specific policies can affect each of these separate 

problem areas, but only within a margin determined by external 

constraints. The setting of realistic goals and the definition 

of success or failure of particular policies is an important 

indirect contribution. 

(c) Projecting consequences 

This category is somewhat similar to the previous one with 

the exception that manipulative, as opposed to adaptive, 

strategies are available. The illustration is a combination 

of the decline in the absolute number of births starting in 

1961 with the rise in teachers' college enrollments. Good 

current statistics were available of both phenomena and could 

certainly have been suitably analyzed to forecase the inevitable 

over-supply of teachers. Had this been done with the appro

priate penetration of the analytical results in the audiences 

concerned, educational authorities might well have taken 

appropriate actions to prevent a serious dislocation In the 

labour market. 

(d) Analysis of specific decision options 

The analysis here concentrates on specific decision options 

contemplated so as to assess them in terms of their contri

bution to the achievement of objectives. The example quoted 

by the authors relates to the policy objective of the early 
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'70's to reduce the population growth of metropolitan areas 

of over 1 million population by encouraging growth in smaller, 

less congested "growth centers". An analysis showed that 

between 1970 and 2000 even a 30 percent growth by such centers . 

would only absorb about 10 million persons, leaving still 70 

million persons to be absorbed by the larger metropolitan areas, 

mostly as a result of local births and immigration from abroad. 

Clearly, growth centers would not contribute significantly to 

the achievement of the stated objective. The decision model 

would need to be amended. 

(e) Communicating the meaning of data 

This is the well-known but insufficiently often practiced data 

analysis which draws out the story of the data that will not 

be told without it. That "story" might transform the data 

into information; without it the data is in danger of remaining 

an interpretable message. The analysis here intends to show 

the relevance of data for a variety of not necessarily expli

citly specified decision models. Examples are: the trans

formation of mortality data into life expectancy tables; the 

presentation of income data showing the fraction of total 

personal income received by the one-tenth of families receiving 

the smallest incomes; the transformation of current marriage 

and divorce data into cohorts having different divorce experi

ences; more elaborate multivariate analyses involving standard

ization of populations over time with respect to some charac

teristics so as to study the impact of others; the use of 

loglinear or other techniques to study the relationship between 

geographic mobility and socio-demographic characteristics; 

etc. In case I might be misunderstood, I want to emphasize 

that this "story that the data tells" is not equivalent to 

the verbalization of tables, or even some analytic material 

that seems to be contrived and "1'art pour 1'art" - the latter 

often strikes me as a declaration "here is the answer" without 

first asking "what is the question". 
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The reason I dwelt on the Parke-Sheldon paper at length is partly 

to illustrate the enormous analytical potential in social statistics, 

but also to make more plausible to you my belief that there is a 

great relative paucity of comparable analytical work in Canada. 

In fact, I think this is a striking aspect of the Canadian scene 

as compared to the U.S. One may argue that the difference is a 

function of the relative paucity of social statistics to analyze. 

With due respect, I must submit that there appears to be a shortage 

of analyses of even the statistics that are available. Comparing 

again the Canadian scene with the U.S., the federal statistical 

system here seems to be doing at least as good a job in disseminating 

its data in useable form as its U.S. counterpart. Most of our 

household surveys are, for example, available on tape in micro-data 

form, ready for analyses. The Labour Force Survey or the income 

surveys are examples. In the U.S., the so-called March supplements 

of the CPS are used by scores of users. Workshops held on them are 

typically over-subscribed. By contrast, as one of my colleagues 

(who shall remain unnamed) put it: "I wish that a few Canadian 

social researchers would discover the potential of the Labour Force 

Survey. I would estimate that an untenured assistant professor in 

Canada who has a logical mind and quantitative tools at his command 

could easily acquire tenure, promotion and a scholarly reputation 

by just mining the LFS". 

Similar comments could be made of a number of our data bases, 

particularly with respect to the potential of the joint exploitation 

of several of our data sources. 

5. A climate of scarce resources and relatively low priorities: 

Without doubt, a major aspect of the Canadian scene of Federal social 

statistics is a climate of extremely scarce, in fact d imin ishing 

resources. It would be foolish of all of us not to recognize it 

and to pretend that the degrees of freedom open to us are significant. 
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This climate of scarce resources is general within the Federal 

government and certainly within Statistics Canada. The general 

scarcity of resources is exacerbated by the relatively lower pri

ority accorded to social statistics compared to economic statistics. 

This is not a result of some mysterious internal struggle within 

Statistics Canada, or lack of even-handedness in the distribution 

of cuts. It is a direct consequence of government priorities. 

Governmental priority is, of course, a complex process. It is 

partly established by the government's own policy agenda which 

usually is a judicious mix of what it believes is good for the 

country and what it believes the country or some important groups 

in it want. In the case of social statistics, government priorities 

can be impacted upon either by demonstrating effectively that a 

certain level and type of service is needed for it to be a more 

effective government, or that this service is vitally important 

for other levels of government or groups of the population which 

in turn are considered to be important to the government, I want 

to emphasize that the above should not be construed as lobbying 

for your vocal support. Such lobbying for more social statistics 

would, I believe, be ineffective at any rate. The challenge I 

want to put to you, and indeed to my social scientist colleagues 

in Statistics Canada, is for social science to make a greater and 

more readily visible contribution to Canadian society. 

Social science and social statistics: The five previous highlights 

of the social statistics scene in Canada indicate a relatively 

low level of activity and even a low level of interest. The Immediate 

question is: If there is a low level of activity and a low level of 

interest, perhaps supply and demand are well balanced and everything 

is quite alright In this best of all good worlds. Or, to quote a 

little poem of the Danish poet Piet Hein: "The universe may be as 

great as they say, but It wouldn't be missed If It didn't exist". 
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However, when I consider the highly relevant work quoted by Parke 

and Sheldon, I feel really sad about the opportunity cost to 

Canadian society. 

I believe social science itself must become more relevant to decision 

makers in order for social statistics to be given higher priority. 

What I have in mind is the identification of social problems of 

recognized importance; the identification through analysis of 

factors related to such problems, including those which can be 

influenced through decisions; the determination of the extent to 

which the decision models cannot be articulated adequately 

without additional social statistics; and finally, effective com

munication of the fruits of social science in the language of the 

"man on the street". 

In effect, my hypothesis is that the main issue is the image that 

decision makers have of social science, rather than that of social 

statistics. Some evidence to support this hypothesis is provided 

by a recent study of the Institute for Social Research, University 

of Michigan. The study involved "204 interviews on social science 

research utilization and policy formation with persons holding 

important positions in various departments, major agencies, and 

commissions of the executive branch of government". One of the 

results of the study is shown by Chart 2 at the end of the paper. 

It indicates that sociology is not rated very highly in terms of 

its "validity and reliability" - not only far below the "hard" 

sciences of physics and biology, but considerably below economics, 

and even below psychology. This is not due to the tools most fre

quently used in social statistics, as shown by Chart 3. Indeed, 

survey research is considered to have higher validity and reliability 

than controlled laboratory experiments. It does not even seem to 

be due to perceived limitations of social statistics. As Chart 4 

shows, "population statistics" and the "unemployment rate" are rated 
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as very valid and reliable, more so even than economic trend data, 

even while economics itself is rated in Chart 2 as considerably 

more reliable than sociology. 

The authors of the study go on to point out that "the heavier users 

of social science information consistently rates the social science 

items higher than the less frequent users and non-users. These 

differences in ratings across utilization score levels were sizeable 

and statistically significant". While one can never know, of course, 

the direction of causality between higher ratings and more utilization, 

I have sufficient confidence in social science to believe that more 

and more meaningful exposure by policy makers to the best that 

social sciences can offer will have significant benefits for both 

communi t ies. 

It would appear, therefore, that a prerequisite of a richer social 

statistics data base is greater involvement by social scientists 

with social problems perceived to be important by policy makers, 

particularly at the federal and provincial level. Put bluntly, 

it is not very effective for social scientists to point out to 

Statistics Canada that more social statistics are needed. Such 

demands become really effective when they come to Statistics Canada 

in the form of needs by public policy makers or at least for public 

policy articulation. An examination of the history of our major 

"general purpose" social statistics programs - the Census, Labour 

Survey, Survey of Consumer Finance, Family Expenditure Survey - will 

readily confirm the validity of this statement. 

Let me add, in case I might be misunderstood, that there is a sharp 

distinction between political Interference with statistics and the 

role of the policy process in setting statistical priorities. 

Political interference In statistics, however subtle, which may 

affect statistical data, their timeliness, or unrestricted availa

bility is, of course, totally unacceptable. Setting statistical 
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priorities in response to recognized public policy needs is not only 

proper but the only feasible course. The provision of statistics 

to shed light on the priority policy issues to be tackled or monitored 

by our elected policy makers assists not only the government which makes 

the decisions, but also all others who want to participate in 

debates concerning those issues, or those who wish to monitor the 

performance of the decision makers. This is true so long as statis

tics, once collected, are made generally available - a condition 

clearly adhered to by Statistics Canada and with strong support from 

a long succession of governments. 

4. SOME CONCLUDING REMARKS - WHERE SHOULD WE GO FROM HERE? 

Much of what I said can be construed as a Statistics Canada official 

telling social scientists what they should do to improve the state of 

social statistics - if indeed it is not judged to be adequately 

developed now. This is certainly not the impression I would like to 

leave with you. The question is how can we, together, be of greatest 

assistance to those who have to grapple with the social issues facing 

Canadians. The following is an indication of what I see as some of the 

ways we can, together, be more effective. 

1. First of all it bears emphasis that what I said about social 

scientists in general certainly applies to those of them who are 

employees of Statistics Canada. However, as the main source of 

nationally comparable social statistics, we have some additional 

responsibilities. So I will start this section by outlining my 

priorities for the next period of time as Assistant Chief 

Statistician of the Census and Household Surveys Field. 

(a) Statistics Canada will put a high priority on ensuring that 

our statistics should not be "potentially misleading". I am 

using this term as defined earlier, i.e. in the sense that 
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the concepts used and the accuracy of statistics are described 

and disseminated to the best of our ability. Actually, in 

the case of our censuses and household surveys, our record 

is not at all bad in this regard: in the last decade such 

information has consistently been produced and made available. 

This practice will continue, but we will put more effort on 

cal1ing attention to the avallabi1i ty of such information 

as opposed to simply making it available. I have the feeling 

that a good deal of material we produce on the accuracy of 

our data or their validity for different purposes would 

qualify as "interpretable messages", duly put into the public 

domain but becoming "information" to only a few users. 

(b) I will attempt to strike a new balance between resources 

spent on generating data and those devoted to transforming 

them into Issue-oriented social information. This applies 

not only to the so-called general purpose statistics, but 

also to statistics derived from administrative records. As 

indicated earlier, many of the latter files have high poten

tial relevance in relation to a number of issues, even though 

their concepts and coverage diminish their validi ty for 

some purposes. Our analytical work should not consist of 

bland verbalizations of tables or purposeless researching of 

relationships which are not consciously designed to shed light 

on important hypotheses, issues or data problems. At the time 

time our analytical work must be carefully balanced and monitored 

to ensure that it remain objective, i.e. that policy relevance 

is maintained without policy advocacy. The distinction is 

subtle but, for a government statistical agency, extremely 

important: for example, we could analyze the extent to 

which unemployment, as measured, represents a hardship for 

different subgroups of the population - not the impact of 

alternative unemployment insurance schemes. To preserve 
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their objectivity, similar rules will apply to data analysis 

as to statistical data: they will be publicly available 

without preference to any group of users, and their assump

tions, methods, and data sources will be clearly stated. 

(c) In order to facilitate analytical work to be carried out by 

the academic community and others outside of Statistics Canada, 

I will bend every effort to make our data available and 

accessible. Subject to the very real resource constraint 

described earlier, I will stress the building of bridges with 

our user communities, particularly those who will help to 

render our data more meaningful and relevant to the public. 

Much of our data is available on micro-data tapes; all of 

it (subject to confidentiality constraints) is available for 

special retrievals. Perhaps, we can do more to demonstrate 

the potential of such data bases or otherwise assist analysts 

outside of Statistics Canada. I have a number of concrete 

ideas in mind and am also more than willing to listen to 

suggestions. 

2. It is presumptuous of me to tell you what you should do. Never

theless, being concerned with the status of social science and 

social statistics in Canada, I know what I would do if I were a 

social scientist. I would Identify for myself a set of socially 

important Issues, formulate some hypotheses which might shed some 

new light on them, perhaps point the way to some alternative 

remedies or show the unworkabi1ity of others, in other words 

engage in one of the types of policy-relevant analytical work 

outlined in the Parke-Sheldon paper. 
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3. It might be argued that the notion of more, and more relevant, 

analytical work as a prerequisite for a richer social data base 

may appear to be somewhat "upside down": if important data sources 

are missing, how can we do relevant analyses? I believe we have a 

long way to go before we can say that the existing data base is 

reasonably well exploited in terms of its analytical potential. 

Furthermore, it is only in the context of developing relevant 

decision models that the importance of data gaps can be convinc ingly 

demonstrated: by showing how a competent, relevant analysis could 

have been even better if specific statistics had been available. 

In the current tight economic climate, I do not want to give you 

the impression that even if a good case is made for certain types 

of statistics, the funds will be made available for them. However, 

wi thout such a case the funds will certai nly not be made available. 

Furthermore, I foresee a good deal of gradualism. When the need 

for new statistics is convincingly demonstrated, including the 

social issues they are supposed to help address, we will have to 

confirm (or otherwise) such findings through intensively exploited 

small scale surveys. Let such small scale surveys begin to be 

useful and relevant and let the limitation of sample size and/or 

frequency of measurement be seen to be a deterrent to more effective 

decision making before such surveys are expanded. 

4. I was struck in the United States by the close ties, both formal 

and informal, which exist between the Federal statistical system 

and the academic community. It is a healthy relationship, not 

of the "you scratch my back, I'll scratch yours" variety. As the 

case may be, the academic community is either a vociferous critic 

or a most influential supporter of the statistical system. One 

thing it is not: a neutral bystander. My early impression is 

that, with a few notable exceptions, the academic community is 

far too passive in Canada in relation to the Federal statistical 

system. We need to have strong, fair, informed and influential 

critics. Without them the pressure to improve the quality of our 
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product is largely internally generated. Other users put pressures 

on us to improve the timeliness and quantity of statistics produced, 

and to improve our methods of dissemination. It is my impression 

that not enough external pressure is put on us to improve the 

accuracy of our data. Even the most professional organization 

is strongly tempted to respond more readily to external rather than 

internal pressures. I should add that the most useful critics 

are those who understand thoroughly our statistics, "warts and all", 

as well as the constraints under which we operate. 

We also need to have your strong support when the system as a 

whole is in danger - for whatever reason. It must be kept in 

mind that the value of information accrues only through its use; 

but the cost of it is entirely front loaded. Moreover, information 

cannot be divided up so that each unit of it could be marketed 

at a relatively small cost: the entire cost must be prepaid. 

Under these circumstances, the "buyer" of information, basically, 

must rely on the reputation of the producer. Other facts are 

also relevant: large-scale statistical data collection, because 

of its cost, tends to be a government monopoly; we are asking the 

public to give us of their time and to share with us information 

that many consider to be confidential; and we are asking those 

participating in democratic debates to accept statistical in

formation as a factual base for such debates. All of these factors 

together put a high premium on preserving the reputation of, and 

confidence in, the statistical system. I submit to you that when 

that is,put into question, it is not in your own interest to be 

idle bystanders. To borrow a Latin phrase, "nostra res agitur" or, 

loosely translated, we are all involved together. If there is a 

real problem, to into battle to isolate and remove it; if there 

isn't, let it be known loud and clear. Should the public confidence 

in the statistical system ever be shaken, then to talk about future 

developments of social statistics amounts to fiddling while Rome burns. 
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5- Finally, I want to sound a note of caution: in some sense we can 

be too successful in rendering statistics policy relevant. I 

have in mind the disconcerting trend, particularly in the U.S. 

but to some extent here as well, of using statistics for formula-

based decisions. Throughout this paper, at several points, I 

emphasized that statistical data become information through 

interpretation. I made several references to decision models. 

Without interpretation, statistics become just data; without 

judgement, decision models become formulae. Yet in a society in 

which decision making is increasingly subject to public scrutiny -

by itself a largely healthy development - but which also is 

increasingly reluctant to accept judgements as the bases of public 

decisions, there is something very attractive in formula-based 

decisions. The tendency to try to render decisions unchallengeable 

is not restricted to the use of statistics. To give just two other 

examples, one finds instances of it in the unthinking use of high 

school marks as the basis of university admissions, or in the 

tendency of some medical doctors to obtain "irrefutable" evidence 

for their diagnoses by prescribing more laboratory tests than 

might be necessary without the increasing risk of malpractice 

suits. What concerns me here, however, is the use of statistics 

in formula decisions for purposes they were not designed to support. 

In the U.S., such uses often resulted In some extra funding support 

for new or expanded statistical data collections. However, I 

believe that the resulting politicization of statistics is too high 

a price to pay for the benefits Involved. 

In closing, I hope you will forgive my frankness. However, I believe 

that so shortly after having accepted my new position, I have a unique 

opportunity: to the extent you agree with some of my points, I am 

off to a good start; to the extent I might get Into hot water with 

you, I can always claim Ignorance. This opportunity may never return. 
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RESUME 

Le present document examine la situation actuelle de la 
statistique sociale au Canada. II definit et analyse 
certains concepts fondamentaux relatifs a la statistique 
et a 1'information sociale. L'accent est mis sur la 
disponibilite et 1'analyse des donnees administratives, 
ainsi que sur la necessite des enquetes sociales. L'auteur 
propose differentes analyses de donnees susceptibles de 
permettre 1'elaboration de modeles de decision sociale 
permettant 1'application des politiques. Enfin, le 
document decrit dans les grandes lignes le travail a 
accomplir en priorite en vue d'une meilleure utilisation 
de la statistique sociale. 
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SAMPLING WITH UNEQUAL PROBABILITIES AND WITHOUT 
REPLACEMENT - A REJECTIVE METHOD 

G.H. Choudhry and M.P. Singh^ 

An alternative to the direct selection of sample is suggested, 
which while retaining the efficiency at the same level simpli
fies the selection and variance estimation processes in a wide 
variety of situations. If n* is the largest feasible TIPS sam
ple size that can be drawn from a given population of size N, 
then the proposed method entails selection of m (=N-n*) units 
using a TIPS scheme and rejecting these units from the population 
such that the remainder is a TIPS sample of n* units; the final 
sample of n units is then selected as a subsample from the 
remainder set. This method for selecting the IIPS sample can be 
seen as an analogue of SRS where it is well known that the 
"unsampled" part of the population as well as any subsample from 
this part are also SRS from the entire population when SRS is 
the procedure used. The method is very practical for situations 
where m is less than the actual sample size n. Moreover, the 
method has the additional advantage in the context of continuing 
surveys, eg. Canadian Labour Force Survey (LFS), where the number 
of primary sampling units (PSU's) may have to be increased (or 
decreased) subsequent to the initial selection of the sample. 
The method also has advantages in the case of sample rotation. 
Main features of the proposed scheme and its limitations are 
given. Efficiency of the method is also evaluated empirically. 

1. INTRODUCTION 

Selection of primary sampling units (PSU's in a multi-stage sampling 

scheme) with unequal probabilities has found wide applications in large 

scale surveys. However, in many cases either with replacement or one 

PSU per stratum sampling is used because of their simplicity. The more 

efficient without replacement sampling schemes (e.g. Fellegi [1963], 

G.H. Choudhry and M.P. Singh, Census and Household Survey Methods 
Division, Statistics Canada. 
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Hartley and Rao [1962], etc.) become quite complex either in terms of 

the selection procedure or variance estimation, even for moderately 

large sample sizes. In this article we propose an alternative approach 

(a rejective method) of selecting the sample which retains the efficiency 

of direct selection method using any sampling scheme for the purpose of 

rejecting m units. This method simplifies the sample selection and usually 

the variance estimation in a wide variety of situations. In addition, 

the suggested approach has several other operational advantages in the 

context of large scale continuing surveys such as: 

a) changes in the sample, both in terms of increase or decrease 

in the number of PSU's depending upon the need of the time, 

can be achieved just as easily as in the case of simple 

random sampling (SRS), and 

b) large scale survey frames are often used as main sources of 

selecting samples for ad hoc surveys from time to time 

(see Drew, Choudhry and Gray [1970]). 

In such cases, following this approach, unequal probability samples 

can be selected for the ad hoc surveys with the same ease as SRS and 

without conflicting with the main continuous survey, once the samples 

has been selected for the main survey. 

c) A feature often required for continuous surveys is the 

rotation of PSU's after a certain period of time. Again, 

this can easily be achieved in this approach irrespective 

of the complexity of the selection scheme used (for 

rejecting m units). 

This rejective method used for selecting EPS samples Is very practical 

and is recommended especially for those situations where the value of 

the parameter m is less than the sample size h, since the computation 

of n.j, the probability that both the units i and j are in the sample, is 
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simplified to a great extent. It should be emphasized that if m is 

greater than the sample size n, then one should use the direct TIPS 

method for selecting the sample unless there are over-riding consider

ations such as those mentioned earlier in the context of continuing 

surveys. 

Sections 2 and 3 describe the actual selection mechanism and calculations 

of the inclusion probabilities and the joint inclusion probabilities. In 

section k, suitability of this approach for selecting PSU's in Non Self-

Representing (NSR) areas In the Canadian Labour Force Survey (LFS) is 

demonstrated. Results of empirical study are presented in the last section 

comparing the efficiencies of the Horvitz-Thompson [1952] estimator. 

2. SELECTION PROCEDURE 

The given finite population U consists of N units, {u,, u_, ..., u } 

and a known "size measure" x. is associated with the unit u.: 1=1, 2, 

.,., N. It Is required to draw a sample of n distinct units from the 

population in such a way that the probability of unit u. being in the 

sample is proportional to its size x. (nPS) for each 1=1, 2, ..., N. 

Define the "Normalized Sizes" p.; 1=1, 2, ,,,, N such that Z p, = 1, 

I ,e. 

N 
Z 
1 = 1 

X. 

Pj = - y ; i = l, 2,... N. (2.1) 

Z X. 

i = 1 ' 

A sample of n distinct units will be selected from the population such 

that the probability n.; (1=1, 2, ..., N) for the Ith unit to be in 

the sample is np.. Since n.; 1=1, 2, ..., N are the probabilities and 
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hence necessarily less than or equal to one, therefore, the largest 

possible value of n (say n--) is given by 

= [-J—]. (2,2) 
P(N) 

where P/fi\ = Max (p, , p_, ,.,, p̂ .) and [•] is the integer function, 

i,e, the function gives the largest integer less than or equal to the 

argument. 

The first step in the proposed method is to select m(=N-n") units from 

the population using any IIPS scheme and reject these units such that 

the remainder is a IIPS sample of size n- from the given population, 

A simple random sample without replacement (SRSWOR) of n out of n- re

tained units is then selected. In order to show that this final sample 

is a nPS sample of size n from the entire population, we define 

1-n P; 
P; = r^ ; i = 1,2, ..., N . (2.3) 

N-n" 

It can be readily checked that p , (1 = 1,2 N) are the probabilities 
, . H -k 

and also from (2.3) Z p. = 1, therefore. since from (2.3) p, > 0 for all . . . , 

0 < pV < 1, 1=1, 2, ..., N. '" 

Since the sample of size m Is selected using any given IIPS scheme, 

the probability that the unit i is in the sample is mp. ; that is: 

Pr(ieR) = mpV ; 1=1, 2, ..., N, {Z.k) 

where R = {R., R2, .,,, R̂ }̂ is the set of m units selected with sizes 

p., 1 = 1, 2, ..,, N using a IIPS scheme. Let S be the set of n units 

not in the R, i.e. S =U-R. Now the final sample is a simple random sample 

of n units out of n units in S . We denote by S the set of n units 
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selected in the second stage of sampling, i.e. SRS of n out of n units 

in S . That S is a IIPS sample of size n from the population U of size 

N can be shown as follows: 

Pr(ieS") = Pr(i^R) 

J. 

= 1-mp, ; 1 = 1, 2, ..., N . (2.5) 
I 

Substituting m=N-n and p. from (2.2) in equation (2.5) gives 

PrdeS'"') = n'>. ; 1 = 1, 2, ..., N. (2.6) 

Thus, S is a IIPS sample of size n" (largest permissible sample size) 

from U. Since S is SRS of n out of n In S', therefore, we have 

Pr(ieS) = PrdeS") x Pr(iES|ieS") 

= (n"pj) X (—) 
n 

= np. ; 1=1, 2, ..., N. (2.7) 

Denoting by n., the probability that the unit 1 is In the set S we write 
I 

n. = np. ; 1=1, 2, ..., N, (2.8) 

i.e. S is a EPS sample of size n from the population U of size N. 

When m<<n, the sample of m units can be selected using, for example, 

Fellegi's method [1963] or randomized PPS systematic method due to 

Hartley and Rao [1962] depending on the value of the parameter m and 

the population size N. Sinha [1973] has also suggested a rejective 

sampling scheme which achieves pre-speclfled Inclusion probabilities of 

first two orders. Suitability of other methods may also be investigated 

for various situations. 
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3.• CALCULATION OF n, . 
U 

The formula for n.., the probability that both the units I and j are 

in the sample denoted by S in the previous section, will be derived. 

Denoting by n , the probabilIty that both the units I and j are in S", 

we immediately have: 

n..=4n:4i-
'J n'"'(n'-l) 'J 

X n, ,; 1 = 1, 2, . N-1, 

j=i+l, i+2. (3.1) 

In order to find n , we define the following four mutually exclusive 

and exhaustive events for the units 1 and j with respect to the sets R 

and S . 

Event El 

Event E2 

Event E3 

Event Ek 

Both the units i and j in R. 
.1. 

Unit 1 in R and unit j in S". 

Unit I in S and unit j in R, 

Both the units i and j In S \ 

Then we have: 

n". . = PriEk) 
ij 

= 1-{Pr(El) + Pr(E2) + Pr(E3)} (3.2) 

But Pr(E1) + Pr(E2) = Pr(leR) 

= mp (3.3) 

Slml larly 

Pr(El) + Pr(E3) = Pr(J£R) 

= mp. (3.A) 
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Adding (3.3) and (3-4) g ives 

P r (E l ) + P r (E l ) + Pr(E2) + Pr(E3) = m ( p % p : ) . (3 .5) 

S u b s t i t u t i n g in (3-2) f o r P r (E l ) + Pr(E2) + Pr(E3) from (3,5) we ob ta in 

n". . = l-m(pl'+p';) + P r (E l ) 

= l-m(pr+p; ') + 6. . (3.6) 

where 

6 . . = P r (E l ) 
IJ 

= Pr (Both 1 , jeR) , 

S u b s t i t u t i n g f o r n , , from (3-6) above in (3 .1) g ives n . . , the p r o b a b i l i t y 

t ha t both 1 , j are in the set S, I . e . 

n.. = "1""P x[l-m(p%pp + 6..] ; - (3.7) 
'-• n " ( n " - l ) ' J '-' 

1=1, 2 , . . . , N-1, 

j = l + 1 , i +2 , . . . , N, 

where m=N-n and p., (1=1, 2, ,.., N) is defined in (2.3), 

In conventional (or direct) sampling, as n increases, the computation of 

n,. becomes complicated, but in this case, the complexity lies only in 

the computation of 6.., which depends on the value of the parameter m. 

Since m is a population parameter and does not depend on the size of the 

sample, the complexity of n.. will not increase with the size of the 

sample. It may be noted that for the special case when the value of the 
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parameter m is equal to 1, 6.. - 0, thus 

n.". = i-(pj+p.) 

and 

- (N-l)(P|+Pj)-l (3-8) 

"ij-TS?i7W""-"'^V-"- <'•" 

Since in this case only one unit (m=1) will be rejected with PPS, 

therefore, no special sampling scheme is required with this rejective 

method. 

k. APPLICATION TO CANADIAN LABOUR FORCE SURVEY 

The Canadian Labour Force Survey (LFS) follows a stratified multi-stage 

sampling design [see Statistics Canada, Catalogue No. 71-526]. In the 

non self-representing (NSR) areas, comprised of rural areas and small 

urban centers, a TIPS sample of PSU's Is selected from each stratum, where 

the "size measure" is the total population of the PSU from the previous 

census. In the earlier design, prior to the 1971 redesign, Fellegi's 

[1963] method was used to select PSU's where two PSU's were selected from 

each stratum. The method, though quite efficient, becomes very complicated 

when the number of PSU's to be selected Is large, usually more than three. 

During the redesign of the LFS following the 1971 Census, one of the criterion 

for the choice of selection procedure at the design stage was that the 

procedure should be flexible enough to allow expansion of the sample in 

terms of the number of PSU's as well as rotation of PSU's. The randomized 

PPS (probability proportional to size) systematic sampling method [Hartley 

and Rao, 1962] was adopted for selecting PSU's, since it meets the necessary 

requirements [Gray, 1973]. However, computation of n.. becomes com

plicated for large values of n and N. This proposed sampling scheme. 
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while equally efficient as well, has the additional advantage of simpli

city for sample expansion and computation of II..'s. 

Following the redesign of the LFS, the sample was expanded in terms of 

number of PSU's in the NSR areas and the current number of selected 

PSU's per stratum varies from province to province. The actual number 

of PSU's selected from each stratum within a province and the number of 

cases with m<n by province are given in Table Al (Appendix A ) . In 

the context of simplifying the calculations of the joint inclusion 

probabilities for variance estimation, one would see that out of 127 

NSR strata across Canada, 108 would result in simpler calculations, 16 

with equal difficulty and only 3 with greater difficulty. Since the 

proposed scheme has the advantage that it permits the sample increase by 

simply selecting additional PSU's with SRS, thus the procedure among 

others may be considered for selecting PSU's in NSR areas during the 

redesign of LFS following the I98I Census. Moreover, after the sample 

increase, the new 11..'s will be reconstructed from the previous ones by 

simply multiplying with the appropriate constant factor. 

5. EMPIRICAL STUDY 

We have chosen k populations to empirically evaluate the rejective 

scheme of sampling for samples of size 2, 3 and k. The description of 

these populations is given in Table 1, where x is the known value of 

the size measure, and y is the value of the characteristic of interest 

which is unknown but measurable. The value of the parameter m Is 

also given in Table 1 for each of the populations. 
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Table 1: Description of the Populations for Empirical Study 

Pop.No. 

1 

2 

3 

Source 

Fellegi [1963] 

Gray [1971 b] 

Cochran [1963, 
P. 204] 

Cochran [1963> 
P. 225] 

N 

6 

10 

10 

10 

m 

2 

2 

3 

2 

CV(x) 

0.25 

0.08 

0.17 

0.14 

CV(y) 

0.64 

0.07 

0.19 

0.15 

^y 

0.93 

0.93 

0.97 

0.65 

r - 2 
Z (x.-x)^/N 

cv(x) Ji^^y— 

CV(y) is defined in the same fashion. 

In this study, the rejective scheme of sampling is accomplished by 

rejecting m units with Fellegi's [I963] PPS method, and also by re

jecting m units with Randomized PPS systematic method of Hartley and 

Rao [1962]. The Horvitz and Thompson [1952] estimator Y,,̂  = - Z ^i/p., 
HT n . - I 

I eS 

where Z denotes the sum over the n units in the sample, for estimating 

'^' N 
the unknown population total Y = Z y. is considered. The variance of 

i = l 

Y^^ as given by Yates and Grundy [1953], I.e. 

1 Y: V: 
v(Y^^) = ^ z E (n,n.-n.i)(;;^-;;^)^ (5.,) 

'J IJ p. p. n K j -" ^ *^i '̂ j 

was computed for the rejective scheme when m units are rejected with 

Fellegi's PPS method and also when m units are rejected with Randomized 

PPS Systematic method, and these variances were then compared with those 

when sampling directly with Fellegi's PPS method and the Randomized PPS 
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Systematic method respectively. In order to compute the joint probabilities 

n..'s for Fellegi's PPS method, the "working probabilities" of the method 

were computed by an iterative procedure and the n..'s were constructed by 

summing the probabilities of all those samples that contain both the 

units I and j. For sample sizes greater than 4, the procedure becomes 

more complicated and involves a great deal of tedious calculations. For 

the Randomized PPS Systematic method, the n..'s were computed using a 

FORTRAN subroutine by Hidiroglou and Gray [1979]. The algorithm used 

by the above authors is a modification of Connor's [1966] formula and is 

due to Gray [1971a]. Variances for the rejective method using Fellegi's 

method to reject m units and for Fellegi's method for selecting the sample 

for samples of size 2, 3, and 4 are given in Table Bl (Appendix B). 

Similar comparison is made by replacing Fellegi's method by Randomized 

PPS Systematic method both for rejecting m units In the rejective 

method and for selecting the sample, and these results are given In 

Table B2 (Appendix B). 

From the two tables In Appendix B, it is seen that the rejective method 

has the same level of efficiency as the PPS method used in the rejective 

method to reject the m units, i.e. Fellegi's PPS method and the 

Randomized PPS Systematic method. Moreover, a comparison between 

Tables Bl and B2 shows that Fellegi's PPS method and the Randomized PPS 

Systematic method have the same variances and therefore are equally 

efficient. Since the efficiency of the rejective method is the same 

as the PPS method used in the rejective method to reject m units, there 

will be an advantage in using the rejective method for those populations 

where the value of the parameter m is less than or equal to the actual 

sample size n. 
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RESUME 

On propose en remplacement de la selection directe de 
I'echantillon une autre solution qui, tout en maintenant 
I'efficacite au meme niveau, simplifie les processus de 
selection et d'estimation des variances dans un grand 
nombre de cas. Si n* represente la plus grande taille 
possible de I'echantillon preleve selon une methode qui 
donne a chaque unite une probabilite d'inclusion propor-
tionnelle a sa taille (HPT) a partir d'une population 
donnee de taille N, la methode proposee suppose alors la 
selection des unites m (=N-n*) en utilisant le schema HPT 
et en retirant ces unites de la population de maniere a 
ce que le reste soit un echantillon IIPT d'unites n* ; 
I'echantillon definitif des unites n est ensuite preleve 
comme sous-echantillon a partir de 1'ensemble restant. 
Cette methode de selection de I'echantillon HPT peut etre 
consideree comme 1'equivalent de I'EAS dans lequel 11 est 
bien connu que la partie 'non echantillonnee' de la population 
et tout sous-echantillon de cette partie constituent egalement 
I'EAS de 1'ensemble de la population, si I'on applique la 
procedure EAS. La methode est tres pratique dans les cas 
ou m est inferieur a la taille reelle n de I'echantillon. 
De plus, elle presente un autre avantage pour les enquetes 
permanentes, par exemple 1'enquete sur la population active 
du Canada (EPA) ou il faut augmenter (ou diminuer) le nombre 
des unites primaires d'echantillonnage (UPE) apres la 
selection initiale de I'echantillon. La methode est 
egalement interessante dans le cas du renouvellement de 
I'echantillon. Le document presente les avantages et incon-
venients du plan propose. L'efficacite de la methode y est 
aussi evaluee de fagon empirique. 
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Appendix A 

Table Al : Number of Strata With Rejective Sample of Units Compared With Actual 
Number Selected From NSR Strata in The Canadian Labour Force Survey 

No, of Strata with m<, = or > n No, of Strata with m equal to n 

n m<n m=n m>n 1 2 3 4 Province 

Newfoundland 11 1 0 1 

Prince Edward 
1 sland 

Nova Scotia 

New Brunswick 

Quebec 

Ontario 

Mani toba 

Saskatchewan 

Alberta 

British 
Columbia 

6 

3 

3 

3 

3 

6 

6 

4 

4 

3 

9 

10 

18 

15 

7 

11 

14 

10 

0 

5 

4 

1 

5 

0 

0 

0 

0 

0 

1 

0 

2 

0 

0 

0 

0 

0 

3 

2 

3 

3 

4 

2 

9 

3 

6 

8 

15 

12 

3 

5 

5 

0 

5 

4 

1 

5 

0 

4 

0 

0 

1 

0 

2 

0 

0 

0 

0 

Canada 108 16 3 
less^ equal greater 
difficulty difficulty difficulty 

34 67 22 

Less, equal or greater difficulty refers to calculations of joint inclusion 
probabi1i t ies. 
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Appendix B 

Table Bl : Variances for the Rejective Scheme Using Fellegi's Method For 

Pop.No. 

1 

2 

3 

4 

Rejecting m Units (Scl 
Selecting the 

Samplinc 

Scheme 1 

Scheme 2 

Efficiency 

Scheme 1 

Scheme 2 

Efficiency 

Scheme 1 

Scheme 2 

Efficiency 

Scheme 1 

Scheme 2 

Efficiency 

! Si ample 

) Schene 

(1 

(1 

(1 

(1 

vs 2) 

vs 2) 

vs 2) 

vs 2) 

leme 1] ) and for Fellegi's Method For 
(Scheme 2) 

2 

8.0161 

8.1672 

101.88^ 

3.4922 

3.4948 

100.07% 

276.04 

276.15 

100,04% 

6375.5 

6373.2 

99.96% 

Sample Size 
3 4 

3.6782 

3.8258 

104,01% 

2.0475 

2.0509 

100.17% 

161.67 

161.81 

100,09% 

3756.6 

3753.7 

99.92% 

1,5092 

1.5269 

101,17% 

1.3251 

1.3287 

100.27% 

104.48 

104.63 

100.14% 

2447.1 

2444.1 

99.88% 

Table B2: Variances for the Rejective Scheme Using Randomized PPS Systematic 
Method for Rejecting m Units (Scheme 3) and for Randomized PPT 
Systematic Method for Selecting the Sample (Scheme 4) 

Pop.No. 

1 

2 

3 

4 

Sampling Scheme 

Scheme 3 

Scheme 4 

Efficiency (3 vs 4) 

Scheme 3 

Scheme 4 

Efficiency (3 vs 4) 

Scheme 3 

Scheme 4 

Efficiency (3 vs 4) 

Scheme 3 

Scheme 4 

Efficiency (3 vs 4) 

2 

8.0261 

8.5073 

106.00% 

3.4922 

3.5114 

100.55% 

276.41 

276.20 

99.92% 

6376.6 

6373.7 

99.95% 

Sample Size 
3 

3.6915 

4.3927 

119.00% 

2.0475 

2.0423 

99.75% 

162.16 

160.23 

98.81% 

3758.0 

3750.7 

99.81% 

4 

1.5242 

1.5242 

100.00% 

1.3251 

1.3309 

100.44% 

105.03 

103.65 

98.69% 

2448.7 

2446.2 

99.90% 
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TEST OF MULTIPLE FRAME SAMPLING TECHNICJUES 
FOR AGRICULTURAL SURVEYS: NEW BRUNSWICK, 1978 

B. Armstrong 

The problem considered in this paper is the estimation of var
ious agricultural variables using a multiple frame approach. 
The list frame is completely contained within the area frame. 
The stratification for the list and area frames are based on 
different criteria. Overall, the multiple frame shows some 
gains in terms of variance over the area frame. However, a 
more careful analysis reveals problem areas associated with 
the list frame such as the method of stratification and the 
degeneration of list strata over time. 

1. INTRODUCTION 

The Agriculture Division of Statistics Canada conducts the Agriculture 

Enumerative Survey (AES) every July. The AES is a multi-purpose survey 

based on an area sample producing estimates for crops, livestock and 

expense items for all provinces but the Prairies. A recurring problem 

with the survey has been that the sample size allocated to smaller 

provinces has been insufficient to produce good provincial estimates. 

It was decided, therefore, to test multiple frame sampling in one of 

these provinces to determine whether this technique could increase the 

efficiency of estimates and to study the operational problems associ

ated with the technique. The province chosen for testing was New 

Brunswick. 

This was our first experience with multiple frame sampling and as such 

it was a learning experience. This paper will present the results of 

the New Brunswick test which, although successful in reducing sampling 

errors, pointed out problem areas. These problems as well as proposed 

solutions will be discussed. 

B. Armstrong, Institutional and Agriculture Survey Methods Division, 
Stat ist ies Canada. 
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2. SAMPLE DESIGN FOR THE 1978 NEW BRUNSWICK TEST 

A multiple frame survey is one which employs two or more sampling 

frames to produce estimates for a specific survey population. In the 

1978 New Brunswick test an area and a list frame were combined to pro

duce estimates for agricultural items. Use of the area frame was es

sential to ensure complete coverage of the population. The list frame 

was introduced to improve the efficiency of the sample design. 

The AES, in its present form employs an extreme type of multiple frame 

sampling. The AES area sample is supplemented by a group of very large 

farms (large with respect to some key items) taken from the updated 

1976 Census of Agriculture list and included in the sample with proba

bility 1. This group of farms, referred to as specified farms, is in

cluded in the sample as a separate, complete enumeration stratum for 

two reasons. Since the AES is a probability sample survey, the values 

of items for farms in the sample are blown up to represent a larger 

group of farms. If these specified farms were not identified prior to 

the survey and were by chance picked up in the area sample the result

ing estimates would be blown up out of proportion since they are not 

typical farms. On the other hand, since these farms contribute a 

significant amount to the provincial totals, their chance exclusion 

from the sample would result in lower estimates. In either case— 

chance inclusion or exclusion--the estimates would vary considerably 

and so specified farms are included with probability 1. This feature 

of the AES sample design was retained in the multiple frame test also, 

as described below. 

a) Stratification of the List Frame 

The list frame for the New Brunswick multiple frame test, was the 

updated 1976 Census of Agriculture list. Very small farms were ex

cluded from the Census list and the remaining farms formed the list 

sampling frame. This frame was stratified as shown in Table 1 and 

a simple random sample selected from each stratum. Starting with 
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stratum 1 and continuing sequentially, a farm was assigned to the 

first stratum for which it met the stratum criterion. As we shall 

see later, this method of stratifying the list proved to be inef

ficient for the estimation of one of the stratifying items. 

TABLE 1: Stratification of the List Frame 

Stratum 

1 
2 
3 
4 
5 
6 
7 
8 

Stratum Definition 

Specified farms as defined in AES 
Total sales > $75,000 

Population 
Size 

69 
200 
261 
448 
83 
204 
858 
84 

2,207 

Sample 
Size 

69 
88 
60 
60 
30 
15 
30 
15 

367 

Sample allocation to strata was based on a trial and error method. 

The allocation ultimately chosen was the one which gave the best 

combination of coefficients of variation for the three key Items 

(i.e. potatoes, cattle, pigs) In New Brunswick. 

b) Stratification of the Area Frame 

The design of the area sample was the same as It had been since the 

last redesign in 1974. Enumeration areas (EA's) as defined In the 

1971 Census of Agriculture were the first stage sampling units. 

EA's were stratified In a manner similar to the stratification of 

the list frame using Census data (summarized at the EA level) as 

shown In Table 2. A stratified replicated random sample of EA's 

was then selected. Again, sample allocation was based on trial and 

error with the chosen allocation giving the best combination of 

coefficients of variation for key Items In the province. 

Selected EA's were divided Into roughly equl-slzed pieces of land 

or segments. These segments became the second stage sampling units. 

A sample of one or more segments was selected from each selected EA 
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depending on the size of the EA. All operators with land within 

selected segments were enumerated. 

TABLE 2: Stratification of Area Frame 

Stra
tum 

1 
2 
3 
4 
5 
6 
7 

8 
9 

Stratum Definition 

(EA Level) 

Total chickens > 25,000 
Total potato acs. > 6,000 
Total pigs > 400 
Total cattle > 500 
X > 47 7 
X > 14 

OLD non-agricultural EA's 
NEW non-agricultural EA's 

Popula
tion 
Size 
(# EAs) 

25 
30 
21 
62 
56 
136 
219 

221 
57 

Sample 
Size 

(# EAs) 

12 
30 
14 
20 
14 
18 
16 

6 
2 

No.of 
Repli
cates 

6 
15 
7 
10 
7 
9 
16 

6 
2 

No. of 
EA's per 
Replicate 

2 
2 
2 
2 
2 
2 
1 

1 
1 

Scimple 
Size 

(# Farms) 

29 
212 
32 
92 
42 
30 
29 

0 
0 

466 

NOTE: X was a conglomerate variable constructed for the province 
using a combination of livestock and crop items. For those 
EA's which displayed no dominant agricultural characteristic 
the variable X was used to form strata containing EA's with 
similar levels of agricultural activity. 

X = 20,000* [(ratio of the number of livestock in the EA to 
the total number of livestock in all agricultural 
EA's in the province) + (ratio of cropland area 
in the EA to total cropland area of all agricul
tural EA's in the province)]. 

As 1978 was our first test of multiple frame, an adequate sample had 

to be allocated to the area frame in order to secure the regular AES 

area sample estimates should there be a problem with the multiple 

frame estimates. Fortunately, due to a F.L.I.P. grant (Federal ^abour 

jjitensive P̂ rogram) from the federal government, the sample allocation 

to New Brunswick was increased to such an extent that we were able not 

only to add a list sample to the existing area sample but to actually 

increase the area sample above its 1977 level. 
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3o ESTIMATION PROCEDURES 

From a paper by Hartley (see reference [1]), a single multiple frame 

estimator may be obtained from two survey frames (in this case, area 

and list) by adding a combined area and list sample estimate for the 

overlap domain (i.e. the portion of the population covered by the list 

frame) to the area sample estimate for the non-overlap domain (i„e. 

the portion of the population not covered by the list frame). This 

Hartley estimator is 

^H = ^NOL -̂  ̂  ^oL+ P Y^ 

where Y|̂ _. = area frame estimate for the non-overlap domain, 

Ŷ l = area frame estimate for the overlap domain, 

Y. = list frame estimate, 

p = weight given to list frame estimate, 

q = weight given to area frame estimate 

and p +q ~ 1 . 

An optimum value of p based solely on variance minimization can be de

termined (see Appendix 1 for derivation of p ). Hartley derives an 

optimum value for p which minimizes the multiple frame variance esti

mator with respect to a cost function which depends on the unknown 

sample sizes for both the list and the area frames. These sample 

sizes are then optimized along with p. In the New Brunswick test, 

however, the sample allocations to the list and area frames were de

termined based on other considerations. The area sample had to be 

sufficiently large to produce adequate area sample estimates. Thus, 

the size of the area sample was fixed before the list frame was Intro

duced. The sample size allocated to the list frame was then set arbi

trarily. As well, in the AES there is virtually no difference in the 

mapping and enumeration costs of list and area sample farms since data 

collection for both types of farms Is done by Interview. For these 

reasons, neither the cost function nor the optimum allocation of the 

sample between the two frames was used to determine the optimum 

values of p. 
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The formula for the variance estimate of the Hartley estimator is 

given in Appendix 1. 

The multiple frame screening estimator is a special case of the 

Hartley estimator where p = 1 and q = 0 . In this case only the list 

sample is used to estimate for the overlap domain. The area sample 

estimates only for the non-overlap domain. Using the notation defined 

earlier, the screening estimator takes the form 

A A /\ 

Y = Y + Y 
S L NOL' 

The variance of the screening estimate is simply 

Var (Y3) = Var (Y^) + Var (Y^QL^* 

The regular area sample estimator is, again, a special case of the 

Hartley estimator where p = 0 and q = lo Thus, the area sample esti

mator is 

/̂  ^ y\ 

Y = Y + Y 
A OL ^NOL 

with variance 

Var ( y = Var (Y^^) + Var {y^^^) + 2 Cov {Y^^, y^^^). 

For details of the formulae for area sample estimators of totals and 

variances see Appendix 2. 

4. 1978 NEW BRUNSWICK ESTIMATES 

The multiple frame screening estimates for the 1978 New Brunswick test 

are presented in Table 3» Comparing regular AES area frame estimates 

with multiple frame estimates, there were two important observations 

to noteo First of all, coefficients of variation for multiple frame 

estimates were significantly lower than for area frame estimates— 

often by as much as 50%. The second observation was that the level of 

multiple frame estimates appeared to be generally higher than for 
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area frame estimates. In only 4 out of the 21 estimates displayed In 

Table 3 were multiple frame estimates lower than the area frame esti

mates. 

The first observation needs little comment. The list frame Is a more 

efficient sampling frame and we therefore expected the coefficients of 

variation to decrease sharply with the introduction of a list sample. 

It was with the second observation with which there was the most con

cern. However, although there did appear to be a tendency for mul

tiple frame estimates to be higher than the area frame estimates, it 

Is Interesting to note that the same tendency could be seen with the 

published estimates. Published estimates are compiled by subject 

matter experts taking Into account estimates from all their sources 

(of which the AES is one). Of the 17 cases where the multiple frame 

estimate v/as higher than the area frame estimate, 11 of the published 

estimates were also higher than the area frame estimate. In all the 

4 cases where multiple frame estimates were lower than the area frame 

estimates, the published estimates were lower than the area frame 

estimates as well. Thus the "level" problem of multiple frame esti

mates does not appear as extreme taking this into account although 

we shall be investigating it further in Section 10. 
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TABLE 3: New Brunswick Estimates - 1978 

Item 

Total area (acres) 

Mixed grains (acres) .. 

Spring wheat + 
Winter wheat (acres) .. 
Corn for grain (acres).. 
Total crops (acres) 
Improved land 
for pasture (acres) — 

Dairy heifers (1-2 yrs) 

Market pigs (<3 mon) .. 

Area 
Frame 

Estimate 

1,090,235 

63,355 
3,945 
37,357 
5,210 

158,628 

7,903 
380 

298,238 

97,987 
109,350 
35,277 
19,300 
11,071 
2,600 
7,200 
25,500 

47,610 
10,205 

700 
21,200 

C.V. 

8.5 

15.4 
46.5 
17.2 
26.6 
12.0 

31.9 
9.8 

13.3 
12.0 
20.2 
13.8 
23.4 
16.6 
12.1 
11.1 

18.8 
44.1 
38.5 
16.9 

Multiple 
Frame 

Screening 
Estimate 

1,271,419 

70,318 
5,077 
45,771 
5,946 

197,167 

8,405 
510 

356,746 

119,155 
118,844 
34,801 
23,815 
9,804 
2,743 
8,821 
29,365 

60,925 
7,741 
587 

29,148 

C.V. 

6.0 

7.2 
37.8 
9.4 
19.5 
7.5 

33.8 
5.4 

10.0 
5.4 
9.6 
11.8 
11.0 
16.1 
11.1 
11.1 

12.1 
14.1 
17.8 
14.1 

Pviblished 
Figure 

1,090,200 

58,000 
6,800 
42,000 
7,200 

180,000 

9,600 
500 

298,200 

113,000 
31,000 
23,000 
7,600 
2,700 
8,200 
29,700 

43,000 
5,000 
400 

18,000 
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5. COMPARISON OF SCREENING AND HARTLEY 
MULTIPLE FRAME ESTIMATES 

Table 4 shows the area frame, screening and Hartley estimates for the 

four key I terns in New Brunswick, As well, the p and q values of the 

Hartley estimate are given. 

TABLE 4: Comparison of Different Estimates for 
N.B., 1978 (C.V.'s in brackets) 

Total 
Area (acs) 
Potato 
acres 
Total 
Cattle . 
Total 
pigs . . . 

Area Frame 
Estimate 

1,090,235 
(8.5%) 
63,355 
(15.4%) 
109,351 
(12.0%) 
47,610 
(18.8%) 

Standard 
Error 

92,730 

9,788 

13,124 

8,960 

Screening 
Estimate 

1,271,419 
(6.0%) 
70,318 
•̂7.2%) 

118,844 
(5.4%) 
60,925 
(12.1%) 

Standard 
Error 

75,726 

5,050 

6,410 

7,365 

Hartley 
Estimate 

1,217,572 
(5.9%) 
69,900 
(7.2%) 

117,577 
(5.2%) 
55,581 
(10.4%) 

Standard 
Error 

71,487 

5,023 

6,159 

5,751 

P 

0.70 
V 

0.94 

0.75 

0.59 

q 

0.30 

0.06 

0.25 

0.41 

Results for total area, potato area, and total cattle are as expected. 

Standard errors have been reduced slightly by using the Hartley esti

mate and levels of the Hartley and screening estimates are comparable. 

It is the total pig estimates which are interesting. The Hartley 

estimate is lower than the screening by 5,000. The standard error 

for the Hartley estimate is also substantially lower, with a coeffi

cient of variation of 10.5% (as opposed to 12.1% for the screening 

estimate). The reason for this lies with the list estimate for total 

pigs. Since the variance of the list estimate was relatively high 

(although still about half that of the area estimate for the overlap 

domain), the result was that a lower weight of p was assigned to the 

list estimate of the overlap domain and consequently gains in effic

iency were realized using the combination of estimates for the overlap 

domain in the Hartley estimate. The value of p for total pigs was 

0.59. 
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6. LIST ESTIMATES - COMPARISON WITH 1976 CENSUS 

For multiple frame sampling to be effective in producing good esti

mates, it is essential that the list sample provide a good estimate 

for that portion of the population covered by the list frame. As a 

first step in evaluating list estimates, 1978 list estimates were com

pared by stratum with the corresponding totals from the updated 1976 

Census. 

TABLE 5: Comparison of 1976 Updated Census 
Totals and 1978 List Estimates, N.B. 

Stratum 

1 
2 
3 
4 
5 
6 
7 
8 

Coefficient 
of Variation 

Total Area (acs) 
1976 

50,954 
99,644 
87,284 
203,822 
19,518 
43,453 
242,836 
13,964 

761,475 

-

1978 

68,888 
93,498 
102,155 
245,601 
19,973 
58,303 

229,229 
12,634 

830,281 

5.5% 

Potato Acres 
1976 

2,123 
17,721 
26,243 

678 
168 

6,193 
237 
39 

53,402 

-

1978 

3,967 
19,148 
25,461 

866 
357 

8,418 
86 
34 

58,336 

6.3% 

Total Cattle 
1976 

13,416 
7,145 
4,005 
39,186 
1,895 
2,790 
34,303 

912 

103,652 

1978 

13,359 
5,082 
2,462 

37,438 
1,494 
3,006 

26,255 
1,058 

90,154 

4.6% 

Total 
1976 

18,443 
4,191 

561 
3,293 
9,278 

268 
1,745 
1,228 

39,007 

-

Pigs 
1978 

19,427 
1,809 
3,306 

12,484 
9,907 
1,210 
4,976 

885 

54,005 

12.9% 

Table 5 shows corresponding figures from 1976 and 1978 for four key 

items in New Brunswick. As was mentioned in the last section, the 

list estimate for total pigs had a high coefficient of variation. 

This is not surprising since at the design stage, pigs were given the 

lowest priority of all stratification variables. This low priority 

may have been responsible for the large difference between the census 

total and the list estimate. Notice that the cattle strata (strata 4 

and 7) contributed 17,460 to the total pig estimate while the census 

total for these two strata was only 5,038. Since cattle had a higher 

priority than pigs at stratification, if a farm met the criteria for 

both the large cattle and the large pig strata, it was put in the 

large cattle stratum. Thus, the resulting stratum was homogeneous for 

total cattle but not for total pigs„ The result was that, because 
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some large pig farms were picked up In the sample, the stratum produc

ed an inflated estimate for total pigs. For future surveys it would 

be wise to consider giving pigs an equal priority with cattle. 

The list estimate for potato acreage was 58,336. The portion of the 

census list used as a list frame in New Brunswick accounted for 96.18% 

of all potato area in the province in 1976. Thus, if we had had only 

the list sample from which to estimate, results would have been simi

lar to the 1978 New Brunswick potato objective yield survey (a survey 

based on a list sample only). The fact is, however, that we had an 

area sample as well which showed that area sample farms not found on 

the list frame contributed 11,982 acres of potatoes to the provincial 

estimate. Farms which were on the census list but not on the reduced 

list frame used in New Brunswick accounted for 4,680 acres. This 

means that the estimate coming from farms which were not found on the 

census list was 7,302 acres. It is not surprising, therefore, that 

multiple frame estimates were higher than the New Brunswick potato 

objective yield survey estimates, the latter being based solely on a 

list frame. 

7o CONDITION OF LIST FRAME 

The main problem in using any list frame to select a sample is that 

such frames become out of date very quickly. The census data upon 

which stratification in New Brunswick was based was two years old 

when the survey was run. Table 6 shows for list sample farms to 

what stratum each farm was assigned before the survey and to what 

stratum It should have been assigned based on survey data. 
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TABLE 6: List Sample Stratiam Changes 1976-1978 

1976 
Stratum 

1 
2 
3 
4 
5 
6 
7 
8 

Total . 

1 

51 
2 
1 
2 
1 
-
-
-

57 

2 

8 
66 
11 
3 
-
-
-
-

88 

3 

1 
9 
35 
1 
1 
4 
-
-

51 

4 

9 
2 
-
52 
4 
-
8 
-

75 

1978 

5 

_ 

1 
-
-

14 
-
1 
2 

18 

i Stratum 

6 

_ 

-
4 
-
-
6 
-
-

10 

7 

_ 

-
-
-
5 
-

11 
-

16 

8 

^ 
-
-
1 
1 
-
4 

6 

9* 

6 
-
-
2 
2 
5 
8 

23 

Out of 
Business 

2 
9 
2 
2 
2 
5 
1 

23 

Total 

69 
88 
60 
60 
30 
15 
30 
15 

367 

•Stratum 9 refers to farms which no longer meet the criteria 
of any list stratum. 

As is shown in Table 6, the strata for large farms (strata 1-5) tended 

to be more stable than the lower strata thereby reducing or eliminat

ing the benefits of stratification for these lower strata. Thus, it 

may be advisable to put stricter limits on strata to be included in 

the list frame. The smaller sized farms are the ones which can more 

readily "jump" strata so that the area frame would estimate almost as 

well for these farms. This would also ]ea\je the entire list sample to 

estimate more efficiently for the larger sized farms. 

8. REMOVING MEDIUM STRATA FROM THE LIST 

Eliminating a stratum from list frame coverage changes the multiple 

frame sample in two ways. First, list sample farms in that stratum do 

not contribute to the list estimate^ Secondly, area sample farms 

which overlap with that stratum in the population frame (and were, 

therefore, part of the area overlap domain) are not part of the non-

overlap domain. For the screening estimate described in Section 3, 

then, the number of farms contributing to the list portion of the 

estimate decreases while the number of farms contributing to the area 

portion of the estimate increases. 
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Table 7 shows the effect on multiple frame (screening) estimates of 

removing medium-sized strata (strata 6,7,8) from list frame coverage. 

Coefficients of variation for all items increased only slightly (over 

the full multiple frame estimates) but this increase was significant 

considering that the sample size increased as well. Coefficients were 

still lower than for area frame estimates. Also worth noting is the 

fact that allowing the area frame to estimate for these strata reduced 

the level of resulting estimates for all items. Therefore the area 

frame estimates were lower than the list frame for these list strata. 

This may have been due to the problem of out-of-date stratification in 

the lower list strata as mentioned in the previous section. Since the 

area frame appeared to estimate better than the list for lower strata 

the conclusion reached in Section 7 is reinforced here, i.e. the med

ium-sized strata should be removed from list frame coverage for the 

1979 survey. 

TABLE 7: Estimates for Reduced List Frame Coverage 
(C.V.'s in brackets) 

Item 

Total area 
(acres) 
Potato acres 

Total Cattle 

Total Pigs . 

Scunple Size. 

Area 
Frame 

Estimate 

1,090,235 
(8.5%) 
63,355 
(15.4%) 
109,350 
(12.0%) 
47,610 
(18.8%) 

535 

Full 
Multiple Frame 

Estimate 

1,271,419 
(6.0%) 
70,318 
(7.2%) 

118,844 
(5.4%) 
60,925 
(12.1%) 

569 

Removing Strata 
6, 7, 8 from 
List Frame 

1,220,732 
(6.4%) 
66,600 
(7.2%) 

114,483 
(6.5%) 
57,082 
(12.1%) 

591 
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9. ELIMINATING STRATA BY COMMODITIES 

Table 8 shows what happened as potato strata (3 and 6), cattle strata 

(4 and 7), and pig strata (5 and 8) were, in turn, dropped from list 

frame coverage. As strata based on a certain item are dropped from 

the list frame one would expect the efficiency of the estimate for 

that item to drop, since the area sample is now estimating almost en

tirely for it. As shown in Table 8 this was, in fact, what happened. 

As potato strata were removed the coefficient of variation for pota

toes increased from 7.2 to 11.1; as cattle strata were removed the 

coefficient for cattle increased from 5,4 to 11.7; and as pig strata 

were removed the coefficient for total pigs Increased from 12.1 to 

16.6. 

What is interesting to note in Table 8 Is what happened to the esti

mate for total pigs as the cattle strata (4 and 7) were removed from 

list coverage. By allowing the area sample to estimate for the cattle 

strata, the estimate for total pigs was reduced to the level of the 

1978 area frame estimate. As well, the coefficient of variation for 

this estimate was less than for both the area frame and the full mul

tiple frame estimate. This tended to support the suspicion raised in 

Section 6 that the list sample for the cattle strata over-estimated for 

total pigs. It also reinforced the recommendations that, for strati

fication purposes, total pigs should be given equal or higher priority 

with total cattle for future design of list frames. 

TABLE 8: Eliminating List Strata for Certain Commodities 
(C.V.'s in brackets) 

Item 

Total area . 

(acres) 
Potato acres 

Total Cattle 

Total Pigs . 

Sample size. 

Area 

Frame 
Estimate 

1,090,235 
(8.5%) 
63,355 
(15.4%) 
109,350 
(12.0%) 
47,610 
(18.8%) 

535 

Full 
Multiple Frame 

Estimate 

1,271,419 
(6.0%) 
70,318 
(7.2%) 

118,844 
(5.4%) 
60,925 
(12.1%) 

569 

Eliminate 
Strata 3, 6 
(Potatoes) 

1,216,582 
(6.0%) 
62,191 
(11.1%) 
118,585 
(5.2%) 
56,868 
(12.0%) 

591 

Eliminate 
Strata 4, 7 
(Cattle) 

1,145,174 
(8.1%) 
70,151 
(7.1%) 

106,582 
(11.7%) 
48,100 
(9.7%) 

585 

Eliminate 
Strata 5, 8 

(Pias) 

1,263,446 
(6.0%) 
69,944 
(7.2%) 

119,271 
(5.6%) 
60,94S 
(16.6%) 

537 
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10. OVERLAP DETERMINATION 

The high level of multiple frame estimates indicated that there could 

be a problem with the determination of overlap between the area sample 

and list frame. Recall that only area sample farms which are not 

found on the list frame contribute to the area portion of the multiple 

frame estimate. If area sample farms which appear on the list frame 

are not identified as such, then resulting multiple frame estimates 

will be inflated. 

To check on the overlap determination, a list of area sample farms not 

matched to the list frame at head office was sent to the regional of

fice to verify that they were true "non-matches" to the list frame. 

The list was returned with comments indicating that several farms were 

on the list frame but were now operating under different names. While 

the regional office assumed that we were matching farms (i.e, pieces 

of land) we were In fact matching farm operators. If an area sample 

farm appeared on the list frame under a different operator's name, it 

was next to impossible for head office to identify these as being the 

same farm. Therefore we had to be content with matching farm operators 

rather than pieces of land. 

However, after this confusion with regional office over "farms" versus 

"farm operators", it occurred to us that the same confusion had pro

bably arisen with enumerators of list sample farms. Again, since it 

is a farm operator that is selected from the list frame, the list sam

ple farm should be classified as being out of business if the operator 

is no longer the same. As this had never been explicitly told to 

enumerators they tended not to make this distinction. Farms were 

enumerated as usual even if the farm operator had changed. Thus, it 

was necessary to go through the list questionnaires to pick out all 

such farms (of which there were 12). Table 9 gives the revised esti

mates produced by removing the contribution of these farms from mul

tiple frame estimates. 
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TABLE 9: Revised Multiple Frame Estimates 

Item 

Total area . 

Potatoes ... 

Total Cattle 

Total Pigs . 

Original 
Multi-frame 
Estimate 

1,271,419 
(6.0) 

70,318 
(7.2) 

118,844 
(5.4) 

60,925 
(12.1) 

Revised 
Multi-frame 
Estimate 

1,241,888 
(6.2) 

66,479 
(7.5) 

115,334 
(5.6) 

58,388 
(12.3) 

Weighted 
Estimate 

1,090,235 
(8.5) 

63,335 
(15.4) 

109,350 
(12.0) 
47,610 
(18.8) 

Published 
Estimate 

1,090,200 

58,000 

113,000 

43,000 

The revised multiple frame estimates do show Improvement over the ori

ginal estimates in terms of the level of estimates. Thus much of our 

"overlap" problem was largely definitional. More explicit instruc

tions and clearer definitions of out of business list farms will be 

given to enumerators next year. Further work, however, will have to 

be done to verify the quality of overlap determination for the 1979 

survey. 

11, CONCLUSIONS AND RECOMMENDATIONS 

A great deal of information was gained from the 1978 New Brunswick 

test. Generally speaking, the test ran smoothly and results are en

couraging. It appears that multiple frame sampling Is a viable tech

nique for collecting data and producing estimates in a province such 

as New Brunswick. It has already been decided that use of multiple 

frame will expand to all three Maritime provinces for the 1979 survey. 

It will be a year for further testing of multiple frame since once 

again area frame estimates will be produced in addition to multiple 

frame estimates. 

In light of the analysis outlined in this paper, the following recom

mendations were made and adopted for the 1979 survey. 
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1. Since data are to be collected for overlap area farms in 1979, 

Hartley estimates as well as screening estimates will be produced. 

Although for most items the gain in efficiency when using the 

Hartley estimates will be slight, if the data are aval 1 able, the 

additional computations necessary should be made. This will prove 

especially worthwhile for items for which the list estimate is poor 

for it is with these items that the Hartley estimate shows the 

greatest improvement. 

2, The medium sized strata will be dropped from the list frame. List 

estimates for these strata are not as good as for the larger strata. 

It has been shown that a large number of sample farms selected in 

these strata have changed strata by survey time, thus reducing the 

effectiveness of stratification. As well, small to medium sized 

list frame farms with limited data available may be harder to match 

with area sample farms. Thus, the crucial step of overlap deter

mination could be endangered by including these farms in the list 

frame. 

3. At the stratification stage, pigs are to be given equal priority 

with cattle when defining list strata. There is evidence from 1978 

data that giving cattle priority has caused problems with list est

imates for pigs. Equal priority will be given to cattle and pigs 

through use of multiple (or deep) stratification techniques. 

4, Interviewers will attempt to determine overlap between the area 

sample and the list frame in the field in 1979- They will carry 

with them a copy of the list frame and, after every interview with 

an area frame sample farm, will record whether or not this farm is on 

the list frame. It is hoped that interviewers will be able to make 

this determination more accurately than head office personnel were 

able to do in 1978. For 1979, however, the entire area sample/list 

frame match will be checked at head office to evaluate just how well 

interviewers were able to perform this step. 
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In addition, a question has been added to the 1979 questionnaire 

which will help the interviewer determine whether the area sample 

farm is likely to be found on the list frame. The question is 

"Was this farm operating under the present name at June 1, 1976? 

If the answer to this is no, the farm is automatically a non-over

lap farm; if yes, the farm should have been included on the census 

list (but not necessarily the list frame) and the list frame would 

therefore be carefully checked for a match. 

In conclusion, it is felt that multiple frame testing has certainly 

been worthwhile. We are continuing the testing in 1979 and if the 

changes to the 1979 survey (as listed above) are successful, we will 

be able to significantly improve our estimates in future surveys. 
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RESUME 

La question etudiee dans le present document est 1'esti
mation des diverses variables agricoles selon la methode 
des listes multiples. La liste des secteurs de denombrement 
comprend integralement la liste complementaire. La strati
fication de la liste complementaire et de la liste des 
secteurs de denombrement se fondent sur des criteres diffe-
rents. De fagon generale, la methode des listes multiples 
presente certains avantages sur le plan de la variance par 
rapport a la liste des secteurs de denoinbrement. Cependant, 
une analyse plus poussee revele que la liste complementaire 
comporte des lacunes, telles que la methode de stratification 
et la degeneration des strates dans le temps. 
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APPENDIX 1 

Multiple Frame Formulae 

a) Notation 

Y. = estimate for list frame population from list sample. 

Y. = area sample estimate for entire population, 

Ŷ i = area sample estimate of list frame population 
(overlap domain). 

Ykini ~ area sample estimate of population not covered by list 
NOL frame (non-overlap domain). 

p = weight given to list frame estimate 
(for Hartley estimate), 

q = weight given to area frame estimate of list frame 
population. 

p+q = 1 

b) Area Frame Estima^te 

y\. A 

Y = Y + Y 
A OL NOL 

Var (9^) = Var (YQ^) + Var (Y^p^) + 2 Cov (YQ^, Y^QL^ 

c) Multiple Frame Screening Estimate 

^ ^ /v 

Y = Y + Y 
^S L NOL 

Var (Yg) = Var (Y^) + Var (Y^Q^^ 

d) Hartley Multiple Frame Estimate 

YH = W ^ ^ ^ O L + P \ • 
The area frame estimate is a special case of the Hartley 
estimate when p = 0 and q = l. 

The screening estimate Is a special case of the Hartley estimate 
when p = 1 and q =0. 
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The Hartley estimate may be written 

Ĥ = ^NOL •" (̂ -P) ̂ oL -̂  P \ 

= ^NOL -̂  ̂oL - P VOL + P YL 

= ^ + p ( \ - V -

The variance of this estimate is 

Var (Y^) = Var(Y^QL) + q^Var(YQL) + P^Var(YL) + 2 q COV(Y^QL'^QL^ 

= Var(Y^Q^) + Var(YQL) " 2 p Var(YQL) + p2var(YQ^) + p2var(YL) 

+ ' '°'^\ou'oO - 2 P COV(Y^OL'^OL) 

= [Var(Y^QL) + V a r ( V + 2 C O V ( Y ^ O L , V ] 
A. A 

2 p[Var(YQL) + COV(YQL.Y^QL)] + p2[Var(YQL) + Var(Y^)] 
A. A. 

= Var(Y^) - 2 p [COV(Y^,YQ^_) ] + p2[Var(YQL) + Var(Y^)] 

The optimum value of p is now determined, 

6 Var(Y^) A A 

5 p = - 2 COV(Y^,YQL) = 2 P [Var(YQL) + Var(YL)] = 0 

/v i^ 

COV(Y^,Y,L) 

Popt " 
[Var(YQ^) + Var(Y|̂ )] 

Using this value of p the variance of the Hartley estimate becomes: 

Var (Ŷ ) = Var(y - 2 p^^^ CCOV(;^,YOL) ] + P^p, [Var(YL) -f Var(;oL^] 

= Var(y - 2 p2p^ t;Var(YQL)+Var(?L)]+p2p^ [Var (Y^ + Var(;oL) ̂  

= Var(Y^) - p2p^ [Var(YQL) + Var(YL)]. 
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APPENDIX 2 

Area Sample Estimator 

As shown in Table 2 (Section 2), selection of first stage sampling 

units in the AES is replicated. Data from all EA's within a replicate 

are blown up to the stratum level. The estimator for 

stratum h from replicate k is 

% "!h %\ "hi 
hk m. . , n, . , , 'hij 

h I =1 hi j=l •' 

where M, = the number of EA's in stratum h, 

m, = the number of EA's selected per replicate for stratum h, 

N, , = the number of segments In the ith selected EA of 
stratum h, 

n, , = the number of selected segments in the ith selected EA of 
stratum h, 

y. ,, = data value for the jth segment of the Ith EA in stratum h. 

Usually a farm enumerated within a segment has part of Its land lying 

inside the segment and part outside. For such farms, data values are 

reduced to the segment level by applying a weight equal to the ratio 

of the farm's land inside the segment (excluding woodland) to total 

land operated on the farm (excluding woodland). It is this "weighted" 

data value for each farm within a segment which Is summed to give the 

segment total Yu.-. 

Having obtained estimates for all replicates, the stratum estimate can 

be calculated and is 

A. A A, 

^U] '^ \z "•" ••• ̂hr. 
'" _ h 
^^ ""h 

where r. = number of replicates In stratum h. 
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To obtain provincial estimates, stratum estimates are summed 

/ H . 
Y = S Y 
A h 
^ h=l " 

where H = number of strata in the province. 

Estimates of variance take the form 

H A. A. 

""«'• h'l W^'"^' "V^-^- <V-V-





SURVEY METHODOLOGY/TECHNIQUES D'ENQUETE VOL, 5 NO. 

CANADIAN VICTIMIZATION SURVEYS: A REPORT ON 
PRETESTS IN EDMONTON AND HAMILTON 

Gary Catlin and Susan Murray-^ 

This article presents the methodology and analysis of two 
major pretests undertaken in order to compare the effective
ness of different interviewing methods and to assess the 
feasibility of collecting information which would meet 
Victimization Survey information requirements. 

1. INTRODUCTION 

The Department of the Solicitor General of Canada contracted with Statistics 

Canada to develop a methodology for conducting Victimization Surveys in 

Canada. The Research Division of the Solicitor General and the Special 

Surveys staff of Statistics Canada jointly participated in this research 

program. A Victimization Survey methodology is designed to produce data 

related to four main objectives: 

1. the extent and distribution of selected crimes; 

2. the impact of selected crimes; 

3. the risk of criminal victimization; 

4. indicators of criminal justice system functioning. 

These data will be useful to those directly involved in efforts to con

tain or reduce criminal activity. More generally, victimization data 

will also be useful to policy makers and evaluators who are concerned 

with crime and its efforts upon society, and to social scientists 

interested in advancing the state of knowledge about crime and the criminal 

justice system. 

1 
Gary Catlin, Special Surveys Group and Susan Murray, Census and Household 
Survey Methods Division, Statistics Canada. 
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The crimes for which data are collected are break and enter, theft, robbery, 

assault, rape, motor vehicle theft and vandalism. Much of the data avail

able concerning crime and the criminal justice system has been based on 

official police statistics (Uniform Crime Reporting or U.C.R. statistics). 

However, victimization surveys are capable of providing data on crimes 

not reported to the police as well as collecting more information than Is 

presently available on those crimes reported to the police. 

As a consequence of the statistical rarity of criminal victimization, it 

is necessary for victimization surveys to question a large number of 

persons in order to obtain sufficient information to allow for meaningful 

analyses. Given the necessity for large sample sizes, cost effectiveness, 

while maintaining data quality, was the primary concern of the methodological 

studies reported here. 

These studies addressed cost effectiveness in two ways: 

1. they assessed the feasibility of collecting information 

related to the four major objectives; and 

2. they compared the effectiveness of personal and telephone 

interviewing methods. 

The Initial pretest was conducted in Edmonton in May 1977 and had, as 

its primary purpose, a comparison of personal and telephone interviewing 

techniques. The second pretest was conducted in Hamilton during February 

1978 to test the ability of the revised questionnaire to generate reports 

of crime and to refine the interviewing procedures. This report presents 

the findings of these studies. The Edmonton pretest is presented in 

detail and a summary of the Hamilton pretest is included. 
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2. EDMONTON REVERSE RECORD CHECK: OBJECTIVES 

2.1 Data Collection Methodologies 

The primary objective of the Edmonton Reverse Record Check was to assess 

the feasibility of telephone interviewing. The following criteria were 

used to compare telephone and personal interviewing: 

(a) Response Rate 

The rate and type of non-interview is essential in evaluating 

the telephone and personal interview methods. It may also be 

important to discover what specific items of information are 

refused or considered sensitive by the respondent. 

(b) Hit Rate 

The hit rate refers to the proportion of incidents selected 

from the police files which were subsequently reported by the 

respondent during the survey interview. The accuracy of the 

information reported will also affect the evaluation of the 

two interviewing methods. 

(c) Cost 

The impetus for investigating the feasibility of telephone 

interviewing is an expected savings of approximately 70%. 

Therefore, if the telephone and personal interviewing methods 

are comparable, based on all other criteria, the more cost 

efficient method would be employed. 

(d) Telescoping 

It is also important to measure the extent of telescoping, 

that is, the respondents' misplacing of events in time. 

(e) Unfounded Crimes 

An unfounded crime is an incident which has been reported to 

the police but which the police have determined, due to 

subsequent events, does not constitute a crime. A sample 

of such incidents was selected to discover whether these 

events would be reported and, if reported, how the survey 

document would classify them. 
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2.2 Evaluation of Questionnaire Design 

The second broad objective of the Edmonton Reverse Record Check was to 

evaluate the ability of the questionnaire to supply the necessary in

formation required in a victimization survey. Identical questionnaires 

were employed for both the personal and telephone methodologies. Two 

separate forms were utilized. The first, the screen questionnaire, was 

administered to all respondents and consists of items on selected 

attitudes, behaviour and demographic characteristics. As well, it 

includes a series of questions designed to elicit incidents of crime which had 

been committed against the respondent or, for certain crimes, his/her 

household. These questions serve to facilitate the recall and reporting 

by the respondent of crimes that occurred within the reference period. 

The second, the crime incident report,was then filled out for each incident 

reported in the screen question section of the questionnaire after the 

entire'screen questionnaire had been completed. The crime incident report 

includes questions to determine the social and physical context of the 

incident and its impact on the respondent as well as.the information 

required to classify the incident into crime categories. 

Primarily, it was necessary for the questionnaire to elicit reports of 

incidents of crime. Specifically, it was important to know which probes 

were most effective. The interviewing also quickly illuminated problems 

or difficulties which were caused by the design of the questionnaire. 

The objectives of a victimization survey require that some interviews of 

long duration be conducted. The minimum length of an interview was 

approximately ten minutes. Given that conventional wisdom stipulates 

that it is inadvisable to conduct long interviews by telephone, it was 

necessary to determine if the length of interview caused some respondents 

to terminate prior to completing the interview. 
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An eventual survey, designed to measure among other things the incidence 

of crime, must elicit sufficient information to categorize reported 

victimizations according to approximate U.C.R. and Criminal Code definitions. 

Of course, precise conformity is not possible. Further, classifying by 

U,C,R, definitions is not the primary objective with regard to coding 

the victimizations, but merely the minimal information that should be 

available. Two victimizations that U,C.R, may code as 'robbery' could 

be classified more meaningfully as 'a personal attack with theft' or 

'personal attack, involving a weapon, with theft'. The additional 

information collected will allow the analyst to define victimizations in 

ways that may be much more meaningful for planning and evaluating 

purposes. 

The objective of the reverse record check, in terms of classification, 

was to determine the comparability between the classification of the 

crime by the survey instrument and the classification of the incident 

according to the police, 

3. STUDY DESIGN 

3.1 Pol ice File Sample 

The reverse record check technique involves selecting samples of known 

victims from police files. These people are then interviewed to determine 

the degree to which they report the criterion event (l,e,, the incident 

on the basis of which the respondent was selected) and its associated 

characteristics to the Interviewer, Thus by assigning a sample of cases 

selected from police files to both interviewing methods, it is possible 

to assess the relative success of each data collection method. 

With the cooperation of the Edmonton City Police Department, a sample of 

victims of crimes was selected from the offence reports in the police 

files. Each individual chosen was listed as a complainant or victim of 

one of the crimes included in the victimization survey, even though in 

some cases the incident was not reported to the police by that person. 

There were three distinct subsamples chosen from the files - the 

reference sample, the telescope sample and the unfounded sample. 
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Police files do not provide a perfect criterion measure since, of course, 

they include only crimes reported to the police. Such crimes may be more 

salient to respondents when interviewed later and may be more easily 

remembered than the types of incidents not reported. In addition, the 

errors and omissions which occur in police recording practices make the 

use of police files less than perfect. On the other hand, police occurrence 

reports contain a number of items which can be checked against the 

information provided by survey respondents. These include the nature of 

the loss suffered, the nature of any injury, and other items which provide 

something of the incident's context. 

Two factors affect the number of police files initially selected. An 

allowance was made for non-interviews based on the fact that some 

individuals were listed in the police files 22 months prior to interviewing. 

As well, it was known that a portion of the initial selection of police 

files would be incidents that were out-of-scope for this survey. Excluded 

as being out-of-scope were cases where the victim was under 18 years of 

age or where the victim lived outside the city limits of Edmonton at the 

time the event was reported to the police. Also excluded were incidents 

involving commercial establishments as the victims. 

Details were sent to the Edmonton City Policy Department specifying the 

number of police files to be selected for each of the subsamples. This 

sample was stratified by U.C.R. classification and month of occurrence. For 

each month, the sample of each of the crime classifications was manually 

selected by the project team and split between the telephone and personal 

interviewing methods. 

The reference sample consisted of victims of the selected crimes which 

occurred during the period January 1, 1976 to February 28, 1977. This 

time frame corresponded approximately to the reference period of the 

study (the reference period was January 1, 1976 to April 30, 1977). 

A sample of victims of break and enter, robbery, assault, motor vehicle 

theft, theft and vandalism was selected. In the case of the crime of 

rape, all eligible cases were included. 
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Table A: Reference Subsample: Type of Crime by Interviewing Method 

Type of Crime 

Break and Enter 

Robbery 

Assault 

Theft-Motor Vehicle 

Theft 

Vandali sm 

Rape 

Total 

Personal 

87 

100 

126 

86 

84 

88 

23 

594 

Sample Size 

Telephone 

88 

99 

124 

85 

84 

85 

23 

588 

Total 

175 

199 

250 

171 

168 

173 

46 

1182 

The telescope sample was chosen from incidents occurring during the 

period July 1, 1975 to December 31, 1975. This subsample was selected 

In order to determine the extent to which individuals telescope 

incidents into the reference period. That this was not the primary 

concern of the pretest is reflected In the smaller sample size. 

Table B: Telescope Subsample: Type of Crime by Interviewing Method 

Type of Crime 

Break and Enter 

Robbery 

Assault (including rape) 

Theft 

Total 

Personal 

38 

45 

47 

35 

165 

Sample 

Teleph 

37 

45 

46 

36 

164 

Size 

one Total 

75 

90 

93 

71 

329 
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The unfounded sample was a small group of individuals who reported 

incidents to the police between January 1, 1976 and February 28, 1977. An 

incident is called unfounded by the police if It is determined that a crime 

did not occur. Unfounded crimes range from Incidents where an individual 

reports an automobile stolen and later discovers that it was taken by 

his son without permission, to a reported rape where, during further 

investigation, the police determine that no rape actually occurred. 

These incidents were chosen in order to discover If unfounded incidents 

would be reported in a victimization survey. The total sample of unfounded 

incidents was 17 personal and 20 telephone interview cases. 

In total, 1,525 individuals were selected from the Edmonton City Police 

offence records. In the telephone interview sample, 76I Individuals 

were selected, including 11 individuals who were selected for two 

different incidents. 764 victims were included in the personal interview 

sample; 12 of these individuals had been selected for two different 

incidents, 

3,2 City Directory Sample 

Also Incorporated Into the design of the Edmonton Reverse Record Check 

was a sample selected from the 1975 Edmonton City Directory, This city 

directory sample was Included In order to provide a camouflage group 

for the reverse record check individuals. This approach was based on 

experience in the U.S, Crime Survey Reverse Record Checks which suggested 

that a bias may exist if interviewers are aware that each individual in 

the sample has been the victim of a crime. As well, it ensured that the 

questionnaire was tested on non-victims. 

The shortcomings of a city directory as a sampling frame are well known. 

However, given the purposes of the city directory sample, a complete and 

up-to-date frame was not necessary. At the time of interviewing, it 

appeared that the city directory was approximately 18 months out-of-date. 
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An advantage of the city directory was that, in conjunction with a tele

phone book, it provided the same information that was given to the inter

viewers for the reverse record check individuals. Another advantage was 

that it listed all individuals in a household 18 years of age and over. 

In order to achieve as much similarity as possible, an identical age 

limit was placed on the police sample, 

A systematic sample of 1500 individuals was selected from the city 

directory and assigned to the telephone and personal interview methods. 

The directory and police samples were chosen several months apart, with 

the city directory sample being chosen first. Some duplication occurred 

in the two selection procedures and, since the city directory sample was 

used primarily as a camouflage group, any individual appearing in both 

samples was dropped from the directory sample. This resulted in an 

actual sample size of 1,481 from the city directory - 745 in the telephone 

interview sample and 736 in the personal interview sample. The sample 

selection was completed during March 1977 and interviewing was scheduled 

for the period May 2 to May 20, 1977. 

3.3 Operational Procedures 

Interviews were conducted both over the telephone and in person. There 

were 30 interviewers and 3 interviewer supervisors involved in the pretest. 

The personal interviews were conducted by 20 interviewers with 2 supervisors. 

Approximately half of each interviewer's assignment consisted of individuals 

selected from the police records. The remainder was made up of those 

individuals selected from the city directory. 

All telephone interviews were conducted from the Statistics Canada 

Regional Office in Edmonton, Telephones with headsets were installed 

to facilitate the interviewing and all interviewers were located in one 

room separated into cubicles by sound barriers. The interviewer super

visor was located in the same room on a full-time basis throughout the 

interviewing period. 





- 209 

As some individuals chosen from the police records had been victims as 

much as 22 months prior to the interview period, a tracing operation 

was initiated for the police file sample. Since the primary purpose 

of the city directory sample was to serve as a camouflage for the 

reverse record check individuals, only the usual interviewer tracing 

was employed for this sample. 

Due to the nature of the survey, it was anticipated that formal channels 

should be set up for the verification of its authenticity. It was 

expected that questions concerning the authenticity of the survey would 

be particularly frequent for the telephone interviewers. Two mechanisms 

were set up to handle this problem. If respondents became suspicious 

of the survey, interviewers were Instructed to provide 

them with the telephone numbers of the Edmonton Regional Office and 

the Complaints Department of the Edmonton City Police. At the Regional 

Office, all calls were directed to the Regional Office Supervisor for 

the project. At the police complaints number, all officers likely to be 

answering telephones were provided with a list of interviewers and a 

survey summary sheet which provided them with sufficient information to 

answer common inquiries. As the interviewers were unaware that half of 

the sample had been selected from police records, all respondents who 

questioned the source of the sample were referred to the Regional Office 

where the appropriate information was available. 

4. RESULTS 

The results are presented under the two broad objectives of the reverse 

record check study: first, the comparison of telephone and personal 

interviewing methods, and second, the evaluation of the questionnaire 

design. The discussion that follows is organized similarly to the 

statement of objectives in section 2 of this report. 
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4.1 Response Rate 

Due to the sampling procedures employed for the Edmonton pretest, response 

rates were not expected to compare favourably with conventional Statistics 

Canada surveys. This was primarily because some individuals were selected 

for crimes that occurred 22 months prior to interviewing and victims of 

crime are reported to have high mobility. As well, although the most 

recent issue of the city directory was employed, it was known to be at 

least 18 months out of date. The sample size was adjusted to allow for 

this non-response but, in fact, the actual non-interview rate was higher 

than expected. 

The overall response rates were 57,9% for the personal interviewing 

method and, for the telephone, 58.8|. The response rate for the sample 

chosen from the city directory was 64.4^ for the personal interview and 

65.9% for the telephone. In the police file sample, the response rates 

were 51.''% and 51.7% for the personal and telephone interviewing 

methods respectively. These response rates would seem to indicate that 

there is no crucial difference between the two interviewing methods in 

this respect. 

The following table summarizes the interview status of individuals 

in the Police File and City Directory samples. 
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Table C: Final Status by Interviewing Method 

Total Listed 

Refusals 

Interview prevented 
by death, sickness, 
language problem 

Temporarily absent, 
no one home 

Moved, 
abandoned, con
verted to business 

Traced to wrong 
individual 

Questionnaire lost 
in transmission 

Completed 

Police File 

Personal 

Numb 

764 

10 

12 

62 

272 

13 

395 

er % 

1.3 

1.6 

8.1 

35.6 

1.7 

51.7 

Sample 

Tele 

Numb 

761 

39 

27 

30 

248 

24 

2 

391 

phone 

er % 

5.1 

3.5 

3.9 

32.6 

3.1 

0.3 

51.4 

City Directo 

Personal 

Numbe 

736 

13 

14 

38 

197 

474 

T % 

1.8 

1.9 

5.2 

26.8 

64.4 

ry Sample 

Telephone 

Number % 

745 

40 5.4 

42 5.6 

22 2,9 

150 20,1 

491 65.9 

The most interesting comparison in Table C is the refusal rate. The greater 

number over the telephone may partially be the result of the fact that it 

is much easier to refuse when the interview is not a face-to-face situation. 

However, it is felt that this number of refusals does not pose an insur

mountable obstacle. The refusal rate is not large enough to warrant the 

conclusion that telephone interviewing is not feasible. As well, it may 

be possible to reduce the number of refusals by improving operational 

procedures. 
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For the police file sample, the response rate can be calculated by type 

of crime. For those selected during the reference period, the response 

rate ranged from 39.7% for assault to 72.7% for vandalism in the personal 

interviewing method. For the telephone interview, the response rate 

ranged from 34.2% for robbery to 67.1% for motor vehicle theft. The 

response rates by type of crime are provided in the table below. 

Table D: Response 1 

Type of Crime 

Robbery 

Assault 

Rape 

Theft 

Theft - Motor Veh 

Break and Enter 

Vandal ism 

^ate by 

icle 

Type of Crime: 

Personal 

Number 
Responding 

41 

50 

9 
52 

55 

56 

64 

Reference Si 

% 

41.0 

39.7 

39.1 

61.9 

64.0 

64.4 

72,7 

jbsampie 

Telephone 

Number 
Responding 

34 

50 

11 

55 

57 
46 

49 

% 

34.3 

50.0 

47.8 

65.5 

67.1 

52.3 

57.7 

For the individuals selected from the Edmonton City Police files, age 

and sex were recorded when available. It is therefore possible to 

determine if the distribution of respondents over these variables is 

different from the age and sex distributions of the sample for each inter

viewing method. If respondents are not significantly different from non-

respondents, one would expect that the distributions of age and sex for 

respondents would be similar to those distributions calculated for the 

entire sample. The x^ Goodness of Fit Test indicated that for both 

interviewing methods, respondents were not significantly different from 

non-respondents with respect to age or sex. This was true both for the 

total of all crimes and by crime. 
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Most surveys encounter the problem of individuals refusing specific 

questions. As expected, income, age, industry and occupation were 

the questions most often refused by respondents. As well, the section 

of the questionnaire on measures used as protection against crime proved 

particularly sensitive. Some respondents refused to answer questions 

in this section. It was at this point that many telephone respondents 

questioned the authenticity of the survey and telephoned either the 

police or the Regional Office. However, after verifying the survey, 

most of the respondents continued with the remainder of the interview. 

The mechanism of survey verification was essential to minimize the 

problem of respondents refusing to answer the sensitive questions con

cerning precautions against crime. The verification procedure made com

pleting an interview no more of a problem over the telephone than for 

personal interviews. Interrupting the continuity of the interview for 

verification was not sufficiently disruptive to consider dropping these 

questions due to their importance to the survey objectives. 

It should also be noted that for both interviewing methods, refusals 

between the completion of the screen questionnaire and any crime incident 

reports required were very infrequent. As well, there were very few 

refusals to particular questions within the crime incident report. As 

expected, for both interviewing methods, the problem is not gathering 

specific details of an incident once it has been reported but eliciting 

the initial mention of the incident. Once respondents report an incident, 

they are eager to talk about the details of the crime. This was true 

even for those reporting multiple incidents. 

4.2 Hit Rate 

The most important criterion for determining the feasibility of conducting 

a victimization survey was whether the incidents selected from the 

police file were reported during the subsequent interview. This was 

determined by 'matching' details recorded from the victim's police 

file with the information obtained in the interview. Based on the 
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experience and recommendations of those involved in the U.S. reverse 

record checks, the match status was decided on a consensus basis by 

members of the project team. This process could not be prescribed by a 

series of rules but was a subjective process with each document being 

judged Independently based on the total information included in the 

survey document. The summary of each incident, recorded at the end of 

each interview, was especially helpful in this procedure. It should 

be noted that the forms were blinded to ensure that the project team 

was unaware of whether the report was from the personal or telephone 

interview survey. 

The hit rate represents the proportion of individuals interviewed who 

reported the crime for which they were selected. The overall hit rate 

was 64.3% for the personal interview sample and 62.7% for the telephone 

sample. This comparison supports the possibi1ity of conducting a 

victimization survey by telephone. 

Table E: Hit Rate by Interviewing Method 

Type of Crime 

All Crime 

Robbery 

Assault 

Rape 

Theft 

Theft - Motor Vehicle 

Break and Enter 

Vandal ism 

Personal 

Number 
Reporting 

207 
26 

33 
6 

34 

38 

39 

31 

% 

643 

65.0 

67.4 

66.7 

65.^ 

69.1 

70.9 

50.0 

Telephone 

Number 
Reporting 

195 
24 

32 

6 

37 

43 

33 
20 

% 

62.7 

72.7 

51.6 

60.0 

67.3 

75.4 

73.3 

40.8 
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Of the seven crimes under study in the Edmonton Reverse Record Check, 

rape and vandalism were considered to be the most problematic. Rape 

represents a distinct problem due to the sensitivity of the subject. 

It is unrealistic to abruptly ask a respondent "Were you raped during 

1977?"- However, because of Its seriousness and the fact that It is 

often unreported to the police, it is very important to include the 

crime of rape in the survey. The approach of this survey Is to define 

an attack, for the respondent, as including 'anything from being hit, 

slapped or pushed to being shot, raped or beaten up'. It was hoped that 

the screening I terns which followed, one of which included the phrase 

'attack or molest', might elicit a report of rape, if one had occurred. 

This approach was a compromise between the importance of includirig the 

crime and the possible sensitivity to the respondent of questions relating 

to it. It should be noted that the hit rates for rape are based on a 

very small number of incidents. This was a function of both the mobility 

of the victims as well as the small sample size resulting from the number 

of such crimes reported to the police. 

Table E indicates that the other forms of assaults were also a problem. 

It was hypothesized that a factor contributing to this might be the 

relationship between the victim and the offender. The comparison indicated 

that respondents were more likely to report incidents involving strangers 

than non-strangers. 

Table E also shows that vandalism represents the lowest hit rate for 

both interviewing methods. Prior to the survey, there was no evidence 

indicating whether such incidents might be too trivial for respondents 

to recall since most other victimization surveys have not included the 

crime of vandalism. However, It was considered important to Include it 

in the survey since it was felt that being a victim of vandalism might 

affect an Individual's attitudes or behaviour. It was hypothesized that 

the low hit rate for vandalism might be explained by the value of the 

damage which occurred. This seems to have been borne out in the personal 
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sample; however, it is difficult to draw conclusions concerning the 

effect of the value of damage on the hit rate due to the small number 

of cases reported in the survey. 

If the overall hit rate is calculated excluding vandalism, it is 67.8% 

for personal interviews and 66.5% for telephone interviews. The results 

of the reverse record checks conducted in the U.S. were 81% in Washington, 

D.C., 67% in Baltimore, and 74% in San Jose. The results of the Edmonton 

Reverse Record Check compare with the American results when it is con

sidered that the U.S. studies involved reference periods which were 

significantly shorter. Their reference periods ranged from 3 

to 12 months whereas the Edmonton reference period was 16 months. 

As stated earlier, for all individuals selected from the police files, 

age and sex were recorded when available. This made it possible to 

determine if the distribution of those reporting the crime selected from 

the police files differed from the age and sex distribution for all 

respondents. If respondents who reported the incident for which they 

were selected are not significantly different from those not reporting, 

one would expect that the distribution of age and sex for those reporting 

would be similar to the distribution for all respondents. The x^ Goodness 

of Fit Test indicated that, for both interviewing methods, those reporting 

incidents for which they were selected were not significantly different 

from those not reporting with respect to age and sex. This was true 

both for the total of all crimes and by crime. 

4.3 Cost 

As stated earlier, an important advantage of telephone interviewing is 

a considerable savings in cost. Included in the cost comparison are the 

salaries and associated expenses for the interviewers and Regional Office 

staff for field work in the Edmonton pretest. 
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It is evident from the following table that the cost per interview for 

the telephone method was approximately 1/3 as much as that for 

the personal interviewing method. It is probable that in a large survey 

the cost per interview would be less than the figures below due to fixed 

costs being distributed over a larger number of interviews. As stated 

previously, experience has indicated that, in general, telephone Inter

viewing should be as much as 70% less expensive than personal interviews, 

Table F: Cost by Interviewing Method 

Expendltures Personal Telephone Total 

Interviewer Fees 

Interviewer Expenses 

Associated R.O. Costs^ 

Total 

$ 13.477 

2,150 

3,337 

18,964 

$ 5,047 $ 18,524 

2,150 

1,668 5,005 

6,715 25,679 

Cost per Interview $ 12.64 $ 4.46 

^ The Regional Office Costs are split 2/3 for personal interviewing 
and 1/3 for the telephone interviewing based on the number of Inter
viewers employed in each method. 

Due to Inexperience with telephone Interviewing, the Interviewing 

schedule was not as productive as possible. Future surveys would 

benefit from the knowledge gained In this pretest and the resulting 

change in the time schedule may also reduce the cost. 

4.4 Telescoping 

This section will first examine the effects of internal telescoping, 

the misplacing of the incident in time within the reference period. 

Tables (5 and H provide a comparison of the date as reported during 

the Interview with the date of occurrence as recorded in the police 

f I les. 
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From these tables, it is evident that, for the total of all the crimes 

selected, respondents reported the month of occurrence in a range often 

centered about the actual date of occurrence as given in the police 

files. This trend is also apparent when comparing the dates of occurrence 

by type of crime for each interviewing method. It is interesting to 

note that crimes which were reported to the police as occurring in 

September produced the widest range of occurrence dates in the survey 

for both interviewing methods. Although a 12 month reference period of 

September to September was considered at one time to be a salient period 

because of the school year beginning, this in fact may not be true. 

Of the incidents in the personal interview sample, 54% of those reported 

in the survey were reported in the correct month. In the telephone 

Interviewing method, 55% were reported in the correct month. The accuracy 

of reporting varied by type of crime. For the personal interview, it 

ranged from 39% for vandalism to 65% for robbery. The telephone reporting 

ranged from 45% for vandalism to 71% for assault (including rape). 

Another indication of the accuracy of reporting Is the number of individuals 

who reported the incident within one month of the actual month of occurrence, 

that is, plus or minus one month of the month of occurrence. For the 

personal visit sample, this ranged from 58% for vandalism to 90% for 

break and enter, for an overall rate of 79%. For the telephone method, 

the range was from 65% for vandalism to 84% for motor vehicle theft, with 

an overall rate of 76%. 

It is apparent from the tables that the shorter the time interval between 

the Incident and the interview, the better is the accuracy of reporting 

the date of occurrence. It should also be noted that for both Inter

viewing methods, there was a slight net forward telescoping effect. 

That is, respondents were more likely to telescope an incident forward 

within the reference period than to report it as occurring prior to the 

date reported in the police files. 
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The second type of telescoping investigated in this pretest is forward 

telescoping, that is, the reporting of an incident which occurred prior 

to the reference period as occurring within the reference period. The 

following table provides both the number and percentage of those incidents 

incorrectly reported as occurring within the reference period when they 

had in fact occurred in 1975- It should be noted that if there was no 

forward telescoping, the hit rate for these cases would be zero. 

Table I: Hit Rate by Type of Crime: Telescope Subsample 

Type of Crime 

Personal 

Number % 

Telephone 

Number % 

All Crime 

Theft 

Assault (including rape) 

Break and Enter 

Robbery 

13 19.1 17 24,6 

4 

1 

5 

3 

23.5 

6,3 

21,7 

25.0 

7 

1 

4 

5 

31 .2 

7.7 

21,1 

33.3 

Of those persons selected from the police files for a crime occurring 

during 1975, 19% of those interviewed reported the incident in the survey 

during the personal interview whereas over the telephone, 25% reported 

the incident as occurring within the reference period. However, this 

represents a difference of only 4 cases between the two methods. 

For the personal interview, those reporting the incident ranged from 

6% for assault to 25% for robbery. Over the telephone the range was 

from 8% for assault to 33% for robbery. It would also appear that 

individuals are more likely to report the incident in the interview if 

the incident occurred close to the beginning of the reference period. 

It should also be noted that of the 30 incidents in either interviewing 

method, 10 were reported in the correct month but a year later than the 

actual year of occurrence. It may be possible to reduce this type of 

forward telescoping by emphasizing the reference period during the 

interview. 
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4.5 Unfounded Crimes 

An unfounded crime is an incident which is reported to the police but 

which the police subsequently decide did not, in fact, involve a crime. 

The purpose of selecting unfounded cases was to investigate their effect 

on future surveys. However, the completed interviews for the unfounded 

sample were very few (only 10 cases). No conclusions could be drawn 

about the effect of unfounded crimes from this small number of cases. 

'4.6 Evaluation of Questionnaire Design 

The information used to evaluate the effectiveness of the questionnaire 

was obtained during a thorough debriefing of the interviewers and Regional 

Office staff as well as from a number of interviews conducted by members 

of the project team. The discussion which follows outlines only the 

problems encountered concerning the format and concepts of the questionnaire. 

It should be noted that none of the problems were of a magnitude which 

interfered with the ability of the interviewer to complete an interview. 

The questionnaire and the basic concepts underlying its design proved 

to be very successful. Most of the problems encountered may be rectified 

without much difficulty. 

The questions in the screen questionniare which probe for incidents of 

crime are perhaps the most crucial in the two documents. We hoped to 

discover in the pretest which of the probes were effective in eliciting 

reports of incidents. Those that did not elicit reports could perhaps 

be dropped to relieve some respondent burden or else be replaced by 

probes that might be more effective. It became evident during the 

debriefing, however, that the interviewers had edited their document 

in such a way that there was no reliable information concerning the 

productivity of specific items. The interviewers stated that in many 

cases they had recorded the report of a crime in the screening question 

which they thought should have elicited a response. 
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The debriefing did, however, reveal some important problems concerning 

the probes. Both personal and telephone interviewers found certain 

sections repetitive due to their order and to the variations in meaning 

of the questions which were not always communicated to the respondents. 

However, this did not seem to prompt refusals by the respondents. An 

effort was made to rectify this by dropping some questions and re

ordering and rewording some others. 

The section of the questionnaire that presented the most problem for 

Interviewers was the questions concerning precautionary measures such 

as using burglar alarms, locking doors, or keeping lights on. It 

appeared that it was at this point during an interview that many 

respondents questioned the authenticity of the survey and sought some 

verification that. In fact, the Interviewer was from Statistics Canada. 

This was also the most likely place in the document for respondents to 

refuse individual questions. This seemed to be a problem almost exclusively 

for the telephone interviewers. The personal interviewers were equipped 

with identification cards which were shown to respondents prior to 

conducting the Interview. 

The only other section of the questionnaire which seemed to present 

problems was that concerning the demographic characteristics of 

respondents. Income, age, and labour force status were problematic 

for both telephone and personal interviewers. Again, there was a greater 

problem over the telephone. A contributing factor to the greater 

sensitivity of particular questions over the telephone was that there 

seemed to be a tendency for telephone interviewers to be affected more 

by an individual respondent's bad reaction. The interviewers then had, 

for subsequent interviews, a preconceived notion that particular questions 

would engender a bad reaction and therefore, through their own phrasing 

of the question, contributed to It. 
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Respondents who have been the victim of a crime a number of times during 

the reference period pose a particular problem for victimization surveys. 

The individuals fall into two broad categories. For some, the incidents 

occur with such frequency that they characterize their lifestyle rather 

than being salient events, for example, a security guard in a shopping 

plaza who is threatened daily or a person who is beaten by his or her 

spouse frequently. In the other category are individuals who have been 

the victims of many very minor incidents and who may be unable to dis

tinguish among them. 

Both these types of incidents present a similar problem since an 

individual may not be able to distinguish the details of all the 

incidents well enough to report them separately. Therefore, a definition 

must be developed for the interviewers to enable them to gather in

formation concerning the group of incidents. This situation is referred 

to as a 'series ' . 

In the Edmonton pretest, a group of incidents was defined as a series 

if it fulfilled the following requirements: 

1, the details of the incidents must be similar; 

2, there must be at least three incidents in a series; 

3, the respondent must be unable to recall details of 

the individual Incidents well enough to report them 

separately, 

It is apparent that some judgement is required of the interviewer in 

order to determine if a group of incidents should be defined as a series 

or if separate incident reports can be completed. 

It appeared that the interviewer training did not emphasize this definition 

as strictly as was necessary. Each interviewer interpreted the defini

tion differently and most of them misinterpreted its intent. For example. 
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some Interviewers defined any three crimes reported by an individual 

respondent as a series although they may have been very different 

events. 

It should be noted that the problem of series also has implications 

concerning the analysis of the data, particularly on the estimates of 

the frequency of crimes. There will be further discussion of the problem 

of series in the following section. 

As previously mentioned, there were very few refusals to continue with 

a crime incident report once the screen questionnaire had been completed. 

Lengthy interviews were conducted as a matter of course both over the 

telephone and in the personal interview situation. Interviews generally 

lasted 15-20 minutes for the screen questionnaire and 5-10 minutes for 

each crime incident report completed. Interviews of up to 1 1/2 hours 

duration involving as many as 10 crime incident reports were conducted 

with relative ease In both Interviewing methods. This was certainly due. 

In part, to the subject matter of the survey. It was also particularly 

important for telephone interviewers to be flexible in completing the 

Interviews. 

4.7 Classification 

One of the advantages of a victimization survey is the flexibility for 

classifying and describing Incidents. It is possible to approximate 

the U.C.R. classification by counting the most serious crime within the 

incident and assigning a single crime code or to describe the various 

elements which constitute the Incident. The strength of the survey lies 

in the more complete description. 

A single crime code can be assigned based on the answers to the items in 

the crime incident report. For example, to be classified as a robbery 

certain conditions must be present during the incident. First, there 

must have been something taken or an attempt made to take something and 
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second, there must have been a weapon present or an attack or threat of 

attack on the respondent. The classification is hierarchical with each 

incident being assigned a code based on criteria similar to the U.C.R. 

c1ass 1 float ion. 

The results of the Edmonton pretest were encouraging in that the infor

mation for classification was relatively simple to collect. There are 

some weaknesses to consider, however. For the crime of rape, and to a 

lesser degree the other crimes, the sensitivity of the Information makes 

it necessary to wait for the respondent to volunteer information and it 

is impossible to collect the detailed information which is available to 

the police for such incidents. 

A comparison of the police and survey classification illustrates some 

of the difficulties of a hierarchical classification of incidents. The 

survey classified a number of each of the other types of crime as break 

and enters. This does not necessarily mean that the incident reports 

did not contain the information necessary to be classified, for example, 

as a robbery or rape, but rather as a consequence of break and enters 

being classified before most other crimes, any incident which involved 

a break and enter would not be available for secondary classification. 

Of particular concern were the large number of motor vehicle thefts which 

are classified as simple thefts. The main reason for this appears to 

have been that the answer categories for coding the items stolen were 

insufficiently clear for interviewers. The category 'other motor 

vehicles' was intended for the coding of trucks, vans, motorcycles, 

etc. However, it appears that in many cases the interviewers specified 

the vehicle in the 'other (specify)' category. This was quite simply 

rectified by listing the categories on the questionnaire. 
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Those incidents which, due to insufficient information, cannot be classi

fied are also problematic. Each of these was reported to the police and 

during the survey as an incident but, due to errors or misinterpretation, 

key variables necessary for classification were not available. 

The comparison of survey and police classifications of incidents illus

trates some of the problems inherent in assigning a single crime code 

to each incident and emphasizes the advantages of event analysis. 

5. SUMMARY 

The Edmonton Reverse Record Check was the first stage in the development 

of a Canadian Victimization Survey. Due to the necessity of developing 

a cost-efficient methodology, the crucial concern was the comparison of 

personal and telephone interviewing techniques. As well, the pretest 

provided information relevant to the questionnaire design and operational 

procedures. The following discussion will deal with the major decisions 

made as a result of the pretest. 

Conventional wisdom with regard to telephone interviewing has been that 

long interviews are not possible. If this were true in all cases, it 

would preclude the possibility of conducting victimization surveys by 

telephone due to the necessity of collecting information on multiple 

victimizations. However, it was discovered during the Edmonton pretest 

that interviews of an hour or more were conducted with relative ease. 

Victimization surveys would appear to be more conducive to telephone 

interviewing than some other subject matters due to the interest of 

respondents in co-operating in a survey which may contribute to reducing 

crime rates. It is fortunate that those individuals who are subjected 

to the longest interviews are often the very respondents most interested 

in completing the survey because they have been victimized the greatest 

number of times. 
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The hit rate and response rate were other indicators which contributed 

to the final decision on telephone interviewing. The results show that 

for both these factors there were not significant differences between 

the telephone and personal interview techniques. Given these findings, 

it would appear that telephone interviewing is the preferable data 

collection method considering the savings in cost. 

The question of the effect of telescoping on a victimization survey has 

not been fully clarified. The degree of accuracy of reporting the date 

of occurrence within the reference period is acceptable based on the 

objectives. However, due to the underestimating of the mobility of the 

victims selected, the problem of forward telescoping remains unanswered. 

It would not be warranted to base any conclusion on the small number 

of cases that constituted this sample. The sample of unfounded incidents 

was also very small and it was difficult to assess their impact on a 

survey. A victimization survey asks the respondents to report any 

incident which they feel has involved a crime of the type being surveyed. 

If, at the time of the interview, the respondent considers that he/she 

has been a victim and reports it with sufficient detail to classify it, 

then it would be included in the survey. The interviewer does not 

investigate the event in the manner of the police but only records the 

details of the incident. The concept of unfounded crimes, although 

relevant, may not have a significant impact on a survey due to the in-

frequency of such events. 

During the course of the field work of the Edmonton Reverse Record Check, 

a considerable amount was learned about the operational problems involved 

in collecting victimization data. The importance of interviewer training 

to the outcome of the survey can not be stressed too much. Two full days 

of training were used and this proved to be insufficient for conveying 

all the procedures and concepts involved in such a complex survey. 

Improvements in training should have a positive effect on all aspects 

of the survey collection. 
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One of the most perplexing problems in collecting victimization data 

is the question of series victimizations. The operational aspect of the 

problem is to reduce the frequency of series reports. The fact that 

the concept exists is a temptation for interviewers to record any group 

of incidents which remotely fits the definition into this category in 

order to reduce the number of incident reports necessary. Making the 

definition too restrictive risks increasing the respondent burden. It 

remains to improve the training of interviewers and supervisors in the 

concept in order to minimize the misuse of the classification. Some 

change in the definition may make it possible to avoid misuse while 

reducing the frequency of series reports in some significant way. 

The problem of how to count series victimizations when they are reported 

is the other aspect of the problem. The fact that the respondent cannot 

remember details of the incidents in sufficient detail to report them 

separately indicates that the number of incidents may not be accurate. 

For example, an individual who reports that her husband beats her almost 

every day and estimates the total as 250 is obviously not giving an exact 

number. But excluding incidents of this type from the final estimates 

risks underestimating the number of incidents by a considerable degree. 

There seems to be no completely satisfactory method of dealing with this 

problem. 

The Edmonton Reverse Record Check answered the most important question 

by showing that it was feasible to conduct a victimization survey using 

telephone interviewing. However, inadequacies in the questionnaire 

showed the need for a number of alterations and, as well, the problem 

of telescoping was inadequately studied. It was, therefore, decided 

that a second pretest was necessary. An abbreviated discussion of the 

second reverse record check conducted in Hamilton is contained in the 

following sections. 
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6. HAMILTON REVERSE RECORD CHECK' 

The second pretest was conducted in Hamilton during February 1978 using 

only telephone interviewing. Once again, a reverse record check technique 

was employed to ensure that a sufficient number of victims was surveyed 

for each type of crime. The crimes sampled were assault, sexual assault, 

robbery, motor vehicle theft, break and enter, theft and vandalism. 

The objectives of the Hamilton survey were to test the ability of the 

questionnaire to elicit incidents, to investigate the effects of tele

scoping, and to test the revised field procedures. 

The results of the Edmonton survey indicated that several revisions 

could be made that might increase the overall reporting of incidents. 

Two changes in particular were considered important in improving the 

success of eliciting incidents. The 16 month time frame employed in 

Edmonton was considered not only awkward but too lengthy for good recall. 

The Hamilton survey was to have a 12 month reference period which coin

cided with the calendar year 1977, The screening items were also re

vised in an attempt to elicit more incidents, particularly those referring 

to the crimes with the lowest hit rates in the Edmonton study, 

6.1 Study Design 

With the co-operation of the Hami1ton-Wentworth Regional Police Force, 

2,862 individuals listed as victims of one of the seven crimes Included 

In the survey were selected from the offence reports in the police files. 

In contrast to Edmonton, a camouflage sample was not incorporated into 

the design of the Hamilton pretest. 

In order that the interviewing could begin in January 1978, it was 

necessary to conduct the actual selection in December. Therefore, only 

incidents occurring prior to December 1, 1977 were available for selection, 

The reference sample consisted of incidents of the selected crimes during 

the period January 1, 1977 to November 30, 1977. This time frame corres

ponded approximately to the reference period of the survey. A strati

fied simple random sample of incidents of break and enter, assault. 
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theft-motor vehicle, theft and vandalism was selected. For the crime 

categories of robbery and sexual assault, all incidents that were within 

the scope of the survey were selected. A total of 1,883 incidents was 

included in this sample. 

The telescope sample was chosen from incidents occurring between July 1, 

1976 and December 31. 1976. . In Edmonton, a very small number of success

ful interviews was completed with this subsample because non-interview 

rates had been underestimated. Therefore, a large number of incidents 

was included in this sample for the Hamilton pretest. As well, in 

Edmonton, only incidents of break and enter, assault, robbery and theft 

were included. All eligible cases of robbery and assault and a strati

fied simple random sample of incidents of break and enter, theft, theft-

motor vehicle, assault and vandalism were selected in Hamilton, for 

a total of 1,048 incidents. 

In summary, there was a total of 2,931 Incidents selected from the 

Hami1ton-Wentworth Regional Police offence reports. Fifty-seven indi

viduals were selected for two different incidents and six individuals 

were chosen for three incidents. 

6.2 Results 

An overall improvement in results was achieved in the Hamilton pretest, 

indicating that the methodology for conducting telephone victimization 

surveys was successful. No major problems were unearthed which necessi

tated further changes In the basic design of the survey. 

The hit rate improved significantly indicating that the changes in question

naire design and reference period were effective although there is no 

way to determine the degree to which they influenced this improvement. 

For incidents occurring during the reference period, the hit rate was 

71.8%, ranging from 55-7% for assault to 82.1^ for robbery. Overall 

this represented an increase of approximately 9% from the telephone sample 

of the Edmonton study. At this level, the hit rate would suggest that the 

methodology is successful and that future surveys are feasible. 
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Telescoping remains a difficult consideration. Overall, the reporting 

rate was 21.4% This is similar to the results of the Edmonton pretest. 

It is possible to drastically reduce the problems posed by telescoping; 

however, the solutions may not be congruent with the constraints of 

Canadian victimization surveys. Through bounding interviews in a panel 

design, the difficulty of forward telescoping can be almost entirely 

removed and shortening the reference period would reduce internal 

telescoping. These alternatives could be employed if an ongoing 

survey was anticipated but this is not the case. 

The amount of internal telescoping suggests that, given a year reference 

period, estimates for shorter periods may not be reliable. Again the 

effect of this can be minimized if it is remembered that the emphasis 

is evaluation and therefore it is the change in estimates that is 

crucial. It would be assumed that any telescoping would be constant 

over two or more unbounded surveys. 

The definition of a series was altered for the Hamilton pretest. The 

number of incidents required to constitute a series was increased from 

three to four. The attempt to reduce the number of series incidents 

reported was successful to a limited degree. However, it remains that 

certain individuals are victimized a number of times over a year and 

cannot report the incidents as distinct events. There are, in fact, 

several related theoretical and operational problems that must be considered, 

When estimating the incidence of crime, reports of series create a 

problem since it has not yet been determined how to count series reports. 

The very fact that they are dealt with differently is an admission that 

they are exceptions. The analysis is complicated by the fact that the 

individual's estimate of the number in the series is often a 'wild 

guess'. Equally important is the fact that only one incident form is 

completed for a series of incidents and although all the events in a 

series are similar, according to the definition, a summary description 

of the details of an event perhaps cannot be compared with the details 
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of the victimization reported by others in the survey. The analysis 

of risk and impact would be confounded by this situation. In this 

discussion no solutions have been suggested other than urging that 

every effort be made to reduce the number of series events reported by 

reducing those which involve interviewer errors. Series incidents will 

not disappear and although including them in some analysis such as com

paring the demographics of victims and non-victims in general terms may 

be acceptable, caution should be employed and it is perhaps advisable 

to deal with series events separately. 

As in Edmonton, it was possible to compare the police classification 

with the survey classification. There was a considerable overall in

crease in the number of incidents classified identically by the police 

and by the survey. A number of factors were responsible for this, 

most importantly the improvements in the questionnaire and the training 

of interviewers. The actual classification rules remained basically 

the same. Approximately 80% of the incidents had the same classification 

under both schemes. 

The percentage of incidents which the survey could not classify was re

duced In Hamilton. It is necessary to emphasize that while the comparison 

of police and survey classification is valuable for Identifying problems 

in questionnaire design, the more descriptive classifications which are 

possible will be more useful In analyzing the event In future surveys. 

During the Edmonton and Hamilton pretests, it became very obvious that an 

essential procedure for a successful victimization telephone survey was 

the verification of the authenticity of the survey by the local police 

department. Many respondents became wary when the questions concerning 

burglar alarms, locked doors and activity patterns were asked and cer

tainly this was with some justification. Respondents were given both the 

local Statistics Canada and police department telephone numbers if they 

questioned the survey. This happened with regularity and, although no 

estimate as to the exact number was available from the police, it was 
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obvious that hundreds of interviews would not have been completed without 

this procedure. The co-operation of the Edmonton City Policy Department 

and the Hami1ton-Wentworth Regional Police Department was essential to 

the success of the pretests during both the sample selection and the 

interview periods. 

7. CONCLUSIONS 

The overall objective of the pretests reported here was to produce a 

cost-efficient victimization survey methodology which would address 

the needs of researchers concerned with crime and Its effect on society 

and those directly involved in efforts to reduce crime. In order to 

identify and include within the questionnaire these information require

ments, consultation took place with representatives of law enforcement 

agencies, researchers and those experienced with victimization studies 

in the U.S. 

The methodological tests revealed that telephone interviewing was feasible. 

It was felt that an important factor in the success of the telephone was 

the police verifloat ion procedure. Personal interviewers, equipped with 

Statistics Canada I.D. cards, do not contend with respondents questioning 

their legitimacy, whereas this is a considerable problem for the telephone 

interviewers. The subject matter of the survey tends to reinforce the 

uncertainty of some respondents contacted by telephone. 

The following guidelines were formed as the result of the two pretests 

and would be recommended for future surveys: 

(1) the police number should be one listed in the telephone directory; 

(2) all calls should be handled consistently at a centralized 

location within the police department; 

(3) calls must be answered at all hours of the day; 

(4) the police should not be expected to justify the survey but 

strictly verify its authenticity. 
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An obvious omission from this discussion is reference to a sampling frame 

for future surveys. Two avenues which have been investigated are the 

use of a random digit dialing technique and telephone company listings. 

Random digit dialing has been researched in the U.S. with very satis

factory results. Telephone company listings, if available, may also be 

an excellent frame. They contain, on computer file, all subscribers who 

would typically be included in a telephone directory as well as non-

published numbers. An advantage of the telephone listings is that it 

allows for the exclusion of business subscribers, therefore drastically 

reducing the number of non-productive calls. It is also updated frequently 

thus avoiding a number of pit-falls normally associated with employing a 

telephone directory as a sampling frame. 

It will be necessary for future surveys to deal with telephone sampling 

on an ad hoc basis given the population to be studied, the geographic 

area to be covered and other idiosyncrasies of a specific survey. 

The final stage in the development of a tested and documented Canadian 

Victimization Survey was a pilot survey producing data related to the 

original objectives of the research. During January and February 1979, 

a full-scale survey was conducted in Vancouver. The data resulting from 

that survey are presently being analyzed. 
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RESUME 

Le present article expose la methodologie et 1'analyse de 
deux principaux essais preliminaires afin de comparer 
I'efficacite de differentes methodes d'interview et 
d'evaluer la possibilite de recueillir des donnees repondant 
aux exigences de 1'enquete sur les victimes d'actes criminels. 
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A PERSONAL VIEW OF HOT DECK IMPUTATION PROCEDURES^ 

Innis G. Sande^ 

A Hot Deck imputation procedure is defined to be one where an 
incomplete response is completed by using values from one or 
more other records on the same file and the choice of these 
records varies with the record requiring imputation. 

General approaches to Hot Deck imputation are outlined, with 
emphasis on the interaction between the edit constraints and 
the imputation procedures. Distance functions can be con
structed on a mixture of categorical and numeric fields, can 
be modified to take account of the relative importance of 
fields and can discriminate against less desirable donors. 
Matching fields may be correlated with missing fields, may 
be linked with missing fields by edits or may be natural 
stratification variables; but increasing the number of matching 
fields does not necessarily result in a better match. It is 
important to audit the imputation process and to summarize 
its performance. 

Hot Deck procedures should be evaluated to study the bias and 
reliability of the estimates, donor usage and frequency of im
putation failure in terms of a variety of conditions of the 
data and variations of the imputation procedure. It appears 
that the only generally available approach to evaluation is 
by simulation. 

1. INTRODUCTION 

There is a growing awareness of the use of imputation in the preparation 

of data files. As the files get larger, the need for automatic im

putation becomes essential. 

^ Adapted from a paper presented to the Symposium on Incomplete Data, 
Washington, D.C, August 1979. 

2 Innis G. Sande, Business Survey Methods Division, Statistics Canada, 
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Methods of imputation vary considerably, ranging from the use of 

default values to the development of complex models. One class of 

imputation procedures is the so-called Hot Deck type, in which an 

incomplete response is completed by using values from one or more 

other records on the same file and the choice of these records varies 

with the record requiring imputation. 

This paper describes the author's perception of Hot Deck procedures 

as a solution to the Imputation problem. This necessitates first 

discussing her perception of the imputation problem, since a different 

viewpoint could very well result in a different assessment. 

2. GENERAL OBSERVATIONS ABOUT IMPUTATION 

Imputation is the process of estimating individual values in a data 

set. It is a direct generalization of the "missing observation" 

problem in Analysis of Variance and the "Incomplete Data" problem 

in Multivariate Analysis. Solutions of these two problems typically 

make use of very specific model assumptions about the data. 

The need for imputation arises in two ways: 

(1) a record (multivariate observation for a single case) 

contains one or more missing values because the data is 

unavailable; or 

(ii) a record is inconsistent, i.e. its values do not satisfy 

natural or reasonable constraints (edits) and one or more 

values are designated for change (and are, therefore, 

artificially "missing"). 





240 

One may reasonably ask: why impute at all? Would it not be preferable 

to leave the data incomplete and analyze what remains, tabulating the 

missing values as "unknown"? Surely, imputation is a process of 

delusion, giving the impression that the data are In better shape than 

they actually are. 

There is much to be said for this argument. Imputation, by whatever 

method, can add no new information to the data (except, possibly, 

when auxiliary data are available). If badly done, it may result in 

serious misrepresentation of facts. However, there seem to be at 

least two cases where imputation is useful: 

(i) imputation of a very small proportion of values, so small 

and by such a method that no discernible distortion of the 

data could result, may make the data set much easier to 

handle, e.g. the imputation of a few points In a time 

series of equally spaced observations; or 

(ii) imputation where the end products are tabulations at 

arbitrary levels of aggregation. 

Case (ii) is the one familiar to survey takers in particular. Including 

"unknowns" in all tables is usually thought to be untidy and deleting 

these cases produces inconsistent tables (the totals or marginal 

distributions vary). In addition, where a record consists of a fairly 

large number of fields, one has the feeling that some information 

about the missing or questionable values is contained in the portion 

that is good. 

It is not the function of this paper to discuss all methods of Im

putation; but we note some of the common elements of imputation 

procedures. 
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(a) There is a close relationship between editing and imputation. 

If a record fails an edit, it is not always obvious which 

fields are faulty; yet some basis for deciding which fields 

to change must be established. (We are assuming that all 

possible cleaning up, by means of reference to original records 

or respondents, has been done). Complex edits make life 

exceedingly hard. In deciding both which fields to impute and 

how to impute missing or questionable fields (see [5]). This 

problem Is frequently Ignored in theoretical work on missing 

data. 

(b) The marginal and joint distributions of responses are almost 

certainly different from those of the underlying population. 

In the case of numeric data, such distributions are unlikely 

to be normal. Moreover, transformations to normality (or just 

to less pronounced skewness) usually result In transformations 

of the edits which make them more difficult to deal with. 

(c) The pattern of missing fields varies from record to record. 

In an n field record (excluding the identifiers) there are 

2 possible patterns of fields to Impute. The edit procedures 

may reduce this number of possibilities In practice. If only 

to simplify Imputation. 

(d) The imputer does not have a great deal of time to fiddle with 

the data after they come in. In fact, he often has tight 

deadlines. He may have little, if any, test data to work on 

before the data collection begins. 

(e) Imputation, by any method, does not solve any specific 

estimation problem more satisfactorily than the usual 

analytical estimation techniques. That is. In order to 

estimate a particular quantity, 0, one can only use such 
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data as there are and a relevant model. However, imputation 

does "solve" the problem of being able to produce, very easily 

and in a consistent way, estimates of any population parameters 

(arbitrary totals, means, proportions, etc.), even those the 

survey was not designed to estimate, although possibly with no 

guaranteed precision. 

What the imputer wants, therefore, is a procedure which 

(i) will impute plausibly and consistently provided only 

that the non-missing data satisfied the edits; 

(ii) will preserve the underlying distributions in the data, 

or at least reduce the bias in the responses, and pre

serve the relationships between fields as far as possible; 

(ill) will work for (almost) any pattern of missing fields; and 

(iv) can be set up ahead of time. 

Particular techniques of imputation may vary in their dependence on 

particular models and their ability to stabilize estimates, reduce 

bias (relative to standard estimation techniques) or preserve the 

relationships between the variables. 

3. HOT DECK PROCEDURES 

We will define a Hot Deck imputation procedure to be one where an 

incomplete response is completed by using values from one or more 

other records on the same file (i.e. from the same survey) and the 

choice of these records varies with the record requiring imputation. 
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Thus, simply inserting the stratum mean of the good data in the missing 

field is not a Hot Deck procedure because the choice of the records 

used in the mean is independent of the record requiring imputation. 

All imputations of the same field in that stratum would be the same. 

Choosing a "good" record, (the donor) which resembles the "bad" record 

(the recipient) and using the donor to supply the values of the fields 

missing in the recipient, is a Hot Deck procedure. 

As a simple example of a Hot Deck procedure, consider the case of 

a record consisting entirely of categorical data. An incomplete 

record requiring imputation in one or more fields is matched to a 

collection of complete records in the file (the Hot Deck) which have 

identical values in the remaining fields. One of these complete records 

is chosen at random and is used to donate the values of the missing 

fields to the incomplete record. 

To formalize the above description somewhat, suppose the n fields of 

the record are X,,...,X . The recipient record lacks X.,..,X., but 

has values for X .,,..,X . The recipient record before imputation 

will then be x„ = (,,, x,., , ..., x ) , where the blanks stand for fR 1+1 ' n 

unknown v 

t he fo rm 

unknown values. Now a collection, C(x ) , of complete records of 
^ K 

is identified and one is chosen at random, say 

I I 

Xp = (x^, ..., X|, X|^^ , ..., x^). 

This is the donor record. The completed recipient is then x„ = x̂ ,. 
f f -R ~D 
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It Is easy to see that such a procedure would produce consistent im

putations, would tend to preserve underlying distributions and to 

reduce response bias in fields where response is relatively poor. It 

would work in any situation and could be set up in advance. 

In reality, the operation does not work quite as smoothly because 

(i) there are computational problems, and (ii) there are no exact 

matches in some cases. 

The computational problems are mainly ones of sheer size: for a 

record with a moderate number of fields, the number of possible Hot 

Decks which would have to be identified is very large. In practice, 

compromises have to be made In order to reduce the potential number 

of the decks. This is usually done by matching on fewer fields and/or 

Imputing for one or a group of fields at a time. This means that a 

particularly scanty record may receive data from several donors, and 

also that successive imputations may result in a record which fails one 

or more edits. To avoid the latter situation, various ad hoc proce

dures may be employed along the way. 

There seem to be two main types of Hot Deck for categorical data 

which we will call sequential and random choice. 

In the sequential procedure (used by the U.S, Census of Population 

and Current Population Survey, [9], [10], [12], [14], the data are 

processed one record at a time. A field A (or group of fields) is 

imputed by defining a cross-classification of several other related 

fields (B, C, D, ..) on which a match is to be made. For each cell 

in this classification, that value of A is retained which occurred in 

the last record processed with the corresponding values of B, C, D, ,,. 

Thus, as the file is processed, the values in the individual cells 

of the (B, C, D,..) matrix change. When a record which lacks a value 

of A occurs, it receives the value currently in the cell of the matrix 
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which matches its own values of B, C, D,.,. If two such records 

(lacking a value of A, but with the same values of B, C, D, ..,) occur 

consecutively, the same value of A will be imputed in each case, since 

no records will have been processed which could cause the value to 

change. The matching fields (and therefore the imputation matrix) 

vary with the fields to be imputed. In those cases where imputation 

of a single field might result in an edit failure after imputation, 

a set of related fields is deleted and imputed together. One other 

obvious problem with the sequential procedure is that each imputation 

matrix must be initialized. 

In the random choice procedure, a single current donor matrix is not 

maintained, but a record is chosen at random from a deck with suitable 

characteristics. The choice of matching fields in both sequential and 

random choice procedures must be made considering likely major sources 

of variation and the number of eligible records available in each cell 

for donation. We return to the problem of matching, in the next section. 

In the random choice procedure used by the Canadian Census ([7]), 

matching is done on those fields linked to the missing fields by edit 

constraints, as well as fields correlated with the missing fields. 

This could result in a very large number of matching fields; but those 

fields are eliminated which do not restrict the value of the field 

to be imputed given the values of the data present. The procedure 

first attempts to impute all missing fields using a single donor.. 

If this fails, a field-by-field Hot Deck imputation is tried. 

These Hot Deck procedures involve mainly categorical data. It is 

easy to see that if a single numeric (quantitative) field or a whole 

group of such fields has to be imputed by matching on categorical 

fields, these systems will still work. Trouble starts when there are 

several quantitative fields linked by edit constraints, or matching 

has to be done on quantitative fields, or both. The matching problem 
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can occasionally be dealt with by splitting the range of the variable 

(e.g. age) into intervals and coding the intervals; but if several 

variables are involved, one may find that the data are unevenly dis

tributed through the grid. 

It appears that numeric Hot Decks are not as common as categorical. 

In [9], a sequential procedure is described for imputing income data; 

but note that all income fields are imputed even if only some of them 

are missing. The reluctance o use numeric Hot Decks seems to be due 

in large part to the difficulties of coping with the edit structure. 

Furthermore, for certain single-field Hot Decks, it is known that 

estimates based on imputed data are more variable than those based on 

weight-adjusted data ([l]). This is because the Hot Deck contains 

extreme-value as well as central-value records. Funny records are 

bad enough when they are real - they are no joke when they are imputed. 

Conceptually, a numeric Hot Deck requires a distance function to be 

defined between records on the matching fields since an exact match 

In numeric fields is unlikely. This function need not be a metric -

it need not even be symmetric in the recipient and donor records. 

The Hot Deck consists of all "good" (I.e. complete In all the relevant 

fields) records. For a particular recipient, a donor (or "good") 

record in its neighbourhood is identified and the missing fields of 

the recipient record are supplied by transformation of the corresponding 

fields of the donor. In one implementation at Statistics Canada [11], 

the nearest m complete records to a particular recipient are identified. 

This requires an efficient search algorithm. An attempt to complete 

the deficient record using fields from one of its m neighbours is 

made, taking the complete records in order of nearness. The donation 

is successful when the completed record passes the edits. If none 

of the m neighbours will do the job, the imputation fails and further 

processing is required. 
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When implementing this type of system, it is advisable to consider 

judicious transformations of the data both for matching and for im

putation (the transformations appropriate to each function need not 

be the same). The distributions of some numeric data become very 

attenuated in the tails, so that "nearness" in the untransformed data 

changes in different regions. It Is also sometimes possible to 

transform the data in such a way which both conforms with the edits 

and facilitates a correct imputation. For example, if an edit is 

A + B + C < E, then division by E transforms the edit to P, + PQ + 
- A D 

P_ < 1 and instead of A, B, C, E as data, we have P., P , P„, E as data. 

The distance function may now be defined on some transformation of 

P P P E 
A' B' C 

In one implementation of a mixed numeric and categorical Hot Deck, one 

nearest neighbour was Identified and a set of estimates of the missing 

fields was specified depending on the values of fields In both recipient 

and donor records so as to force a consistent imputation. Thus, for 

example, if the field A was missing In the recipient, the Imputation 

might be 

where B is a field or set of fields present in both recipient and donor 

and the subscripts D and R signify donor and recipient fields respectively 

([2]). 

In order to reduce the variability of the numeric Hot Deck Imputation, 

the device of averaging over neighbours (or successive records in a 

sequential system) has been suggested and used. This will work for 

single numeric field Imputation and will stabilize the final estimates. 

However, where several numeric fields are being imputed, an averaged 

record will not necessarily satisfy the edits. In general, mixed 

numeric and categorical procedures, there is no way to average cate

gorical data. 
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In some cases auxiliary variables are present for all data. If they 

are categorical variables only, they may simplify the Hot Deck proce

dure by guaranteeing minimal matching. If they include numerical 

variables which are correlated with the survey fields subject to 

imputation, they can be effectively used as the total basis for 

matching, making the search procedure much simpler. In such cases, 

one may argue that it would be better to use a ratio estimate rather 

than impute missing data; but ratio estimates (like weight-adjusted 

estimates) are not additive and it appears ([2]) that a suitable 

imputation procedure could be less biased than the ratio estimate 

while (more or less) preserving the variance. 

For large scale imputation (imputation of large numbers of entire 

survey records) good auxiliary variables, possibly from administrative 

sources, are essential and the process can be thought of as transforming 

auxiliary data into survey data (e.g. [2]). 

4. SPECIAL PROBLEMS 

4.1 Distance Functions 

One of the myths about numeric Hot Decks seems to be that choice of 

the distance function is critical. In fact, judging from the experience 

with experimental systems at Statistics Canada, the performance of 

the Hot Deck is not particularly sensitive to the form of the distance 

function, once the variables have been transformed and rescaled. 

However, some distance functions are easier to deal with than others, 

a particularly attractive one being, after transforming to uniform 

marg inals: 

d (i ,j) = Sup |x - X I 
k ^ -" 
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where I and j index the records. If one of the variables is more 

important than another, one can incorporate this by weighting them 

d (i ,j) = Sup W|̂  l^ik " '̂ jk' • 

Categorical data can be incorporated by defining suitable resemblance 

functions between the classes of a categorical variable. For example, 

if variable A takes values A.,...,A , then 

R(A,̂ , A^) = 0 

and '̂ (̂ L.' ^Q) ^ ^ '*^ \ "̂*̂  ^Z "̂"̂  compatible, 

= 1 0 if they are not. 

One can now define, where A. is the value of A taken by the Ith record, 

d^ (i,j) = Sup (A., A.). 
A ^ 

The numeric and categorical distance functions can then be combined, e.g. 

D (i,j) = d*̂  (i,j) .(1 + d^ (l,j)). 

Obviously, there are many ways to play this game. 

If one has reservations about the jth observation, one can inflate 

any distance which incorporates It, and so render it less preferable 

than other nearby observations: 

d (i ,j) = d (I ,j) (1 + h.) , where 
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d (i,j) is any measure of a distance and h. Is presumably zero for 

most observations k. In particular, in a matching or random choice 

situation, when i is the recipient and j the donor record, h. may 

be a function of the number of times j has already been used as a 

donor. This has the effect of spreading the donor usage around and 

avoiding the over-use of a particular donor. Whether this is an 

advantageous procedure is open to question. If response is poor in 

some region (so that donors are rare), does one necessarily want to 

impute using donors in a nearby region where the response is good, 

but the characteristics of the response may be different? Repeated 

uso'Of a particular donor will inflate the variance; but equalizing 

donor usage may result in bias. The main reason for limiting donor 

usage may be the pacification of nervous clients. 

4.2 Choosing the Matching Fields 

When a record fails an edit which involves several fields, it is not 

always obvious which fields are in error. If several edits involving 

common fields are failed, there are some intuitive grounds for casting 

suspicion on one or more of the common fields. Depending on the 

circumstances, one may believe that certain fields are more prone to 

error than others. The decision about which fields to impute is an 

editing decision which has little to do with the method of imputation, 

except insofar as it facilitates the imputation, and we will not deal 

with it here. 

The question we do address is: given that the decision has already 

been made as to which fields are missing (to be imputed), which of the 

remaining fields are used for matching? The natural candidates seem 

to be (i) fields correlated with missing fields, to ensure a good impu

tation, (ii) fields linked by edits to the missing fields, to avoid edit 

failure after imputation, and (ill) natural stratification variables 

employed in the survey design, which may influence the missing data 

as in (i) . 
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In the case of a record with many variables (such as the Census of 

Population), the collection of all reasonable fields may be so large 

that implementation is difficult and there is no guarantee of a match. 

In the case of a mixed categorical and numeric match, an exact match 

on the categorical variables may force a poor match on the numeric 

variables. 

Increasing the number of matching variables may not result in a 

better match. One should give some hard thought to what compromises 

are acceptable in terms of grouping classes (so that, for example, a 

recipient in industry I may be imputed from a donor in a compatible 

industry J) and eliminating variables so that a donor pool of suitable 

s ize is avallable. 

A closely related observation is that it is often not possible or even 

desirable to do all imputation in a single pass (so that each recipient 

requires only one donor). The number of complete records (potential 

donors) may be relatively few so that matches would be poor, no use 

would be made of information in partially complete records and the 

same donors could be used repeatedly. The matching variables and 

distance functions appropriate for imputing some variables may not 

be suitable for imputing others. The imputation is therefore broken 

up into several stages, with certain sets of fields being imputed at 

each stage. Different records would be available as potential donors 

at each stage since they would only be required to be complete in the 

current matching and imputation fields. A result of this approach 

is that several donors may be involved in completing a deficient 

record. On the other hand, imputed fields can be used in matching and 

donation in succeeding stages. 





252 

4. 3 Audi ting 

Some effort should be made to keep track of what the imputation process 

is doing. At the end of the process, one would like to know: 

a) How many times a particular record has been used as a donor 

in a particular stage. 

b) How many attempts had been made to achieve a successful im

putation for a particular deficient record (this would not 

apply to some procedures). 

c) Which donors contributed what fields to which recipients. 

This is important in tracing the sources of peculiar imputations. 

By analyzing the transfer of information from particular donors 

to specific recipients, one may trace and remedy problems in the 

imputation procedures. Remedies may consist of changing the 

matching variables, the method of estimating missing fields or 

the definition of a possible donor by excluding those which 

appear to be outliers although they might be acceptable records, 

d) If the imputation of a field is conditional on the values of 

other fields (in either the recipient or the donor) which con

dition prevailed at the time of imputation, 

e) The value of the distance function at each donation, A relatively 

large value could signal a problem. 

Useful summaries of the run are: 

1) the number of records eligible as donors, 

ii) the number of records requiring imputation, 

iii) the number of records eligible neither as donors nor as 

reelpients, 

iv) a frequency distribution of the number of times each donor 

was used over all donors (see (a) above). 
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v) a frequency distribution of the number of attempts to achieve 

a successful donation over all recipients (see (b) above), 

vi) frequencies of the condition flags (see (d) above), 

vii) a listing of all records for which imputation failed, and 

viii) a distribution of the value of the distance function (see 

(e) above), 

Distributions should be for records in fairly homogeneous strata, 

5. EVALUATION OF HOT DECKS 

An imputer with a new and shiny Hot Deck system naturally wants to 

know how good it is, and so do the users of the data which the Hot 

Deck produces. Some of the questions which arise are: how are 

i) the bias and reliability of the principal estimates, 

ii) donor usage, (the distribution of the frequency with which 

records are used as donors), and 

iii) the frequency of imputation failure, 

affected by 

i) the size of the data set, 

i) the frequency of missing data, 

III) "non-response" bias (where the non-response may be caused 

by deletion of fields due to edit failure), 

iv) the underlying distributions of the data, 

v) the choice of matching fields, 

vi) the distance function, and 

vii) the particular parameters of the imputation procedure? 
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A little theoretical work in very restricted situations has been done 

on reliability and bias ([1], [12]). Part of the difficulty in ex

tending theoretical work lies in the edit structures and part in the 

sources of variation. Given the sample, numerical matching procedures 

are generally deterministic. Sequential procedures depend on the 

ordering of the file which is seldom completely random. 

It appears then that the only generally available approach to evaluation 

is by simulation, using either real or artificial data. Real data, 

presumably culled from the good records of previous surveys, have the 

advantage of being realistic. On the other hand, fake data, produced 

by some modelling process, are subject to more manipulation so that 

one can vary distributions of and relationships between variables. 

In either case, fields are designated as missing by some random process 

which can be replicated and the variation over these replications is 

observed and analyzed ([2], [6]). 

In addition, several empirical studies have been carried out comparing 

Hot Deck and other procedures with respect to estimation and costs 

([1], [2], [3], [4], [8]). 

6. THE LAST WORD 

In this paper we have attempted to outline what we believe to be the 

general approaches to Hot Deck imputation, with emphasis on the 

interaction between the edit constraints and the imputation procedure. 

As a method of imputation. Hot Deck has some attractive features 

in comparison with its competitors, not the least of which is that no 

strong model assumptions need be made in order to estimate the in

dividual values. The Hot Deck procedure can be viewed as a sort of 

non parametric regression. Although there may be an increase in the 

variability of some estimates (depending on the Hot Deck methodology), 

it does appear that there is a reduction in non-response bias due to 

partial responses or where auxiliary information is available, at 

least under normal survey conditions. 
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There are also many problems associated with Hot Deck procedures, 

mainly involving accommodation of the edit structure or constraints 

on the data, and we have tried to discuss these (or rather, those we 

are aware of) in a general way. 

We have not attempted any discussion of the implementation of these 

procedures, because as far as we know, the Implementation tends to 

be tailored to the application and, in any case, we would be well 

out of our depth in pretending any knowledge. 

We know of no example of a "pure" Hot Deck being used on data of any 

great complexity. Hot Deck systems appear to be used in conjunction 

wi;th other imputation methodologies (such as Cold Deck) in order to 

achieve consistency and reasonable efficiency. 

No generalized Hot Deck system has been developed. The CANEDIT 

system ([7]) is an attempt at one for categorical data; but it has 

limitations. A generalized numerical Hot Deck system is being developed 

at Statistics Canada, which deals with linear edits only ([11]). Both 

these systems involve both edit and imputation phases, using the edit 

phase to decide which fields to impute on the basis that as few fields 

as possible should be changed. A generalized, integrated numerical 

and categorical data edit and imputation system is seen as being 

feasible, although there are formidable mathematical and algorithmic 

problems involved. 

RESUME 

La methode d'imputation dite du 'hot deck' est celle ou I'on 
complete une reponse incomplete avec des donnees provenant 
d'un ou de plusieurs autres dossiers du meme fichier; le 
choix de ces dossiers varie selon le dossier :devant faire 
I'objet d'une imputation. 
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Le document decrit la methode generale du 'hot deck', en 
insistant sur 1'interaction entre les contraintes de veri
fication et les procedures d'imputation. A partir d'une 
combinaison de zones categoriques et numeriques, il est 
possible de construire des fonctions de distance, de les 
modifier de maniere a tenir compte de 1'importance relative 
des zones et de defavoriser des donneurs peu desirables. 
Des zones correspondantes peuvent etre correlees avec des 
zones manquantes, raccordees a des zones manquantes par veri
fication ou peuvent etre des variables naturelles de strati
fication; cependant, le fait d'augmenter le nombre de zones 
correspondantes ne donne pas necessairement un meilleur 
appariement. II importe de controler 1'imputation et de 
resumer sa performance. 

II faut evaluer la methode dite du 'hot deck' pour etudier 
le biais et la fiabilite des estimations, de 1'utilisation 
des donneurs et de la frequence de I'echec de 1'imputation 
dans diverses conditions des donnees et la variation de la 
procedure d'imputation. II semble que la simulation soit 
la seule approche d'evaluation qui soit generalement disponible. 
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