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COST MODELS FOR OPTIMUM ALLOCATION 

IN MULTI-STAGE SAMPLING 

William D. Kalsbeek, Ophelia M. Mendoza 

and 

David V. Budescu 

Cost models to determine an optimum allocation of the sample among 
stages in cluster samples are considered. Results from a proposed 
cost model, which directly considers the implications of follow-up 
visits to sample clusters as well as other travel to and from the 
field by data collectors, are compared with results from existing 
cost models. The proposed model generally calls for fewer clusters 
with more elements selected per cluster than the existing models. 

1. INTRODUCTION 

One of the first issues in designing a multi-staqe cluster sample is how to 

best allocate the sample among stages. In a two-stage design this amounts to 

deciding on the number of clusters to be selected in the first stage of 

sampling and the average sample size among selected clusters in the second 

stage. One normally wishes to choose that allocation of the sample among 

individual stages which will yield the best possible precision of estimates 

for the amount of funds available to conduct the survey. In the sequel, we 

will refer to this issue as the problem of determining an "optimum stage 

allocation". 

The theory of optimum stage allocation requires both a variance and a cost 

model. The variance model is a mathematical formula for the precision of a 

survey estimator, written as a function of the sample sizes in each stage and 

certain measures of the components of unit variance attributable to each 

stage. Similarly, the cost model is a mathematical formula for the total cost 

^ William D. Kalsbeek and Ophelia M. Mendoza, Department of Biostatistics, 
University of North Carolina at Chapel Hill, and David V. Budescu, 
Department of Psychology, University of Haifa. 
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of conducting the survey, expressed as a function of the same stage-specific 

sample sizes but also various per-unit costs for each stage of the sampling 

design. 

Variance models for many common multi-stage sampling designs have been produ

ced, when the objective of the survey is to estimate the population means per 

element (see, for example, Hansen, Hurwitz, and Madow, 1953, and Cochran, 

1977). Furthermore, important parameters of these variance models are readily 

estimable and can often be obtained from published reports. For example, 

Kish, Groves, and Krotki (1976) present estimates of one such parameter, the 

intraclass correlation coefficient for several national fertility surveys. 

The variance model used in this paper is a simple but common one. Suppose 

that the sample is selected in two stages from a population consisting of 

egual-sized clusters. If simple random sampling (with replacement) is used to 

first select a sample of n clusters and next a sample of m elementary units 

within selected clusters, then the variance of the estimated population mean 

per element y is simply 

Var(y) = a\^ + p(m - 1)]/nm, (1.1) 

2 

where p is the intraclass correlation and a is the variance among all elemen

tary units in the population. The result of (1.1) may also serve as a reason

able approximation even when clusters are of unequal size and selection proce

dures other than simple random sampling are used (see Kish 1965, Section 

5.4). In this case we may view m as the average within-cluster sample size. 

The development of reasonable cost models has received relatively little 

attention in the survey literature despite the fact that existing models 

contain parameters of survey cost which, though clearly defined, are difficult 

to compute. One such parameter, is the cost of adding a cluster to the 

sample. Computing a reasonable measure of this per-unit cost is complicated 

by the difficulty in determining the impact of data collector travel which 

depends on such things as the size of the area being covered, the number of 
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clusters assigned to each data collector, and the pattern of travel followed 

by the data collector in completing the survey. Some consolation can be 

derived from the known robustness of optimum stage allocation when imperfect 

cost measures are used (see Kish, 1976), although nontrivial departures from 

the best attainable precision may result when severely misinterpreted cost 

measures are used. 

Two well known cost models have been applied to the survey setting in which 

data collection required a visit to each cluster by a data collector (or in 

some surveys a team of data collectors). We call the first of these models 

the simple model in which total non-overhead costs can be expressed as 

c[,~^ = nC^~^ + nmC^^\ (1.2) 

(S) (S) 
where C_~ is the total nonoverhead cost, C.~ is the average cost of adding a 

(S) 
cluster to the sample, and C ~ is the average cost of adding an elementary 

unit to the sample. The simple model, combined with the variance model of 

(1.1), yields (see Cochran 1977, Section 10.6) 

m(^, = (il£)!L_ (1.3) 

^2 

as the optimum value of m. 

The costs of travel during data collection often contribute significantly to 

total survey costs. Data collector travel and accompanying costs may be con

sidered to be of two types. The first is between-cluster travel which refers 

to movement among clusters during a data collection trip. The second is posi

tioning travel which refers to travel to the first cluster visited from the 

data collector's home base and then back to the home base from the last clus

ter visited during the data collection trip. The importance of the second 

cost model, suggested by Hansen, Hurwitz, and Madow (1953) and called the HHM 

Model here, is that it isolates between-cluster cost from the rest of the sur

vey's total nonoverhead costs. This is done by assuming that the n clusters 
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are uniformly arranged in a rectangular geographic area of size A and that 

associated with each unit of distance travelled is a unit cost (U) consisting 

of two components: the mileage allowed for travel (e.g., in dollars per mile) 

and the ratio of hourly wages to the average rate of travel (e.g., in miles 

per hour). 

In many surveys, data collection may require multiple visits to sample clus

ters. We incorporate the concept of follow-up visits into the HHM model by 

assuming the data collection is completed in H phases with np ~ clusters be

ing visited in the h-th phase; 0 < p < 1. The cost of cluster follow-up is 

determined for the HHM model by summing the between-cluster travel cost over 

all phases. The HHM model as adapted here thereby takes the form, 

Ĉ ii) = nC^ti) . nmC^ii) . n^ti) (1.4) 

(H) - H/2 A 
where C),~ = UA^ (1 - p )/(1 - p^) is the cost parameter of the term isola
ting the cost of between-cluster travel with follow-up visits considered. The 

(H) (H^ 
cost of adding a cluster (C!j~'̂ ) and the cost of adding an element (C^~0 in 

the HHM model include positioning travel cost but exclude all remaining 

between-cluster travel costs which are covered by the term, n^C^~ . The new 

HHM model, combined with.the variance model once again, yields (see Hansen, 

et al., 1953, Vol. II, Section 6.11) 

C\^^ + cJiiV(2n^) Y 
XHT -i^l-l'-^^- ^ ^1-5) 
C ~' 
^2 

which must be solved iteratively to determine the optimum value of m. 

The intent of this paper is to extend the thinking about cost models used for 

optimum stage allocation and to produce a new model which more explicitly re

flects actual survey costs. In so doing, we develop a cost model which: (1) 

isolates the increasingly important component of total survey costs due to 

data collector travel, (2) can easily accommodate follow-up visits to clus-
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ters, and (3) can be expressed as a relatively simple function of a number of 

readily interpretable measures. 

2. PROPOSED MODEL 

The cost model discussed in this section isolates from other survey costs the 

cost of both between-cluster and positioning travel for data collectors. This 

is contrasted by the HHM model where only between-cluster travel costs are 

isolated and by the simple model where isolation of travel costs does not 

occur at all. The proposed model can therefore be viewed as an attempt to 

avoid the difficulty in existing models of having to allocate unisolated tra

vel costs among other per-unit costs, e.g., in the simple model data collector 

(S) (S) 
travel costs must be appropriated to C}~ and Ci~ . As with the HHM model, 

assumptions made for the proposed model regarding the location of clusters and 

the route of between-cluster travel are needed to express the survey's total 

travel cost as a function of n. 

We shall see that assumptions concerning the spatial arrangement of clusters 

and travel by the data collectors are kept simple and admittedly somewhat 

naive. Less restrictive and presumably more realistic assumptions could be 

made, but the effect would be to add prohibitive complexity to the problem. 

We shall also see that the assumptions made in developing the proposed model 

allow one to express survey costs in terms of simple, well-known parameters of 

a survey operation. Thus, optimum stage allocation using the proposed model 

can be determined by specifying several easily understood measures character

izing a survey protocol. 

2.1 Spatial Configuration of Sample Clusters 

We now describe the spatial configuration of sample clusters as assumed for 

the proposed cost model and illustrated in Figure A. The object of the as

sumed configuration is for the uniformly scattered clusters to be arranged so 

that distances for reasonable travel routes can be expressed simply as a 
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function of several readily obtained parameters. One assumes that the 

expressions will hold true for all possible parameter values. 

Suppose that we have a survey population with land area of geographical size A 

and that the population is divided into t equal and nonoverlapping subareas, 

each of size A/t and containing v = n/t sample clusters. One data collector 

is assigned to do the survey work in each subarea, which is shaped as a square 

with a number of evenly spaced concentric circles contained therein. The data 

collector's home base, assumed to be one of the clusters in the sample, lies 

in the center of the subarea in order to assure adequate accessibility to 

clusters during data collection. The distance from the home base to the 

outermost circle in each subarea is r. Thus, since the size of each subarea 
2 ^ 

is 4r , we have r = (A/t)V2. Moving from the home base in a subarea, the 

k-th circle (k = 1,...,K) contains 6k clusters. Assuming a multiple of six 

clusters on each concentric circle allows- clusters to be almost uniformly 

spaced in the subarea, except for the square corners. 

2.2 Data Collection Protocol 

Using the spatial configuration of clusters just described, we now discuss a 

protocol for data collection which one might expect to observe in certain 

kinds of surveys with two or more stages of sampling. Comparison of results 

from existing cost models is later made within the context of this protocol. 

Data collection in a subarea is assumed to require multiple phases of activity 

since work in most clusters usually involves several visits, some to make ar

rangements for data collection in the cluster and others to actually collect 

the data. As mentioned earlier, we let H denote the number of phases required 

to complete data collection in a subarea. This parameter can also be 

interpreted as the maximum number of required visits to individual clusters. 

In the h-th phase of data collection (h = 1,2,...,H), we assume that vp 

clusters (where 0 ^ p ^ 1) are visited in a series of trips before proceeding 

with the next phase. Each trip involves a visit to £ neighboring clusters not 

previously visited during that phase of data collection. The cluster located 

in the home base is included in all phases of data collection. 
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Several assumptions are now made regarding movement of the data collectors 

among clusters. First the travel route followed in each trip proceeds from 

that data collector's home base, to each of the i clusters (without back

tracking), and then back again to the home base. Second, data collector tra

vel is assumed to proceed in a straight line except between neighboring clus

ters on a circle where travel follows the arc of the circle. The choice of 

the arc distance over the straight-line is thought to be feasible since the 

formula for the former is simpler and since travel in surveys seldom follows a 

straight line. 

Third, movement between two neighboring circles follows the shortest possible 

straight-line distance. This means that the cluster of departure from one 

circle and the cluster of destination on a neighboring circle are in line with 

the home base. The alignment of clusters 7 and 8 in Figure A illustrates this 

assumption. Fourth, travel within clusters and between data collector sub-

areas is assumed to be negligible and is therefore not specifically isolated 

in the proposed model. 

One final important assumption in the proposed model concerns the problem of 

the spatial configuration of clusters when h > 1; i.e., when the number of 

clusters visited during a phase of data collection is a subset of the v 

clusters originally selected in the subarea. To retain the simplicity of the 

concentric circle arrangement through all phases of data collection, we allow 

the number of concentric circles (K. ) at the h-th phase to vary according to 
h 1 

the size of vp ~ while fixing the size of the interviewer subarea at A/t. 

Thus, we have K̂^ = (a^ - 1)/2, where ĉ  = {^ + - (vp'̂ "'' - 1)}^. 

2.3 Cost Formulation 

Total travel cost in the proposed model is calculated as the product of U and 

the total distance travelled (D). Formulations for D, expressed alternatively 

as a function of the cluster workload per data collector (v) and the number of 

data collector subareas (t), are given below. Although the two formulations 
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are functionally similar (since v = n/t), developing both solutions is thought 

to be important because either v or t may be specified in designing a survey. 

Details of the derivations for (2.1) - (2.5) are appended. 

Assuming the above data collection protocol, the total distance travelled over 

all phases, expressed as a function of v, will be 

D^V -_ 6 ( P ) n ^ (2 .1 ) 

where 
u 

6[^^ = ( A / v ) ^ d {v(1 - p " ) / ( 1 - p) - H} + {1 + (Jl - 1)Tr/2}{ Z a, + H } ] / 2 J I . 
^ 3 h=1 " 

This leads to a cost model which has the same general form as the HHM model o f 

(1 .4 ) but where the c o e f f i c i e n t o1 

value can be obta ined from ( 1 . 5 ) . 

(1 .4 ) but where the c o e f f i c i e n t o f the n ' term i s U6^~'^ and the optimum 

The t o t a l d i s tance t r a v e l l e d , obta ined as a f u n c t i o n o f t , can be w r i t t e n as 

D ~ = 6n~ + n6^~ + I a. 6 ; ~ , ( 2 . 2 ) 
° ^ h=1 ^ "̂  

where 

6 ^ ^ = H (A t ) ^ {3 (£ - D i r - 2 } / 1 2 £ , 

6̂ £̂̂  = 2 { (1 - p '^) / (1 - p ) } ( A / t ) V 3 i l , 

5^p = ( A t ) ^ { ( £ - DTT + 2} /4J l . 

The d is tance model o f (2 .2 ) leads to a cost model o f the genera l form 

u 
CQ = nC^ + nmC2 + T. o^C^. (2 .3 ) 

Obtaining optimum values for n and m from (2.3) is an excessively cumbersome 

process which can be simplified by substituting a first-order Taylor series 
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approximation (in n) for a , evaluated at t/p ~ for simplicity. By so doing 

we have 

ct = (2p^-V3t)n + 1 , (2.4) 
" 3 

which, when applied to (2.3), reduces the proposed cost model to 

c'p = nC^£^ + nmC^£\ (2.5) 

where 

.(P.) _ r M/*(P.) . ux(P.) C^^^ = C,-U{6^^>.H6;^V3}, 

c[p = Ĉ  + U{6^£^ + 26^£)(1 - p")/3t(1 - p)}. 

r(P) _ r 
L ̂ ~ = L„. 
z ~z 

iCp is the total prespecified nonoverhead cost of the survey, C^. is the prespe-

cified average cost of adding a cluster to the sample (excluding all costs of 

data collector travel), and £_ is the prespecified average cost of adding an 

element to the sample (excluding, once again, all data collector travel 

costs). We note from (2.5) that using the approximation for a has reduced 

the proposed model to the form which, except for the three cost parameters, 

resembles the simple cost model of (1.2). Optimum values of m and n are 

obtained from (1.3) and by solving for n in (2.5). 

3. COMPARISON OF PROPOSED MODEL WITH EXISTING MODELS 

In this section we compare results obtained from the proposed cost model 

(expressed as a function of v) with results from the simple and HHM cost 

models. We consider the situation where a two-stage survey of the United 

States is being planned, and the variance model of (1.1) is assumed in all 

comparisohs. Measures used as the basis for comparisons among models are as 

follows: (1) optimum value of n, (2) optimum value of m, and (3) the variance 

of the survey estimate given the optimum allocation. 

Optimum values of n and m for the simple HHM models are obtained from (1.3) 
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and (1.5), respectively. To make comparisons with these models more realis

tic, adjustment factors are calculated to account for those travel costs not 

specifically isolated by the models. The adjustment procedure is similar to 

the approach mentioned earlier and suggested by Hansen, et al. (1953, Vol. 1, 

Section 6.13). To account for positioning travel costs in the HHM model we 

specify that 

r̂ ti) - \(^)r 
3 ~ H ' 

c^ii) = x^iDc,, 

2 ~2 

ĉ iî  = x^i!^(A)^u(i - p"/2)/(i - p ^ ) , 

where 

~0 '• opt~1 opt opt'^ opt •' 
(P) is the adjusting factor, n ~' is the corresponding optimum value for n under 

(P) the proposed model, and m ~/ is the corresponding optimum value for m under 

(H) the proposed model. Using X ~ in this way has the effect of assuming that 

positioning travel costs contribute to each cost parameter of the HHM model by 

the same relative amount. In similar fashion, we account for all costs 
(Si (5) (S) of data collector travel, in the simple model by setting Ĉ '̂  = X ~'̂ C. and Ĉ ~̂  1 ~1 z 

(S) = X ~ IC_, where the adjustment factor is 

X̂ ^̂  = C„/(n^£^C, + n'^^lm^^kj. (3.2) 
~0 opt~1 opt opt~2 

(H) We must acknowledge the synthetic nature of the adjustment factors, X ~ and 
(S) X^~ , used for our comparisons. In each case the adjustment factor is a 

function of the optimum values of n and m obtained from the corresponding pro

posed model. In reality, these factors would be calculated for, the HHM and 

simple models by estimating the proportion of the survey's budget not spent on 

those travel costs left unaccounted for by the model. One might suspect that 

this estimated proportion would, at best, amount to a rough approximation 

which would probably differ from the adjustments produced from (3.1) and 
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(3.2). Thus, we suspect that using these factors may contribute to making the 

simple and HHM models seem more comparable to the proposed model than they in 

fact are. 

3.1 Assumed Parameter Values 

Producing the findings of the comparison study reguired several numerical 

values for the various statistical and cost parameters of the models. First, 

we consider national surveys in the United States, A=3,042,265 sguare miles, 

the land area of the United States, excluding Alaska and Hawaii. We also 

arbitrarily set £_ = $500,000, the total nonoverhead cost of the survey, and 

U = $0.45, the unit cost per mile travelled. The latter figure is obtained by 

assuming a mileage allowance of $0.25 per mile, an interviewer salary of $6.00 

per hour, and an average travel rate of 30 miles per hour. All combinations 

of the following groups of parameters are considered in our comparisons: 

(£^, v): ($50, 20); ($250, 5) 

(Ĉ 2. P. H): ($10, 0.3, 5); ($25, 0.8, 20) 

£: 1; 2 

p: 0.05; 0.15 

Parameters were grouped in this manner since many of the combinations 

resulting from individual parameters were thought to be unrealistic. 

The parameters JĈ  and v are grouped together to indicate the degree of 

difficulty that data collectors would have in setting up and maintaining par

ticipation among clusters in the survey. For example, in a one-time survey or 

the first installment of an ongoing survey, one might expect to find cluster 

set-up costs to be high and the set-up activities to be sufficiently burden

some so that the average number of clusters assigned per data collector would 

of necessity be low. Thus, for present purposes we designate C^ - $250 and 

V = 5 to indicate cluster set-up and maintenance which is "difficult". Acti

vities such as obtaining endorsements, making initial visits to solicit co

operation, and constructing the frame for selecting the second stage would all 
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contribute toward the determination of these values. We designate C^ = $50 

and V = 20 to indicate cluster set-up and maintenance activities which are 

"easy". This situation might be observed in surveys in which set-up activi

ties are relatively simple. One example would be a subsequent installment of 

the ongoing survey while another would be a survey in which arrangements can 

be made by mail or telephone. The parameters £2* P> ^"d H are used to joint

ly indicate the level of difficulty in the data collection protocol. When 

£„ = $10, p = 0.3, and H = 5, the average number of times a cluster will be 

visited is 1.4 and data collection is assumed to be "easy". This may occur, 

for example, in a survey where the protocol requires only that a small amount 

of readily accessible datai be extracted for each element in a cluster. When 

less accessible data are extracted or when follow-up of selected elements is 

required, data collection might be called "difficult" in which case we assume 

that C^y = $25, p = 0.8, and H = 20, thus implying that the average number of 

times a cluster will be visited is 5.6. 

The parameter indicating the number of clusters visited per trip (i) assumes 

the values 1 or 2 in these comparisons. Allowing Jl > 2 is thought to be un

realistic in national surveys since distances would preclude visiting a large 

number of clusters on a single trip. Two moderate values of intraclass corre

lation (p) are assumed. 

3.2 Findings 

Tables 1-3 contain the results of the comparison study involving the proposed 
(S) 

model and the versions of the simple model and of the HHM model where X^~' and 
(H) 

X ~ are applied, respectively. Optimum values of n and m, as determined 

under the proposed model, are presented in Table 1. As expected, optimum 

values of n tend to be lower when cluster set-up and maintenance is difficult, 

and optimum values of m tend to be lower when data collection is difficult. 

The major focus of the comparison study is the difference between optimum 

results under the proposed model and. comparable results under the simple and 

HHM models. Optimum results for the proposed aid simple models are compared 
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in Table 2 in which one notes that differences are generally substantial. 

Optimum values for n under the proposed model are found to be between 2.4 and 

60.0 percent lower than under the simple model, while optimum values for m are 

between 7.6 and 198.2 percent higher under the proposed model. These large 

differences are thought to be attributable to the ability of the proposed 

model to isolate between-cluster and positioning travel costs. This results 

in greater per-cluster costs and a smaller optimum number of sample clusters. 

The greatest differences in optimum variances, computed by applying the opti

mum values of n and m to (1.1), occur in surveys with easy cluster set-up and 

maintenance and difficult data collection. One might speculate that the 

magnitude of these variance differences is largely due to the relatively heavy 

cluster workload (i.e., v = 20) assumable when cluster set-up and maintenance 

is deemed easy. However, when this workload is lightened (i.e., v = 5) and 

considered with the same combination of parameters, the relative difference 

among optimum variances is reduced but remains substantial at 11-16 percent, 

as opposed to the 18-27 percent figures presented in Table 2. 

The effects of the number of clusters visited per trip (Z) and the intraclass 

correlation (p) are also readily apparent in Table 2. Larger differences ap

pear when Jl = 1 than when il = 2. This effect can be attributable to the 

greater importance that travel costs would play when only a single cluster can 

be visited per trip to the field. Furthermore, when p = 0.05, relative diffe

rences for n and m are somewhat greater than when p = 0.15; however these dif

ferences are an artifact due in part to the iterative approach which is used 

(P) 
to obtain m ~; . From (1.3) and (1. 

opt 
optimum values of m to be identical, 

(P) 
to obtain m ~/ . From (1.3) and (1.5) we would expect relative differences on 

The relative differences between the proposed and HHM models presented in 

Table 3 remain notable but are generally smaller than the differences reported 

in Table 2. We suspect that the greater similarity between results under the 

proposed and HHM models can be attributable to the fact that the HHM model 

represents a more realistic reflection of survey costs than does the simple 

model. However, as with comparisons involving the simple model, optimum 

values of n are smaller and optimum values of m are higher under the proposed 

model in Table 3. These comparisons also reveal once again that the largest 
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differences in optimum variance occur in surveys with easy cluster set-up and 

maintenance and difficult data collection. Variance differences in other 

instances are negligible. 

3.3 Discussion 

We have proposed a cost model where the important component of travel during 

data collection can be completely set apart to improve one's ability to accu

rately reflect survey costs in determining an optimum stage allocation. In 

addition, a study designed to compare optimum results of this proposed nrradel 

with two existing cost models has indicated substantial differences. However, 

aside from these differences, perhaps the most important practical implication 

of the proposed cost model is that the optimum stage allocation can be produ

ced by specifying measures which are intuitively simple. These measures are 

of two types: fiscal and nonfiscal characteristics of the survey design. The 

required fiscal characteristics (i.e., ^^, £^ , and £_) can be determined by 

estimating the costs of certain components of the survey. For example, we 

might determine £. from a recent similar survey as the average per-cluster 

cost of choosing the sample of clusters, soliciting among clusters for 

participation in the survey (excluding travel costs), and constructing the 

sampling frame for sampling units within selected clusters. The required 

nonfiscal characteristics of the survey (i.e.. A, v or t, p, H, i , and p) can 

be obtained as factual information from prior surveys. For example, knowledge 

of the maximum and average number of visits required per cluster in a recent 

similar survey would determine p and H. 

We conclude by briefly examining the robustness and artificiality of the pro

posed cost model. Robustness is considered on the one hand by determining 

(from stated assumptions) the types of surveys for which the model is likely 

to be useful. Assumptions of the model imply that the sample points are clus

tered rather than randomly scattered in the population and that during data 

collection a group of these clusters is assigned to each data collector. This 

arrangement of sample points and data collection assignments will occur in 

certain types of household and institutional samples. An example of one such 
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arrangement is the National Survey of Nursing Homes (see National Center for 

Health Statistics, 1968) which is selected in two stages with nursing homes 

designated as clusters. 

The arrangement might also appear in household surveys where the sample is 

chosen in two or more stages and where data collectors complete interviews 

within several small area segments (see, for example, the Virginia Health 

Survey conducted by the Statistical Sciences Group, Research Triangle 

Institute, 1978). A household sample chosen in three or more stages can be 

accommodated by treating A as the size of the land area occupied just by se

lected primary sampling units (PSU's) and then considering sampling Lffiits from 

the second or subsequent stages to be the clusters that follow a concentric 

configuration within each data collector subarea (i.e., consider Figure A with 

t scattered rather than contiguous subareas). Procedurally, one would 

substitute tA for A in (2.2), where A is the average land area to be covered 

by each data collector in the planned survey. Given this adaptation, it is 

important to note that the number of sample PSU's would be prespecified and 

thereby not optimized, that n in the cost and variance models would be the 

number of sample clusters (i.e., not PSU's), and that m would be the average 

number of elementary units per cluster. Treating the number of sample PSU's 

to be fixed and then determining the optimum allocation for subsequent stages 

would be reasonable for certain surveys where the ultimate sample is chosen 

from a sample of PSU's which is used repeatedly for different surveys. The 

variance model of (1.1) may have to be modified to reflect the additional sam

pling stages (see Hansen, et al., 1953, Vol. II, Section 6.9). Some institu

tional samples selected in three or more stages (e.g., the Hospital Discharge 

Survey of the National Center for Health Statistics, 1970) could be considered 

for the multi-stage adaptation as well. However, the proposed model would be 

less practical for those surveys where cluster sizes are so large that each 

data collector is assigned only one or two clusters or where selected clusters 

are not likely to be uniformly scattered about within subareas. 

Another facet of the robustness issue is the generalizability of the find

ings. Clearly, any conclusions drawn from our findings must be limited by the 

parameter values we have assumed. Rather than using values from existing sur-
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veys in which case inferences would be limited to those surveys, our strategy 

was to create several prototype surveys based upon combinations of unit costs 

and other parameters thought to reflect current survey practice. Values used 

to create the prototype were often taken directly or inferred from recent 

surveys known to the authors. 

Finally, a certain degree of impracticality is the price one pays to keep 

things simple since realism and simplicity seem to be indirectly related in 

building survey cost models. Thus, while the intent of our research has been 

to find a more realistic yet simple model, we must acknowledge a substantial 

amount of remaining artificiality in our assumptions. For example, clusters 

are more likely to be randomly scattered than to exist as multiples of six 

lying on concentric circles. Moreover, travel between neighboring clusters 

would follow winding, circuitous routes rather than arcs or straight lines, 

and return visits to clusters would have more haphazard schedules than well-

established phases of follow-up with the number of clusters per phase decrea

sing each time by a factor of p. While the proposed model reflects the order

liness which one hopes for in most survey field operations, it, like other 

existing models, fails to capture the unpredictability of things which tends 

to blend into the orderliness. Stochastic events can be used to create unpre

dictability but adding them tends to complicate the model to the point of 

being less useful mathematically. Until more realistic assumptions can be 

tied to simplicity, we are faced with the need to settle for cost models which 

fall short of the realism we seek. 
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TABLE 1. Optimum Values for n and m Under the Proposed Cost Model 

(A = 3,042,265 square miles; C^ = $500,000) 

Prototype 
Survey 

Cluster set-up 
and maintenance 

Easy 

Difficult 

Parameters 

Data 
collection 

Easy 

Difficult 

Easy 

Difficult 

Z 

1 

2 

1 

2 

1 

2 

1 

2 

P 

0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 

Optimum V 

n ~. opt 

1673 
2319 
1910 
2669 
385 
518 
489 
675 
871 
1095 
847 
1065 
426 
560 
378 
493 

alues 

m ~, 
opt 

14.1 
7.4 
13.1 
6.9 
18.4 
9.4 
16.0 
8.2 
23.6 
12.8 
23.9 
12.9 
19.0 
10.1 
20.2 
10.6 

[1] 
[2] 
[3] 
[4] 
[5] 
[6] 
[7] 
[8] 
[9] 
[10] 
[11] 
[12] 
[13] 
[14] 
[15] 
[16] 

Cluster set-up and maintenance (£1, v) 
Easy ($50, 20) 

Difficult ($250, 5) 

Data collection (£2> Pvl^) 
Easy ($10, 0.3, 5) 

Difficult ($25, 0.8, 20) 
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Relative Differences Between the Proposed Model 
and the Simple Model 

(CQ = $500,000) 

Prototype 
Survey 

[1]. 
[2) 
[3] 
[4] 
[5] 
[6] 
[7] 
[8] 
[9] 
[10] 
[11] 
[12] 
[13] 
[14] 
[15] 
[16] 

Cluster 
set-up and 
maintenance 

Easy 

Difficult 

Parameters 

Data 
collection 

Easy 

Difficult 

Easy 

Difficult 

Z 

1 

2 

1 

2 

1 

2 

1 

2 

P 

0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 

Relative 
vs simpl 

opt 

-22.7 
-16.6 
-18.5 
-13.3 
-60.0 
-52.9 
-54.6 
-47.2 
-3.8 
-2.4 
-4.3 
-2.7 
-18.0 
-12.4 
-21.2 
-15.1 

difference: proposed 
e model 

opt 

44.3 
38.5 
34.4 
29.7 
198.2 
179.3 
159.2 
142.3 
8.4 
7.6 
9.7 
8.7 
37.8 
33.6 
46.2 
41.3 

(in percent) 

Optimum 
Variance 

3.1 
2.7 
2.0 
1.7 
24.4 
26.9 
18.1 
19.6 
0.2 
0.1 
0.2 
0.2 
2.6 
2.1 
3.6 
3.0 

Relative difference is computed as the measure under the proposed model minus 
the measure under the simple model divided by the measure under the simple 
model, and multiplied by 100. 

Cluster set-up and maintenance (JĈ , v) 

Dat a collection (£„> P> h) 

Easy ($50, 20) 

Difficult ($250, 5) 

Easy ($10, 0.3, 5) 

Difficult ($25. 0.8, 20) 
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Relative Differences Between the Proposed Model 
and the HHM Model 

Prototype 
Survey 

[1] 
[2] 
[3] 
[4] 
[5] 
[6] 
[7] 
[8] 
[9] 
[10] 
[11] 
[12] 
[13] 
[14] 
[15] 
[16] 

Cluster 
set-up and 
maintenance 

Easy 

Difficult 

(£o = 

Parameters 

Data 
collection 

Easy 

Difficult 

Easy 

Difficult 

$500, 

Z 

1 

2 

1 

2 

1 

2 

1 

2 

,000) 

P 

0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 
0.05 
0.15 

Relative 
vs HHM 

opt 

-12.5 
-8.9 
-8.7 
-6.0 
-22.8 
-17.5 
-17.2 
-13.0 
-1.3 
-0.8 
-1.8 
-1.1 
-4.0 
-2.6 
-6.5 
-4.4 

difference: proposed 
model (in 

m . opt 

22.9 
20.2 
15.2 
13.4 
49.6 
46.2 
34.2 
31.7 
2.9 
2.6 
4.0 
3.6 
7.9 
7.2 
13.5 
12.2 

percent) 

Optimum 
Variance 

0.9 
0.8 
0.4 
0.4 
3.5 
3.3 
1.8 
1.7 
0.0+ 
-0.0 
0.0+ 
0.0+ 
0.2 
0.1 
0.4 
0.3 

Relative difference is computed as the measure under the proposed model minus 
the measure under the HHM model, divided by the measure under the HHM model, 
and multiplied by 100. 

Cluster set-up and maintenance (£^, v) 
Easy ($50, 20) 

Difficult ($250, 5) 

Dat a collection (£o> P> h) 
Easy ($10, 0.3, 5) 

Difficult ($25. 0.8, 20) 
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APPENDIX 

Details of the derivations for (2.1) - (2.5) in the text are presented here. 

Using the assumed spatial configuration of clusters and data collection 

protocol for the proposed model as discussed in Sections 2.1 and 2.2, 
(P) 

respectively, the total distance travelled (D ~ ) is first expressed as a 

function of the number of sample clusters assigned to each data collector 

(v). Given the configuration of clusters as illustrated in Figure A, note 

that the positioning and between-cluster travel distances for each data 

h ? 
co l lec to r during the h-th phase of data co l lec t ion are {l2r/K. Jl} E k and 

k-1 
[ZTJviZ - 1)/K, A} Z k, respectively. Summing these two distances, recalling 

A h 1 i 
that K. = (OL^ - 1)/2, where a = {l + — (vp ~ - 1)} , and multiplying times 

the number of data collectors (t), we have the total positioning and 

between-cluster travel distance for the h-th phase expressed as: 

D^ = rt[2K^(K^ + 1)(2K^ + 1) + (ji _ 1)TrK^(K^ + 1)]/K^Jl 

= rt[(a^ - 1)^ + {6 + (£ - 1)Tr}(<3t̂  - 1 )/2 + 2 + (Z - ^)^t']/Z. (A.I) 

H h-1 H 
Noting that E p ~ = (1 - p )/(1 - p), we sum D, over all phases to obtain: 

h=1 

H H 
D̂ -Ê  = Z D. = ivt/Z) T [ { 1 + ^ v p ^ - ' ' - 1)} + ct + {a + ^} {(Z - 1)Tr/2}] 

h=1 h=1 3 

= r t [ iL{v(1 - p" ) / (1 - p) - H} + {1 + (£ - 1)Tr/2}{ E <x + H } ] / £ . (A.2) 
3 h=1 " 

Recall ing that r = (A / t ) ^ /2 and t = n/v and subst i tu t ing these i d e n t i t i e s in to 

(A.2) leads to (2 .1 ) . 

(P) To express D ~ as a function of the number of data co l lec tors ( t ) , f i r s t note 

that we must use a. = {l + _ (np ~ / t - 1 ) } * as opposed to the ear l ie r expres-
3 

sion for a . Using the new expression complicates things a b i t since a. i s 
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now a function of both t and the number of sample clusters (n), which is one 

of the parameters to be optimized. Using the new expression for ot. and recal

ling once again that r = (A/t)^/2, a bit of algebra allows us to recast (A.I) 

as : 

D^ = rt[c(^^ + {l + (£ - 1)ir/2}a|^ + (Z - 1 ) T T / 2 ] / ; 

A h-1 = r t [ { 3 ( £ - 1)7r - 2}/6 + (1 p ^ - 7 t ) n + {l + (£ - 1)TT/2}ct ] /£ 
3 

- ' - • ' • '- , h - 1 / f l / i . N i , = (At)2{3(£ - Dir - 2}/12£ + n{2p"" ' (A / t )V3) l } 

+ a^(At)2 {(Ji - DTT + 2}/4£ . (A.3) 

Summing D. from (A.3) over a l l phases leads us to the t o t a l d i s t a n c e given in 

( 2 . 2 ) , 

Q(V , ^(P) + riS^V + J: a. {['^^ (A.4) 
^ ' h=1 ^ 

where 

6^~^ = H(At)^{3(£ - DTT - 2}/12£, 

6J£^ = 2{(1 - p'^)/(1 - p)}(A/t)V3£, 

e'^V - (At)2{(£ - DTT + 2}/4£ . 

The t o t a l t r a v e l d i s t ance given by (A.4) leads to an o v e r a l l survey cost model 

given by: 

u 

C^ = nC, + nmC„ + \}6^P + Un6$£^ + U E {l + i ( n p ^ ' V t - 1 ) W ~ ^ (A.5) 
~ 0 ~1 ~2 0 1 u 1 I ' d 

h=1 3 

Where C^^ is the total prespecified nonoverhead cost of the survey, C^ is the 

prespecified average cost of adding a cluster to the sample (excluding all 

costs of data collector travel), and £^ is the prespecified average cost of 
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adding an element to the sample (excluding, once again, all data collector 

travel costs). 

Using the cost model given by (A.5) to obtain optimum values for n and m is 

disadvantageous because the final righthand term of (A.5) is a complex 

function of n. To circumvent this difficulty we suggest substituting a 

first-order Taylor series approximation in n for ot, = {l + _ (np ~ /t - 1)}', 

3 

which is arbitrarily evaluated at t/p ~ to simplify the approximation. By so 

doing we have 

a = f(n) = (1 + it(np^-Vt - 1)}^ = f(t/p^-'') + f'(t/p''-'')(n - t/p''"'') 
3 

where f'(.) is the first partial derivative of f(.) with respect to n. Since 

r(t/p^~^) = 1 and f'(t/p^-b = 2p''-V3t, we have 

(X = (2p^-''/3t)n + 1 (A.6) 
3 

which is a linear function of n. Applying the approximation of (A.6) to (A.5) 

reduces the proposed model to the form, 

C^~^ = nĈ ~̂̂  + nmC^£\ (A. 7) 

where 

r(P) r ii/*(P) u*(P)/^l 

c\^^ = Ĉ  + U{6\^^ + 2S[^(^ - p")/3t(1 - p)}. 

and 

p(P) _ p 

The result of (A.7) corresponds to (2.5) in the main text. 
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SURVEY METHODOLOGY 1983, VOL. 9 NO. 2 

EVALUATION OF COMPOSITE ESTIMATION FOR THE CANADIAN LABOUR FORCE SURVEY^ 

S. Kumar and H. Lee 

This study considers the suitability of composite estimation 
techniques for the Canadian Labour Force Survey. The performance of 
a class of AK composite estimators introduced initially by Gurney 
and Daly is investigated for several characteristics. While the 
ordinary composite estimate has a large bias, the AK composite 
estimate is capable of reducing the bias. Composite estimates 
having minimum variance and minimum mean square error are compared. 

1. INTRODUCTION 

The Canadian Labour Force Survey (LFS) is conducted each month by Statistics 

Canada and is designed to produce estimates for various labour force charac

teristics. The LFS sample design follows a rotation scheme that permits the 

replacement of one-sixth of the households in the sample each month (see 

[7]). The sample is composed of six panels or rotation groups. A panel 

remains in the sample for a period of six consecutive months. 

As pointed out in Bailar [1], one of the major drawbacks of composite estima

tion currently in use for the U.S. Current Population Survey (CPS) is its bias 

as compared to the simple ratio estimator for estimates of level. This bias 

stems from rotation group differences: the phenomenon that estimates based on 

data from different panels relating to the same time period do not have the 

same expected value. This phenomenon, often referred to as the rotation group 

bias, has been studied for LFS (see [2] and [6]). Recently, Huang and Ernst 

[4] have reported results in the context of the CPS on the performance of AK 

composite estimator introduced initially by Gurney and Daly [3]. A and K are 

1 Presented at the Joint Statistical Meetings of the American Statistical 
Association, the Biometric Society, the Institute of Mathematical 
Statistics and the Statistical Society of Canada in Toronto, August 1983. 

S. Kumar and H. Lee, Census and Household Survey Methods Division, 
Statistics Canada. 
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constants in the equation defining the composite estimator. Their results 

show improvement over the composite estimates currently in use for CPS as 

regards variance and bias. 

The objective of this investigation is to study the suitability of composite 

estimation technigues for LFS. In this study the performance of different 

composite estimators of level and change will be investigated for the 

following five characteristics; in labour force, employed, employed 

agriculture, employed non-agriculture, and unemployed. These composite 

estimators are compared with the simple ratio estimator which is presently in 

use for LFS. The study is based on the province of Ontario data for 1980-81. 

2. DEFINITIONS AND NOTATION 

We are interested in estimating Y the number of persons in the population 

with a certain characteristic for the month m. Let 

y . = A simple ratio estimator of Y based on the i-th panel 

(i = 1,2,...,6). Here the i-th panel refers to the sub-sample 

(rotation group) that is in the sample for the i-th time. It will 

be referred to as the i-th panel estimator. 

d , = estimator of change (Y - Y .) from the month (m - 1) to the month 
m,m-1 m m-1 

m based on five panels that are common to the months m and ( m - 1 ) 

j_2 "ijJ f"-i>J-1 

y' = AK composite estimator of Y„ defined as 
•'m "̂  m 

y' = (1 - K + A)y^ /6 + (1 - K - ̂ ) . E y /6 
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-^(y^-l -dm,m-l) ^2.2) 

where K and A are constants, and 0 < K < 1. 

The equation (2.2) defines a class of estimators referred to as AK composite 

estimators. The estimators obtained by taking A = 0 in (2.2) are referred to 

as K composite estimators. The simple ratio estimator, to be denoted by y , 

the mean of six panel estimators can be obtained by taking A = 0 and K = 0 in 

(2.2). We investigate the relative performance of the optimal (minimum vari

ance or minimum mean square error) AK composite, K composite and simple ratio 

estimators. 

We assume the rotation group bias E(y •) - Y is independent of m and is a 
^ m,i m 

function of i. We denote this bias by a.. Formally 

«i = ^%,i^ - \ ' (2.3) 

The expression for the bias of the composite estimator is given in Appendix I. 

3. ASSUMPTIONS 

The rotation system in the LFS is schematically described in Table 1, where 

the current (month m) panel i (= 1,2,...,6, denoting interview month no.) is 

the same as panel i - j in month m - j, provided i - j lies between 1 and 5. 

The immediate predecessor to panel i of month m as of month m - j is given by 

(6 + i - j) provided (6 + i - j) lies between 1 and 6. Likewise, the second 

predecessor to panel i as of month m - j is given by (12 + i - j) provided (12 

+ i - j) lies between 1 and 6. In general, the r-th predecessor to panel i of 

month m is given by (i - j + 6r) in month m - j. Note that the 0-th predeces

sor to a panel means the same panel in earlier months. 

The expression for the variance of y', i.e. V(y') involves the variances and 
'̂  •'m' •'m 

covariances of various panel estimators (see Appendix II). The following 

variance-covariance structure for various panel estimators is assumed. The 
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assumptions conform to the LFS rotation pattern, illustrated in Table 1. 

(i) V(y .) = â  for all m and i = 1,2,...,6, 
m,i 

(r) 7 (ii) Cov(y ., y . . . , ) = y- cr̂ , where i = 1,2,...,6, j > 0 ^ ' •'m,.i* •'m-j,i-j+6r j ' 7 J » J o 

and r > 0, such that 6 > i - j + 6 r > 1 . Here r denotes the number 

of predecessors to the current panel. 

For r = 0, i.e., 6 > i - j > 1, let Y- = P- (based on overlapping panels of 

months m and m - j). 

(r) 
For r = 1, i.e., 6 > i - j + 6 > 1 , let y. = Y- (based on the current panel 

and its immediate predecessor j months back). 

For r > 2 , i.e., 6 > i - j + 6 r > 1 , let 

and its r-th predecessor j months back). 

(r) 
For r > 2 , i.e., 6 > i - j + 6 r > 1 , let Y- = 0 (based on the current panel 

(iii) Of interest to the development of the variance of the composite 

estimator y' are the correlation coefficients p. and Ŷ > both of 
m J J 

which are assumed to be stationary; i.e. they are functions of j and 

not of m. It is reasonable to assume that both p.'s and Y^'S are 

positive since p. 's are based on characteristics of largely common 

households while Y-'S are based on the characteristics of households 

in the current month and those of their near (in many, cases next 

door) neighbours j months back (apart from cluster rotation). 

(iv) The expression for V(y') contains covariance terms not included in 

the assumptions (ii) and (iii). Some of these are: 

^°^(ym,i' ym,j) ^°^ i * J' ̂ °^(ym,i' ym-1,j) for i = 1» j " 6, and 
i * ^, 2 * i - ^, and Cov(y ., y .) for g > 12. These and all 

(2) 
other covariances not defined above, including those with Y- and 

existing in the expression for V(y') are assumed to be zero. 
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Following these assumptions, a variance expression for the AK composite 

estimator was derived in terms of the above parameters. The mathematical 

details for derivation of the expression for the bias and variance of y', and 

the variance of y' - y' ^ are given in the appendices. 

4. RESULTS AND DISCUSSION 

2 
The guantities a , p. and Y- in the expresssion for V(y') were replaced by 

their estimates (For details of the methodology for estimating p's and Y'S, 

see [5]). Note that, in the Canadian LFS p.'s do not exist for j ^ 6 because 

of no overlapping panels. Nor do Y- 's exist for j > 12 because for j > 12, 

there exist 2nd or higher order predecessors to the current panel and the cor

relation may be taken as 0 in the developments. Estimates of p., p. , are gi

ven in Table 2. The estimate of Pc has been obtained by extrapolating other 

p. 's as it was not possible to estimate it directly from the sample. Note 

that p. (j = 1,2,...,5) is a decreasing function of j for all the five charac-
J 

teristics. This is consistent with what we expect intuitively about the be
haviour of p. 

J 
"unemployed". 

haviour of p.'s. Also p. 's are high for all the characteristics except 

Table 3 gives the estimates Y- of Y-» The estimates YC and Y^^ were obtained 

respectively by interpolating and extrapolating other Y- 's. Intuitively, we 

expect Y-'s to decrease with j for each characteristic. We observe that this 
J * « 

is not the case with Y-'S. Although Y-'S do not exhibit monotonic decreasing 
J J ^ A. 

behaviour, we point out that whenever the difference (y. ., - Y-) is positive, 

its magnitude is very small. The positiveness of these differences 

could be due to the sampling variability rather than a real positiveness of 

(̂ j.1 - ^ j ^ -

In the following discussion, the term relative efficiency of AK composite (or 

K composite) estimator refers to its efficiency relative to the simple ratio 

estimator. 
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Tables 4A and 4B give the results of comparing the estimated variances of 

three estimators. These are: (i) optimal AK composite estimator, i.e., an 

estimator having minimum variance among the class of estimators defined by 

(2.2), (ii) optimal K composite estimator (obtained by taking A = 0 in (2.2) 

and having minimum variance anong all estimators in this subclass), and (iii) 

the simple ratio estimator. For 0 < K < 1, nearly optimal values of K and 

(K, A) are also given (K was incremented by 0.1 and the optimal value of A was 

determined for each fixed K). Here, a value (K, A) is referred to optimal 

value if the AK composite estimator with this value has the smallest variance 

among all AK composite estimators defined by (2.2). Similar definition 

applies to the term "optimal K". Table 4A (computed using y.'s given in Table 
vJ 

3) shows that, for all characteristics except "unemployed" there are 18-21% 

gains in relative efficiency for the K composite estimates and 26-30?o gains in 

the relative efficiency for the AK composite estimates. 

To determine the effect of y.'s on the relative efficiencies, y.'s were repla-
J J 

ced by zero's in the expression for V(y') and the optimal K, optimal (K, A ) , 

and the relative efficiencies were computed. These results are presented in 

Table 4B. Note that the optimal K's and optimal (K, A)'s in the Tables 4A and 

4B are different. Comparison of the corresponding relative efficiencies in 

these two tables shows that positive y's have a negative effect on the 

reduction in variance, i.e., the gains in relative efficiency are reduced. 

The greatest reduction in relative efficiency is for the characteristic 

"employed agriculture". This is the characteristic with relatively high 

values of y.'s. Thus taking y.'s to be zero, when y. > 0, can result in over-
J J J 

estimation of the relative efficiencies and the degree of over-estimation 

depends on the magnitude of y.'s. 

As mentioned in the introduction, one of the drawbacks of the composite 

estimators of level is their bias as compared to the simple ratio estimator. 

Thus comparing the variances of biased estimators can sometimes result in 

erroneous conclusions about the relative performance of these estimators. It 

is appropriate to examine the mean square error in the case of biased 

estimators. The expression for the bias of y' (see Appendix I) involves a. 's 
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(the rotation qroup biases). The quantity ot. = y . - Y is an unbiased esti-
^ ^ ' i m , i m 

mator of a. if Y is an unbiased estimator of Y . We assume that the simple 
1 m m , 

ratio estimator y is an unbiased estimator of Y , i.e., E a. = 0. Values 
m̂ m' ' ._, 1 

of a. (i = 1,2,...,6) for various characteristics are given in Table 5. For 

each of three characteristics "in labour force", "employed" and "employed 

non-agriculture", we note that: (i) a, is negative while all other a.'s are 

positive; and (ii) a, is large relative to the other a.'s. 

Table 6 gives the values of optimal K, the optimal (K, A) and results of 

comparing mean sguare errors. The optimal K was determined among 10 values of 

K = 0(0.1)0.9 in the same manner for Tables 4A and 4B. However, the optimal 

(K, A) was computed in a different way. It was chosen among all possible 

combinations of K = 0(0.1)0.9 and A = 0(0.1)1.0 rather than determining 

optimal A for each fixed K = 0(0.1)0.9 (as used for Tables 4A and 4B). Two 

criteria of optimality are used. One is based on the concept of minimum 

variance (as is the case for Tables 4A and 4B), and the other is based on the 

concept of minimum mean square error. 

It is shown in Appendix I that 

E(yJ,) = Y^ + [Aa^ + K(a^ - a, )]/[5(1-K)]. 

Bias of each estimate in Table 6 is computed by using a, and a, (given in 

Table 5) instead of â  and a^ in the above formula. Now we discuss the 

results of Table 6. 

For the K composite estimate (based on minimum mean square error optimality) 

there is only a moderate gain in relative efficiency for the characteristic 

"employed agriculture" and a nominal gain for the characteristic 

"unemployed". Also, the bias of the estimates for these two characteristics 

is small. For the remaining characteristics, the simple ratio estimate is the 

optimal K composite estimate. 
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The K composite estimates (considered in Table 4A and based on minimum 

variance optimality) for the three characteristics "in labour force", 

"employed" and "employed non-agriculture" have relative efficiencies less than 

^0%. In these cases, the poor performance can be attributed to the large 

bias. For each of the remaining two characteristics, K composite estimate is 

only marginally better than the simple ratio estimate, i.e., the gain in 

relative efficiency is insignificant. The difference in the corresponding 

relative efficiency results in Tables 4A and 6 is due to the different 

relative efficiency definitions used for the two tables. For Table 4A, 

relative efficiency is defined as the ratio of appropriate variances whereas 

for Table 6, mean square errors are used instead of the variances. 

The AK composite estimate (based on minimum mean square optimality) shows 

relative efficiency gains in the range 16-22% for all characteristics except 

"unemployed". Also, the bias of estimate for each characteristic is small. 

However, the AK composite estimate based on minimum variance optimality, like 

the corresponding K composite estimate, has very low relative efficiency for 

the characteristics "in labour force", "employed", "employed non-agriculture" 

because of large bias in these cases. The gain in relative efficiency for the 

characteristic "employed agriculture" is moderate whereas the corresponding 

gain the characteristic "unemployed" is nominal. 

The results in Table 6 show that, among the four composite estimates discussed 

above, the optimal AK composite estimates (based on minimum mean square error) 

have relative efficiencies higher for all characteristics than the 

corresponding relative efficiencies for other composite estimates. We will 

discuss later the results in the last column of Table 6. 

We note, from the expression for E(y') given earlier, the y' - y' ^ is an 

unbiased estimator of Y - Y ., i.e., K or AK composite estimators of change 
m m-1 

are unbiased. Table 7 gives the optimal K, optimal (K, A), and relative 

efficiency results for optimal K composite and optimal AK composite estimates 

of change. The gains in relative efficiency for the characteristics "in 

labour force", "employed", and "employed non-agriculture" are in the 46-55% 
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range for K composite and AK composite estimates. For the characteristic 

"employed agriculture", the optimal AK composite estimate is also optimal K 

composite and the gain in relative efficiency is about 135%. The gain in 

relative efficiency for the characteristic "unemployed" is about 6% for both 

estimates. 

It should be pointed out that the optimal value of K or (K, A) is characteris

tic dependent. Thus the additive property of the estimates is not preserved 

when different values of K or (K, A) are employed. To preserve additivity, a 

common value of K = 0.4 and A = 0.4 was selected for estimates of level and 

change. The following remarks describe the performance of the AK composite 

estimate with K = 0.4 and A = 0.4. The last column of Table 6 shows that the 

gains in relative efficiency for AK composite estimates of level are in the 

6-10% range for all characteristics except "unemployed". The results of Table 

7 show that the gains in relative efficiency for AK composite estimates of 

change are in the 12-15% range for all characteristics except "unemployed". 

The gain in relative efficiency for AK composite estimates of level and change 

is about 2-3% for the characteristic "unemployed". 
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TABLE 1 

Common and Predecessor Panels Pertaining 
To Months m and m-j 

3 

4 

5 

6 

2 

3 

4 

5 

1 

2 

3 

4 

(6) 

1 

2 

3 

(5) 

(6) 

1 

2 

(4) 

(5) 

(6) 

1 

(3) 

(4) 

(5) 

(6) 

(2) 

(3) 

(4) 

(5) 

(1) 

(2) 

(3) 

(4) 

Panels in 
Month m m-1 m-2 m-3 m-4 m-5 m-6 m-7 m-8 m-9 m-10 m-11 

1 (6) (5) (4) (3) (2) (1) ((6)) ((5)) ((4)) ((3)) ((2)) 

2 1 (6) (5) (4) (3) (2) (1) ((6)) ((5)) ((4)) ((3)) 

((6)) ((5)) ((4)) 

(1) ((6)) ((5)) 

(2) (1) ((6)) 

(3) (2) (1) 

The correlation coefficients between common panels of months m and m-j indica

ted by panels with no parentheses equal p.. 

The correlation coefficient between panels of month m and their "single" pre

decessor of month m-j equals y., the panels indicated by single parentheses. 

The correlation coefficient between panels of month m and their double prede-
(2) cessor of month m-j eguals y. , the panels indicated by double parentheses. 

(2) -̂  
In this report, all y. are assumed to equal 0. 



188 

TABLE 2 

Estimated Correlation p's (1980-1981 Ontario) 

Characteristics ^ ^ ^ p 

In Labour Force 

Employed 

Employed Agriculture 

Employed 
Non-Agriculture 

Unemployed 

Pi 

.843 

.852 

.955 

.861 

.580 

P2 

.782 

.779 

.926 

.791 

.445 

P3 

.717 

.709 

.901 

.724 

.334 

P4 

.674 

.664 

.861 

.678 

.286 

P5 

.631 

.619 

.821 

.632 

.238 

TABLE 3 

Estimated Correlation y's (1980-1981 Ontario) 

Characteristics \Y 

In Labour Force 

Employed 

Employed 
Agriculture 

Employed Non-
Agriculture 

Unemployed 

1̂ 

.161 

.164 

.477 

.184 

.141 

2̂ 

.141 

.136 

.483 

.150 

.074 

3̂ 

.128 

.142 

.474 

.147 

.076 

4̂ 

.133 

.142 

.486 

.157 

.063 

5̂ 

.135 

.146 

.480 

.162 

.057 

6̂ 

.136 

.149 

.474 

.167 

.051 

7̂ 

.125 

.148 

.459 

.166 

.045 

8̂ 

.127 

.150 

.429 

.169 

.060 

9̂ 

.124 

.153 

.394 

.174 

.077 

^10 

.122 

.141 

.323 

.156 

.136 

1̂1 

.127 

.148 

.252 

.166 

.074 
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TABLE 4A & 4B 

The Optimal (K, A) and K, and the Re la t i ve 
E f f i c i e n c i e s o f K Composite and AK Composite Es t ima to rs . 

TABLE 4A 

y. * 0 
1 

Characteristics 

In Labour Force 

Employed 

Employed 
Agriculture 

Employed Non-
Agriculture 

Unemployed 

K 

Optimal 
K 

0.7 

0.7 

0.8 

0.7 

0.3 

composite 

Relative 
Efficiency 

118.8 

118.5 

120.6 

119.4 

102.8 

AK composite 

Optimal 
K A 

0.8 0.48 

0.8 0.49 

0.8 0.38 

0.8 0.47 

0.5 0.38 

Relative 
Efficiency 

128.4 

128.1 

126.9 

129.3 

105.2 

TABLE 4B 

y. = 0 for a l l i . 

Characteristics 

In Labour Force 

Employed 

Employed 
Agriculture 

Employed Non-
Agriculture 

Unemployed 

K 

Optimal 
K 

0.7 

0.7 

0.8 

0.7 

0.4 

composite 

Relative 
Efficiency 

125.5 

125.3 

167.3 

126.9 

104.4 

AK composite 

Optimal 
K A 

0.8 0.50 

0.8 0.51 

0.9 0.46 

0.8 0.49 

0.6 0.51 

Relative 
Efficiency 

138.4 

137.9 

187.9 

140.2 

108.4 

Relative e f f ic iency is with respect to the simple ra t i o estimator and is de
fined as 100 times the r a t i o V(simple ra t i o estimator)/V(K or AK composite). 
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TABLE 5 

Estimates (in thousands) of Rotation Group Bias a. 

Characteristics 

In Labour Force 

Employed 

Employed 
Agriculture 

Employed Non-
Agriculture 

Unemployed 

'̂l 

-135.3 

-141.7 

-4.2 

-137.5 

6.4 

"2 

39.8 

35.5 

-2.6 

38.0 

4.3 

"3 

41.1 

34.9 

2.2 

32.7 

6.2 

"4 

31.1 

31.3 

-0.1 

31.3 

-0.1 

«5 

15.4 

25.4 

4.2 

21.2 

-9.9 

"6 

7.9 

14.8 

0.5 

14.3 

-6.9 

a. is defined as E(y .) - Y and estimated by y . - E y ./6. 
m,i m,! ^_^ m,.i 
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TABLE 7 

Relative Efficiency of Composite Estimators 
for Month-to-Month Change 

Labour Force 
Characteristics 

In Labour Force 

Employed 

Employed 
Agriculture 

Employed 
Non-Agr iculture 

Unemployed 

K 

Optimal 
K 

0.9 

0.9 

0.9 

0.9 

0.4 

composite 

Relative 
Efficiency 

146.6 

151.0 

234.7 

154.0 

106.0 

AK 

Optimal 
K A 

0.9 0.1 

0.9 0.1 

0.9 0.0 

0.9 0.1 

0.6 0.2 

Composite 

Relative 
Efficiency 

147.9 

152.3 

234.7 

155.2 

106.4 

Common K, A 
K=0.4 A=0.4 

Relative 
Efficiency 

113.3 

114.1 

112.3 

114.1 

102.9 

Relative efficiency is with respect to the simple ratio estimator and is 
defined as 100 times the ratio of appropriate variances. 

APPENDIX I 

Derivation of Bias of the Composite Estimator: 

As defined in (2.2), the AK composite estimator of Y is given by: 

y' = (1 - K + A)y^ /6 + (1 - K - A/5) E y ./6 + K(y' , + d , ) . (A1.1) 
m 'm,1 .__ •'m,j •'m-1 m,m-1 

It may be noted that the simple ratio estimator now employed in LFS is the 

average of the six panel estimators and is given by: 

6 
y„ = ŝ î y„ i/6. (A1.2) 
'm 1=1 'm,i ' 

From (2.3), the bias of the i-th panel estimator equals a. so that: 
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E(v .) = Y + 01. , recallinq that the bias is independent of m. Hence, 
•'m,! m i' ^ 

6 - , . 
E(y ) = Y + E a./6 = Y„ + a (say), 
•'m m . _̂  1 m 

In later developments we assume that a = 0. 

The composite estimator may be rewritten as: 

y' = y + K(y' . + d . ) , (A1.3) 

'm •'m •'m-1 m,m-1 ' 
where 

6 
y = (1 - K + A)y^ /6 + (1 - K - A/5) E y /6 
m m,1 .2 nn,j 

= (1 - K)y^ + A(y^ . - y)/5. 
•^m m , 1 m 

Therefore 

E(y^) = (1 - K)(Ym + «) + (A/5)(a^ - a). (A1.4) 

When a = 0, it simplifies to 

E(y^) = (1 - K)Y^ + (A/5)a^. 

Using the d e f i n i t i o n o f d . g iven i n ( 2 . 1 ) , we have 
^ m,m-1 

= (^™ - ''», l ) 1- '•'A. - " I ' / S . (A1.5) 
m m-1 6 I 

Now y ' may be expanded by app ly ing (A1.3) r e c u r s i v e l y and i t i s found t h a t , up 

t o n months back: 

y ' = y + Ky , + K^y „ + . . . + K " " ^ ^ _ , + K"y ' ^ 
•'m •'m •'m-1 •'m-2 •'m-n+1 ^m-n 

+ Kd , + K^d , ^ + + K"d„ „ . ^ . (A1.6) 
m,m-1 m-1,m-2 m-n+1,m-n 

The expected value of y' may be readily obtained from (A1.4) and (A1.6) as 

below: 



- 196 

E ( y ' ) = (1 - K) [Y^ + KY^ , + K^Y „ + . . . + K ^ ' ^ J + K"E(y' ) 
m m m-1 m-2 m-n+1 •'m-n 

+ [ ( 1 - K) a + (A /5 ) (a^ - a ) ] ( 1 - K " ) / ( 1 - K) 

+ X^Y - Y^ . ) + K ^ ( Y ^ , - Y ^ - ) + . . . + K " ( Y , - Y ) 
m m-1 m-1 m-2 m-n+1 m-n 

+ [(Og - a. , ) /5]K(1 - K " ) / ( 1 - K) 

= Y ^ + K" [E (y ' ) - Y^ )] 
m m-n m-n 

+ [ ( 1 - K ) a + (A /5 ) (a^ - a) + K(ag - a ^ ) / 5 ] ( 1 - K " ) / ( 1 - K) 

= Y^ + K" [E (y ' ) - Y^ J 
m m-n m-n 

+ [ ( 1 - K - A / 5 ) a + (A/5)a^ + Kia^ - o t^) /5 ] (1 - K " ) / ( 1 - K) (A1.7) 

which s i m p l i f i e s for s u f f i c i e n t l y la rge n and for the case a = 0 t o 

E(yJ,) = Y^ + [Aa^ + K(ctg - a ^ ) ] / [ 5 ( 1 - K ) ] . (A1.8) 

Since the bias of y' under the model assumed in this paper is independent of 

m, the difference between composite estimates r months apart is unbiased, 

i.e., 

ECy,!, - y^ r) = Y„ - Y„ T. for all r. (A1.9) 
•̂m ' m-r m m-r 

APPENDIX II 

Derivation of the Variance of the Composite Estimator 

We assume that the composite estimators (see (2.2)) have become sufficiently 

stable over time and hence we shall assume that V(y' .) = V(y'). Since all 
m-1 m 

correlations 12 or more months apart are assumed to be zero, we shall assume 

that the LFS composite estimators have become stable after 12 months. 
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Taking the variance of both sides of (A1.3) and applying the above assumption; 

one may solve for V(y') to find that: 
' m 

V ( y ' ) = [V(y ) + K^V(d J + 2KCov(y d , ) 
•'m •'m m,m-1 •'m, m,m-1 

+ 2KCov(y^, y ' J + 2K^Cov(d^ ^ . , y ' . ) ] / ( 1 - v}). (A2.1) 
•̂  m m-1 m,m-1 •^m-l 

To e l i m i n a t e y ' . on the r i g h t s ide o f ( A 2 . 1 ) , we apply ( A 1 . 6 ) , r ep l ac i ng m by 

( m - 1 ) and n by 12 to o b t a i n : 

12 
y ' , = E ( K ^ - ' y + K^d , ) + K ' ^ y ' , , . (A2.2) 
'm-1 _. •'m-g m-g,m-g-1 •'m-13 

S u b s t i t u t i n g (A2.2) i n (A2.1) and dropping zero terms, we have 

V ( y ' ^ ) = {V(y^) + K2v(d^^^_^) + 2KCov(y^, d^^^_^) 

+ 2 J E ^ K5[Cov(y^, y^_g) + KCov(d^^^_^, y^_^) 

+ KCov(y^, d^ ^ ^ ^ . ) •̂m m-g,m-g-1 

+ K 2 C o v ( d ^ m 1 ' d „ n . n l ) ] } A l " ^ ) • ^ ^ 2 . 3 ) 

m,m-1 m-g,m-g-1 ' 

We give the expressions for the variances and covariances on the right side of 

(A2.3), which may be readily derived by considering (2.1) and (A1.3). 

V(y ) = [(1 - K)V6 + AV30]a^, (A2.4) 
m 

2 
which simplifies to a /6 when A = K = 0; i.e., 

V(y ) = 0^6, (A2.4a) 
m 

the variance of the current LFS estimator. 
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V(d „ „ i ) = 2a^(1 - p J / 5 . (A2.5) 
m,m-1 1 

Cov(y^, d ^ ^ J = (1 - K)(1 - p J a ^ / 6 - A(1 - p J a V 3 0 . (A2.6) 
m m,m-1 1 1 

To derive the remaining covariances in (A2.3), which involve 'g', an indicator 

function I(a, b) shall be defined by: 

I(a, b) = 1 if a < b 

= 0 otherwise. 

By considering the definitions of y in (A1.3), d ^ in (2.1) and the cor-
m m,m-1 

responding expressions for month (m - g), one would find that the following 

covariances would be required to derive the remaining covariance of (A2.3). 

Cov(y^, y^_g) = (aV36)[(6 - g)PgI(g, 5) + (6 - (y - 6|)Yg], 

Cov(9^, y^_gj) = (aV6)[PgI(g, 5) + ygl(6, g)], 

^°^^ym,1' V g ) = (c'V6)YgI(g, 6), 

2 
Cov(y^ ,̂ y^ .jx = a Kg, 6)1(6, g)Yg (= 0 except when g = 6), 

^°^^Vl,6' V g ) = (c^'/6)[Pg_^I(g, 6) + yg_^I(7, g)], 

2 

^°^^Vl,6' V g , 1 ^ = '^fPg-l^^^' ^^^^^' ̂ ^^' 

^̂ ^̂ y'm' Vg-1,6) = (-'/6)Yg,iI(g, 5), 

^°^^ym,1' Vg-1,6^ = tĴ Y-lKg, 0)I(0» g) (= 0 for g > 1 ) . (A2.7) 

The four covariances of (A2.3) that involve g may be readily defined and are 

found to be as follows: 

f̂ ov(y„, y„ ) = a^P„I(g, 5)[(1 - K)^(6 - g)/36 m m-g Q 
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+ A(1 - K)(g - 3 ) /90 - g A V 9 0 0 ] 

+ ^^Tg[ (1 - K)^(6 - |g - 6 | ) / 3 6 

+ A(1 - K ) ( | g - 6| - 3 ) /90 - |g - 6| A V 9 0 0 ] 

+ a^y K g , 6 ) 1 ( 6 , g)A(1 - K + A ) / 3 0 , (A2.8) 

Cov(d^ ^ , , y„ ) = o^(f>„ - P . ) K g , 5 ) [ ( 1 - K)(6 - g ) /30 + gA/150] m,m-1 m-g g g-1 

+ a^(Yg - Yg_.,) [(1 - K)(6 - |g - 6 | ) / 3 0 + (g - 6|A/150 

- (1 - K + A ) I ( g , 6 ) / 3 0 ] , (A2.9) 

Ĉ ^̂ Ym' Vg,m-g- l ) = '̂̂ ^g " V ^ ' ^ ^ ' '^^' " ' " ' / ' ^^ ' " ^^^'^ 

+ a^(Yg - T g ^ i ) [ ( 1 - K - A /5 ) (6 - 1 (6 , g) 

- |g - 6 | ) / 3 0 + A I ( g , 5 ) / 2 5 ] , (A2.10) 

Cov(d^ ^ i» d „ „ „ i ) = ^ ^ f ( 5 - g ) (2p^ - P„ i - P r^^J l ^Q ' 5) m,m-1 m-g,m-g-1 g g-1 g+1 

+ (5 - (g - 6 | ) (2Yg - yg_^ - Y g ^ i ) ] / 2 5 . (A2.11) 

2 
Hence, V(y') can be expressed as aA + bA + c = f(A) where a, b and c are 

functions of K, p's and y's. It can be shown that a > 0. The values of A 

that minimize the variance of AK estimator was determined for K = 0(0.1)0.9. 

Among these (A, K)'s, the optimal value of (A, K) was selected and is pre

sented in Table 4A. 

APPENDIX III 

Derivation of the variance of Y' - Y' . 
m m-1 

From (A1.3) 
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y ' = y + K(y ' <, + d - )» or 
•'m •'m •'m-1 m,m-1 ' 

VL - Ky i 1 = y „ + Kd„ „ . •'m "^m-l ^ m m,m-1, 

whence 

(1 + K^ )V(y ' ) - 2KCov(y ' , y ' J = V(y^) + 2KCov(y^, d^ ^ . ) 'm m -^m-l m m m,m-1 

+ '<^V(d^ ^ J . m,m-1 

When K ^ 0, Cov (y ' , y ' ..) may be obta ined from the above and upon s u b s t i t u t i o n 

o f ( A 2 . 4 ) , (A2.6) and ( A 2 . 5 ) , and from the fac t tha t V(y ' - y ' J = 2V(y ' ) 
m m-1 m 

- 2Cov(y ' , y ' .,), one may f i n d tha t fo r K * 0: 
• ' m ' • ' m - 1 ' •' 

V ( y : - y : i ) = o^[A^/30 - (1 - p, )KA/15 + (1 - K ) V 6 + (1 - p. )K(K + 5 ) / 1 5 ] / K m m-1 1 1 

- (1 - K ) ^ V ( y ' ) / K . (A3.1) 
m 

When K = 0, 

y ; = (1 - A/5)y^ + A y ^ ^ / 5 , 

^ ^ ^ ^ y : ' C l ) = '^"^•^(^ - ^ /5) -y , - A y ^ ^ / 5 , (1 - A/5)9^_^ + A y ^ _ ^ ^ ^ / 5 ] . (A3.2) 

Thus for K = 0, we have: 

V(y ' - y : i ) = cj^[(1/15 + p,/450 + y . /90)A^ + 2( p. - y. )A/45 
m m - 1 1 1 1 1 

+ 1/3 - (5p^ + Y ^ ) / 1 8 ] . (A3.3) 
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THE PASSENGER CAR FUEL CONSUMPTION SURVEY 

D. Royce^ 

The oil crisis of the mid-1970's triggered a new awareness among 
Canadians of the importance of energy conservation. The resulting 
government programs in the transportation sector demanded basic data 
about on-the-road fuel consumption by motor vehicles operating in 
Canadian conditions. This paper describes the Passenger Car Fuel 
Consumption Survey which was developed jointly by Statistics Canada 
and Transport Canada to meet this need. The methodology of the 
survey is described and some examples of the results are presented. 
The paper concludes with some speculation about future directions 
for the survey and for vehicle-usage statistics in general. 

1. INTRODUCTION 

1.1 The Need for Fuel Consumption Data 

The world oil crisis of the 1970's triggered significant changes in energy 

policy in Canada. Although it is a net exporter of energy, Canada did not 

escape the effects of rapidly rising world oil prices and concerns about 

supply interruptions. By 1980, imports of foreign oil had reached 425,000 

barrels a day, or one quarter of total Canadian oil consumption. 

The transportation sector is the largest consumer of petroleum products. 

Transportation accounts for three out of every five barrels of oil consumed, 

with nearly four-fifths of this consumed by road motor vehicles. 

Conseguently, energy conservation measures for automobiles have been a top 

priority. Among the actions which the federal government has taken are: 

(a) the establishment of new car fuel consumption standards, with the goal of 

reducing automobile fuel consumption by 40 percent by 1990; 

D. Royce, Census and Household Survey Methods Division, Statistics Canada. 
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(b) the publication of The Fuel Consumption Guide and The Car Economy Book, 

intended to aid consumers in buying, driving and maintaining their cars 

to save energy; 

(c) the encouragement of lower speed limits, which have now been implemented 

in all provinces 

The evaluation of such programs, and the development of future government 

policy in the transportation energy field, reguire basic data about on-the-

road fuel consumption by motor vehicles driven in Canadian conditions. 

1.2 Development of the Fuel Consumption Survey 

In mid-1977. Transport Canada approached Statistics Canada with a proposal to 

conduct a survey on the use of Canadian motor vehicles. Working closely with 

officials of Transport Canada, Statistics Canada developed detailed survey ob

jectives and data requirements, identified operational problems that would 

have to be overcome, and laid out a strategy for the implementation of an 

ongoing survey by 1979. Because this was the first time such a survey had 

been attempted. Transport Canada and Statistics Canada agreed to limit it ini

tially to passenger cars operated for personal use. 

The three major objectives identified during preliminary discussions were: (a) 

to monitor both seasonal changes and long-term trends in fuel consumption and 

vehicle use, (b) to measure improvements in the fuel efficiency of new cars 

under actual operating conditions, and (c) to characterize the relationship 

between fuel consumption and vehicle characteristics (e.g., weight, number of 

cylinders and type of transmission), how the vehicle was maintained (e.g., 

tune-ups and maintenance of correct tire pressure), and how it was used (e.g., 

commuting versus long distance travel). 

The remainder of the feasibility study was devoted to developing a tentative 

sample design and data collection methodology. Since no similar survey had 

been tried before, a period of pilot testing and refinement was reguired. In 

the fall of 1978, a series of tests was conducted to evaluate the sampling and 
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data collection activities. The results of these tests were encouraging, and 

were used to refine the methodology for a full-scale survey carried out in 

seven provinces during the July-September 1979 guarter. The methodology was 

further refined during this guarter, and a regular cycle of data collection, 

processing and publication began for all ten provinces in the fourth guarter 

of 1979. Personal use light trucks and vans were added to the survey at the 

beginning of 1981. 

Results are published in quarterly bulletins which contain basic tabulations 

of vehicles operated, distance travelled, fuel consumed, fuel consumption 

ratios, and average price per litre. More detailed tabulations and analyses 

are contained in an annual publication on the survey. Microdata tapes are 

also available, and special tabulations can be run on reguest. 

2. METHODOLOGY OF THE SURVEY 

2.1 Sample Design 

The population for the survey is personal use passenger cars operated at any 

time during the survey reference month. Both privately owned and leased vehi

cles are included. A vehicle is classified as a "passenger car" on the basis 

of body style. A vehicle is "personal use" if it is operated for personal 

reasons at any time during the reference month, even though it may also be 

used for other reasons. Certain exclusions from the population are made for 

operational reasons. For example, the survey does not include vehicles from 

the Yukon or Northwest Territories. As well, new model vehicles are not in

cluded until they have been on the market for approximately one year. To 

avoid the difficulties that arise in locating the owners of very old cars, 

vehicles more than fifteen years old are excluded. 

The sampling frame for the survey is constructed from the ten provincial motor 

vehicle registration files which are supplied specifically for the survey 

every three months. This approach is much less expensive than the use of a 

sample of households would be, and there is considerable vehicle data on the 

files that is very useful in the sample design. As well, all maintenance of 
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the files is done by the provincial governments. The potential of the files 

as a source of statistics on vehicles not directly included in the survey is 

another point in their favour. 

There are also several problems with using the registration files. For exam

ple, the information on the file may be several months out of date by the time 

fieldwork is underway. Although the files contain the most recent name and 

address of the registered owner, tracking down a specific vehicle still requi

res special procedures. The fact that most provinces now use a plate-to-owner 

system rather than plate-to-vehicle further complicates this tracing opera

tion. Another problem is that some provinces do not supply all records. Some 

records may contain errors which are awaiting corrections, and even though 

these vehicles may be in use, the records are not available. Provinces also 

make changes to their systems and procedures fairly freguently. However, the 

co-operation of the provincial governments in resolving such problems has been 

excellent, and they have often made changes to accommodate the needs of the 

survey. Several provinces are now realizing the usefulness of their files for 

statistical as well as administrative purposes and are actively considering 

such needs when they redesign their systems. 

Once the files have been reduced to a standard format, a computerized exclu

sion of vehicles not in the target population is made based on data on the 

files. The sample is drawn in two phases from the remaining vehicles. A re

latively large first phase sample of vehicles is selected and the records are 

printed out. The owner's name is scanned visually and further exclusions 

(e.g., those with company names) are made. The vehicles that still remain are 

then subsampled (the second phase) and split into three random portions for 

use in the next three months of fieldwork. This two-phase design permits a 

reduction in sampling variance with very little extra work, and is in fact a 

special case of double sampling for stratification (Cochran, 1977). More 

importantly, it reduces the proportion of out-of-scope vehicles that must be 

handled during field operations. To reduce respondent burden, any vehicle 

which was in the sample within the previous year is dropped. 

The sample is selected in the same manner in both phases. Vehicles are stra-



206 -

tified by province, model year class, and either vehicle weight or wheelbase. 

Because separate data are required for each province and model year class 

(current year, all previous years), a disproportionate allocation is used. 

Each province is allocated an equal number of vehicles, and within each 

province about 40 percent of the sample is allocated to current model year 

vehicles. Within these two major stratification criteria, the allocation to 

sub-strata is proportional. Within each stratum, the file is sorted by postal 

code and a systematic sample of vehicles is selected, thus spreading the 

sample geographically as well. 

A considerable amount of extra sample is selected and sent to the field in 

anticipation of a certain degree of out-of-scope vehicles being encountered, 

as well as to compensate for non-response. Whenever a non-response or out-of-

scope vehicle is encountered, it is replaced by another vehicle from the same 

stratum. However, several attempts are made to get a response before a vehi

cle is replaced in order to avoid introducing more non-response bias than 

necessary. 

2.2 Collection 

Data collection for the survey is carried out in two steps. The first invol

ves a telephone interview conducted with the registered owner approximately 

two weeks before the reference month. Because the sampling frame contains 

only a name and mailing address, it is necessary to trace the telephone number 

using telephone books, city directories, and other means. In cases where the 

vehicle has been sold, the new owner is traced if possible. In cases where 

the owner absolutely cannot be traced, either due to an unlisted number, the 

vehicle being sold, or the owner not having a telephone, the vehicle is repla

ced by another in the same stratum. In the case of leased vehicles, leasing 

companies are contacted by letter with a list of vehicles in the sample and 

then are followed up by telephone to reguest the name and telephone number of 

the lessees. Once the current owner or lessee is contacted, a screening 

interview containing questions on the type of vehicle, whether the vehicle 

will be used for personal reasons, and a few others, is administered. If the 

vehicle is eligible for the survey, the name and address of the principal 
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driver (if different from the owner) are obtained, and permission to mail out 

a Fuel Purchase Diary is requested. 

The Fuel Purchase Diary, which the principal driver keeps for the one-month 

reference period, is the second step in the data collection process. The 

diary itself is large and bright orange to encourage the driver to keep it in 

a visible location in the vehicle, and a heavy duty vinyl cover is used to 

prevent it from cracking during the winter. The respondent is also provided 

with a pen and a table with instructions on how to calculate his fuel eco

nomy. For each purchase, the respondent is asked to record the date, odometer 

reading, amount and type of fuel purchased, price per litre (or gallon), 

amount paid, and whether the purchase was made in the U.S.A. The respondent 

is also asked to fill the tank at the first and the last purchase so that the 

total fuel consumed can be calculated. The diary also contains a few ques

tions asking for basic data on the vehicle, such as the number of cylinders, 

the type of transmission, and whether it has air-conditioning. 

At the end of the reference month, the respondent mails the completed diary 

pages back to the Regional Office in a postage paid envelope. To improve 

response, a telephone reminder call is made during the first week of the 

reference month to answer any questions the respondent might have. After the 

end of the reference month, non-respondents are followed up several times by 

telephone to remind them to mail back the diaries or, if the diary was not 

kept, to determine the reason for non-response. 

Table 1 shows an example of the response rates and eligibility rates for the 

survey, from the first quarter of 1981. During the telephone screening opera

tion, interviews were attempted for 4,968 vehicle owners. Completed inter

views were obtained with 3,626 owners for a response rate of 73.0?o. The major 

reason for non-response at this stage was an untraceable telephone number for 

the registered owner. Of those respondents to the telephone screening, 2,921 

were eligible to take part in the survey, a rate of 80.65o. The major reasons 

for non-eligibility were that the vehicle would not be used, or that it would 

not be used for personal reasons. Of those eligible, usable diaries were 

returned for 2,044, a response rate of 70.0?o to this part of the study. 



4,968 
3,626 
2,921 
2,044 

(73.0%) 
(80.6%) 
(70.0%) 
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TABLE 1. Survey Response Rates and Eligibility Rates (1981 Quarter 1) 

Telephone Interview Attempts 
Telephone Interviews Completed 
Vehicles Eligible for Survey 
Usable Diaries Returned 

2.3 Data Processing 

At the present time, all data processing is carried out at Head Office. Prior 

to data entry, the completed screening guestionnaires and diaries are groomed 

to improve legibility and to catch obvious errors (e.g., diaries with no pur

chases). In addition, the vehicle's curb weight is coded based on the Vehicle 

Identification Number, and response codes for both the telephone interview and 

the diary are added to the screening questionnaire. During data capture, the 

most important fields are verified on a 100 percent basis. After data entry, 

the screening questionnaires and diaries are edited separately. 

The computer edit of the diaries checks for completeness, validity of codes, 

internal consistency of data, and reasonableness of derived data such as dis

tance travelled and fuel consumed. The basic strategy in these edits is to 

use the computer to do mathematical calculations and to identify errors but to 

make corrections manually. This approach is used because the proper correc

tive action often cannot be determined without referring to the diary itself. 

The screening guestionnaires are edited in a similar manner, except that the 

edits are much simpler. The edited diaries and screening guestionnaires are 

then linked together prior to imputation and weighting. 

Imputation is used at two points in processing. During the editing of the in

dividual purchase records, if only the amount paid is present, the price is 

imputed as the average price for that type of fuel in that province in that 

month. The imputed price is then used to calculate the volume of fuel 

purchased. This procedure is used in less than one percent of all purchases. 

Imputation is also used after the screening questionnaire and the diary are 

linked. If the diary did not contain a pair of fillups sufficiently far apart 
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to calculate the amount of fuel consumed, but the data are otherwise valid, 

the amount of fuel consumed is imputed from a regression model. The coeffi

cients are calculated from the complete records for vehicles in the same guar

ter, with the predictor variables being distance travelled and vehicle 

weight. This procedure is used in 10 to 12 percent of all cases. The imputed 

records are identified on microdata and users are cautioned to omit these re

cords when doing regression analysis involving fuel consumption. 

Weighting of the data is straightforward. A final weight for each vehicle on 

the clean, edited file is obtained by multiplying together four factors: 

1) the inverse of the first-phase probability of selection, 

2) the inverse of the second-phase probability of selection, 

3) the inverse of the response rate to the telephone interview, and 

4) the inverse of the response rate to the diary. 

Weights are calculated separately within each stratum. When the number of 

diaries within a stratum is small, or the response rates to the telephone 

interview or the diary are low, the stratum is collapsed with a neighbouring 

stratum before the weights are computed. 

Although variance estimation would, ideally, allow for two phases of sampling, 

this would have required the design and programming of a customized computer 

system. Instead, it was decided to make the simplifying assumption that the 

sample had been drawn in one phase rather than two. As well, it was assumed 

that the sample was drawn by simple random sampling rather than systematically 

within each stratum. With these assumptions, it was possible to use MINICARP, 

a system already available in Statistics Canada, to carry out the calculation 

of sampling error estimates. Some modifications to the MINICARP system were 

made to allow it to handle large tables, and to improve the system's efficien

cy by eliminating calculations not needed by the survey. 

2.4 Sources of Error 

As in any survey, there are numerous sources of error, both sampling and non-
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sampling, which affect the data. This section discusses a few of the more im

portant sources of non-sampling errors which are known or suspected to exist. 

2.4.1 Coverage Errors 

Because the sampling frame used for the survey is constructed from provincial 

files, the coverage of vehicles is highly dependent on the accuracy of these 

files. Experience has shown that the files can fluctuate considerably from 

quarter to quarter, as older vehicles are dropped or new vehicles are regis

tered. Such fluctuations often, but not always, are reflected in the estima

tes of total vehicles, distance travelled and fuel consumption. Such fluctua

tions indicate that problems with coverage may exist. Some sources of under-

coverage are known, such as those provinces which do not forward records with 

errors in them, but no method of adjusting for those sources has been 

developed. 

When figures from this survey are compared directly to estimates of vehicle 

registrations (e.g.. Statistics Canada 53-219), the survey estimates appear to 

be low. However, the concepts involved are quite different. The survey 

counts include only personal use passenger cars of certain model years which 

happen to be operated during a specific month, while the registration data 

refer to the number of vehicle registrations over a twelve-month period. As 

well, the same vehicle may be registered in more than one province when a per

son moves. Some attempts have been made to adjust for such differences and 

compare these two data sources, but the results have been inconclusive. In 

some provinces, the two sets of data appear very similar, while in other pro

vinces the figures are far apart. Further work would be needed to develop me

thods for more accurate estimation of the level of coverage error. In the 

meantime, users are cautioned that estimates of level are subject to such 

errors. 

2.4.2 Telephone Interview Non-response 

Non-response to the telephone interview is another potential source of bias. 

A study conducted in early 1982 did show a mild, but not statistically signi-
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fleant, tendency for older cars to have higher non-response rates. Refusals 

by leasing companies to provide the name of the lessee occur more frequently 

than refusals by private individuals. A significant cause of non-response to 

the telephone interview is unlisted numbers, which tend to belong to persons 

in higher socio-economic classes. Exactly how potential sources of non-

response bias affect the data is unknown, however. Ideally one would wish to 

follow up a sample of non-respondents to study their characteristics further. 

2.4.3 Diary Non-response 

As in the case of the telephone interview, very little is yet known of non-

respondents to the diary. Comparisons of response rates for different sub

groups of the population have occasionally indicated that response does vary 

between provinces and between urban and rural areas. Again, however, one 

would have to conduct much more intensive follow up of non-respondents to make 

more precise statements on the nature of possible biases. 

When the non-response rates to the telephone interview and the diary are taken 

together, it is evident that the overall response rate to the survey (not 

counting vehicles ineligible for the survey) is of the order of 50%. While 

this figure is comparable to many other surveys using a diary, it does leave 

considerable room for doubt about the reliability of the data. The problems 

with coverage and low response rates are a conseguence of the methodology 

used, but at the same time any other approach would be prohibitively expen

sive. As often happens, then, the choice of a methodology is subject to con

siderations of both cost and data quality. 

3. SOME RESULTS FROM THE SURVEY 

Analysis of results from the survey to date has concentrated on a description 

of the vehicle fleet in operation, the distances travelled, the fuel consumed, 

and the fuel consumption ratio (fuel consumed per unit of distance 

travelled). These variables have been analyzed by vehicle characteristics 

such as model year, vehicle weight, number of cylinders and type of transmis-
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sion, as well as by province and quarter. 

One of the most interesting results is that the vehicle population in use is 

much younger than previously believed (Table 2). This table also shows the 

trend to greater use of newer vehicles, with average kilometres per vehicle 

declining with increasing age. Over 45% of vehicles operated and 50% of total 

kilometres driven are accounted for by the four most recent model years. 

About 90% of both vehicles operated and kilometres driven are accounted for by 

the nine most recent model years. 

TABLE 2. Vehicles Operated, Kilometres per Vehicle, and Total 

Kilometres Driven, by Model Year 

(Reference Period October 1980 - September 1981) 

Model 
Year 

1980 
1979 
1978 
1977 
1976 
1975 
1974 
1973 
1972 
1971 and 

previous 

Vehicles 
Operated 

574,300 
825,000 
945,900 
880,100 
891,800 
676,300 
637,300 
473,500 
361,700 
789,600 

Kilometres per 
Vehicle 

20,404 
18,871 
15,735 
16,905 
17,671 
15,414 
12,252 
12,810 
12,569 
11,224 

Total Kilometres Driven 
(millions) 

11,718 
15,568 
14,884 
14,878 
15,759 
10,425 
7,808 
6,066 
4,547 
8,862 

Turning to seasonal variations, Table 3 shows a peak in vehicle use during the 

summer guarter. About 33 percent more distance is travelled than in the win

ter quarter, and about 17 percent more than in the fall quarter. The fuel 

consumption ratio also changes with the season. On average, vehicles used 17 

percent more litres per kilometre during the October to December period 

compared to the April to June quarter. Much of this difference is undoubtedly 

due to differences in climate, but the spring and summer months also contain a 

higher proportion of more fuel-efficient highway travel. The exact 

contribution of these two factors is unknown. 
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TABLE 3. Total Kilometres Driven and Fuel Consumption Ratio, by Quarter 

(Reference Period, October 1980 to September 1981) 

Total Kilometres 
(millions) 

Fuel Consumption Ratio 
1/(100 km) MPG 

January-March 
April-June 
July-September* 
October-December 

23,059 
30,468 
30,716 
26,273 

17.4 
15.1 
15.5 
17.7 

16.2 
18.7 
18.2 
16.0 

•* Estimates for this guarter are based on data for only July and September 
due to a postal strike which occurred in August 1981. This may account for 
the Fuel Consumption Ratio being higher in the summer than in the spring. 

Table 4 shows the improvements that have taken place in the fuel consumption 

ratio during the past decade. The ratio rose slightly between 1973 and 1975 

with the introduction of stiffer pollution standards in those model years, but 

since then fuel efficiency has steadily improved. 

TABLE 4. Fuel Consumption Ratio, by Model Year 

(Reference Period, October 1980 to September 1981) 

Model Year Fuel Consumption Rat io 
1/(100 km) 

12.9 
14.3 
15.2 
16.5 
17.1 
18.7 
18.1 
18.1 
17.5 
19.6 

MPG 

22.0 
19.8 
18.6 
17.1 
16.5 
15.1 
15.6 
15.6 
16.1 
14.4 

1980 
1979 
1978 
1977 
1976 
1975 
1974 
1973 
1972 

1971 and prev ious 

Of a l l the f a c t o r s examined, however, v e h i c l e weight has the g rea tes t impact 

on f u e l consumption. Table 5 i l l u s t r a t e s i t s e f f e c t : the heaviest cars con

sume more than tw ice as much f u e l per k i l ome t re as the l i g h t e s t c a r s . In 



1/(100 km) 

9.7 
13.3 
15.6 
18.1 
20.4 

MPG 

29.2 
21.3 
18.1 
15.6 
13.8 

- 214 -

fact, the recent improvements in fuel efficiency shown in Table 4 have been 

achieved primarily by reductions in the average vehicle weight. 

TABLE 5. Fuel Consumption Ratio, by Vehicle Weight 

(Reference Period, October 1980 to September 1981) 

Vehicle Weight Fuel Consumption Ratio 

Under 1000 kg 
1000 to 1271 kg 
1272 to 1544 kg 
1545 to 1816 kg 
1817 kg and over 

Finally, regression analysis was used to look at the effect of vehicle charac

teristics and distance driven on the fuel consumption rate. Table 6 shows a 

typical result from the third guarter of 1981. The cumulative R-sguared re

affirms the importance of the vehicle weight, but the age of the car and the 

number of cylinders also enter into the eguation. An interesting finding is 

the negative coefficient for kilometres travelled. One hypothesis is that 

vehicles travelling longer distances tend to have better fuel efficiency 

because a higher proportion of their travel is on the highway. The R-squared 

value for the equation indicates that about 30 percent of the variation in the 

TABLE 6. Multiple Regression Analysis of the Fuel Consumption Rate* 

(Reference Period, July to September 1981) 

Independent Regression Standard Cumulative 
Variable Coefficient Error R-sguared 

0.038 57.2 
0.008 66.4 
0.007 67.5 
0.033 69.0 
0.232 

* The dependent variable was In (Fuel Consumption Rate) 

In (weight) 
In (distance) 
In (age) 
In (cylinders) 
Constant Terms 

0.646 
-0.132 
0.049 
0.245 
-1.578 
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the fuel consumption rate remains unexplained. 

4. FUTURE DIRECTIONS FOR THE SURVEY 

Development of the survey was hindered for several years by its financial ar

rangements. With Transport Canada providing funding only on a year-to-year 

basis, personnel and other resources could not be permanently assigned to the 

project. Early in 1983, however. Transport Canada was able to make a three 

year commitment to the survey. 

One of the first priorities under the new arrangement is to exploit the poten

tial of the registration files as a source of statistics on motor vehicles. 

Descriptions of the entire motor vehicle fleet will be useful to planners in 

both governments and private industry. To assist in the analysis of these 

files. Statistics Canada has purchased the "VINA" system from R.L. Polk and 

Company. This is a computer system that both verifies the Vehicle Identifica

tion Number (or "serial number") and decodes it to give the make, model, 

weight, engine displacement, and other data. The system will also be useful 

in conducting the survey. Positive identification of vehicles during the sam

pling and the automated coding of vehicle data are two potential applications. 

A second priority is to expand the coverage of the survey to other categories 

of vehicles and vehicle use. The major classes not covered by the present 

survey are commercially-used passenger cars, commercially-used light trucks 

and vans, and heavy trucks. A study to develop sampling and data collection 

methods for these vehicles began in the second half of 1983. 

Several spin-off studies are also possible. A survey on vehicle maintenance 

was conducted in August 1983 and will be repeated in February 1984. Another 

study involves the oversampling of specific makes and models of vehicles. 

This would allow comparisons between laboratory measurements of fuel efficien

cy and measurements made under actual conditions of use. 

Finally, there is a need for more information on the relationship between fuel 
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consumption and specific trip characteristics. Very little is known, for 

example, about how total fuel consumption is split between commuting trips, 

shopping trips and business/commercial trips. The speed and distance of the 

trip, the type of roadway used, the weather conditions, and the number of pas

sengers are a few of the other factors affecting fuel use. 

Previous surveys, notably the National Driving Survey and the Canadian Travel 

Survey, have shown the viability of collecting detailed trip data from respon

dents. Unfortunately, the "fill-refill" method used in the present survey 

does not permit the measurement of the amount of fuel consumed for an indivi

dual trip. In order to do this, a vehicle would have to be equipped with an 

instrument, similar to an odometer, that accumulates the amount of fuel con

sumed. Until this happens, surveys of trip making and surveys of fuel con

sumption will likely continue to develop along separate lines. 

The past ten years have seen a rapidly developing awareness of the importance 

of energy in all sectors of the Canadian economy. Although the world oil 

situation has changed as a result of the economic times, the need for reliable 

data on transportation energy use is an established fact. New fuels, new 

technologies, and new ways in which Canadians view energy use will all make 

their effects felt. The Fuel Consumption Survey will continue to provide 

important information for the shaping of future energy policy in Canada. 
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THE REGRESSION ESTIMATES OF POPULATION 

FOR SUB-PROVINCIAL AREAS IN CANADA^ 

Ravi B.P. Verma, K.G. Basavarajappa, 
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Rosemary K. Bender 

In order to improve the timeliness, accuracy and consistency of 
population estimates for different geographic areas, Statistics 
Canada has developed new methods of estimation for sub-provincial 
areas (census divisions and census metropolitan areas). Beginning 
with 1982, two sets of population estimates (regression and compo
nent based) will be published yearly, appearing 3-4 months and 12-15 
months, respectively, from the reference date. 

The regression technigue uses family allowance recipients as the 
main symptomatic indicator and where available, additional indica
tors - reference population from provincial health insurance files 
and hydro accounts - to derive population change for the current 
year. The first set is obtained by adding this change to the second 
set for the previous year produced by the component method, with 
births and deaths from vital registers, and estimated migration from 
Revenue Canada taxation files. The two sets were found to be sta
tistically similar with respect to accuracy, though the first set is 
more timely, and the second provides more details on the components 
of population change. 

1. INTRODUCTION 

Annual estimates of population for sub-provincial areas such as Census Divi

sions and Census Metropolitan Areas are useful for the planning of housing, 

hospitals, schools, colleges and universities and other social service pro

grammes, studies of labour market areas, allocation of funds, computing vital 

^ The earlier version of this paper was presented at the Joint Statistical 
Meetings of the American Statistical Association, the Biometric Society, 
the Institute of Mathematical Statistics and the Statistical Society of 
Canada in Toronto, August 1983. 

2 Ravi B.P. Verma, K.G. Basavarajappa and Rosemary K. Bender, Demography 
Division, Statistics Canada. 
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rates, designing some surveys, computing the index of economic disparities, 

forecasting the number of tax payers etc. In particular, these estimates are 

required for weighting the results of Labour Force and Consumer Income and 

Expenditure Surveys and by the Department of Regional Economic Expansion, 

Revenue Canada and some provincial governments. 

In order to improve the timeliness, accuracy, and to maintain the consistency 

among population estimates for different geographic areas. Statistics Canada 

has recently devised new methods for estimating the total population for cen

sus divisions and census metropolitan a eas. The objectives of this paper are 

to describe the post 1981 methodology for estimating the total population for 

these sub-provincial areas, discuss the accuracy of the methodology, review 

the work done by the provincial governments, and to discuss some factors which 

have played a vital role in the selection of some of these methods. 

2. POPULATION ESTIMATION PROGRAMME FOR THE POST 1981 PERIOD 

Beginning with 1982, for each year. Statistics Canada will publish postcensal 

population estimates for census divisions at two different periods. This is 

similar to the established practice for census metropolitan areas. 

The first set which is based on a combination of regression model and compon

ent procedure and which provides no details on components of population chan

ge, will be published near the end of September of each year, i.e., 4 months 

from the reference date. Those estimates are termed regression-nested estima

tes (see Table 1). 

As can be seen from Table 1, the first set of population estimates as of June 

1, 1982 are the regression estimates, but for other years 1983 to 1986 they 

will be obtained by adding the change in the regression estimates to the se

cond set of population estimates (obtained by the component procedure) for the 

preceding year. This approach ties together the two sets of the postcensal 

estimates for a specific reference date. 
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Specifications of the regression method by province, for census divisions and 

census metropolitan areas are presented in Table 2. For Census Divisions in 

each province, regressions will be based on the best available symptomatic 

indicators of population change namely, the number of family allowance benefi

ciaries aged 1-14, reference population taken from health insurance files 

(Saskatchewan and Alberta), and the number of hydro accounts (British 

Columbia). Regression models are primarily designed to maximize the accuracy 

of population estimates. For census metropolitan areas, the first set of po

pulation estimates for the post 1981 period will take input from the regres

sion (Ratio-correlation) method using family allowance recipients aged 1-14 as 

the symptomatic indicator of population change. The form of regression as 

well as the variables selected are based on the criterion of minimum average 

absolute error (defined in Table 2) for alternate estimation methods for the 

1976-81 period. These new methods are expected to result in estimates that 

are more reliable than those actually produced by alternate procedures for the 

intercensal years between 1976 and 1981. 

The second set of estimates, produced using the component method, will provide 

details on each of the components of population change, and would be published 

about 12-15 months following the reference date. Birth and death data will be 

obtained from the vital statistics records, and the migration data will be de

rived from Revenue Canada Tax Files (Norris and Standish, 1983). The compo

nents of international migration derived from Revenue Canada Files, however, 

need further adjustment. For census divisions, this adjustment will be based 

on the immigration data eminating from the department of Employment and 

Immigration, and the independent estimate of emigration derived by Statistics 

Canada using the Family Allowance Files (Raby and Parent, 1982). For census 

metropolitan areas, no adjustment is needed for the immigration data, as they 

will be compiled from the intended destination of immigrants to CMA, from the 

department of Employment and Immigration. But the adjustment is applied to 

the estimates of emigrants which are derived as in the case of CDS. 

For the first set of postcensal population estimates for census divisions by 

province, a further adjustment (prorating) is made to make them consistent 

with the corresponding provincial population totals. This is not necessary 
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for the second set, as each of the components of population chanqe is already 

consistent with the corresponding provincial total. Similarly, an adjustment 

is made only to the first set of postcensal population estimates for census 

metropolitan areas. 

3. EVALUATION OF ESTIMATION METHODS 

The relative accuracies of the regression method, the methods used during the 

period 1976-81, and the component method using migration data from Revenue 

Canada Tax Files are examined elsewhere (Norris, Britton and Verma, 1982). 

The accuracy is measured by comparing the 1981 estimates constructed from the 

1976 base population with the enumerated totals as obtained from the census of 

1981. 

Methods of estimation are evaluated with respect to three criteria: (i) 

greater accuracy, (ii) timeliness and (iii) consistency. As mentioned above, 

accuracy of population estimates is measured by comparing the estimates with 

the census counts by computing the indices of average absolute error and index 

of misallocation. The error is defined as the difference between the estimate 

and the census count. Average absolute error is the arithmetic mean of 

percentage errors disregarding sign (see Table 2). Index of misallocation is 

the index of dissimilarity, defined as half of the sum of absolute differences 

of the two sets of percent distribution of population estimates. Timeliness 

refers to the availability of estimates within as short a time as possible 

after the reference date. Consistency refers both to data consistency in the 

estimation of population being developed at various area levels of 

disaggregation using the same data source, and to uniformity in the methods of 

estimation. It must, however, be recognized that in some cases, the use of 

different data sources and different methods may be unavoidable. 

3.1 Census Divisions 

Relative accuracies of four sets of estimates as of June 1, 1981 obtained by 
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four different methods for census divisions are presented in Table 3. It ap

pears that each of the alternative methods (regression, regression-nested, and 

component) is superior to the old methods used during the period 1976-81. For 

Canada as a whole, among the alternative methods, regression-nested, derived 

by adding the change between two year regression estimates to the previous 

year component estimate, seems to be the most accurate with a lowest average 

absolute error of 1.7%. Betweeen regression and component methods, the 

regression-direct is observed to be less accurate. This is true in all pro

vinces except the province of Saskatchewan in which the regression estimates 

are based on the reference population from health insurance files as the indi

cator of the population change. The accuracy of this indicator in estimating 

population is very high as indicated by a very low average absolute error, 

1.43 percent. In 5 out of 10 provinces the regression-nested is slightly more 

accurate than the component method. 

In order to assess the relative accuracy of each of the alternative methods, 

the paired t-test was also carried out. For Canada as a whole, it was found 

that the differences were statistically significant between the estimates ob

tained from the regression-direct and component method. This is also true in 

Ontario and Quebec. In contrast, the differences were not statistically 

significant between the regression-nested and the component method indicating 

that both these methods are statistically similar in terms of the accuracy. 

Similar results were observed when the t-test was performed on the weighted 

average of absolute errors which takes into account size of population. 

3.1.1 Temporal Stability 

In order to illustrate the temporal stability of three sets of postcensal 

estimates for census divisions (regression, component and regression-nested), 

the index of dissimilarity was computed for the years 1977 to 1981 and is 

presented in Table 4. It may be observed that both the disparities between 

the regression and component estimates (A) and the regression and nested 

estimates (C) increase over time. However, the disparity between the 

regression-nested and component estimates fluctuates slightly and is found to 

be minimum. Thus these two methods, in general, provide similar results 
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during 1976 to 1981. 

The component and regression methods are independent and so the results may be 

expected to diverge, whereas, the regression-nested and the component methods 

overlap and so the results tend to be similar. 

The largest gap between the regression and the component estimates is not 

expected to fall, because there are some theoretical weaknesses inherent in 

the regression method. For example, the model may fit well for the previous 

time period, but may predict poorly during the succeeding period. The 

assumption in the regression method that the vector of regression coefficients 

for symptomatic indicators is invariant from the immediately preceding 

intercensal period to the postcensal period is often questionable. In 

practice, this invariance may not hold good over time, both because of 

structural changes in the underlying relationships of the variables, and also 

because of the improvement in the guality of the symptomatic indicators over 

time. 

3.1.2 The Effects of Structural Changes 

In order to examine the effects of structural changes on the differences 

between the 1976 and 1981 average errors, the 1981 average errors resulting 

from the equations of the model 1971-76 were compared with those resulting 

from the regression eguations of the model period, 1976-81. It may be seen 

from Table 5 that the 1981 average errors resulting from the equations for two 

different time periods are quite comparable in all provinces except 

Saskatchewan, where the error declined by nearly 50% from 1.3% to 0.7%. 

Due to structural changes, the relationship between the variations in 

symptomatic indicators (vital events and family allowance) and variations in 

population have undergone changes during the period, 1976-81. This is 

probably so for the provinces Quebec, Manitoba and Alberta. During the period 

1976-81, the characteristics of the people moving from the eastern and 

maritime provinces to the western provinces may have changed considerably. 

For example, as the family allowances are limited to the families with 
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children, movement of single persons and families without children were not 

captured by the changes in the family allowance indicator. Due to this, the 

family allowance recipients as an important predictor of the population change 

in the regression model, 1976-81 failed to predict adeguately. Thus, it is 

clear that the average errors in 1981 resulting from models of both time 

periods, 1971-76 and 1976-81 were high, because of structural changes. 

A part of the difference in the average errors between 1976 and 1981 is also 

due to changes in the guality of family allowance data. The numbers of family 

allowance recipients are produced at the census division level by converting 

postal codes to standard geographic codes. In 1976, the conversion file had 

problems of missing and overlapping postal codes. In particular the 

percentage of missing codes in 1976 was high in maritime provinces and 

Ontario. But, by 1981, the magnitude of the problem of missing postal codes 

in the FA files had declined in all provinces. Thus, the change in the 

quality of the family allowance indicator between the years 1976 and 1981 may 

have also affected the quality of the regression coefficients during the 

period 1976-81. 

3.2 CMAs and the Non-CMA Unit 

Table 6 presents the average absolute errors for CMAs according to three types 

of estimates, viz., regression-direct, nested and component. It may be seen 

that the component method provides estimates with the lowest errors at Canada 

level. The regression nested procedure comes second best. The same findings 

as for census divisions hold good when we consider the indices of dissimila

rity which are given below: 

Nested vs. Component 0.98% 

Regression-direct vs. Component 1.15% 

Regression-direct vs. Nested 1.09% 

3.2.1 Consistency and Timeliness 

In terms of the accuracy of population estimates and consistency with respect 

to sources of input data and methods used for estimating the population of 
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different geographic areas, (provinces and territories, CDs and CMAs), the 

component method appears to be the most suitable. In addition, the component 

method provides more detailed and consistent information on components of po

pulation change, e.g., consistent set of internal migration figures classified 

by streams (in- and out-) and by broad age groups and sex for the province and 

its sub-provincial areas. However, this method does not provide timely esti

mates. The delay is expected to be about 12-15 months. The proposed regres

sion method using family allowance recipients and/or other symptomatic indica

tors on the other hand, can provide estimates with a delay of about 3-4 

months. 

From Table 6, it may also be seen that in terms of the accuracy of the popula

tion estimates, the component and the regression-nested are closer to each 

other than regression-direct and component. But in terms of the timeliness, 

the regression-nested is superior to the component method. 

4. ALTERNATIVE METHOD TESTED 

The type of regression method by province shown in Table 2 is the most accu

rate for a given province among several alternative methods of estimation 

which were tested over the period 1976-81. These methods are: two types of 

component methods using migration estimates from school enrolment data and tax 

files, vital rates method, ratio method using the provincial administative fi

les, proportional allocation method based on family allowance recipients, and 

six types of regression methods (ratio-correlation, weighted ratio-

correlation, ridge weighted ratio-correlation, difference-correlation, weight

ed difference-correlation, and ridge weighted difference-correlation). Of 

these methods, the methods used for official estimates during 1976-81 include 

the component method using migration estimates from school enrolment, ratio 

method and ratio-correlation method (Dominion Bureau of Statistics, 1967). 

Weighted regression method was adopted in order to control for heteroscedasti-

city. In this procedure, we transform the data set with the calculated 

weights such that one obtains a random error term (e) with constant variance. 
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We have used the Goldfield-Quandt procedure for testing the assumption of 

homoscedasticity (Johnston, 1963). Ridge regression controls for multi-

collinearity. In this procedure, estimates of 3 - coefficients are obtained 

by adding a small value* K (.04) to the diagonal of the correlation matrix 

(X'X). 

The accuracy of all these methods of estimation are thoroughly evaluated and 

the results presented in the three reports by Verma, Basavarajappa and Bender 

(1982a, 1982b, 1982c). 

5. BACKGROUND HISTORY 

In adopting the post 1981 methodology for estimating the population for sub-

provincial areas, the following points were considered: the accuracy of the 

methods used during the period 1976-81, theoretical issues in the regression 

method, review of the work done by the provincial governments, two sets of 

official estimates for certain census divisions - one produced by Statistics 

Canada and the other produced by some provincial governments, consideration 

for a small area data development project and demand by other private users. 

A brief discussion of some of these points is given in the following 

paragraphs. 

5.1 Review of Methodology Used during 1976-81 for Census Divisions and 
Census Metropolitan Areas. 

Methods used during 1976-81 census divisions were specific to the provinces as 

presented in Table 3. These methods had many limitations (Verma and 

Basavarajappa, 1982a). These included the inadequacies of symptomatic 

indicators in capturing the current population changes (e.g., births and 

deaths), excessive time lag of about 2 years (due to delay in obtaining data 

on school enrolments) and some specification problems. The latter arose 

because in some provinces, particularly in those with large rural areas, 

school enrolment may not conform precisely to residential patterns due to 

transportation of children across census division boundaries. As a result of 

these limitations, the accuracy of the estimates for census divisions became 
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unsatisfactory. 

During the period 1976-1981, the component method was used to produce estima

tes for census metropolitan areas in Canada using births and deaths from Vital 

Statistitcs registers and Immigrants to CMAs from Employment and Immigration 

Department. The accuracy of the population estimates for CMAs was unsatisfac

tory primarily due to the weaknesses in the methodology for estimating emigra

tion and internal migration for which no direct sources were available 

(Catalogue No. 91-207). 

5.1.1 Ratio vs. Difference Correlation Methods. 

Schmitt and Crosetti and many others have claimed that the ratio-correlation 

method is one of the most accurate methods (using as the criterion the Average 

Absolute Error - AAE) (Balakrishnan, 1960; Goldberg, Rao and Namboodiri, 1964; 

Swanson, 1978; N.R.C., 1980; Mandell and Tayman, 1982). Later, some research

ers including Schmitt and Grier suggested that the difference-correlation 

method is an improvement over the ratio-correlation method (Schmitt and Grier, 

1966; O'Hare, 1976). This was because the difference-correlation method pro

duced constant mean, a lower mean square error (M.S.E.), higher intercorrela-

tion among the variables, and a resulting higher sguared value of the coeffi

cient of multiple correlation (R ). These features are often used to evaluate 

the fitting of a regression model and are considered desirable. 

However, no consistent relationship between the higher R and the average ab

solute error has been observed. The accuracy of population estimates produced 

by the regression method is highly dependent on the temporal stability of the 

regression coefficients. In this respect, a recent study has shown that the 

ratio-correlation method was more suitable than the difference-correlation 

method (Mandall and Tayman, 1982). The difference-correlation method produced 

a higher multi-collinearity than the ratio-correlation. Due to this, the 

difference-correlation shows higher instabibility in the regression coeffi

cients over time-periods (Spar and Martin, 1979). 

A review of both techniques has revealed that neither the ratio-correlation. 



- 229 -

nor the difference-correlation method uniformly or routinely outperforms the 

other (O'Hare, 1980). This was also confirmed by Verma, Basavarajappa and 

Bender (1982a). 

In light of the above findings, a multiple-model frame work seems to be the 

most appropriate course for evaluating the competing estimation technigues. 

In fact, this is what has been employed in the present estimation programme. 

5.1.2 Review of the Work done by Provincial Governments 

A survey of provincial/territorial agencies producing population estimates and 

projections revealed that neither the methods nor the geographic divisions for 

which the estimates were produced were uniform. Some prepared estimates for 

census divisions and other areal units, non prepared estimates for census 

metropolitan areas. 

To estimate populations of census divisions, or counties, one popular approach 

adopted by Ontario, Alberta and Northwest Territories is the component method 

described earlier. 

The Northwest Territories obtain births and deaths from its Bureau of Vital 

Statistics. It estimates net migration with a time related cohort model for 

the population subgroup 1-14 years of age using family allowance recipients 

and school enrolment data. 

Ontario also uses birth and death data from their Bureau of Vital Statistics. 

However, it estimates net migration from the changes of addresses from the 

drivers licence files of the Ministry of Transport. 

Alberta uses a combination of two technigues. A ratio-correlation method es

timates population change using births, school enrolment and the provincial 

health insurance plan as symptomatic indicators. Using the component method 

approach, the net migration is then obtained as a residual of the regression-

based population growth, and births and deaths. 
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British Columbia, on the other hand, uses a combination of the difference-

correlation method, with hydro billings, family allowance and vital statistics 

as symptomatic indicators, and the proportional allocation method. It is the 

only province that adjusts its subprovincial estimates so as to correspond to 

the provincial total published by Statistics Canada. 

Quebec uses the best of several technigues to estimate their municipal popula

tions. One method uses the figures provided by the municipalities and if 

found reasonable, these have priority over all others. Other methods use the 

rates of growth in hydro billings in combination with estimates/counts of the 

preceding year. 

Newfoundland also estimates their communities using hydro billings as a source 

of input data. It combines this with preceding census counts, number of 

households, and average number of people per household. 

Manitoba estimates the population of its municipalities in much the same way 

as Saskatchewan does at the provincial level. The count of elegible persons 

registered under its provincial medical health insurance plan, along with ap

propriate adjustment factors, is used to directly estimate the municipal popu

lations in these two provinces. 

However, no systematic evaluation of these estimates is available. 

Newfoundland, Quebec and Ontario are in the process of evaluating their esti

mates, British Columbia's evaluation of their estimates supports the continua

tion of their estimation methodologies for the post 1981 period. 

The time lag after the reference date for which estimates become available 

ranges up to six months. Manitoba and Saskatchewan produce data within two 

months, the Northwest Territories, British Columbia and Ontario within four 

months and Quebec and Newfoundland within six months. 

In conclusion, there is no uniformity of methods across the country. Each 

provincial/territory uses techniques that suit its particular needs, and which 

take advantage of provincial administrative data files. 
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5.1.3 Federal-Provincial Consultations 

The new techniques devised for estimating the population of sub-provincial 

areas were discussed at meetings of the Federal-Provincial Committee on 

Demography. It is well to remember that the regression method was devised 

primarily for providing timely preliminary totals and the updating of these is 

firmly anchored in the component method. The question of the usefulnes of fi

gures for CDs and CMAs is also worth considering. While the provinces need 

population estimates for municipal and administrative regions more than for 

CDs and CMAs, the latter are needed for Statistics Canada's internal uses and 

as building blocks for specified areas. Over the years, it has been observed 

that there has been a sufficient demand for estimates for CDs and CMAs. The 

lack of resources is also an important factor in preventing the extension of 

the estimation procedures for small sub-divisions of the provinces. Because 

of this, with some technical assistance from Statistics Canada, some provinces 

are planning to undertake the task of preparing population estimates at the 

municipal and other smaller divisions. 

It may be noted that the above arrangement also avoids the duplication of 

efforts by the provincial and federal governments relating to the preparation 

of estimates for provinces and sub-provincial areas. 

6. EVALUATIVE DISCUSSION 

The research during the past year, carried out in collaboration with several 

provincial statisticians, resulted in the development of improved methods for 

estimating the population of census divisions and census metropolitan areas. 

As of 1982, for each year. Statistics Canada will publish two sets of post

censal population estimates for sub-provincial areas at two different periods. 

The first set which is based on a regression model (and which refers to June 1 

of each year) will be published near the end of September of each year, i.e., 

with a delay of utmost 4 months. The second set of estimates referring to the 

same date, produced by the component method using migration data derived from 

Revenue Canada Taxation Files, and the numbers of births and deaths from Vital 
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Registers, will be published about 12-15 months following the reference date. 

These new methods are expected to result in estimates that are more reliable 

than those actually produced for the intercensal years between 1976 and 1981. 

These, more accurate and timely sub-provincial population estimates will be 

crucial to the Small Area Data Development Program that has just been launched 

by Statistics Canada. 

It should be realized that the types of regression method that gave rise to a 

satisfactory pattern of error during 1976-81 for each province may turn out to 

be unsatisfactory during 1981-86, thereby giving rise to estimates with higher 

errors than anticipated. For example, on average, the regression model error 

was 2% .in 1976 but when coefficients of the 1971-76 were applied to produce 

the estimates in 1981, the accuracy of the 1981 population estimates as compa

red to the 1981 census counts for census divisions was found to be 2.54%. 

Thus, we anticinate that the error as shown in Table 2 may increase by about 

0.50 percentage points. However, the error in 1986 for the regression-nested 

estimate derived by adding the change in the regression estimates to that ob

tained by component method is expected to be very close to that of the compo

nent method. 

One might argue that the practice of changing one set of estimates with 

another set of estimates for a specific reference date will have a negative 

impact on the planning for different social programmes. Also, if the two sets 

do not differ from each other very much, is there any need for producing both 

sets? The defense is that the first provided timely data and of acceptable 

quality, and the second, besides providing the relatively more detailed 

information on the components, provides estimates of acceptable and perhaps 

better accuracy. 
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TABLE 1 

Methodology for the First Set of Population Estimates (Regression-Nested) 

for Census Divisions and Census Metropolitan Areas 

Time 

t 

t+1 

t+2 

t+3 

t+4 

t+5 

Regression 
Estimate 

't 

^+1 

Pt+2 

Pt+3 

f't+4 

ft+5 

Component 
Estimate* 

P. (census) 

P' 
^t+1 

P' 
^t+2 

P' 
^t+3 

P' 
^t+4 

P' 
t+5 

Regression-nested 
Estimate 

't 

^+^ 

f't+l - f ^ + 2 - ^ + 1 ^ 

Pt+2 - [^+3 - Pt+2^ 

'i+3 - f''t+4 - Pt+3^ 

'i+t, - t^+5 - ^ + 4 ^ 

* The method uses births and deaths from Vital Registration Records and 

migration data from Revenue Canada Taxation Files. 
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TABLE 2 

Specifications of the Regression Method by Province for Estimating 
the Population Totals for Census Divisions and Census Metropolitan 

Areas, Post 1981 Period 

Area/Province 

Census Divisionis 

Nfld. - P.E.I. 

N.S. 

N.B. 

Quebec 

Ontario 

Manitoba 

Saskatchewan 

Alberta 

B.C. 

TOTAL 

CMAs 

Type* 

RC 

RC 

RC 

RC 

RC 

WDC 

DC 

WRC 

WDC 

RC 

Model Period 

1976-81 

1971-76, 1976-81 

1976-81 

1976-81 

1976-81 

1971-76, 1976-81 

1976-81 

1976-81 

1971-76, 1976-81 

1976-81 

Symptomatic 
Indicator 

F 

F 

F 

F 

F 

F 

CP 

F, HC 

F, Hydro 

F 

Test 1981 
AAE 

1.27 

1.50 

1.30 

1.81 

1.99 

3.13 

0.62 

1.89 

2.14 

1.84 

2.30 

Note: F: Family Allowance Recipients aged 1-14 years old, 
CP: Covered Population. 
HC: Health Care Files. 

1 l^i " ̂ il 
AAE: Average Absolute Error = — E I -I . 

N P. 

E. 
1 

P. 
1 

N 
RC 

WDC 
WRC 
DC 

CMAs 

Estimated Population for Census Divisions. 

Census Population for Census Divisions. 

Number of Census Divisions with Province. 
Ratio-correlation. 
Weighted-Difference correlation. 
Weighted-Ratio-correlation. 
Difference-correlation. 
Census Metropolitan Areas. 

For a description of the types of regression methods, the readers are 
referred to the paper by W. O'Hare [10]. 
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TABLE,3 

Evaluation of Population Estimates, June 1, 1981 
(Average Absolute Error) 

Province 

NFLD. - P.E.I. 

N.S. 

N.B. 

Quebec 

Ontario 

Manitoba 

Saskatchewan 

Alberta 

B.C. 

TOTAL 

No. 
CDs. 

13 

18 

15 

76 

53 

23 

18 

15 

29 

260 

Regression 
Direct 
(1) 

1.36 

1.64 

1.59 

3.10 

2.17 

3.33 

1.43 

4.45 

2.45 

2.55 

Regression 
Nested 

0.67 

1.27 

1.05 

1.63 

1.26 

2.57 

1.96 

2.84 

2.50 

1.72 

Component 

1.00 

1.07 

1.06 

2.02 

1.21 

2.58 

2.10 

2.39 

2.39 

1.80 

Old Method 
Used 
(2) 

2.6 

6.8 

3.3 

2.5 

1.5 

4.4 

2.0 

5.1 

9.2 

2.9 

Notes: (1) The method uses as symptomatic variables reference population for 
Saskatchewan and family allowance recipients for other provinces. 

The model period for all provinces in 1971-1976, using weighted 
ratio correlation for Alberta, weighted difference correlations 
for British Columbia, and ratio correlation for all other 
provinces. 

(2) Methods used during 1976-81: Component II: Prince Edward Island, 
Nova Scotia, New Brunswick, Manitoba, Alberta and British 
Columbia. 

Ratio Method: Ontario and Saskatchewan. 

Ratio-correlation: Newfoundland and Quebec. 

For a description of all these old methods, the readers are referred to the 
Statistics Canada Catalogue No. 91-206 [15]. 
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TABLE 4 

Temporal Stability of Three Sets of Postcensal Estimates for Census 

Divisions (Regression-direct, Regression-nested, Component) 1977-1981 

Provinces 

NFLD. 

P.E.I. 

N.S. 

N.B. 

QUE. 

ONT. 

MAN. 

SASK. 

ALTA. 

B.C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

A. 
B. 
C. 

1977 

0.17 
0.17 
0.00 

0.17 
0.17 
0.00 

0.29 
0.29 
0.00 

0.52 
0.52 
0.00 

1.02 
1.02 
0.00 

1.69 
1.69 
0.00 

0.21 
0.21 
0.00 

0.37 
0.37 
0.00 

0.45 
0.45 
0.00 

0.39 
0.39 
0.00 

1978 

0.33 
0.19 
0.17 

0.26 
0.08 
0.17 

0.53 
0.30 
0.53 

0.38 
0.48 
0.53 

0.64 
0.72 
1.05 

0.58 
1.75 
1.67 

0.39 
0.26 
0.20 

0.52 
0.18 
0.38 

0.45 
0.21 
0.44 

0.45 
0.32 
0.37 

1979 

0.41 
0.19 
0.34 

0.25 
0.19 
0.26 

0.60 
0.18 
0.38 

0.46 
0.44 
0.38 

0.81 
0.27 
0.66 

0.70 
0.31 
0.55 

0.60 
0.26 
0.42 

0.53 
0.26 
0.51 

0.57 
0.27 
0.43 

0.76 
0.41 
0.43 

1980 

0.34 
0.13 
0.35 

0.51 
0.02 
0.52 

0.63 
0.23 
0.45 

0.71 
0.52 
0.45 

0.99 
0.57 
0.80 

0.99 
0.49 
0.71 

0.70 
0.21 
0.59 

0.70 
0.25 
0.55 

0.89 
0.41 
0.56 

0.95 
0.23 
0.76 

1981 

0.51 
0.13 
0.41 

0.51 
0.24 
0.26 

0.64 
0.19 
0.70 

0.48 
0.37 
0.70 

1.13 
0.54 
0.98 

0.94 
0.56 
0.96 

0.80 
0.19 
0.70 

0.78 
0.18 
0.68 

1.18 
0.36 
0.86 

0.93 
0.29 
0.94 

Note: Index of dissimilarity between estimates Ei and E2 for a province with n 
census divisions and total population P is given by: 

U 
- E 

2i 1 r 
2 i=1 P 

A: Index of dissimilarity between regression-direct and component estimates. 
B: Index of dissimilarity between regression-nested and component estimates. 
C: Index of dissimilarity between regression and regression-nested estimates. 

Source: Demography Division, Statistics Canada, February 1983. 



237 -

TABLE 5 

Comparaison of the Accuracy of the Regression Methods for the Model 

Periods 1971-76 and 1976-81 

Nfld. - P.E.I. 

N.S. 

N.B. 

Quebec 

Ontario 

Manitoba 

Saskatchewan 

Alberta 

B.C. 

CANADA 

Regression 

Type 

RC 

RC 

RC 

RC 

RC 

RC 

RC 

RC 

WDC 

Indicator 

F 

F 

V, F 

V, F 

V, F 

F 

CP 

F 

F 

Model 1971-1976 

Test 1976 
AAE 

1.6 

1.8 

2.0 

1.4 

2.0 

1.9 

1.5 

3.1 

3.1 

1.96 

Test 1981 
AAE 

1.4 

2.0 

1.0 

2.3 

2.5 

3.3 

1.3 

4.6 

4.0 

2.54 

Model 1976-81 

Test 1981 
AAE 

1.3 

1.6 

0.9 

1.8 

2.1 

3.5 

0.7 

4.2 

2.3 

2.04 

Note: WDC 

RC 

F 

V 

CP 

AAE 

Weighted difference correlation. 

Ratio correlation with ordinary least sguare. 

Family allowance recipients. 

Vital events (Births + deaths). 

Covered population in Saskatchewan. 

Average absolute error. 
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TABLE 6 

Evaluation of 1981 Population Estimates 

(CMAs and Non-CMA) 

Method 

Regression (F), (1971-76) 

Regression-Nested 

Component (Tax) 

Average Absolute Error (%) 

2.25 

2.21 

1.47 

Note: F: Family Allowance Recipients Aged 1-14 years. 

Average Absolute Error = 1 E |Estimate - Census| ^ ̂ ^^^ 
n Census 

n = Number of CMAs and non-CMAs. 
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A BIBLIOGRAPHY FOR SMALL AREA ESTIMATION 

With the growing demand for small area (small domain) estimates and the 

establishement of the Small Area Data Program within Statistics Canada, there 

is an increasing need to develop and evaluate methods for small area 

estimation. From research conducted within Statistics Canada and elsewhere, 

it is clear that there is no single best solution to the problem. Rather, for 

a particular application, the method to be selected from those available will 

depend on a variety of factors, including the availability of census, survey 

and administrative data. 

The bibliography was developed by the Small Area Estimation Research team 

primarily to assist persons in Statistics Canada engaged in research 

activities related to small area estimation techniques. 

It represents an attempt to document both the range of technigues that have 

been used for small area estimation, and experiences with their use. It was 

built from references compiled by persons associated with this work and is 

undoubtedly incomplete. 

This bibliography also represents a snapshot of an evolving diaocument, to 

which other references will be added as time goes on. Readers are encouraged 

to bring to the attention of the members of the Small Area Estimation Research 

team any omissions in this document. Updated copies can be obtained from the 

Editor or persons involved in its development. 

^ The following persons are currently members of the Small Area Estimation 
Research team: Jean Dumais and David Paton, Institutions and Agriculture 
Survey Methods Division; Ravi Verma, Demography Division; Stephen Earwaker 
and Jean-Frangois Gosselin, Census and Household Survey Methods Division; 
K.P. Srinath, Business Survey Methods Division. 
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