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FOREWORD 

When the members of the Rowell-Sirois Commission began their collec-
tive task in 1937, very little was known about the evolution of the 
Canadian economy. What was known, moreover, had not been exten-
sively analyzed by the slender cadre of social scientists of the day. 

When we set out upon our task nearly 50 years later, we enjoyed a 
substantial advantage over our predecessors; we had a wealth of infor-
mation. We inherited the work of scholars at universities across Canada 
and we had the benefit of the work of experts from private research 
institutes and publicly sponsored organizations such as the Ontario 
Economic Council and the Economic Council of Canada. Although 
there were still important gaps, our problem was not a shortage of 
information; it was to interrelate and integrate — to synthesize — the 
results of much of the information we already had. 

The mandate of this Commission is unusually broad. It encompasses 
many of the fundamental policy issues expected to confront the people 
of Canada and their governments for the next several decades. The 
nature of the mandate also identified, in advance, the subject matter for 
much of the research and suggested the scope of enquiry and the need for 
vigorous efforts to interrelate and integrate the research disciplines. The 
resulting research program, therefore, is particularly noteworthy in 
three respects: along with original research studies, it includes survey 
papers which synthesize work already done in specialized fields; it 
avoids duplication of work which, in the judgment of the Canadian 
research community, has already been well done; and, considered as a 
whole, it is the most thorough examination of the Canadian economic, 
political and legal systems ever undertaken by an independent agency. 
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The Commission's research program was carried out under the joint 
direction of three prominent and highly respected Canadian scholars: 
Dr. Ivan Bernier (Law and Constitutional Issues), Dr. Alan Cairns (Pol-
itics and Institutions of Government) and Dr. David C. Smith (Economics). 

Dr. Ivan Bernier is Dean of the Faculty of Law at Laval University. 
Dr. Alan Cairns is former Head of the Department of Political Science at 
the University of British Columbia and, prior to joining the Commission, 
was William Lyon Mackenzie King Visiting Professor of Canadian Stud-
ies at Harvard University. Dr. David C. Smith, former Head of the 
Department of Economics at Queen's University in Kingston, is now 
Principal of that University. When Dr. Smith assumed his new respon-
sibilities at Queen's in September, 1984, he was succeeded by 
Dr. Kenneth Norrie of the University of Alberta and John Sargent of the 
federal Department of Finance, who together acted as Co-directors of 
Research for the concluding phase of the Economics research program. 

I am confident that the efforts of the Research Directors, research 
coordinators and authors whose work appears in this and other volumes, 
have provided the community of Canadian scholars and policy makers 
with a series of publications that will continue to be of value for many 
years to come. And I hope that the value of the research program to 
Canadian scholarship will be enhanced by the fact that Commission 
research is being made available to interested readers in both English 
and French. 

I extend my personal thanks, and that of my fellow Commissioners, to 
the Research Directors and those immediately associated with them in 
the Commission's research program. I also want to thank the members of 
the many research advisory groups whose counsel contributed so sub-
stantially to this undertaking. 

DONALD S. MACDONALD 
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INTRODUCTION 

At its most general level, the Royal Commission's research program has 
examined how the Canadian political economy can better adapt to 
change. As a basis of enquiry, this question reflects our belief that the 
future will always take us partly by surprise. Our political, legal and 
economic institutions should therefore be flexible enough to accommo-
date surprises and yet solid enough to ensure that they help us meet our 
future goals. This theme of an adaptive political economy led us to 
explore the interdependencies between political, legal and economic 
systems and drew our research efforts in an interdisciplinary direction. 

The sheer magnitude of the research output (more than 280 separate 
studies in 70 + volumes) as well as its disciplinary and ideological 
diversity have, however, made complete integration impossible and, we 
have concluded, undesirable. The research output as a whole brings 
varying perspectives and methodologies to the study of common prob-
lems and we therefore urge readers to look beyond their particular field 
of interest and to explore topics across disciplines. 

The three research areas, — Law and Constitutional Issues, under 
Ivan Bernier; Politics and Institutions of Government, under Alan Cairns; 
and Economics, under David C. Smith (co-directed with Kenneth Norrie 
and John Sargent for the concluding phase of the research program) —
were further divided into 19 sections headed by research coordinators. 

The area Law and Constitutional Issues has been organized into five 
major sections headed by the research coordinators identified below. 

Law, Society and the Economy — Ivan Bernier and Andree Lajoie 
The International Legal Environment — John J. Quinn 
The Canadian Economic Union — Mark Krasnick 
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Harmonization of Laws in Canada — Ronald C.C. Cuming 
Institutional and Constitutional Arrangements — Clare F. Beckton 
and A. Wayne MacKay 

Since law in its numerous manifestations is the most fundamental means 
of implementing state policy, it was necessary to investigate how and 
when law could be mobilized most effectively to address the problems 
raised by the Commission's mandate. Adopting a broad perspective, 
researchers examined Canada's legal system from the standpoint of how 
law evolves as a result of social, economic and political changes and 
how, in turn, law brings about changes in our social, economic and 
political conduct. 

Within Politics and Institutions of Government, research has been 
organized into seven major sections. 

Canada and the International Political Economy — Denis Stairs and 
Gilbert Winham 
State and Society in the Modern Era — Keith Banting 
Constitutionalism, Citizenship and Society — Alan Cairns and 
Cynthia Williams 
The Politics of Canadian Federalism — Richard Simeon 
Representative Institutions — Peter Aucoin 
The Politics of Economic Policy — G. Bruce Doern 
Industrial Policy — Andre Blais 

This area examines a number of developments which have led Canadians 
to question their ability to govern themselves wisely and effectively. 
Many of these developments are not unique to Canada and a number of 
comparative studies canvass and assess how others have coped with 
similar problems. Within the context of the Canadian heritage of parlia-
mentary government, federalism, a mixed economy, and a bilingual and 
multicultural society, the research also explores ways of rearranging the 
relationships of power and influence among institutions to restore and 
enhance the fundamental democratic principles of representativeness, 
responsiveness and accountability. 

Economics research was organized into seven major sections. 

Macroeconomics — John Sargent 
Federalism and the Economic Union — Kenneth Norrie 
Industrial Structure — Donald G. McFetridge 
International Trade — John Whalley 
Income Distribution and Economic Security — Francois Vaillancourt 
Labour Markets and Labour Relations — Craig Riddell 
Economic Ideas and Social Issues — David Laidler 

Economics research examines the allocation of Canada's human and 
other resources, the ways in which institutions and policies affect this 



allocation, and the distribution of the gains from their use. It also 
considers the nature of economic development, the forces that shape our 
regional and industrial structure, and our economic interdependence 
with other countries. The thrust of the research in economics is to 
increase our comprehension of what determines our economic potential 
and how instruments of economic policy may move us closer to our 
future goals. 

One section from each of the three research areas — The Canadian 
Economic Union, The Politics of Canadian Federalism, and Federalism 
and the Economic Union — have been blended into one unified research 
effort. Consequently, the volumes on Federalism and the Economic 
Union as well as the volume on The North are the results of an inter-
disciplinary research effort. 

We owe a special debt to the research coordinators. Not only did they 
organize, assemble and analyze the many research studies and combine 
their major findings in overviews, but they also made substantial contri-
butions to the Final Report. We wish to thank them for their perfor-
mance, often under heavy pressure. 

Unfortunately, space does not permit us to thank all members of the 
Commission staff individually. However, we are particularly grateful to 
the Chairman, The Hon. Donald S. Macdonald; the Commission's Exec-
utive Director, J. Gerald Godsoe; and the Director of Policy, Alan 
Nymark, all of whom were closely involved with the Research Program 
and played key roles in the contribution of Research to the Final Report. 
We wish to express our appreciation to the Commission's Administrative 
Advisor, Harry Stewart, for his guidance and advice, and to the Director 
of Publishing, Ed Matheson, who managed the research publication 
process. A special thanks to Jamie Benidickson, Policy Coordinator and 
Special Assistant to the Chairman, who played a valuable liaison role 
between Research and the Chairman and Commissioners. We are also 
grateful to our office administrator, Donna Stebbing, and to our sec-
retarial staff, Monique Carpentier, Barbara Cowtan, Tina DeLuca, 
Frangoise Guilbault and Marilyn Sheldon. 

Finally, a well deserved thank you to our closest assistants: Jacques 
J.M. Shore, Law and Constitutional Issues; Cynthia Williams and her 
successor Karen Jackson, Politics and Institutions of Government; and 
I. Lilla Connidis, Economics. We appreciate not only their individual 
contribution to each research area, but also their cooperative contribu-
tion to the research program and the Commission. 

IVAN BERNIER 
ALAN CAIRNS 
DAVID C. SMITH 
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PREFACE 

The papers in this volume of the Commission's research series discuss 
the sources, rate and nature of technological change and its effect on 
Canadian industry. These papers focus on four principal major issues: 

Canada's international position as a producer and user of new tech-
nology; 
the determinants and consequences of Canadian R&D spending; 
the diffusion of technology both globally and within Canada; and 
the evolution and current state of North American management tech-
nique. 

Other aspects of technological change are examined in other volumes of 
research studies prepared for the Royal Commission. Analyses of Cana-
dian productivity growth, experience and prospects are provided in 
volume 22 by M.G.S. Denny and by John Helliwell, Mary MacGregor 
and Tim Padmore. The impact of technological change on employment 
and wages is discussed in an historical context by Robert Allen in 
volume 18. The evidence on factors contributing to the adaptability of 
workers and managers to technological change is summarized by Ste-
ven Globerman, also in volume 18. 

The essential concern of this volume is with the technological and 
managerial aspects of the organization of production. Other aspects of 
the organization of production including corporate ownership and con-
centration, and plant size and specialization are covered in Canadian 
Industry in Transition, volume 2 of the research series. 

The first paper in the present volume is by Jeffrey I.Bernstein, who 
examines both the consequences of industrial R&D spending and its 
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environmental determinants. With respect to the consequences of R&D, 

Bernstein rightly emphasizes the attempts which have been made to 
estimate private and social rates of return on R&D. Most economists 
would advocate that government support for R&D be guided by the 
criterion of equalizing private and social rates of return rather than by 
adherence to a target ratio of R&D to gross national product. 

Bernstein finds that estimates of the private rate of return on R&D in 
Canada are quite high, ranging from 20 to 60 percent. He also cites 
evidence of large spillover benefits both to the users of products 
embodying R&D and to the competitors of R&D perfoNners. The implica-
tion is that the social rate of return on R&D is well in excess of the private 
rate of return and that government support is warranted on efficiency 
grounds. The high private rates of return cited may also justify 
assistance if the risk premium they imply exceeds the social cost of risk-
bearing. With respect to the determinants of R&D, Bernstein cites impor-
tant recent findings, many of them his own, to the effect that both R&D 

and investment tax incentives have a significant impact on private R&D 
spending. On the basis of this evidence, tax incentives would have to be 
regarded as the superior form of R&D support. 

Ned Ellis and David Waite make use of data on patents to measure the 
stability of the industrial pattern of inventive activity, the extent to which 
Canadian inventors are represented in active or growth technologies 
(biotechnology, fibre optics, etc.) and changes in Canada's relative im-
portance internationally both as a source and as a destination for new 
technologies. 

They find that the pattern of technological change is erratic and 
difficult to predict, that Canada lies in the middle of industrial nations in 
terms of its representation in active technologies and that Canada is 
marginal both as a source of patented inventions and as a place for 
foreigners to patent and that its status in this regard has deteriorated 
slightly in recent years. 

Edwin Mansfield devotes most of his attention to an assessment of 
evidence respecting the rate, mode and pattern of international diffusion 
of new technologies. He finds that new technologies today tend to be 
transferred abroad both sooner after their initial introduction and more 
often than was the case twenty years ago. Although the newest technolo-
gies tend to be transferred within multinational enterprises, there has 
been a general trend toward arm's-length transfers. Japan has emerged 
as second only to the United States as a source of innovation, and even 
the innovations of U.S. firms are no longer necessarily introduced first in 
the United States. Canada has tended to acquire new technologies 
earlier than most countries, but this position is eroding. Mansfield 
advocates the maintenance of a favourable macroeconomic climate 
rather than detailed intervention into innovative activity as the best way 
for the government to ensure continued high rates of innovation. 



Donald Lecraw examines the state of contemporary North American 
management techniques. He assesses recent arguments to the effect that 
Japanese firms are better managed because they utilize more modern 
methods and focus more on productivity and quality and less on finance, 
litigation and paper entrepreneurialism than North American firms. 

Lecraw concludes that while many U.S. firms have not performed 
well in recent years, the market mechanism can be relied upon to force 
an improved performance where necessary and to the extent that general 
economic conditions allow. Lecraw is somewhat less optimistic about 
Canadian firms, detecting in them some evidence of unwillingness or 
inability to embrace new methods or seek new opportunities. 

Isaiah Litvak and Christopher Maule study the approach of manage-
ment to technical change, productivity improvement and corporate 
strategy of the major firms in the aluminum and steel industries, all of 
which have been highly successful. In these firms the benefits of a 
managerial emphasis on production and productivity and an avoidance 
of conglomerate diversification are especially evident. 

Donald G. McFetridge and Ronald J. Corvari survey the literature on 
the diffusion of new technologies within Canada and on related public 
policies. They find that existing studies provide some evidence that new 
technologies diffuse more slowly within Canada than within some other 
countries but that the public policy response in the form of technology 
centres and transfer programs has been out of proportion to the magni-
tude of the problem. With regard to the often debated issue of support for 
R&D versus support for technology acquisition, they conclude that the 
excess of the social over the private rate of return on technology acquisi-
tion — and hence the desirable level of government assistance — is 
probably smaller than is the case with R&D. 

D.G. MCFETRIDGE 
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1 

Research and Development, Patents, and 
Grant and Tax Policies in Canada 

JEFFREY I. BERNSTEIN 

Product and process developments have begun to occupy the centre 
stage in discussions relating to production activities. Indeed, tech-
nological change appears to be the cure for such diverse ills as inade-
quate output growth, fierce foreign competition, low productivity levels, 
and income disparities. However, no cure exists without side effects. 
Recent fears have surfaced concerning the level of unemployment and 
the skill composition of the labour force in the face of continually high 
rates of technological change. The significance of these issues in affect-
ing individual well-being has led governments to introduce a wide variety 
of policies designed to influence product and process development. 

Research and development (R&D) investment projects comprise a 
major element of the resources devoted to technological development. 
This has caused governments to focus their policy instruments on the 
rate and direction of R&D investment. As Canada entered the 1980s, 
there was a deep concern that R&D expenditures were inadequate to 
sustain the desired rate of technological change. The most frequently 
cited evidence in support of this view is a comparison of Canadian R&D 
expenditures with those in other developed countries. Table 1-1 shows 
that the ratio of R&D expenditures to gross domestic produCt (GDP) for 
Canada is substantially below that of its major trading partners. 

Although the appropriateness of this broad measure of the adequacy 
of Canadian resources dedicated to product and process development 
can be questioned, governments at both the federal and provincial levels 
have decided that assistance is necessary. At the federal level, policies 
have included the provision of technical information, tax incentives, 
grants and procurement from the private sector. These policies have 
been modified and intensified over the years. 
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TABLE 1-1 Research and Development Expenditures as a Percentage of 
Gross Domestic Product, Selected Years 1973-79 

1973 1975 1977 1979 

Canada 1.12 1.11 1.07 1.12 
France 1.78 1.80 1.76 1.82 
Germany 2.09 2.22 2.14 2.27 
Japan 1.87 1.94 1.91 2.04 
Netherlands 2.01 2.12 1.99 1.98 
Sweden 1.60 1.75 1.87 1.89 
Switzerland 2.25 2.40 2.29 2.45 
United States 2.50 2.44 2.39 2.41 

Source: Statistics Canada, "R&D Expenditures in Canada I%3-1983," background docu-
ment no. SS1983-5, prepared in conjunction with SC Cat. No. 13-212. 

There are two major objectives of this paper. The first purpose is to 
discuss and analyze the evidence relating to the interrelationship 
between product and process development and production activities. 
This task is carried out in two stages. The first characterizes the con-
ceptual framework through which to view the role of technological 
development. This is undertaken within the context of corporate deci-
sions regarding production and investment programs. Also discussed 
are the measurement problems associated with the indicators reflecting 
the resources allocated to product and process development. 

The second stage pertains to a survey and evaluation of the empirical 
evidence on the consequences and causes of product and process devel-
opment. Discussion focusses on the influence that R&D investment 
exerts on output and productivity growth in the Canadian and U.S. 
economies. Also analyzed is the manner in which R&D investment and 
inventive output are influenced by factor prices and sales. These 
empirical findings emphasize that the accumulation of R&D investment 
and the production of inventive output are intrinsic components and are 
jointly determined within the complete array of corporate production 
and investment decisions. 

The second objective of this paper is to evaluate the effects of federal 
government policies on the rate of R&D investment. The stimulating 
influences and the costs of grants and tax incentives are discussed. 
Moreover, the tax incentives are decomposed. The R&D investment tax 
credit, the tax allowance, and the measures designed /o increase the 
utilization of the credits are each evaluated. 

Product and Process Development 
Firms operating in many diverse industries undertake investment and 
utilize factors of production in order to develop new products and 
production techniques. In general, resources are allocated such that new 
products offer customers what they need more inexpensively. 
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This section covers the issues regarding allocation decisions relevant 
to product and process development. The conceptual framework relat-
ing to the production and investment decisions associated with develop-
ing new products and processes and the measurement problems associ-
ated with analyzing them are described. 

The Conceptual Framework 

Economists generally view the development of new products and pro-
duction processes as part of the production activities of a firm, industry, 
region, or country. These activities involve inputs ranging through vari-
ous types of labour, physical capital, and materials which are trans-
formed into outputs. 

The framework is even more detailed because product and process 
development is embedded into the complete set of production activities. 
As Mansfield et al. (1971) note, "The effectiveness of a firm's R&D 
department depends heavily on its relations with other parts of the firm" 
(p. 10). There are many instances where ideas have emerged and have not 
been put to use because their significance was not grasped. Conversely, 
there are situations where there have been difficulties in organizing the 
scientific and engineering effort into creating operative products and 
processes. Conceptually, the view is quite straightforward: there is a 
general production relationship for a firm (or industry, region or country) 
which transforms inputs into outputs. Some of these outputs pertain to 
product and process development. These outputs are created from 
inputs which may be used simultaneously to produce many different 
outputs, while some factors may be dedicated solely to the development 
of new products and processes. Thus, one need not think of product and 
process development as being carried out independently or separately 
from other production activities. Instead, there is joint production.' 

The multiplicity of inputs used in the creation of new products and 
processes forces the introduction of aggregations in order to determine 
statistically the causes and consequences of these activities. Usually 
scientists and engineers, laboratories, and associated equipment are 
grouped into a single or a few broad input categories. These are referred 
to as the knowledge capital or R&D capital inputs (see Griliches, 1979, 
and Bernstein and Nadiri, 1984). It is important to recognize that these 
knowledge capital inputs may be utilized jointly to alter (to various 
degrees) product characteristics or to develop new processes. 

The output of product and process developments are generally aggre-
gated into two categories called invention and innovation. Invention is a 
prescription for a new product or process. Sometimes there is the added 
requirement that the product or process must be useful as well as novel. 
Inventions can occur in different ways. The attempt to solve a particular 
problem may result in solutions to completely different problems. For 
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example, the most important plastic material was not deliberately 
sought but was the unintended outcome of other research. The links 
between chemistry and the plastic material polyethylene are docu-
mented by Allan (1967). Polyethelene, unlike other plastic materials, 
does not owe its discovery to work on the structure and synthesis of 
long-chain molecules, but rather to research on high-pressure reactions. 
Moreover, the discovery emerged by chance in 1933, when a defective 
apparatus led to the polymerization of ethylene. The implication is that 
outputs relating to product and process developments quite often turn 
out in reality to arise from joint production situations. In a sense, the 
joint production phenomenon can provide a justification for the inven-
tion and innovation distinction first introduced by Schumpeter (1966). 
An innovation refers to a new product or process which is actually 
integrated into the existing production framework of the firm. An inven-
tion may lead to an innovation, but not necessarily.2  

There are a number of issues associated with the R&D capital 
accumulation, invention, and innovation decisions. First, current 
changes in production processes and new products are the outcome of 
past investment expenditures. This implies that lags exist in the develop-
ment of new products and production techniques and that there is an 
adjustment process, which can extend over several years. 

Next, new production techniques lead firms to expand output and to 
alter the proportions of the various inputs utilized in the production 
process. Certain factors may be substituted (at least in part) for other 
inputs used in the more expensive and superseded process. There are 
numerous examples where unskilled labour has been replaced by new or 
improved equipment. 

Third, product development affects the demand conditions facing 
firms. Suppose that products deliver characteristics to consumers. For 
example, individuals demand warmth, style, and comfort from over-
coats. Overcoats are the products, while warmth, style, and comfort are 
the characteristics. If product development or differentiation by a firm 
enhances the characteristics valued by customers (for example, through 
overcoats made of new material which provides more warmth), then 
revenues increase. 

These adjustment, expansion, substitution, and differentiation issues 
are problems which are not specific to product and process develop-
ment. They are associated, to various degrees, with all forms of capital 
accumulation and product variety. A distinctive feature, however, is the 
problem of appropriability.3  Firms which produce inventive output and 
which innovate may not be able to exclude others in society from freely 
obtaining the benefits of the invention or innovation. This implies that an 
inventor or innovator who is not able to prevent free-riding may receive 
an insufficient return on the investment. The incentive to undertake R&D 

investment is diminished because the originator cannot appropriate all 
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the benefits, and society may have an inadequate level of process or 
product development. 

It is important to clarify the notion of spillover or externality. For 
example, when a firm purchases physical capital, embodied in that 
capital is the innovation undertaken by the selling firm. This capital is 
part of the input requirements of the purchasing firm, and any capital 
improvements are reflected in the market price of the physical capital. If 
these prices fully reflect the benefits of the R&D investment, then no 
spillover has occurred. In this example, spillovers exist only to the 
extent that the market prices do not completely reflect the benefits from 
the innovation. 

Spillovers are the ideas borrowed by one firm from the knowledge of 
another firm. Spillovers do not have to be related to input purchase 
flows. The telecommunications equipment industry and the computer 
manufacturing industry may not buy much from each other, but they 
may be undertaking similar R&D investment and hence benefiting from 
each other's inventions and innovations. Spillovers can arise from any 
market or, for that matter, any non-market transaction. For example, 
spillovers may occur when other firms' patents are used. The royalty 
may not reflect the social value of the patent, since rivals can patent 
around the ideas of the patentee. Also, spillovers are caused by the use 
of innovations through cross-licensing agreements. In addition, 
spillovers can occur between firms which do not in fact transact with 
each other. For example, the mobility of scientists and engineers gener-
ates knowledge investment spillovers, to the extent that the knowledge 
is not firm-specific, and the wage rate does not completely reflect the 
social value of the engineer or scientist. Thus, spillovers originate from 
innovations, inventions, and the knowledge capital inputs of a firm. The 
externalities find their way throughout the economy by various means, 
such as by purchasing products, using patented inventions, entering into 
contractual agreements on innovations, and hiring factors of produc-
tion.4  

Spillovers, by their nature, are intimately related to the spread of 
knowledge throughout industries and economies. They provide a source 
of the linkages through which the diffusion of technological change 
occurs. As Daly (1979) emphasizes and as Denison (1967) writes: 

Advances of knowledge differ from other growth sources in one highly 
important respect. . . . Secrets are few and temporary. By accelerating its 
own contribution to advances of knowledge, one industrialized country 
cannot expect to gain more than a temporary advantage over the others with 
respect to knowledge available for use. . . .(p. 280) 

Mansfield (1968, ch.7) investigates the rate of imitation in four industries 
including bituminuous coal, iron and steel, brewing, and railways. In 
each industry, he studies three innovations. The innovations from the 
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bituminuous coal industry are the shuttle car, trackless mobile loader, 
and continuous mining machine; from iron and steel, they are the by-
product coke oven, continuous wide-strip mill, and continuous anneal-
ing line for tin plate; in brewing, the innovations are the pallet-loading 
machine, tin container, and high speed bottle filler; and in railways, they 
are the diesel locomotive, centralized traffic control, and retarders. 

Mansfield's results are generated, in part, by the existence of an 
externality. The number of firms that adopt an innovation within an 
industry depends on the proportion of firms in the industry which have 
already introduced it into their production process. Thus, the diffusion 
of technological change depends on the extent to which the tech-
nological linkages have already been established. This hypothesis can be 
stated in an alternative way. The rate at which knowledge spreads is 
related to the size of the knowledge pool. Mansfield finds that diffusion 
could be a rather slow process. For example, from the date of the first 
successful commercial application, major firms took 20 years or more to 
install centralized traffic control, car retarders, by-product coke ovens, 
and continuous annealing. However, the rate of imitation varied among 
industries and among innovations. Indeed, the number of years elapsing 
before half the firms in an industry had introduced an innovation ranged 
from 0.9 to 15, with an average time span of 7.8 years.5  

Measurement of R&D Capital 

R&D capital is the aggregation of inputs related to product and process 
development. There are two problems pertaining to the measurement of 
this factor of production. The first concerns the components of the input 
and the second involves its construction. 

The components of R&D capital are derived from the data on R&D 

expenditures. In current statistical summaries, scientific and tech-
nological activities are defined as those activities required for the gener- 
ation, dissimination, or initial application of new scientific and tech-
nological knowledge. These activities are subdivided into categories —
scientific research, and experimental development and related scientific 
activities. The former is defined as creative work undertaken on a 
systematic basis to increase the stock of knowledge and to use this 
knowledge as new applications. Examples encompass the development 
of new methods of identifying tree species or the investigation of the 
factors determining regional variations in unemployment. The activities 
relating to the latter category are scientific data collection, information 
services, testing, feasibility, and policy studies. 

R&D expenditures on scientific research and experimental develop-
ment consist of the wages and salaries of scientists and engineers, the 
cost of laboratories, and associated equipment utilized in scientific and 
technological activities. In particular, R&D expenditures are classified 
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into current and capital expenditures. The current category consists of 
two groups — wages and salaries, and other. The capital category is 
comprised of land, building, and equipment. Current expenditures gen-
erally make up about 85 percent of R&D expenditures, with the majority 
arising from wages and salaries.6  

R&D expenditures in Canada from 1971 to 1981 are presented in 
Table 1-2. During the decade, the expenditures in current dollars 
increased by about 223 percent, compared with an increase in 1971 
dollars of more than 31 percent. Notice that gross domestic expenditure 
on R&D (GERD) in 1971 dollars did not increase monotonically over the 
decade. There was a slight decrease of about 1.5 percent during 1971-76, 
and then an increase in 1971 dollars of about 33 percent during 1976-81. 
An even more pronounced decline is seen in the proportion of GERD to 
gross domestic product (GDP), which represents the average propensity 
to spend on R&D. The average propensity fell from a high in 1971 to 1.36 
percent to a low in 1976 of 1.06 percent. This amounted to a 22 percent 
decrease. The average propensity began to increase during the last half 
of the decade, so the decline over the whole decade was about 6 percent. 

The total value of R&D does not highlight the spread of the activities 
throughout the Canadian economy. Table 1-3 illustrates the breakdown 
of R&D by sector. Expenditure in each sector increased over the period 
1971-81. The government sector's R&D expenditures grew by 163 percent 
and the non-government sector expanded by 251 percent. The govern-
ment composition of R&D was 31 percent in 1971, compared with 25 per-
cent in 1981. Hence, R&D expenditures grew at a more rapid rate for the 
non-government sectors. 

An examination of the composition of the non-government sector 
shows that the business enterprise sector comprised 51 percent of R&D 

expenditures in 1971 and 63 percent in 1981. This compares with 48 per-
cent and 36 percent spent in those years for higher education. Clearly, 
the growth in non-government R&D expenditures is due to the growth 
arising from business enterprises. 

The regional distribution of GERD is presented in Table 1-4. The 
distribution has been relatively stable. During the late 1970s, Ontario 
accounted for half of all R&D expenditures, followed by Quebec and the 
western provinces with 22 percent each, and lastly the Atlantic provin-
ces with 6 percent. Within each region during the late 1970s, there were 
some interesting variations in GERD as a percentage of gross provincial 
expenditure (GPE). The Atlantic provinces showed a steady increase 
between 1977 and 1979, although it fell by 12 percentage points in 1980 
before levelling off in 1981. Quebec exhibited a monotonically increasing 
percentage of GERD as a share of GDP. This was similar to the experi-
ence in the western provinces, although there was a decrease in 1979. 
Ontario also had an increasing share over the last half of the 1970s, 
achieving an increase of 13 percentage points in 1981, making it the region 

Bernstein 7 



TABLE 1-2 R&D Expenditures in Canada, 1971-82 

GERD in 
Current 
Dollars 

Implicit 
Price 

Indexa 

GERD in 
1971 

Dollars 

GDP in 
Current 
Dollars GERD/GDP 

($ millions) (percent) 

1971 1,315 100.0 1,315 96,961 1.36 
1972 1,349 105.0 1,285 108,780 1.24 
1973 1,448 114.6 1,299 128,164 1.13 
1974 1,694 132.1 1,282 151,570 1.12 
1975 1,910 146.3 1,306 170,681 1.12 
1976 2,079 160.2 1,298 195,774 1.06 
1977 2,326 171.5 1,356 215,066 1.08 
1978 2,629 182.4 1,441 238,465 1.10 
1979 2,988 201.3 1,484 265,912 1.12 
1980 3,527 222.7 1,584 291,885 1.21 
1981 4,244 246.3 1,723 331,338 1.28 

Source: Statistics Canada, "R&D Expenditures in Canada 1963-1983," 83-5. Background 
document no.SS1983-5, prepared in conjunction with SC Cat. No. 13-212. 

GERD = gross domestic expenditure on R&D. 
Relates to GNP. 

with the highest average. Ontario has consistently been the major region 
in terms of both total and average propensity to undertake R&D. 

The business enterprise sector is a significant contribution to R&D 
activities in Canada. Table 1-5 shows the breakdown of contributions to 
industrial R&D among mines and wells, manufacturing and services. 
Manufacturing comprises the major proportion of industrial R&D with 
83 percent in 1974 and 78 percent in 1981. Mines and wells accounted for 
only 5 percent in 1974 but this percentage grew to 10 percent by 1981. 
Indeed, in 1981 mines and wells exhibit almost the same percentage of 
industrial R&D as services. In 1974, services comprised 12 percent, 
which was more than double the share for mines and wells. 

The second measurement problem concerns construction of a know-
ledge or R&D capital input index. There are two possible approaches. 
First, it could be constructed from data on the services of the elements 
comprising the index (such as scientists, engineers, and laboratories) 
and the rental rates for these services. In this case, the knowledge capital 
input is defined as the services from the knowledge capital stock, with 
services compensated at rental rates. This is similar to defining the 
labour input as the services from the labour force, with labour services 
compensated at the wage rates. Thus, a possible approach to the con-
struction of the knowledge capital input would be to gather data on lease 
transactions in the knowledge capital services. 

Little work has been done on the compilation of data from lease 
transactions. Therefore, an alternative measurement method may be 
used. This approach consists in computing the level of the knowledge 
capital stock at each point in time from data on R&D investment flows. 
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TABLE 1-4 Amount and Distribution of R&D Expenditures, by Region, 
1977-81a 

Atlantic Quebec Ontario Western Canada 

(millions of dollars) 

1977 123 451 1,046 410 2,050 
1978 141 515 1,148 515 2,342 
1979 182 591 1,321 581 2,689 
1980 161 665 1,615 728 3,187 
1981 179 812 1,935 905 3,864 

(percent) 

1977 6 22 51 20 100 
1978 6 22 49 22 100 
1979 7 22 49 22 100 
1980 5 21 51 23 100 
1981 5 21 50 23 100 

(percent of gross provincial expenditure) 

1977 0.99 0.89 1.25 0.61 0.96 
1978 1.02 0.92 1.26 0.68 0.99 
1979 1.13 0.95 1.29 0.65 0.99 
1980 1.00 0.96 1.42 0.71 1.06 
1981 0.96 1.04 1.49 0.78 1.12 

Source: Statistics Canada, "R&D Expenditures in Canada 1963-1983," background docu-
ment no. SS1983-5 prepared in conjunction with SC Cat. No. 13-212. 

a. Pertains to Natural Science and Engineering. 

TABLE 1-5 R&D Expenditures Disaggregated by Industry, 1974-81 

1974 1975 1976 1977 	1978 1979 1980 1981 

($ millions) 
Industry: 

Mines and Wells 31 47 42 50 56 118 141 205 
Manufacturing 509 561 604 668 791 984 1,213 1,556 
Services 74 92 109 139 160 168 210 243 

Total 613 700 755 857 1,007 1,269 1,564 2,004 

Source: Statistics Canada, "Standard Industrial R&D Tables 1963-1983," background 
document no. SS1983-3, prepared in conjunction with SC Cat. No. 13-212. 

The latter constitute the constant dollar R&D expenditures incurred in 
each year. The price index used to deflate R&D expenditures could be 
constructed from data on the prices of the elements comprising the R&D 

expenditures. 
The major difficulty in computing R&D capital by either approach 

centres on the spillovers associated with knowledge capital accumula-
tion. Knowledge capital for any single firm does not depend solely on its 

R&D investment but on the investment of other firms (which may or may 
not be in the same industry). The construction of an appropriate know-
ledge capital input index must take into consideration the interaction 
between individual firm R&D investment levels. The problem, of course, 
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is that firm interaction arising from the R&D investment spillovers can 
extend over many industries or countries. The analysis of production 
and investment decisions becomes quite complex because the tech-
nological linkages, as represented by the spillovers, must be included in 
the investigation. 

Determining the spillovers involves significant complexities. 

Interrelated firm production and investment decisions must be inte-
grated with R&D spillovers into a single model capable of being tested. 
The spillovers can be transmitted through complicated mechanisms 
whose forms have to be determined. 
Firms participating in sending and receiving R&D investment 
spillovers have to be identified. 

A solution to the problem of firm identification would be to focus on 
firms operating in the same industry, because they produce related 
products with similar technologies. Clearly, the R&D investments of 
these firms are mutually useful and can spill over. Estimates of these 
spillovers provide intra-industry externality links. Bernstein and Nadiri 
(1985) have begun to investigate intra-industry spillovers. Preliminary 
results show that about 25 percent of R&D investment spills over 
between firms in the U.S. chemical industry. 

A difficulty even with focussing on intra-industry spillovers is that 
they can extend internationally. For example, firms operating in the 
telecommunications manufacturing industry in Canada and the United 
States may exhibit strong transnational technological links and thereby 
borrow heavily from each other. In this instance, firms operating in the 
same industries but in different countries would have to be analyzed 
within the same model. 

Once we move to the nature and extent of the inter-industry spillovers, 
there are potentially many firms which would be involved in the tech-
nological links. In this context, Mansfield et al. (1977) avoid the problem 
of firm identification by focussing on the major R&D investment projects 
in the United States. They find that 70 percent of the investment spills 
over. Because only the most significant R&D investment projects are 
included in the sample, the magnitude of the externality may be high. 
Nevertheless, the findings do suggest that inter-industry links exist. 

A number of alternative data sources may help in limiting a priori the 
number of firms involved in the inter-industry R&D investment exter-
nalities. For example, Raines (1968) uses the horizontal product field 
classification of the National Science Foundation to include inputs to an 
industry's R&D investment and also the R&D expenditures of other indus-
tries in the same product field. In addition, grouping firms by their 
Standard Industrial Classification categories, employing firm industrial 
diversification data from the Census of Manufactures and using the cross 
referencing of patents across product fields, could be means of limiting 
the sample of firms.? 
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Measurement of Inventive and Innovative Output 

Output relating to product and process development activities is usually 
designated as invention and innovation. Their measurement is fre- 
quently deemed to be fraught with even more difficulties than the out-
puts emanating from activities not involving product and process devel-
opment. This view is based on two arguments — the non-quantifiable 
nature of ideas, and the pervasiveness of random elements in the produc-
tion process. 

It is difficult to accept the notion that ideas are not measurable. 
Patenting inventions and publishing scientific information impose the 
condition that the idea be represented in an accessible form. Schmookler 
(1966) and others have argued that the number of patents is a better 
measure of inventive output than an index of "major inventions." He 
maintains that the notion of importance with respect to an invention is 
not as discrete as some would believe. In addition, few important inven-
tions are not patented, and patent applications are not necessarily 
requested for minor ones. This implies that patents cover a large propor-
tion of the output set of product and process developments. 

A Canadian patent document includes the following information: 

application number and date; 
issue number and date; 
patent classes; 
title of invention; 
name and country of residence of the inventor; 
name and country of residence of the patentee; 
priority date, country and application number; 
description of the invention; and 
specific claims for the invention. 

We can observe that the holder of a patent is required to disclose a 
description of the invention, including the nature of its operation as well 
as its uses; thus ambiguity can be avoided. In Canada, information on 
the patent becomes available to the public when the patent is granted. 

In 1981, some 1,437 patents were granted to 935 applicants for Cana-
dian inventions. However, this represents only approximately 10 per-
cent of the total number of patents granted in Canada, which means that 
a large number of patents were granted for foreign inventions.8  Among 
the number of patents for Canadian inventions, roughly 33 percent were 
undertaken by 8 percent of the applicants. Table 1-6 presents the number 
of patentees, patents, and the major corporate patentees. 

The second measurement impediment centres on the degree of uncer-
tainty in the production of inventive output and innovation. Clearly, all 
production processes involve random elements. Agriculture requires the 
combined inputs of seeds, fertilizer, land, labour, and equipment to 
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TABLE 1-6 Patent Concentration in Canada, 1981 

Number of Patentees 	 Number of Patents 

	

1 	 More than 	50 

	

2 	 20-50 

	

10 	 10-19 

	

17 	 5-9 

	

135 	 2-4 

	

770 	 1 

Total 	935 	 1,437 

Major Corporate Patentees 	 Industry 

Northern Telecom 	 Electronics, Electrical Products 
Canadian General Electric 	 Electronics, Electrical Products 
Imperial Oil 	 Oil Extraction and Refining 
Polysar 	 Chemicals and Rubber 
Sherritt Gordon Mines 	 Mining and Smelting 
Inco Ltd. 	 Mining and Smelting 
Alcan 	 Alum. Smelting and Fabrication 
Cominco 	 Mining and Smelting 
Du Pont Canada 	 Chemicals and Rubber 
General Foods Ltd. 	 Food and Beverages 
Westinghouse Canada 	 Electronics, Electrical Products 
Gulf Oil 	 Oil Extraction and Refining 
Domtar 	 Pulp and Paper, Chemicals 
Dominion Engineering 	 Heavy Machinery 
Dow Chemical of Canada 	 Chemicals and Rubber 
Uniroyal Ltd. 	 Chemicals and Rubber 
Mitel 	 Electronics and Electrical Products 

Source: Derived from Canada, Department of Consumer and Corporate 
Affairs, PATDAT, Ottawa, 1981. 

produce various crops. Variations in output can occur for non-input-
related reasons such as weather changes. Examples also occur in man-
ufacturing industries, where labour strikes, government-imposed 
embargos, and war can affect the flow of output. The argument relating 
to product and process development presupposes that the stochastic or 
random influences are not just present but also continuously outweigh 
any recurrent factors. The dominance of accidental influences implies 
that any formula used to measure inventive output or innovation must be 
misleading. From case studies of individual projects (see Mansfield et al. 
1971) to econometric analyses of aggregate production structures (see 
Hausman, Hall, and Griliches, 1984), a relatively stable relationship has 
been established between inputs and outputs pertaining to product and 
process development. Indeed, the existence of facilities, financing, and 
government policy devoted to producing inventions and innovations is 
evidence that an input-output relationship exists. 
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Inventive output is generally measured by the number of patents, but 
patents do not fully reflect all inventions. The reason is that the inventor, 
in order to establish property rights, can either not disclose the invention 
or take out a patent. The latter option involves the disclosure of the 
invention. The selection that emerges for any invention depends on the 
net benefits of secrecy versus the net benefits of patenting. 

The characteristics of the invention may lend itself to secrecy. For 
example, certain products are not prey to copying. Specific cases would 
be Smith's Black Cough Drops, the Coca Cola syrup recipe, and the 
Zildjian percussion cymbals, all of which have been family secrets for 
generations. Hence, firms are apt to select the secrecy route when it is 
quite costly to copy the invention through the product itself. It is not only 
complex physical processes that lend themselves to secrecy, but also 
specialized human skills, such as gourmet recipes. In these cases, the 
cost of imitation may be excessive. 

Notice that there are two types of production available to any inven-
tion — secrecy or self-protection, and patent protection. The benefit of 
keeping an invention secret is that other economic agents cannot imitate 
it. However, there are also costs. Secrecy generates a weakly defined 
property right because the owner of the knowledge cannot exclude 
others from discovering the invention independently. Thus, there are 
significant monitoring costs which must be undertaken in order to 
protect the secret. Second, there is the cost to the firm of not inventing 
because the potential inventor feels that the cost of successfully copying 
may be lower than the cost of the original effort of inventing. 

Clearly, costs are incurred to protect the secret from disclosure. In 
contrast, it is precisely disclosure that patent protection offers. The 
costs of self-protection — or in other words, the costs of disclosure —
are precisely the benefits of patent protection. The patent prohibits 
copying and so monitoring costs are not as great, although a certain 
amount of policing is always necessary in order to detect patent infringe-
ment. 

To protect an invention through a patent, the firm must articulate the 
knowledge. This procedure delineates the right of the inventor. The 
process is difficult, and it is precisely in this situation that the costs of 
patent protection arise. A famous example of the costs of disclosure is 
the patent on J.W. Paige's typesetting machine. The first application 
contained 204 sheets of drawings with 1,000 views. Later applications 
added 275 figures and 613 claims. The more difficult the task of ade-
quately characterizing the invention, the higher the costs of patenting, 
because imitation is facilitated. In general, the lower the costs associated 
with patenting, the more accurate patent numbers are as indicators of 
inventive output. Thus, fewer inventors will self-protect. 

Innovative output relates to changes in the characteristics of existing 
products and production processes. Measuring innovative output 
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depends on a link between the product or process and its component 
characteristics. For example, the R-factor in insulating material or the 
computing ability of microprocessors may represent a means of measur-
ing innovations associated with these products. Unfortunately, data on 
innovative changes are readily available on an ongoing basis for only a 
few industries. Among the major industries where adjustments are made 
to the base quantity (or volume) data are automobiles and housing. 
Clearly, much more work is needed in this area both in terms of metho-
dology and data construction. 

R&D, Patents and Empirical Evidence 
It is a generally established empirical result that R&D investment has a 
significant and positive influence on productivity growth and thereby 
also on the growth of output. Moreover, patents have been found to be an 
important indicator of technological change. The purpose of this section 
is to discuss and survey the empirical results pertaining to the rela-
tionships between R&D capital, patent frequency, productivity growth, 
output, and prices. 

R&D, Productivity Growth and Output 

The majority of work on R&D investment and production has focussed on 
the output expansion effects. In particular, much effort has gone into 
exploring the relationship between R&D capital accumulation and total 
factor productivity (TFP) growth. The reason is quite simple: TFP growth 
is a function of the rate of technological change. Since R&D investment is 
a source of this change, it is quite natural to investigate the impact of R&D 

investment on TFP growth. 
Mansfield (1965, 1968, ch. 4) finds that the rate of technological change 

or TFP growth for ten U.S. manufacturers is directly related to the 
growth rate of R&D capital. This result is true regardless of whether 
technological change is disembodied or capital-embodied. He also 
obtains similar results for ten chemical and petroleum firms. In account-
ing for TFP growth, Mansfield estimates that 20 percent of the result 
arises from the growth in R&D capital when technical change is disem-
bodied. When it is capital-embodied, then the growth in R&D capital 
causes about 70 percent of TFP growth. 

Investigating U.S. agriculture, Griliches (1964) finds that the growth 
rate of knowledge capital accounts for almost 30 percent of TFP growth. 
Griliches (1973) also estimates the relationship for U.S. manufacturing 
among samples of industries classified according to Standard Industrial 
classification categories at the 2-, 3- and 4- digit level, where 40 percent 
of TFP growth is accounted for by R&D growth. 
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Terleckyj (1974,1980) identifies two kinds of effects on TFP growth. He 
defines direct effects as those which emanate from the R&D investment 
conducted in the industry under consideration, and indirect effects as 
those which arise from the purchases of intermediate and physical 
capital inputs. Dealing with 20 U.S. manufacturing industries, he esti-
mates that 30 percent of TFP growth is accounted for directly by the 
accumulation of privately financed R&D capital. He finds no direct effect 
associated with government-financed R&D capital. The indirect effect 
obtained for privately financed R&D capital accumulation amounts to 
78 percent of TFP growth.9  Once more, there is no indirect effect associ-
ated with government-financed R&D capital.")  

Mansfield (1980) investigates the contribution of R&D capital to TFP 
growth by distinguishing between basic and applied R&D investment. He 
finds for U.S. manufacturing industries and for U.S. petroleum and 
chemical firms that the growth rate of basic R&D capital has a positive 
and significant influence on TFP growth. He divides applied research at 
the industry level into private and public sector financing components, 
and this split does not influence the results, although it appears that the 
sectoral financing composition affects basic R&D capital. In addition, 
there is a significant influence of the indirect effect through R&D capital 
embodied in an industry's purchased inputs. Once more, only the private 
sector financing amount of R&D capital matters. 

Scherer (1982) finds that both the direct and indirect effects of R&D 
capital during the 1945-65 period exerted a significant effect on TFP 
growth for U.S. manufacturing industries. However, this relationship 
seems to have weakened during the 1970s. Scherer emphasizes inter-
industry dependence, and finds that the role of R&D capital to the 
industry of use (the indirect effect) is more powerful than the link 
between R&D capital and industry of origin (the direct effect). 

Nadiri and Schankerman (1981) decompose TFP growth into a factor 
price effect, a product demand effect, an R&D effect, and an autonomous 
technical change effect. The decomposition is carried out for U.S. total 
manufacturing, durables, and non-durables over the periods 1958-65 to 
1965-73 and 1965-73 to 1973-78. Generally, the product demand effects 
dominated in the latter period for manufacturing and durables, account-
ing for about 65 percent of TFP growth. In the earlier period for these two 
groups, technical change was the major determinant, accounting for 
about 75 percent. The results were slightly different for non-durables. In 
the earlier period about 45 percent of TFP growth was explained by 
technical change, and in the later period 45 percent was determined by 
product demand, while 55 percent was accounted for by the factor price 
effect. The impact from R&D capital increased in the later period for all 
three categories. It accounted for the smallest proportion of TFP growth 
for manufacturing and non-durables, while for durables R&D capital 
growth ranked in the middle. Defining the sum of the factor price and 
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product demand influences to be the scale effect and the sum of the R&D 
and exogenous technical change determinants to be the technology 
effect, in all three categories, the technology effect dominated in the 
early period and the scale effect in the later years. 

In Canada, Lithwick (1969) reports that he is unable to find a link 
between the R&D capital and TFP growth rates. Most recently, Switzer 
(1984), using the approach of Mansfield, Griliches, and Terleckyj and 
developing a sample of 14 industries, finds that 60 percent of TFP growth 
is accounted for by the growth in R&D capital. In addition, he estimates 
that only privately financed R&D capital significantly affects TFP growth. 
Although the Switzer results are similar (but higher) to those found for 
U.S. studies, they should be considered with care for a number of 
reasons. First, they present conflicting evidence concerning the inclu-
sion of intermediate inputs in the production process. Switzer does not 
attempt to test whether value-added or total output (output inclusive of 
the intermediate inputs) is the appropriate output measure, in spite of the 
fact that the measures of TFP growth are quite sensitive to the introduc-
tion of intermediate inputs into the analysis. Moreover, the statistical 
significance relating to R&D capital accumulation is dependent on the 
inclusion of intermediate inputs. Second, profit-maximizing conditions 
are employed for the capital-labour ratio, but not for R&D capital. There 
appears to be an assymmetric treatment of the factors of production, 
even though, as Mansfield (1968, p. 4) states, "Econometric stud-
ies . . . indicate that the total amount a firm spends on research and 
development is influenced by the expected profitability of the R&D 
projects under consideration . . ." Nevertheless, the Switzer paper 
does provide some evidence of a link between the growth rates of TFP 
and R&D capital. 

Griliches (1980) estimates the effects of R&D capital accumulation on 
the labour productivity growth rate for six U.S. industries. He finds that 
about 30 percent of labour productivity growth is determined by the 
accumulation of R&D capital. Nadiri (1980) obtains a figure of 35 percent 
for the private sector of the U.S. economy. Scherer (1982), in dealing 
with U.S. manufacturing, divides the effects on labour productivity 
growth into direct and indirect. He estimates that the indirect effects 
were larger than the direct influences during the 1945-65 period, but that 
both determinants diminished in strength during the 1970s. 

In Canada, Longo (1984), dealing with a cross-section of firms, finds 
that 64 percent of labour productivity in the chemical industry is 
explained by R&D capital accumulation, compared with 16 percent in the 
electrical industry. For all other industries, there is no significant rela-
tionship. However, on average (over all the firms), the growth in R&D 
capital accounts for about 60 percent of labour productivity growth. 
Longo's measure of the R&D capital stock is $1,347 million in 1980 (p. 48). 
This measure is based on accumulated R&D expenditures from 1972 to 
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1979, using a depreciation rate of 12.5 percent. His sample includes 
about 70 percent of manufacturing R&D expenditures, which amounted 
to $1,213 million in 1980 (see Table 1-5). The R&D expenditures relating to 
Longo's sample can therefore be calculated at $849 million for 1980. This 
means that the R&D expenditures in a single year are 63 percent of the 
eight-year accumulation of these expenditures. From other studies (for 
example, Nadiri and Bitros, 1980), the stock of R&D capital appears to be 
too small. Indeed, knowledge capital seems to be anywhere from one-
sixth to one-half of the stock of physical capital. Longo's measure of 
physical capital amounts to $34,670 million for 1980. Taking only one-
sixth of this figure gives an estimate for R&D capital of $5,778 million for 
1980. With this figure, the growth in R&D capital thus accounts for about 
13.5 percent of labour productivity growth. This percentage is almost 
equal to the 11 percent figure which Longo estimates to be the contribu-
tion of physical capital accumulation to labour productivity growth 
(p. 39). The equality of the contribution to labour productivity growth by 
both types of capital brings into question Longo's conclusion (p. 3) that 
the rate of return on R&D investment exceeds that for other investments, 
and his policy prescription that R&D investment should be increased by 
two-thirds over 1979 levels." 

Postner and Wesa (1983) also investigate the relationship between the 
growth rates of labour productivity and R&D capital accumulation in 
Canada. They find that there is no significant relationship between the 
two growth rates. However, when they take into consideration the inter-
industry effects, the indirect influences are found to have a significant 
impact on the labour productivity growth rate. In particular, Postner and 
Wesa find a positive effect associated with indirect intramural R&D 

investment and a negative effect for indirect extramural R&D capital 
accumulation." As Postner and Wesa state with respect to the negative 
effect: "The precise explanation for this (perverse) result is a mystery at 
present . . . . Further investigation of this matter is clearly called for" 
(p 33). The difficulty with this result, of course, is that the marginal 
contribution to output of indirect extramural R&D capital is negative. 
Using a similar framework to Postner and Wesa, Hartwick and Ewan 
(1983) also estimate that there is no statistically significant relationship 
between R&D investment and labour productivity growth. Their results 
are independent of the inclusion of direct and indirect effects. This leads 
Hartwick and Ewan to reject the "downstream labour productivity 
growth hypothesis" associated with R&D capital accumulation." 

The impact of R&D capital on output has been generally consistent 
over the years. Mansfield (1968), Minasian (1969) and Griliches (1973) 
estimate that on average for U.S. manufacturing and other industries, a 
1 percent increase in R&D capital leads to a 0.1 percent increase in output. 
In Canada, Globerman (1972) reports he is unable to find a significant 

18 Bernstein 



effect of R&D capital on output. More recently, Switzer (1984) states he 
finds results similar to those in the United States. 

There is a tendency to consider the composition of productivity 
growth accounted for by a R&D investment as a rate of return to R&D 
capital. In adhering to this tendency, the empirical results show that the 
rate of return to R&D capital ranges from 20 to 70 percent on average in 
the United States and from 20 to 60 percent in Canada. The real issue, 
however, pertains to whether and in what sense these composition 
percentages can be considered as rates of return. First, most of the 
previous percentages measure the incremental contribution of R&D cap-
ital to output (the marginal product of R&D capital). The marginal pro-
duct of knowledge capital (net of depreciation) in long-run competitive 
equilibrium is indeed equal to the (long-run marginal) rate of return on 
this form of capital. This is true as long as firms are profit-maximizers 
with respect to the production structure hypothesized in the estimated 
models. The difficulty is that the conditions associated with profit maxi-
mization are not imposed in the model. Therefore, this hypothesis (not 
just profit maximization, but profit maximization with respect to the 
postulated set of inputs and outputs and their associated streams of costs 
and revenues) needs to be accepted as a matter of faith. 

Second, R&D capital (as mentioned) consists of scientists and engi-
neers, laboratories, and associated equipment. These inputs may be 
counted in the labour and physical capital components as well. In this 
instance, the estimated marginal product must be considered as the 
excess long-run marginal rate of return on R&D capital. This point is 
recognized by Terleckyj (1974, 1980) and Griliches (1980). Therefore, a 
statistically insignificant marginal product of R&D capital does not imply 
that its rate of return is zero. The implication of the insignificance is that 
the excess rate of return (relative to, say, physical capital) is zero.14  

There is a normative implication which is sometimes drawn from the 
estimation of rates of return or excess rates of return. If the rate of return 
on R&D capital exceeds that on physical capital (or if the excess rate of 
return on the former type of capital is positive), then there is a presump-
tion that there exists an insufficient stock of knowledge in society. This 
argument is based on the hypothesized arbitrage condition that expected 
(as opposed to actual) rates of return (at the margin) on different types of 
capital must be equalized.15  Hence, if (for example) the expected rate of 
return on R&D capital exceeds that on physical capital, then the level of 
R&D capital should be expanded until its expected rate of return declines 
to the rate on physical capital. 

There are a number of difficulties with the hypothesis which attributes 
differences in actual rates of return to the adequacy of capital stock 
levels. These problems are related to the acceptability of the arbitrage 
condition and the identifiability of actual rates of return to expected 
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rates.16  First, if individuals or groups are able to diversify their risk from 
undertaking investment projects, then expected rates of return will be 
equal. The arbitrage condition is an outcome of the diversification 
process. In this instance, if the measured (or actual) rates of return differ, 
then there is no presumption concerning the socially optimal level of 
capital. The fact that actual rates differ reflects the reality that indivi-
duals make mistakes; some lose and some win from the various projects. 

Second, if individuals are not able to diversify away all the risks, then 
expected rates of return will differ. The differences in the expected rates 
reflect the degree to which risks must be absorbed by the investors (in 
knowledge capital, for example). Thus, the arbitrage condition repre-
sented by the equality of expected rates of return is not appropriate. In 
this case, differences in actual rates reflect differences in the riskiness of 
alternative investment projects. Once more, there is no presumption 
concerning the socially optimal level of capital. 

It is sometimes argued that risks which cannot be diversified away by 
individuals may be diversifiable by society as a whole. Hence, from 
society's vantage point, expected marginal rates of return should be 
equalized. First, it is not clear that all risk in a society can be diversified 
away even by a government operating in the public interest. For exam-
ple, society as a whole will be risk averse when the variance of the 
stream of returns from an investment project is large and not indepen-
dent of other projects.'? Indeed, this may be a reason for observing 
foreign investment, as individual economies cannot absorb certain risks 
because risk pooling over individuals or projects is not tenable. Second, 
governments, like private sector groups, have a comparative advantage 
in risk diversification for particular types of investment projects. This 
appears to be quite obvious because of the simultaneous provision of 
private and public sector insurance, for example. Thus even from 
society's view, expected marginal rates of return on alternative invest-
ment projects can differ. 

Output and Factor Price Determinants of R&D Capital 

R&D capital is a factor of production. Therefore, it is determined by 
factor prices, output prices, and quantities. Moreover, the demand for 
R&D capital is determined in conjunction with all the inputs in the 
production process. 

Recent work in Canada and the United States has focussed on the 
decisions governing R&D capital requirements within the context of 
production analysis. Previously, R&D expenditures were related to sales, 
profits, industry concentration, or entry barriers. Work by Comanor 
(1967), Scherer (1967), Mansfield (1968), Grabowski (1968), Mansfield et 
al. (1971), and Howe and McFetridge (1976) estimate some interesting 
empirical relationships. 
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Larger firms do not spend more on R&D than smaller firms, relative to 
their size. 
There is a positive relationship between the degree of concentration 
and R&D expenditures, as long as the industry is not overly concen-
trated. 
R&D expenditures tend to be highest in industries where entry barriers 
are not overly high or low. 
Growth in sales stimulates R&D expenditures. 
Profits and R&D expenditures are directly associated. 

There are some difficulties in interpreting these results because of the 
nature of the analytical framework employed. Generally, there is only an 
implicit model of industry structure, and hence concepts like entry 
barriers are used in an ad hoc fashion. Also, R&D expenditures are 
assumed to be determined in isolation from other corporate decisions. 
This imposes a strong degree of separation with respect to firm activi-
ties. Moreover, the number and size distribution of firms in an industry 
are assumed to be exogenous. Yet a model of industry structure must be 
able to explain these two phenomena. In particular, the degree of con-
centration is endogenous. As Dasgupta (1982) notes, there is a positive 
linear relationship between concentration and the ratio of R&D to sales. 
However, he claims that no causality can be imputed to this relationship 
because both variables are simultaneously determined. Developing and 
estimating models of industry structure is an important avenue to under-
standing the determinants of R&D investment. There is a need to inte-
grate product demand elements with firm cost characteristics and corpo-
rate rivalries. However, at the present time, there is no empirically 
integrated model. 

Current efforts to understand R&D capital accumulation have centred 
on its role in affecting the production and cost structure of a firm. In this 
respect, output has been estimated to be an important determinant of the 
demand for R&D capital. Nadiri and Bitros (1980) find that in the long run, 
for five U.S. industries, an increase in output of 1 percent generates a 
0.7 percent increase in R&D capital. These estimates are somewhat 
smaller for the larger firms and larger for the smaller firms. Bernstein and 
Nadiri (1984) estimate long-run output effects for R&D capital relating to 
four U.S. industries, and find that the estimates in each are slightly 
greater than unity and are in line with those estimated for physical 
capital. In Canada, Bernstein (1984a) develops a sample of major firms 
undertaking R&D investment, and estimates the long-run effects to be 
around unity. The short-run effects are found to be one-quarter of those 
found in the long run. In addition, when Canadian-owned firms are 
considered separately from the U.S. subsidiaries, Bernstein (1984b) 
estimates that there is no difference in the long run between the output 
effects. However, in the short run, when output increases by 1 percent, 
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the U.S. subsidiaries increase their demand for R&D capital by 0.25 
percent, compared with 0.37 percent for the Canadian-owned firms. The 
former group of firms exhibit an impact which is two-thirds that of the 
latter set. 

There are a number of implications of these results. 

The demand for R&D capital is directly affected by output. 
There is no evidence to suggest that output growth leads to larger than 
equiproportional growth in R&D capital. 
Short-run influences are smaller than long-run effects. 
U.S. subsidiaries and Canadian-owned firms exhibit the same magni-
tude in the long run, but in the short run Canadian-owned firms 
respond more to output changes. 
Output exerts a much stronger influence on R&D capital compared 
with the converse situation; in fact, the difference in effects may be as 
much as tenfold. 

Factor prices also affect decisions governing the level and growth of R&D 

capital. Rasmussen (1973) investigates the effects of changes in the price 
of labour and physical capital on R&D capital. He finds that the latter is 
sensitive to these prices. Nadiri (1980) develops a rental rate for R&D 
capital related to U.S. manufacturing. He estimates that a 1 percent 
increase in this factor price causes a 0.6 percent decline in the demand 
for R&D capital. Bernstein and Nadiri (1984) find a similar result for 
various U.S. industries. They estimate the price response generated to 
be a 0.45 percent decrease in the demand for knowledge capital. More-
over, they estimate an array of long-run factor price effects. Their results 
illustrate that at a given level of output supply, physical and R&D capital 
tend to complement each other. An increase in the rental rate on physical 
capital causes the demand for R&D capital to decline on average by 0.2 
percent. The exact magnitudes, however, vary among the industries. In 
addition, at a given level of output, both types of capital inputs displace 
labour requirements. Thus, decreases in the factor price of R&D capital 
cause the demands for both knowledge and physical capital to increase, 
while the demand for labour declines. If the rental on R&D capital 
decreases by 1 percent, in the long run, labour requirements fall by about 
0.25 percent. Although each capital input is a substitute for labour, the 
empirical results point out that even in the long run, labour demand is not 
very responsive to changes in the factor price of R&D capital. 

In the Canadian context, Bernstein (1984a) estimates a set of factor 
price effects in the short and long runs. These results are presented in 
Tables 1-7 and 1-8. In the long run, a 1 percent increase in the price of R&D 
capital causes demand to decrease by only about 0.35 percent. The 
short-run effect is about three times smaller than the long-run effect. As 
for the United States, in the long run, capital inputs are complements 
while each capital input is a substitute for labour. In addition, this 
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TABLE 1-7 Elasticity Coefficients of Long-Run Price Responses of 
Flictor Demands, Major Firms in Canada 

Factor Demand• 

Physical Capital R&D Capital Labour 

Factor Price: 
Physical Capital — .3038 — .1600 1.1702 
R&D Capital — .0480 — .3240 .4265 
Labour .3518 .4840 —1.5967 

Source: J.I. Bernstein, Research and Development, Production, Financing and Taxation 
(Toronto: University of Toronto Press for the Ontario Economic Council, 1984). 

a. Response to a 1 percent increase in price of the factor, when output does not change. 

TABLE 1-8 Elasticity Coefficients of Short-Run Price Responses of 
Factor Demands, Major Firms in Canada 

Factor Demanda 

Physical Capital R&D Capital Labour 

Factor Price: 
Physical Capital — .1230 — .0472 .6911 
R&D Capital — .0083 — .1284 .2492 
Labour .1313 .1756 — .9403 

Source: J.I. Bernstein, Research and Development, Production, Financing and Taxation 
(Toronto: University of Toronto Press for the Ontario Economic Council, 1984). 

a. Response to a 1 percent increase in price of the factor, when output does not change. 

relationship between the factors of production is also obtained in the 
short run. In the long run, a decrease in the rental on R&D capital 
increases the demand for physical capital by 0.05 percent, and decreases 
the demand for labour by slightly over 0.40 percent. In the short run, the 
demand for capital increases by 0.01 percent, and demand for labour 
decreases by 0.25 percent as a result. 

Bernstein (1984b) looks at the factor price effects for both Canadian-
owned firms and U.S. subsidiaries. The results, given in Tables 1-9 and 
1-10, point out that a 1 percent increase in the price of the R&D capital 
input in the long run decreases the demand by 0.42 percent for U.S. 
subsidiaries and by 0.28 percent for Canadian-owned firms, which is 
two-thirds the magnitude for the U.S. subsidiaries. In the short run, the 
effects are half the long-run magnitude (see Tables 1-11 and 1-12). In the 
long run, the qualitative relationship between the various inputs does not 
distinguish between the types of corporate ownership; at a given level of 
output, the capital inputs are complements, and each capital input is a 
substitute for labour. In the short run, the capital inputs are not comple-
ments. Indeed, a decrease in the factor price of R&D capital leads to a 
decrease in the demands for both physical capital and labour, at a given 
level of output (see the second row in Tables 1-11 and 1-12). 
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TABLE 1-9 Elasticity Coefficients of Long-Run Price Responses of 
Factor Demands for U.S. Subsidiaries 

Factor Demands 

Physical Capital R&D Capital Labour 

Factor Price: 
Physical Capital — .2622 — .0332 .7744 
R&D Capital — .0271 — .4234 .5030 
Labour .2894 .4566 —1.2775 

Source: J.I. Bernstein, "Corporate Ownership, Production, Tax Policy and Research and 
Development," Report to the Federal Department of Regional Industrial Expan-
sion (Ottawa, 1984). 

a. Response to a 1 percent increase in price of the factor, when output does not change. 

TABLE 1-10 Elasticity Coefficients of Long-Run Price Responses of 
Factor Demands for Canadian-Owned Firms 

Factor Demands 

Physical Capital R&D Capital Labour 

Factor Price: 
Physical Capital — .2802 — .082 1.0234 
R&D Capital — .0388 — .2795 .5384 
Labour .3190 .3177 —1.5617 

Source: J.I. Bernstein, "Corporate Ownership, Production, Tax Policy and Research and 
Development," Report to the Federal Department of Regional Industrial Expan-
sion (Ottawa, 1984). 

a. Response to a 1 percent increase in price of the factor, when output does not change. 

TABLE 1-11 Elasticity Coefficients of Short-Run Price Responses of 
Factor Demands for U.S. Subsidiaries 

Factor Demands 

Physical Capital R&D Capital Labour 

Factor Price: 
Physical Capital — .1581 — .0058 .3563 
R&D Capital .0128 — .2105 .2617 
Labour .1453 .2162 — .6180 

Source: J.I. Bernstein, "Corporate Ownership, Production, Tax Policy and Research and 
Development," Report to the Federal Department of Regional Industrial Expan-
sion (Ottawa, 1984). 

a. Response to a 1 percent increase in price of the factor, when output does not change. 

24 Bernstein 



TABLE 1-12 Elasticity Coefficients of Short-Run Price Responses of 
Factor Demands for Canadian Owned Firms 

Factor Demands 

Physical Capital R&D Capital Labour 

Factor Price: 
Physical Capital — .0933 — .0077 .5384 
R&D Capital .0104 — .1247 .2904 
Labour .0829 .1324 — .8287 

Source: J.I. Bernstein, "Corporate Ownership, Production, Tax Policy and Research and 
Development," Report to the Federal Department of Regional Industrial Expan-
sion (Ottawa, 1984). 

a. Response to a 1 percent increase in price of the factor, when output does not change. 

Schwartz (1983) also looks at the relationship between R&D capital and 
three factors of production (labour, physical capital, and energy) for 14 
manufacturing industries in Canada. His approach is quite different from 
the treatment of R&D capital as a factor of production. In Schwartz's 
model, the stock of R&D capital is given to the industry (even in the long 
run). There is no explanation of the determinants of R&D capital. Hence 
labour, physical capital, nd energy requirements depend on R&D cap-
ital, output, and factor prices, but the demand for knowledge capital is 
independent of these elements. Nevertheless, Schwartz finds that 
exogenous changes in R&D capital do not use physical capital 
exclusively. R&D capital accumulation also requires use of labour in 
paper, transportation equipment, and chemicals; capital in machinery, 
electrical products, and petroleum and coal; and energy in paper, 
petroleum and coal, and chemicals.18  

The price effects illustrate a number of conclusions. 

R&D capital is responsive to its own price and the prices of other 
factors of production. 
The effect generated by its own price is significantly less than unity 
both in the short and long runs. 
The long-run effect outweighs the short-run effect. 
At a given level of output, in the long run, physical and R&D capital 
complement each other but displace labour; in the short run, there is a 
tendency for the factors to be substitutes. 
The output impacts on R&D capital are larger than the price effects in 
both the short and long runs.19  

The Determinants of Patent Frequency 

Patents are a measure of inventive output and as such they are the 
outcome of a production process. This view has led specialists to investi- 
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gate relationships between patents and R&D capital. Mansfield (1968, 
ch. 2) finds that for the major firms in the petroleum, steel, and chemical 
industries in the United States a contemporaneous and positive rela-
tionship exists between inventive output and R&D investment (measured 
as R&D expenditures). He estimates that an additional $2 million spent on 
R&D results in one additional patent. 

Firms generally produce many different outputs, which can be divided 
into inventive and non-inventive output. Given the quantity of the fac-
tors of production within the firm, there must be a trade-off between the 
levels of inventive and non-inventive output.2° A negative relationship is 
obtained by Mansfield for the major firms in the chemical and steel 
industries .21  

Recently, Pakes and Griliches (1984), dealing with firms operating in 
U.S. manufacturing, estimate a positive significant relationship between 
patents and R&D expenditures. The exact nature of the timing pattern 
between inventive output and knowledge capital accumulation remains 
inconclusive, but there is much evidence that a strong contemporaneous 
relationship exists (see Hausman, Hall and Griliches, 1984). 

In Canada, McFetridge (1977), using the Mansfield framework, esti-
mates a similar set of relationships. He finds a significant positive 
relationship between patents and R&D expenditures and a negative rela-
tionship between patents and sales for the electrical, chemical, and 
machinery industries. McFetridge estimates that the R&D cost of an 
additional patent is $541,000, $962,000, and $182,000 in the electrical, 
chemical, and machinery industries, respectively. 

These models focus on the production or supply side of inventive 
output. In other words, they stress the role of technological oppor-
tunities available to the firm. These opportunities enhance the firm's 
profits. Schmookler (1966) notes that both technological opportunities 
and the demand for the inventive output may be significant determinants 
for patent frequency. Indeed, he stresses the latter explanation. Scherer 
(1982) empirically evaluates the "technological opportunity" and 
"demand-pull" hypotheses. The demand-pull hypothesis is based on a 
model with the inventive output (or patent) as an input in the purchasing 
(or using) firm's production process. Moreover, the using firm's demand 
for this input is a function of its own output. 

Scherer classifies patent data for U.S. manufacturing industries 
according the industries of use. Using investment in physical capital 
stock, material purchases, and value-added as output measures of the 
using industries, Scherer finds a positive, significant relationship 
between patents by use and the user output. However, the explanatory 
power of the model is weak. The technological opportunity hypothesis is 
tested in the usual manner by relating patents of origin to the originator's 
sales. Scherer finds a positive significant relationship between these 
variables. In addition, the explanatory power is greater than for the 
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demand-pull hypothesis (especially when allowance is made for industry 
differences).22  Indeed, there is almost a one-to-one relationship between 
the growth rates of patents and sales. In other words, a 1 percent increase 
in sales leads to a 1 percent increase in patents. 

Generally, the production of inventive and non-inventive outputs and 
innovation are jointly related. The outputs are dependent on factors 
which are simultaneously used to produce more than a single product. 
Thus a multi-output, multi-input approach seems appropriate in a model 
to explain the output supply and input demand relationships. Up to this 
point, little work has been directed in this manner. A step toward this 
approach has been taken by Bernstein (1984c). In this model, firms 
produce inventive and non-inventive output jointly, using physical and 
R&D capital and labour. However, Bernstein assumes that non-inventive 
output is predetermined. This allows him to derive and simultaneously 
estimate inventive output supply and factor demand equations which are 
conditioned on the level of non-inventive output and factor prices. 
Bernstein finds for major firms producing inventive output in Canada 
that in the short run a 1 percent increase in non-inventive output 
(deflated sales) causes patents to increase by 0.64 percent, and in the 
long run the elasticity is unity. In this model, factor requirements are able 
to expand simultaneously with patent frequency as non-inventive output 
increases. This latter result is quite similar to that found by Scherer 
(1982) for the United States, using a different approach. In addition, 
Bernstein estimates that increases in all factor prices cause patent 
frequency to decline. These price effects are significant but small. 
Indeed, a 1 percent increase in the rental rate on R&D capital causes 
patents to decline by 0.05 percent. Further work is needed in this area to 
allow for a more complete analysis of a multi-output framework where 
inventive and non-inventive outputs are simultaneously determined. 

Government Policy and R&D Capital Accumulation 
The Canadian government has introduced a wide variety of policies over 
the years to stimulate the rate, direction, and diffusion of technological 
change in general and of R&D capital accumulation in particular. Policies 
have centred on providing scientific and technical information, legisla-
tion on property rights, tax incentives, and grants and loans, as well as 
on encouraging purchases of innovation and inventive output and public 
sector production of these two types of output. This section focusses on 
the tax and grant policies of the federal government because of their 
relative importance in the policy arsenal and their pervasiveness in the 
industrial fabric. 

General Policies 
Besides policies intended to influence R&D capital formation directly, 
there are many policies which influence output, employment, physical 
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investment, and interest rates, which in turn affect the level of R&D 

capital. The manner in which these policies cause changes in the demand 
for R&D capital arises through the output and factor price effects. First, 
policies designed to stimulate the level of product demand, whether 
through tax decreases or expenditure increases, exert a significant effect 
on R&D capital formation. These influences operate through the substan-
tial and positive output effects associated with the demand for R&D 
capital. 

Second, policies designed to stimulate physical capital formation and 
employment affect the relative prices of these factors of production. For 
example, accelerated depreciation of equipment and structures (not 
used in R&D investment) decreases the rental rate on physical capital. 
Two effects ensue. The substitution effect causes firms to alter the 
relative proportions of the inputs in the production process. Because 
physical and R&D capital are complements and each is a substitute for 
labour, the substitution effect associated with the accelerated deprecia-
tion on physical capital causes demand for R&D capital to increase and 
labour requirements to decrease. The output effect arises because the 
decrease in the rental on physical capital causes production costs to 
decline and therefore output expands. The increase in output triggers an 
increase in the demand for all inputs (although not in the same propor-
tion). Moreover, since output effects dominate substitution effects, the 
net effect is to increase labour demand, while both effects operate in the 
same positive direction for physical and knowledge capital. 

A similar analysis can be conducted with respect to stimulating 
employment of individuals not associated with R&D investment. For 
example, subsidies to train low-skilled workers decrease the effective 
unit cost of labour. This decrease in the effective wage rate generates 
substitution and output effects. According to the substitution effect, 
labour demand increases while the demand for both types of capital 
decrease. However, the output expansion that arises causes all input 
requirements to increase. The output effect dominates. Hence, the 
demands for physical and R&D capital increase, along with the increase 
in labour requirements. 

Policies which influence interest rates operate through the factor 
prices of both physical and knowledge capital. The factor price relating 
to any form of capital consists of two components — the financing (rate 
of return) and the utilizing (rate of depreciation) portions. Thus policies 
that cause investor rates of return to increase render financing capital 
formation more expensive and thereby dampen the demand for R&D 

capital. Clearly, an increase in these rates of return raises the factor price 
of R&D capital, but it also increases the input price of physical capital. 
There is a direct effect through the factor price of R&D capital and an 
indirect effect through the price of physical capital. The indirect (sub- 
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stitution and output) effect enhances the direct influence because R&D 
and physical capital complement each other in the production process. 

Grants 
Grants have played a significant role within the federal government's set 
of instruments designed to foster R&D investment. The federal govern-
ment maintains a number of grant programs, each of which is intended to 
decrease the unit cost of a specific type of R&D investment program. 

The Industrial Research Assistance Program (TRAP) was established 
in 1968. IRAP encourages production activities based on the physical and 
biological sciences and engineering. Companies incorporated in Canada 
that undertake R&D investment and product development innovation in 
Canada are eligible for IRAP grants. These grants pay staff salary costs 
for scientists, engineers, technicians, and other staff members. The 
Defence Industry Productivity Program (DIPP) was established in 1968. 
DIPP encourages R&D investment into product and process development 
in the defence industries. Assistance is given in the form of grants and 
repayable loans on a shared-cost basis. Generally, about 50 percent of 
the total cost of the selected R&D investment programs is covered. The 
Program for Industry/Laboratory Projects (PILP) was initiated in 1975. 
PILP is designed to promote the transfer of results for federal laborato-
ries in order to develop product and process innovations. Canadian 
companies with adequate technical and business capability are eligible 
for PILP grants. Funds are provided through the negotiation of license 
contracts or through a contribution arrangement with Canadian com-
panies. There are other programs such as the Industrial Regional Devel-
opment Programs (IRDP) which include grants for firms of specific size 
or for specific types of R&D investment projects such as energy projects. 
All the grant programs appear to have a number of common features. 

They must be applied for and approved by the federal government. 
Firms incorporated in Canada are eligible for the programs. 
The R&D investment,f,orinore generally the product and process 
development, must b6 undertaken in Canada. 
There is an emphasis on innovations (with commercial application of 
product and process development). 

There has been some work in Canada on the effectiveness of government 
grants in stimulating R&D investment. Howe and McFetridge (1976) find 
in the machinery and chemical industries that firms which receive grants 
do not change the amount of their own spending on R&D investment 
projects. In other words, a dollar of a grant directed towards R&D 
investment leads to a dollar more of R&D expenditures — no more and 
no less. This is true of domestically owned and foreign-owned firms in 
these industries. 
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In the electrical industry, both foreign and domestically owned firms 
which receive grants spend more on R&D investment than they would in 
the absence of these grants. Domestically owned firms increase their 
own spending by more than the amount of the grants. Assuming that 
grants cover half the cost of an R&D investment project, they have the 
effect of rendering profitable projects that would not otherwise receive 
grants for their R&D investment; thus projects which were hitherto 
unprofitable for the domestically owned firms become profitable. The 
foreign-owned firms increase their own spending by less than the amount 
of the grant. This implies that funds are reallocated by the foreign-owned 
firms from other R&D investment projects to the ones which receive 
grants. Longo (1984) estimates from a cross-section of firms in Canada 
that domestically owned firms increase their R&D spending in proportion 
to their grants and foreign-owned firms tend not to increase their spend-
ing upon receipt of a grant. 

Although some results are available relating to R&D expenditures and 
government grants, much more work needs to be done in this area. First, 
the different types of grants have not been differentiated in the empirical 
results (this may have been a problem of insufficient data). Second, 
grants have been related to R&D expenditures rather than to the stock of 
knowledge. This implies that there is only a contemporaneous influence 
of grants upon R&D investment, which is clearly not the case. Grants 
affect the contemporaneous level of R&D capital through R&D invest-
ment. The higher level of knowledge capital, in turn, generates further 
future increases in R&D investment and the stock of knowledge. Thus, by 
ignoring the intertemporal influences of grants on R&D capital, the 
efficacy of government grant policy may be biased downward. 

Third, the empirical models used to study the influence of grants have 
imposed the strong assumption that the determinants of the demand for 
R&D capital are completely independent of the determinants of physical 
capital and labour requirements. Other work, relating to the nature of the 
structure of production, has found that there are significant interrela-
tionships between all factors of production. Grants will, in general, 
influence the demand for physical capital and labour, as well as the 
supply of output for the grant recipients. Thus, the effects on the 
structure of production and the level of output must be examined when 
considering the effectiveness of the government grant programs. 

Tax Incentives 

Canada has had a varied and extensive set of tax incentives directed at 
stimulating R&D capital formation. Over the last decade, the following 
provisions have been introduced: 

Current and capital R&D expenditures can be deducted in the year they 
were incurred or in any year thereafter. 
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Current and capital R&D expenditures in the current year are eligible 
for a tax credit. The tax credit rate is 25 percent for companies eligible 
for the small business corporate income tax rate, 20 percent for 
corporations operating in the Gaspe area of Quebec and the Atlantic 
provinces, and 10 percent for all other corporations. Deductible R&D 

expenditures are reduced by the amount of the credit. This credit is 
deductible in full against the first $15,000 of federal tax otherwise 
payable and in an amount up to 50 percent of the remaining federal tax 
otherwise payable. Unused credits can be carried forward for up to 
five years. 
Current and capital R&D expenditures in the current year in excess of 
the average of the three preceding years are eligible for a 50 percent tax 
allowance. Deductible R&D expenditures are reduced by the amount of 
the allowance. 

Since the federal budget proposals of 1983, a number of changes have 
been introduced to the tax policies (see Canada, Department of Finance, 
1983). First, the tax allowance based on incremental R&D expenditures 
has been eliminated. Second, with respect to the tax credit, the rates 
have been increased to 35 percent for companies eligible for the small 
business corporate income tax rate, 30 percent for companies operating 
in the Gaspe and the Atlantic provinces, and 20 percent for all other 
companies. In addition, the limitation on the extent to which the tax 
credit may be applied against federal taxes payable is to be removed, a 
three-year carry-back period has been introduced and the carry-forward 
period is to be increased to seven years. 

There is also a further provision in the budget. Under present tax 
policies, the R&D investment tax credit does not provide an incentive to 
undertake knowledge investment if the firm has no tax liability against 
which it can be applied in the current year or the five-year carry-forward 
period. A temporary measure has been proposed to alleviate this situa-
tion. The measure provides for a refund of a portion of the R&D invest-
ment tax credits earned between April 19, 1983, and April 30, 1986. The 
refund, for unincorporated businesses and businesses eligible for the 
small business corporate income tax rate, is equal to 40 percent of the 
value of credits, which cannot be used to offset taxes in the year they are 
earned. For other corporations, the refund is equal to 20 percent.23  

Recent empirical work estimates the effects that changes in the R&D 
investment tax credit and incremental allowance rates exert on the 
structure of production (see Bernstein, 1984a, 1984b). First, although the 
statutory tax credit in Canada compares favourably with that in other 
countries (see McFetridge and Warda, 1983), the effective tax credit is 
only slightly above half of the statutory rate for the major R&D investors 
in Canada (see Bernstein, 1984a). This implies that the problem of 
unutilized tax credits is particularly acute. Policy changes eliminating 
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the upper limit on the amount of the credit that can be claimed in any 
year against the tax liability, introducing carry-back provisions, and 
lengthening carry-forward provisions are steps in the right direction. 

It is of little value to increase the statutory rate when constraints 
hinder firms from taking advantage of existing credits. Table 1-13 shows, 
under different hypotheses or assumptions of market demand for a firm's 
products, that a doubling of the effective tax credit rate generates a 3 to 
6 percent increase in the long-run demand for R&D capital for both U.S. 
subsidiaries and Canadian-owned firms. In the short run, the effect is 
about 1.4 percent. These results encompass both the substitution and 
output effects associated with changes in the effective tax credit rate. 
The 1.4 percent increase in the demand for the R&D capital input gene-
rated about $136 million in additional industrial R&D expenditures in 
1984.24  

The increase in R&D expenditures arises from two effects. The first 
occurs because at a given level of output the relative factor price of R&D 

capital declines. The second occurs because unit production costs 
decline and so output increases. The 1.4 percent short-run increase in the 
demand for R&D capital can be broken into a substitution effect of 
1.1 percent and an output effect of 0.3 percent (see Bernstein, 1984b, 
ch. 7 and 8).25  Thus, the $136 million increase in R&D expenditures 
consists of $107 million from the substitution effect and $29 million from 
the output effect. 

The federal government has also increased the statutory R&D tax 
credit rate. For firms with sales greater than $50 million, this amounts to 
a doubling of the statutory rate. As can be observed from Table 1-13, this 
implies that the long-run demand for R&D capital increased from 7 to 
15 percent for both U.S. subsidiaries and Canadian-owned firms. In the 
short run, there was a 2.8 percent increase in the demand for R&D capital 
or a $266 million increase in R&D expenditures in 1984. This increase 
consisted of a 2.2 percent substitution effect and a 0.8 percent output 
effect. Hence the $266 million increase in 1984 R&D expenditures can be 
divided into $209 million from the substitution effect and $57 million 
from the output effect. 

The final federal government tax policy pertains to the elimination of 
the R&D incremental investment tax allowance. Table 1-14 shows that 
eliminating the allowance causes the long-run demand for R&D capital to 
fall by about 4 to 7 percent, while in the short run the demand decreases 
by around 1.1 percent. Thus, R&D expenditures declined by about $104 
million in 1984 because of the elimination of the tax allowance on 
incremental R&D investment. This $104 million decrease is composed of 
a $82 million substitution effect (or 0.8 percent) and a $22 million output 
effect (or 0.3 percent). The net effect on R&D expenditures was to 
increase the 1984 value by $298 million. This increase consists of $234 
million due to the substitution effect and $64 million due to the output 
effect. 
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TABLE 1-13 Effect on Demand for R&D Capital from an Increase in 
the R&D Investment Tax Credit 

Price Elasticity of Demand for a Firm's Productsa 
-6 -3 -1.5 

U.S. subsidiaries: 
Effective tax credit 

Long run .058 .042 .034 
Short run .016 .015 .014 

Statutory tax credit 
Long run .137 .098 .079 
Short run .013 .032 .031 

Canadian-owned firms: 
Effective tax credit 

Long run .059 .038 .027 
Short run .013 .010 .009 

Statutory tax credit 
Long run .152 .096 .068 
Short run .033 .026 .022 

Source: J.I. Bernstein, "Corporate Ownership, Production, Tax Policy and Research and 
Development," Report to the Federal Department of Regional Industrial Expan-
sion (Ottawa, 1984). 

a. Response to a 1 percent increase in effective and statutory tax credit rates. 

TABLE 1-14 Effect on Demand for R&D Capital from a Decrease in 
the R&D Incremental Investment Tax Credit 

Price Elasticity of Demand for a Firm's Productsa 
-6 

-0.06 
-3 

-0.03 
-1.5 

-0.015 
U.S. subsidiaries: 

Long run - .069 - .050 - .040 
Short run - .018 - .017 - .016 

Canadian-owned firms: 
Long run - .075 - .048 - .034 
Short run -.017 -.013 -.011 

Source: J.I. Bernstein, "Corporate Ownership, Production, Tax Policy and Research and 
Development," Report to the Federal Department of Regional Industrial Expan-
sion (Ottawa, 1984). 

a. Response to a 1 percent decrease in the incremental investment tax rate. 

The tax policy changes result in a decrease in the tax liability of the 
private sector (see Table 1-15). The cost to the federal government of 
solving the problem regarding tax credit utilization (that is, increasing 
the effective rate up to the statutory rate) was $125 million in 1984.26  The 
cost of doubling the statutory R&D tax credit was about $251 million in 
1984, while the cost decrease due to the elimination of the allowance was 
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TABLE 1-15 Additional R&D Expenditures and Decrease in Tax 
Revenues Resulting from R&D Tax Policy Changes, 1984 

Additional R&D Expenditures 
($Millions 1984) 

Substitution 
Effect 

Output 	Total 
Effect 	Effect 

Decrease in Tax 
Revenues 

Tax policy: 

Increasing 
tax credit 

($millions) 

utilization 107 29 136 125 

Doubling tax 
credit rate 209 57 266 251 

Abolishing 
tax allowance — 82 — 22 — 104 — 100 

Net impact 234 64 298 276 

Source: J. I. Bernstein, Research and Development, Production Financing and Taxation 
(Toronto: University of Toronto Press for the Ontario Economic Council, 1984). 

$100 million in 1984. Therefore, the net cost to the government was 
$276 million. Notice that the additional R&D expenditures exceed the 
cost of the policy change when both substitution and output effects are 
accounted for, but the cost exceeds the increase in R&D expenditures 
arising from the substitution effect alone. 

Conclusions 
The paper has analyzed the consequences and determinants of product 
and process development as well as the effectiveness of government 
grants and tax incentives on the rate of R&D investment. Product and 
process development has been characterized as a production process 
whose inputs and outputs are jointly determined within the general set of 
corporate production activities. 

Most of the empirical work has addressed the output expansion and 
factor substitution possibilities associated with R&D investment. 
Indeed, Canadian evidence has established that there is some influence 
of the accumulation of knowledge capital on productivity growth. This 
evidence is weaker and not as prevalent as that found for the U.S. 
economy. Nevertheless, R&D investment in Canada accounts for some 
20 to 60 percent of the proportion of productivity growth experienced. 

The demand for R&D capital responds significantly to both output 
expansion and factor price changes. With respect to the former effect, 
the demand for R&D capital in the long run increases in proportion to 
output increases. The influence in the short run is about a quarter of that 
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found in the long run. These results are similar to those estimated for 
firms operating in the United States. In addition, Canadian-owned firms 
and U.S. subsidiaries appear to respond to output changes in the same 
fashion in the long run, although Canadian-owned firms are more 
responsive in the short run. The implication from these results is that the 
rate of output growth plays an important role in determining the rate at 
which corporations devote resources to R&D investment. In fact, 
although R&D investment influences output growth, the converse effect 
is as much as ten times larger. 

The influence of factor prices on the demand for R&D capital points out 
that there is an interaction with physical capital and labour requirements 
in the production process. The factors of production tend to be sub-
stitutes in the short run but physical and knowledge capital complement 
each other in the long run, while each type of capital is a substitute for 
labour. This result occurs whether the firm is a U.S. subsidiary or is 
Canadian-owned. However, all factor price influences are significantly 
smaller than the output expansion effects. Indeed, the demand for R&D 
capital is three times more responsive to changes in output, compared 
with changes in its factor price. This implies that in a growing economy, 
all input (labour, physical, and R&D capital) requirements will increase 
even if relative factor prices are changing. The output expansion effect 
dominates the factor substitution effect. However, in an economy with 
little or no growth and a rising relative price for labour, firms' production 
processes will become more capital intensive in terms of both physical 
and R&D capital. Since R&D capital consists of scientists, engineers, and 
technicians, firms substitute equipment, structures, and skilled labour 
for unskilled labour. 

Grants and tax incentives exert an influence on the demand for R&D 
capital and the rate of R&D investment. Grants have not been studied to 
the same degree as the tax incentives, but there is evidence that firms 
which are grant recipients increase their own spending on R&D invest-
ment. Domestically-owned firms seem to be more responsive to grants 
than foreign-owned firms operating in Canada. However, it is still an 
open issue (and worthy of further work) whether firms increase their 
own spending on R&D investment projects less than, more than, or equal 
to the additional funds emanating from a government grant. 

Tax incentives generate positive effects on R&D expenditures. A 
severe problem has been the inability of firms to utilize all of their tax 
credits. The effective tax credit rate is about half the statutory rate. The 
solution to this problem generates about one dollar in R&D expenditures 
for every one dollar lost in tax revenues. Once the credit utilization issue 
has been dealt with, a policy of increasing the statutory credit rate would 
generate one dollar of additional R&D expenditures for every dollar lost 
in tax revenues. Simultaneously, however, the recent elimination of the 
R&D incremental investment tax allowance causes R&D expenditures to 
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decrease by about one dollar for every dollar increase in tax revenues. 
Therefore, on net, the tax incentives generate about one dollar of addi-
tional R&D expenditures for every dollar decrease in tax revenues. 
Incorporated into these figures are the effects arising from changes in the 
structure of production (that is, the intensities by which firms utilize 
factors of production) and the level of output. If output expansion does 
not materialize, then the tax incentives generate about eighty-five cents 
in additional R&D expenditures for every dollar decrease in tax revenues. 

There are a number of general lessons obtained from this report. First, 
R&D investment exerts a positive influence on productivity growth. This 
influence seems to vary over time and between industries. This means 
that "supply" elements, as represented by product and process develop-
ment, affect productivity growth. In addition, industry differences must 
be accounted for in determining the causes of productivity growth. 

Second, R&D investment responds to market forces. The rate of 
output supply and the array of factor prices have significant influences 
on the demand for R&D capital. Like other factors of production and 
rates of investment, R&D capital responds to the pull of the market. 
Output growth generates a greater demand for R&D capital. Moreover, 
changing factor prices (such as wage and rental rates) cause the demand 
for R&D capital to be altered in light of the degree by which this input is a 
substitute or complement for the other factors of production. 

Third, policy initiatives toward R&D investment through grants and tax 
incentives generally lead to a dollar-for-dollar increase in R&D expen-
ditures. A dollar spent by the government in the form of a grant or tax 
expenditure causes the producing unit to increase R&D expenditures by 
one dollar. Grants and tax incentives appear to have about the same 
effect on total R&D expenditures. An equal dollar value of grants and tax 
expenditures generates an equal amount of R&D expenditures. This 
implies that the greater administrative cost associated with grants is only 
offset by the benefit of allowing the government to target its R&D enhan-
cement policy. 

Finally, when output grows at the same rate that a grant or tax 
expenditure decreases the unit cost of R&D capital, R&D expenditures 
increase relatively more through output growth. Thus, in an expanding 
economy, existing policies serve to enhance the increase in R&D expen-
ditures. However, in a contracting economy, grant and tax incentives are 
not able to offset the decline in R&D expenditures. 
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Notes 
This study was completed in October 1984. The author would like to thank Don 
McFetridge, two anonymous referees, and the Royal Commission's advisory research 
group on the economics of industrial structure for their helpful comments and suggestions. 

See Fisher and Temin (1973) for a specification of a technology involving multiple 
outputs and inputs with some of each devoted in part to the production of new products 
and processes. 
The jointness referred to here is not between new products and processes and existing 
products, but rather within the context of product and process development activities. 
In addition, as Dasgupta (1982) and Spence (1984) note on theoretical grounds, there is 
no significance to the product and process distinction. The distinction may be arbi-
trary to a certain extent. The more important output classification is between inven-
tion and innovations. 
In the literature, this is also referred to as the free-rider or exclusion problem. See 
Reinganum (1981) and Spence (1984) for a theoretical treatment relevant to product and 
process development. 
The use of input-output tables will not provide information on the extent of the 
spillovers between industries, unless the spillovers are linked to input purchases. 
The purpose of this paper is not to address the multifaceted problem of technological 
diffusion. The issue is introduced because its importance is linked to the appropri-
ability difficulties associated with R&D capital accumulation, invention, and innova-
tion. 
Statistics Canada, "Standard Industrial R&D Tables 1963-1983," background docu-
ment no. SS-1983-3 prepared in conjunction with SE cat. no. 13-212, page 25 can be 
referred to for the breakdown between current and capital expenditures. In accounting 
for R&D expenditures, current and capital classifications are used. However, in 
developing a stock of knowledge, it seems appropriate to capitalize all expenditures 
pertaining to R&D. This point is brought up again at the end of this subsection. 
Unlike other inputs for a producing unit, the R&D capital input index involves 
aggregation over commodities and aggregation over firms. The latter aggregation 
relates to the nature of the spillovers associated with R&D investment. See Diewert 
(1980) for a thorough discussion of aggregation over commodities and firms in the 
absence of spillovers. 
This fact appears to substantiate the point that international spillovers associated with 
R&D investment, invention, and innovation may be quite important for Canada. 
The direct and indirect effect accounts for more than 100 percent of TFP growth 
because certain other effects (such as the degree of labour unionization) exert a 
negative influence. 
The reason that the source of financing R&D capital accumulation could affect the 
growth in TFP is not addressed. 
There are some technical problems with the Longo (1984) study. One difficulty is that 
he uses output as a dependent variable and utilization (defined as output over capacity) 
as an independent variable. Since output is a stochastic variable in the estimation, the 
model contains stochastic regressors and the ordinary least squares procedure is 
inappropriate. Indeed, one must isolate output as the dependent variable in the model. 
It is not, as Longo claims, that: "ln either case, the structural parameter estimates 
would be identical" (p. 38). 
Intramural R&D capital of a firm relates to the quantity "constructed" by that firm, 
while extramural R&D capital relates to the quantity "purchased" from another 
producing entity. 

Postner and Wesa (1983) used R&D capital growth rates in their analysis, and Hartwick 
and Ewan (1983) used R&D expenditures per unit of sales or the R&D intensity of 
sales. 

In some work, it is not clear whether rates of return or excess rates of return are being 
estimated. This poses a problem especially when attempting to draw policy con-
clusions on the adequacy of the level of R&D capital. 
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This abstracts from spillovers, and so the rates of return are private. The focus here is 
on risk. 
It is important to note that in most models used to estimate rates of return on 
knowledge capital, there are no relationships incorporating the equality condition 
between expected rates of return on different types of capital. Indeed, the equality 
condition does not appear either as a maintained or testable hypothesis. Based on 
these models, as a consequence, the equality between expected rates of return cannot 
be accepted or rejected, and implications from the maintenance of the hypothesis 
cannot be tested. 
See Leland (1974). 
The labour-using nature of R&D capital accumulation in transportation equipment 
and chemicals seems somewhat counterintuitive, especially in light of the fact that 
Schwartz finds output changes to be labour-saving in both industries. The maintained 
hypothesis of the separation of the demand for R&D capital from the other factors 
must be questioned, because of the positive relationship between output and R&D 
capital requirements and the array of factor price influences found in other studies. 
The fact that the output effect dominates the factor price (or the substitution) effect 
will be important in understanding the magnitude of the influence of tax policy on the 
demand for R&D capital and the structure of production. 
Care must be taken in interpreting the relationship between inventive and non-
inventive output from models which do not hold all factors of production fixed. In this 
case, if some inputs increase then it is possible for both inventive and non-inventive 
output to rise. For example, estimating patents as a function of sales does not 
explicitly constrain all inputs to be fixed. Thus, a positive or negative relationship may 
be the outcome. 
If inventive and non-inventive output production are completely independent, then 
there would not be any relationship between patents and sales. Mansfield obtains this 
result for the petroleum industry. 
To understand the positive relationship between inventive and non-inventive output, 
see note 20. 
The federal government has also introduced the scientific research tax credit (SRTC) 
financing mechanism. The SRTC provides for a tax credit equal to 50 percent of the 
amount of share or bond instruments issued to finance the R&D investment. The 
SRTC is intended to replace the R&D limited partnerships and the scientific research 
investment contract (SRIC). These latter instruments have the stipulation that the 
investor obtaining the use of the R&D investment tax credits also own the R&D 
investment. The SRTC mechanism does not contain this provision. 
In the sample upon which the R&D expenditure figure is based, the total R&D capital 
net of depreciation in 1972 dollars is $1,863 million. Using the average inflation rate of 
the physical investment deflator, 0.0834, over the period 1972 to 1983, the R&D capital 
in 1984 dollars is estimated to be $4,843.8 millions. In addition, the sample of firms 
accounted for 50 percent of total industrial R&D expenditures. Thus $4,834.8 million x 
2 = $9,687.6 million, which is the industrial R&D capital for Canada in 1984 dollars. 
Now .014 x $9,687.6 million = $135.6 million, which is the additional R&D expen-
ditures in 1984 dollars brought about by a doubling of the effective R&D tax credit rate. 
In the long run the proportion of the total effect consisting of substitution effect 
declines to slightly more than 50 percent. This is due to the strong effect that output 
exerts on the R&D capital input in the long run. See Bernstein (1984b, ch. 7 and 8). 
The decrease in costs from the doubling of the effective tax credit rate is $24.039 
million in 1972 from the sample of firms in Bernstein (1984a, chap. 7). In 1984 dollars, 
the figure is $62.5 million and since the sample of firms consists of 50 percent of 
industrial R&D expenditures, the total costs is $125 million. 
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2 

Canadian Technological Output 
in a World Context 

NED ELLIS 
DAVID WAITE 

Recent attention to the potential effects of microelectronic technology 
on industry and the working population and media coverage of all areas 
of scientific advance have fuelled the popular perception of a world on 
the brink of technological revolution. However, close study suggests that 
we are not on the verge of a revolution induced by the increasing pace of 
innovation. On the contrary, patent statistics show that the rate of 
invention worldwide has declined substantially since 1972 and the Brit-
ish, French and Americans in fact patented fewer inventions annually 
during the late 1970s than they did in the early 1930s. The revolution, if it 
arrives, will be a matter of the application rather than the generation of 
new technology. 

This is not to minimize the importance of technology generation as a 
policy issue. Patent data show us that Japan's economic success has 
been backed by a remarkable growth in inventive effort, a growth known 
to be promoted both by Japanese government and industry. 

Whether domestically produced or imported, the application of new 
technology will be essential to Canada's continued competitiveness in 
world markets. Information concerning the sources of new technology 
and trends in its development are therefore important to this country's 
future. The object of this paper is to add to the general understanding of 
technology generation, and of Canada's performance vis-à-vis the rest of 
the world, through an analysis of patent data. 

The paper covers the following subject areas: 

international trends in the generation of technology as a whole within 
a fifty-year time frame; 
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Canada's relative performance as a world player in the generation and 
exploitation of new technology; 
Canada's relative position as a technology source — its strengths and 
weaknesses in the electrical, chemical and mechanical sectors com-
pared to other countries; 
the volatility of technology generation — an investigation at the pat-
ent-class level of active, stagnant and neutral technology areas over 
time; the predictability of technological winners and losers; and 
an exploration of Canada's response to changes in the identity of 
active technologies compared with those of other countries. 

It should be made clear at this stage that the paper does not in any way 
address the questions of technology adaptation and adoption, which are 
also important to Canadian productivity. Rather, it deals strictly with the 
flow of technology available to Canada and the changes in the nature of 
that flow over time. 

The study is based on data drawn from the publications of the World 
Intellectual Property Organization (woo) and from the Canadian Patent 
Office. The WIPO statistics are used to plot international changes in 
technology generation as a whole but do not provide a consistent record 
of trends at a disaggregated level or for smaller countries. For this 
reason, analyses of trends affecting the newly industrialized countries, 
and a breakdown of trends among chemical, electrical and mechanical 
classes based on the international figures, proved unworkable. 

Detailed analysis of Canada's relative performance is therefore based 
on the consistent record of highly disaggregated data available through 
the Canadian Patent Office. The data used record only the annual 
number of inventions which are granted patents. For this reason they 
indicate the rate of flow of new technology onto the market and provide 
no measure of the stock of usable technology available at any point in 
time. Some consideration was given to attempting measures of the 
stocks of available technology by examining figures on patents in force in 
each year, rather than on new patents granted. The attempt was not 
pursued, both because of incomplete data and because this indicator was 
regarded as unreliable for a number of reasons. Among these were the 
problem of differing terms and renewal regulations in different countries; 
the fact that some items of technology remain widely used despite an 
expired patent term; and the fact that some items, though still protected 
by patents, will already have been outdated by advances in the same 
field. 

Finally, it should be acknowledged that patent statistics by no means 
provide watertight measures of technology generation. Some of the 
claimed weaknesses are that not all technologies are patentable and that 
propensities to patent may vary from industry to industry.' With respect 
to the first weakness, the most notable technologies which are not 
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patentable in Canada are computer software and some forms of bio-
technology. With respect to the second weakness, it is claimed that some 
electrical technologies are not patented because of the slowness of the 
patent-granting process. This claim, however, ignores the market power 
which can result from "patent pending," and indeed electrical tech-
nology producers such as IBM, General Electric and NV Philips are 
among the ten largest users of the Canadian patent system. It should be 
pointed out at the same time that patent data also have a number of 
strengths, particularly in the present context. Most other data, for 
example, are collected by survey, with all the attendant problems con-
cerning coverage and reliability. As well, patent data are real measures 
which facilitate international and temporal comparisons without 
accounting for the difficulties inherent in exchange rate and inflation rate 
measurement. 

Trends in Worldwide Technology Generation 

This section draws on the hundred-year record of world patenting 
activity recently published by WIPO (1983) to document changes in the 
international rates of technology generation and diffusion over sample 
periods between 1925 and the present. The period between the two world 
wars is reviewed only briefly to provide a perspective on the changes 
which have occurred in the area in recent years. 

Rates of Patenting Worldwide 

Viewed in isolation, the figures presented in Table 2-1 below, which 
shows total patents granted worldwide, appear to confirm the popular 
notion of a rapid growth in technological change in the years since World 
War H. The annual number of patents granted between the wars reached 
its highest level at 213,720 in 1931. A period of low activity occurred 
during the postwar reconstruction period. The 1931 figure, however, had 
been surpassed by 1955, and in 1972 the rate of patenting was 2.26 times 
its highest level of the interwar period. Moreover, by 1982, after a decade 
of economic uncertainty, patents were still being granted at approxi-
mately twice the 1931 rate. 

Invention and Diffusion 

However, it is important to note that the data in Table 2-1 do not simply 
represent rates of inventive activity. The figures also reflect the fact that 
an inventor is granted a separate patent by every country in which he 
patents his original invention. 

Since patenting in a country other than that of the patentee's residence 
indicates an intention to exploit an invention in the second country, the 
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figures presented can also be said to indicate two things: rates of inven-
tion plus rates of technology diffusion around the world.2  The difficulty 
is that the figures do not show where the effects of diffusion end and 
those of invention begin. The two effects could be separated easily if 
worldwide figures were available showing numbers of patents granted by 
countries only to their own residents. Unfortunately, the WIPO record is 
incomplete in this respect. 

However, to provide an indication of the separate trends in invention 
and diffusion based on available information, Table 2-2 records changes 
in patenting rates for seven trading nations over sample periods between 
1925 and 1982. The table shows figures for three years in the interwar 
period, as a basis for comparison with the years of strong growth during 
the 1960s and the periods of decline and fluctuation which began in 1973. 
For each country, the left-hand column shows total patents granted and 
the right shows patents granted to its own nationals. The final three 
columns show total patents granted by all seven countries, totals granted 
to own nationals, and the latter expressed as a percentage of the former. 

Rates of Invention 

The first conclusion suggested by these figures is that the notion of a 
quickening pace of technological change is in fact erroneous. The figures 
may mask the real pace of change somewhat since, as already noted, not 
all industries patent all their inventions. Nevertheless, among the seven 

TABLE 2-1 Mtal Patents Granted Worldwide, 1925-82 

Year Patents Granted Year Patents Granted 

1925 174,999 1964 339,431 
1965 374,419 

1930 207,426 1966 415,156 
1967 454,710 

1935 168,417 1968 424,774 
1969 405,611 

1940 135,252 1970 420,416 
1971 460,877 

1945 82,052 1972 482,356 
1973 447,911 

1950 161,594 1974 425,637 
1975 412,117 

1955 216,187 1976 427,155 
1977 442,430 

1960 278,045 1978 400,305 
1961 295,415 1979 386,045 
1962 298,264 1980 422,961 
1963 312,501 1981 423,348 

1982 425,154 

Source: World Intellectual Property Organization (WIPO), 100 Years of Industrial Prop-
erty Statistics, (Geneva, 1983). 
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countries shown, the rate of patenting by own residents grew by only 
36 percent between the sample interwar year of 1930 and the peak year of 
1973. Moreover, in 1982 the rate of patenting was only 16 percent greater 
than in 1930. 

The picture is perhaps even more surprising for the individual coun-
tries on the list. Japan alone shows a strong trend towards growth in 
inventiveness, with rates of patenting by Japanese nationals rising stead-
ily in the last three decades to approximately ten times their prewar 
level. France and the United States, on the other hand, recorded their 
highest rates in the mid-1960s at 138 and 140 percent of the 1930 levels 
respectively and have since slipped back to only 69 and 87 percent of the 
prewar figures. Meanwhile the United Kingdom, having reached 107 
percent of the 1930 rate in 1971, by 1982 had fallen to the point where 
inventions were being patented at less than half the interwar rate. In 
contrast to the general picture of fluctuation and international change, 
Canada's performance as a source of inventions has been relatively 
stable. Rates of patenting in Canada by Canadians reached 136 percent 
of their 1930 level in 1972, came close to this level again in 1981, and in 
1982 were still at 118 percent. 

Rates of Diffusion 

It would appear then that the major portion of growth in world patenting 
up to 1972 was attributable to the diffusion of technology internationally 
rather than to rapidly growing rates of innovation. While international 
patenting rates grew by a factor of 2.2 between 1930 and the peak year of 
1972, the number of individual patented inventions among the seven 
countries shown grew by a factor of only 1.36 — from 84,620 in 1930 to 
115,672 in 1973. 

It is worth noting that despite the growth in diffusion up to 1972, 
patenting has continued to be concentrated among the major industrial 
countries. The seven countries shown granted 65 percent of the world's 
patents in 1930, and this level had slipped only to 50 percent in 1972 and 
49 percent in 1982. 

Conclusion 

It would seem that the popular notion of an increasing pace of tech-
nological change is unfounded. In fact, worldwide rates of invention had 
increased to a maximum level only 36 percent above their interwar level 
in 1972 and have decreased considerably from this peak in the interven-
ing years. Among the major trading nations, Japan alone continues to 
increase the number of inventions it patents annually, while the United 
States, France and Britain now patent considerably fewer inventions 
than they did in 1930. Meanwhile, Canada's inventive record -has 
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remained relatively stable in world terms, following closely the interna-
tional pattern of postwar growth, and remaining comfortably above 
interwar levels into the early 1980s. 

Canada's Performance in the Generation 
and Exploitation of New Technology 

Five measures are used here to rate Canada's performance as an orig-
inator and as an exploiter of new technology relative to six other trading 
nations — France, West Germany, Japan, the Netherlands, Great Brit-
ain and the United States. 

The section deals firstly with the proportion of world patents granted 
by Canada and by the other countries as an indication of the tech-
nological capacity of each. 
Secondly, the proportion of world patents granted by Canada to 
Canadians is compared to similar proportions for the other countries. 
Thirdly, the section compares shares of patents granted to residents of 
Canada and of the other nations, to show which countries are gaining 
and which are losing ground in the international exploitation of their 
own technology. 
Next, the section analyzes the different propensities of the seven 
countries to exploit their own technology abroad, by measuring the 
proportion of domestic to foreign patents granted to residents of each. 
Finally, countries' patenting levels are shown in relation to the sizes of 
their respective national economies. 

The section covers the eleven-year period between 1972 and 1982, for 
which the most complete international data are available, and deals with 
the patenting records of the seven countries. In the first three measures 
above, the authors considered showing individual countries' perfor-
mances in terms of their shares of the seven-country total in addition to 
their world shares. This extra step yielded significant information only in 
the third measure and has therefore been omitted in the other cases. 

Levels of Patenting in Canada and Other Countries 

The number of patents granted by a country is a combined indicator of 
its capacity for invention and of the desire of foreign nationals to protect 
their inventions within it. Since most patented inventions are used by 
business, rather than directly in the retail market, the number of foreign-
origin patents granted in a country will also indicate its general capacity 
to make use of new technology. Table 2-3 shows total patents granted by 
Canada and six other countries, followed by the percentage these repre-
sent of total world patents. 
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The 1970s was a time of considerable change in the patterns of interna-
tional patenting. The large U.S. share of the world's patents declined 
somewhat, from a high point of 17.8 percent in 1974 to a 1982 level of 13.6 
percent, while the Japanese share was generally on the increase, rising 
from 8.6 percent in 1972 to a maximum of 12.0 percent in 1981 and ending 
at 11.9 percent in 1982. Over the same period the French and British 
shares, while unusually high in 1978, also generally declined. Figures for 
the Netherlands, West Germany and Canada show fluctuation without 
pronounced upward or downward trends, though Germany and Canada 
ended the period with slightly lower shares while the final figure for the 
Netherlands was markedly higher than in previous years. The United 
States, France and Great Britain are apparently becoming less important 
places to patent while, as might be expected, Japan is becoming steadily 
more important. 

Canada's importance meanwhile remains relatively stable in interna-
tional terms. However, two points are worth noting here. Firstly, Canada 
is the recipient of a large number of foreign patents. In 1982 it granted 
21,620 patents to foreign nationals, the third highest figure after the 
United States with 23,993 and Britain with 24,904. Secondly, although 
this number is high, a disproportionate percentage are of U.S. origin. 
Table 2-4 indicates the number of foreign-origin patents in six countries, 
the, number of patents of U.S. origin, and the percentage of foreign-
origin patents held by U.S. applicants in 1982. 

Despite this high proportion of U.S. patents, however, Canada still 
attracts more interest from elsewhere in the world than do West Ger-
many and Japan. Moreover, the proportion of U.S.—origin patents has 
been in decline in recent years, falling to its present level from 64 percent 
in 1975. 

TABLE 2-4 U.S. Patents as a Proportion of Foreign-Origin Patents 
in 1982 

Total Foreign 
Patents 

U.S.—Origin 
Patents 

Percent 

Canada 21,620 12,595 58 
France 16,180 4,504 28 
West Germany 8,027 2,531 32 
Japan 8,378 4,101 49 
Netherlands 6,035 1,457 24 
United Kingdom 24,904 7,831 31 
Sources: World Intellectual Property Organization (WIPO). 100 Years of Industrial Pro-

perty Statistics, (Geneva, 1983), and WIPO Intellectual Property Statistics 1982 
(Geneva). 
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Generation of Technology by Canada and Other Countries 

Figures in Table 2-5 showing numbers of patents granted by the seven 
countries to their own residents tend to conform to the patterns seen 
above. Against a background of generally reduced patenting activity 
worldwide, the United States, United Kingdom and France granted 
smaller shares of the world's patents to their own residents in 1982 than in 
1972, while Japan's share grew and the shares of Canada, the 
Netherlands and West Germany remained about the same. 

The clearest trends are to be seen in the growth of Japanese domestic 
patenting, with a rise in absolute numbers from 29,101 and 42,223 and a 
rise in world share from 6.0 percent to 9.9 percent, and in the even more 
rapid decline in patenting at home by the British, whose absolute num-
bers and world share were both halved over the eleven-year period. 

Meanwhile, domestic patenting in the United States, France and West 
Germany has been subject to considerable fluctuation. All three coun- 
tries ended the period with somewhat smaller shares of the world total 
than when they began, although the decline was only marginal in the 
case of Germany. 

Finally, despite a decline in the absolute number of patents granted to 
them, Canadians patenting at home have maintained a small but stable 
share of the world's total activity at 0.3 percent. 

International Patenting by Residents of Seven Countries 

An examination of levels of patenting abroad by residents of the same 
seven countries presents a somewhat less clear picture of Canadian 
performance. Table 2-6 below shows numbers of patents granted to 
residents of each country by all other countries and the proportion each 
represents of total world patents. Table 2-7 shows the same figures but as 
a proportion of the seven-country totals. 

When shares of world patents are considered, once again the Japanese 
share of the totals can be seen to have grown over the period examined, 
although the upward trend has been subject to considerable fluctuation. 
Once again, the U.S., British and French shares have fallen, with Britain 
faring worst. However, in this case, the overall shares of West Germany, 
the Netherlands and Canada have also been subject to marked, if some-
what erratic, downward trends. The Canadian share of foreign patenting 
has historically been very small, less than 1 percent of total world 
patents. This proportion has been falling slowly but consistently since 
1975. To put this in a clearer perspective, it can be said that Canada's 1982 
share was 74 percent of its world share in 1972, while for the other 
countries concerned the proportions were France 84 percent, West 
Germany 72 percent, Japan 139.0 percent, the Netherlands 81.5 percent, 
United Kingdom 58 percent, and the United States 71 percent. 
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However, viewed in the context of the seven-country group 
(Table 2-7), individual countries' performances for the most part appear 
more stable. Canada began and ended the ten-year period with the same 
share of the group total. Meanwhile the shares of West Germany, the 
United States and the United Kingdom fell to 92, 92 and 73 percent, 
respectively, of their 1972 shares and the Dutch, French and Japanese 
shares rose to 105, 106 and 180 percent. 

These generally smaller fluctuations suggest a shift away from the 
seven countries as the major source of world patents. The implication is 
apparently confirmed by Table 2-8, which is an amalgamation of figures 
from Tables 2-2, 2-6 and 2-7. 

A major portion of the decline in the seven countries' share of world 
patenting is clearly the result of a fall in foreign patenting by their 
residents. Meanwhile, not only the share but also the numbers of patents 
granted to the remainder of the countries can be seen to have grown, 
despite an overall decline of 12 percent in world patenting. 

Further investigation shows this shift to be due almost entirely to a rise 
in domestic patenting within the Soviet Union from 32,523 patents 
granted in 1972 to 89,304 in 1982. The number of patents applied for at 
home by Soviet residents rose in the same period by a much smaller 
proportion from 128,294 to 158,972, while the relatively modest levels of 
Soviet patenting abroad declined during the same period from 3,171 to 
2,132. These figures suggest a change in Soviet policy with regard to 
domestic patenting as opposed to a marked rise in the real level of 
invention within the Soviet Union. 

Propensity to Exploit Domestic Technology Internationally 
One means of comparing countries' propensities to exploit their tech-
nology internationally is to examine the ratio of patents taken out abroad 
to patents taken out at home by residents of each country. An analysis of 
this kind shows that some countries invest many times more effort in 
patenting their technology abroad than do others, regardless of the scale 
of their respective inventive efforts. Tables 2-9 and 2-10 below show total 
foreign and domestic patenting by residents of the seven countries and 
the relevant ratios. The results shown for the Netherlands and Japan are 
perhaps most striking here. 

Japan is an exceptional case in that it rates poorly in terms of its 
foreign to domestic patenting ratio and yet is known to be extremely 
adroit in the international exploitation of its domestically produced 
technology. Part of the reason for this low ratio is a high level of domestic 
patenting, resulting from systematic efforts by government and industry 
to promote invention. This applies as much to employees on the shop 
floor and in management as to technical staff. The low ratio is also the 
result of Japanese patent regulations. Japanese priority rules encourage 
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early filing for relatively unrefined inventions, followed by patents for 
later stages in the refinement process. Moreover, until recently an inven-
tor was required to take out separate patents for each claim associated 
with an invention, rather than a single patent with a number of appended 
claims as is customary in other countries. 

At the other end of the scale, the Netherlands, which has a com-
paratively low rate of domestic inventive activity, clearly exploits its 
technology aggressively on the international market, since it presently 
takes out ten times as many patents abroad as it does at home. Mean-
while, the United States with its high number of domestic patents 
maintains a relatively low ratio but still dominates the international 
scene in terms of volume of patents granted. 

Canada, by comparison, rates relatively poorly, with a foreign-to-
domestic-patenting ratio in the last four years of about 1.5. This ratio 
appears even less impressive when adjusted for the effects of Canadian 
patenting in the United States, as in Table 2-10. Patents taken out in the 
United States in recent years account for approximately half of Canada's 
total foreign patents. None of the other countries analyzed in the table 
was in a similar position vis-à-vis a large trading neighbour. 

One may speculate that Canada's rather poor propensity to exploit 
and protect its technology abroad is partly the result of the large and 
convenient U.S. market next door, and partly a consequence of a 
branch-plant economy, whose inventions are exploited internationally 
by multinational companies based elsewhere. Whatever the causes, 
Canada would appear not to be faring well in the international competi-
tion to secure markets for new inventions. Further research is needed to 
determine precisely why this is the case. 

Patenting Levels Relative to GNP 
While this paper makes no attempt to establish causal links between 
patenting and national economy activity, GNP is used in Table 2-11 as an 
additional measure against which to judge patenting levels in the seven 
countries. For each country the table shows GNP in billions of U.S. 
dollars, number of patents granted to own residents at home, to foreign 
residents, and to own residents abroad, and indexes these numbers to 
GNP.3  

Given the diversity and disparity in sizes of the economies compared, 
any interpretation of this index must be regarded with caution. The 
United States, for example, with its high levels of patenting, fares only 
modestly when these levels are indexed to a GNP far larger than any 
other. Nevertheless the figures for the most part confirm the conclusions 
suggested by other measures used in the section. For example, the 
Netherlands is again shown to be a small-scale producer of technology 
but a strong exporter, along with West Germany. The larger scale of 
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domestic patenting in Japan and of foreign patenting in Britain are also 
confirmed. 

Table 2-11 highlights Canada's relatively small-scale domestic patent-
ing level and poor propensity to patent abroad. At 5.97 patents per billion 
of GNP, Canadian domestic patenting occurs at roughly half the rates of 
Britain, West Germany and the United States, and at one-third that of 
France. Canada's index of domestic patenting is only slightly above that 
of the Netherlands with its much smaller economy. Our index of foreign 
patenting is the lowest among the countries shown, and only one-third 
that of Japan, the next lowest country on the list. 

Conclusions 

In a period of considerable international change, Canada holds a rela-
tively stable though not a strong position with regard to its capacity to 
generate new technology. Canada's capacity to use new technology, 
indicated by the number of foreign-origin patents granted here, would 
seem to be both stable and high. At the same time, however, Canadians 
appear to fare poorly in exploiting their own technology abroad. Further 
research is needed to determine the reasons for this. 

While the United States, Britain and France granted markedly declin-
ing shares of the world's patents in the 1970s and Japan's share rose 
considerably, the Canadian portion remained relatively stable at 
between 5 and 6 percent. 

Similarly, the United States, Britain and France granted fewer patents 
and smaller shares of the world total to their own residents, while Japan 
granted an increasing share, and the Canadian position remained static. 
On the other hand, Canada has been responsible for only a tiny portion 
of the world's inventions. In 1982, Canada granted only 0.3 percent of the 
world's total number of patents to its own inventors, while the United 
States granted 8.0 percent, Japan 9.9 percent, West Germany 1.9 per-
cent and France 1.8 percent. In other words, Canada is a relatively 
consistent but small-scale producer of new technology. 

The major trading nations, with the exception of Japan, patented 
abroad on a declining scale during the 1970s. The portion of world 
patents granted to residents of the seven countries in countries other 
than their own fell from 44 percent in 1972 to 34 percent in 1982. 
Regardless of this general decline, Canada's propensity to patent — and 
by implication to exploit — its own technology abroad remains poor 
compared to Germany, Britain and the Netherlands, for example. The 
Netherlands in particular, while patenting only a small number of inven-
tions domestically, takes out ten times more patents abroad than at 
home. Canada, on the other hand, takes out only 1.5 times as many 
patents abroad as at home, and the largest portion of its foreign patenting 
activity occurs in the United States. 
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Canada's Relative Position as a Source of Technology 

The technology which Canada needs to maintain international competi-
tiveness must be created domestically or purchased abroad. It is impor-
tant, therefore, to examine Canada's position as a producer of 
technology compared to that of other countries that could be alternate 
suppliers. 

Earlier sections have used data on world patent activity published by 
the World Intellectual Property Organization (wiP0). This section and 
those that follow focus on information drawn solely from the records of 
the Canadian Patent Office. This focus does not, however, eliminate the 
ability to comment on international as well as Canadian trends in tech-
nology generation. Canada, as a member of the Paris Convention, grants 
patents to foreign nationals under the same criteria as it grants patents to 
Canadian nationals. Because of the wealth of Canadian society and the 
diversity of its resources and industrial sectors, Canada is a popular 
country for the patenting of foreign inventions. Almost 95 percent of 
22,797 Canadian patents granted in 1982 covered foreign-origin inven-
tions. Examination of data drawn from the records of the Canadian 
Patent Office, therefore, provides substantial information on technology 
of foreign as well as Canadian origin. While the data do give a good 
picture of foreign inventive activity, it should be borne in mind that they 
also tend to paint the best possible picture of Canadian and, to a lesser 
extent, American patenting levels. 

National Emphasis 

The technological output of the developed countries is by no means 
homogeneous. Most countries specialize very definitely in one or two 
particular branches of technology. In some countries these specializa-
tions and the general mix of technological output remain relatively 
constant for long periods, while in other countries, the mix of tech-
nological output changes dramatically with time. The technological 
output mix of ten countries at two points in time is detailed in Table 2-12. 

First, looking at the 1983 mix of outputs, it is evident that all countries 
specialize in one or two branches of technology. Canada, for example, 
concentrates heavily in mechanical technologies, to the point where 
output of chemical and electrical technologies is below average. The 
profile of Swedish output is very similar. Other countries, such as West 
Germany, specialize very heavily in chemicals, while Japan and the 
Netherlands show a much higher concentration in electrical patents than 
the group as a whole. 

Turning to the temporal aspect, some countries, such as Canada, the 
United Kingdom and the United States, have remained relatively con-
stant in terms of the broad composition of technological output over the 
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14-year time period. Other countries, however, have changed the com-
position of output markedly. West Germany, Italy and Japan, for exam-
ple, although still specializing in chemicals technology, all lowered their 
chemical concentration considerably over that period and added 
strength in mechanical and electrical fields. France and the Netherlands 
have both increased concentration in mechanical technologies, while 
Sweden has increased mechanical concentration at the expense of elec-
trical. 

Relative Position 

Perhaps more important than the distribution of national outputs across 
types of technology is the distribution of national outputs within types of 
technology. It is this latter distribution which determines the relative 
shares of each country as a generator of each type of technology. These 
shares have changed substantially over the last 14 years, as shown in 
Table 2-13, which details for two points in time the distribution of 
national inventive outputs within the chemical, electrical and mechan-
ical groupings. 

The United States dominates in all three categories in both 1970 and 
1983. There are, however, some important changes. The U.S. share of 
output falls markedly in all three types of technology over the time span, 
particularly in the electrical field. Here much of the American loss in 
market share has been taken up by rapid growth in the Japanese share. 

A large number of countries increased their share of the output of all 
three types of technology. Canada, for example, registered solid gains in 
all three categories, as did France and West Germany. More modest 
gains were registered across the board by Italy and the Netherlands. The 
United Kingdom and the United States are the only countries to lose 
presence in all three technologies. The strongest performance is clearly 
registered by Japan, which more than doubled its 1970 output share in all 
instances. 

The general picture, therefore, is favourable to Canadian interests. As 
a supplier of technology, Canada has increased its position in the world 
market in all three categories. Canada's output share remains low, 
however, which indicates that much of the technology needed by this 
country must be imported from abroad. Although the United States 
continues to dominate in all three technology categories, that domi-
nance is lessening as West Germany and Japan become suppliers of note 
in particular areas. Increasing alternate sources of supply should benefit 
Canada as a net importer of technology. 

Active and Stagnant Technologies 
The degree to which the identity of leading-edge technologies changes 
over time is an important factor in policy formulation. In particular, if the 
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identity of leading-edge technologies changes rapidly and often, it is 
difficult for policy makers to anticipate, and hence to plan, which fields 
of technology will be most active over even the medium term. 

Use of Canadian patent data permits much greater depth and precision 
than is possible with the more generalized information collected by 
WIPO. For the purposes of this study, for example, a special data base 
was constructed by the Canadian Patent Office detailing by year the 
number of Canadian patents granted to nationals of each country (Cana-
dian and foreign) in each of over 350 patent classes for the period 
1970-83. The patent class system is a very disaggregated classification 
scheme used by patent examiners and classifiers in searching prior 
patents to determine if a new application is truly novel. The patent 
classification systems bears no relationship to the Standard Industrial 
Class (SIC) system, but is instead designed specifically for disaggregat-
ing technological, as opposed to industrial, activity. 

Active and Stagnant Technologies Defined 

These detailed data were analyzed to determine which of the patent 
classes were active, neutral or stagnant in the technological output of all 
nations combined. Because the data are based on patents granted rather 
than patents applied for, any identification of active, neutral or stagnant 
technologies may be inadvertently distorted by the sheer administrative 
machinery of the patent-granting process. In order to eliminate any 
administrative year-to-year fluctuations, the 1970-83 data were con-
verted to three-year moving averages, reducing the number of observa-
tions from fourteen to twelve. 

A major part of the analysis which follows depends on the identifica-
tion of active, stagnant and neutral technologies in terms of patent class 
activity. In general, an active patent class is defined as one in which the 
three-year moving average of number of patents granted increases for at 
least four consecutive observations. Algebraically, therefore, an active 
patent class ending in period t is defined as: 

2 	2 	 2 

P
t 

k> 	P  t-k-I > 	Pt-k-2> 	Pt-k-3 
K = 0 	K=0 	K=0 	K=0 

where P f_k  is the number of new patents granted in year t — k. Similarly, a 
stagnant patent class ending in period t is defined as: 

2 	 2 	 2 	 2 

Pt-k< K  P r-k-l< K  Pr-k-2< 	Pr-k-3 
K = 0 	K = 0 	K=0 	K=0 
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The residual, that is those patent classes which do not fall into the 
definition of active or stagnant patent classes, are regarded as neutral. 

Stability Measure 

To return to the central question of stability over time, active, stagnant 
and neutral classes were identified for two time periods, the first ending 
in 1977 and the second in 1983, the last year for which data are available. 
If, in fact, the identification of leading-edge technologies is relatively 
stable, one would expect to find that many classes which were active in 
1977 would still be active in 1983, particularly given the fairly short time 
period between the two dates. Table 2-14 shows the number of patent 
classes which remained constant or changed between the two periods, 
detailed by active, stagnant and neutral classes. 

TABLE 2-14 Changes in Active, Neutral and Stagnant Patent Classes (number 
of patent classes) 

1983 
Active 

1983 
Neutral 

1983 
Stagnant Totals 

1977 7 22 11 40 
Active 
1977 20 115 66 201 
Neutral 
1977 13 61 48 122 
Stagnant 
Totals 40 198 125 363 

Source: Canadian Patent Office. 

Looking first at the "totals" column and row, it is notable that the 
distribution of classes among active, neutral and stagnant is relatively 
constant over the time period. This is perhaps surprising, given the 
overall fall-off in world patent activity after 1972. 

While the overall distribution of active, neutral and stagnant classes 
has remained fairly constant, the identity of particular active, neutral 
and stagnant classes has changed rapidly and often. Of 40 patent classes 
which were active in 1977, only seven were still active in 1983 while an 
even larger number, eleven, had actually become stagnant during the 
intervening period. Picking winners on the basis of 1977 active classes, 
therefore, would appear to be a risky task. Picking losers may, however, 
meet with more success, as almost 40 percent (48 classes) of the 122 
classes defined as stagnant in 1977 were still stagnant in 1983. 

An overall measure of stability in the identity of active, neutral and 
stagnant classes is provided (in set theory notation) by: 

(A77  n A83  + N77  ft N83  + S77  n S83) 

T 
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where A77  is the number of active classes in 1977 and Tis the total number 
of classes. The closer this measure comes to unity, the more stable are 
the identities of active, stagnant and neutral classes. In the present 
instance the overall stability index is 0.46, meaning that slightly less than 
half of the patent classes maintained their 1977 identities through 1983. 

It is possible to disaggregate further by providing separate results for 
chemical, electrical and mechanical classes as distinct groups. In 
Table 2-15, the overall active stability index is the proportion of patent 
classes active in 1977 which were still active in 1983. In set theory 
notation this becomes: 

A77 11 A83  
= 0.17, 

where A77  is the number of active patent classes in 1977. Similarly, the 
active stability index for electrical classes is given by: 

AE77  n AE83  
= 0.30, 

AE77  

 

where AE77  is the number of active patent classes in 1977. In general, the 
higher the index, the greater the probability that an active class in 1977 
will be an active class in 1983, and so on. 

TABLE 2-15 Stability Indices 1977 to 1983 

Type of Technology 

Type of Class Chemical Mechanical Electrical Overall 

Active 0 .08 .30 .17 
Neutral .67 .52 .67 .57 
Stagnant .18 .35 .20 .39 
Overall .47 .43 .45 .46 

Source: Canadian Patent Office. 

Table 2-15 reveals that in general the identity of active classes is by far 
the most volatile and that within active classes only the electrical group-
shows any appreciable stability. By far the most stable situation exists 
for neutral classes and a fair amount of stability is evident for stagnant 
classes in the mechanical group. It must be noted that picking 1983 active 
or stagnant classes on the basis of 1977 active and stagnant classes would 
lead to failure in well over half the instances. Picking neutral classes, for 
what it is worth, would be more successful. Overall, there is very little 
difference in stability between types of technology, whereas there are 
large differences in stability between active, neutral and stagnant 
classes. 

A77  
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In general, therefore, it must be concluded that there is a high proba-
bility that patent classes which were active in 1977 will be stagnant by 
1983 and vice versa. This conclusion holds irrespective of type of tech-
nology. 

Performance in Active Technologies 

Given the high rate of turnover in the identity of active and stagnant 
technologies, as demonstrated in the last section, considerable flex-
ibility is required of Canadian technology-producing institutions if 
Canada is to be successful in focussing its efforts on leading-edge 
technologies. This section explores Canada's performance in active 
technologies and compares it with the performance of other countries. 

Relative Position in Active Technologies 

Ideally, each country would like to occupy a strong position as a pro-
ducer of active technologies. In particular, if a country's position with 
respect to active technologies is stronger than its position with respect to 
all technologies, technology generation is well focussed on new growth 
areas. Table 2-16 details Canada's position in active classes and all 
classes, and compares it to the position of other countries. 

By and large, the relative positions of individual countries with 
respect to each other is the same in active classes as it is in all classes. In 
particular, the United States continues to dominate in all three areas 
while West Germany and Japan turn in strong performances in their 
particular specialties. There are, however, some interesting results in 
terms of how well technological output is focussed on active classes. 

Canada, for example, exhibits a better position in active classes than 
in all classes, in chemical and electrical technologies. This is not true, 
however, for mechanical technologies, where Canada's performance 
does not appear to be well focussed on the active technologies. This poor 
record in active mechanical classes gives Canada the greatest negative 
difference between overall representation in active classes and overall 
representation in all classes. 

It is noteworthy, however, that in all three groupings none of the 
countries studied is successful in achieving greater representation in 
active classes than in all classes. The two strongest overall performers in 
terms of the difference between representation in active classes and 
representation in all classes are the United States and Japan. The United 
States appears to be particularly well focussed in chemical and electrical 
technologies but not in mechanical technologies. Japan, perhaps sur-
prisingly, is not well focussed on active electrical technologies. The 
position of West Germany is also notable because of an apparent failure 
to focus on active technologies in both the chemical and electrical areas. 
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It will be noted that it is often in areas of national specialization (Canada 
in mechanical, Japan in electrical, and West Germany in chemical, for 
example) that countries appear to have difficulty focussing on active 
classes. 

Response to Change 

Related to current relative position in active classes is the issue of 
whether national technology-producing institutions are responsive to 
change. It has already been noted that the identity of active and stagnant 
classes changes often and rapidly, and hence a high degree of flexibility is 
required to move inventive resources out of stagnant areas and into 
active areas. In Table 2-17, the percentage-change figure given is the 
difference between the number of Canadian patents granted in those 
classes for 1977-79 and for 1981-83. A priori, it is expected that a country 
that is responsive to international trends will show a negative percentage 
change for stagnant classes and a positive percentage change for active 
classes. Several other measures, including average annual growth rates, 
were explored for this analysis but were not used due to a high variation 
in year-to-year patenting activity. 

The overall impression gained from examination of Table 2-17 is that 
with a few exceptions, all of the signs meet a priori expectations. This in 
itself is somewhat surprising. The United States, for example, is a 
technology trend-setter in the current data context, as it is the origin of 
over 50 percent of Canadian patents in most classes. The United States 
would therefore be expected to register the expected signs. It is surpris-
ing, however, that all countries seem to be part of the technological 
trends, as if promising avenues of invention are identified by implicit 
consensus. 

There are, of course, exceptions. The United Kingdom in particular 
seems to be unresponsive, not increasing technological output in active 
classes in the mechanical and chemical fields and registering only a small 
increase in the electrical field. Canada's performance in all sectors 
registers the correct signs in a strong fashion. 

Table 2-17 also permits comparison of national results with those of 
the group as a whole. Looking at Canada, for example, performance in 
moving into active classes is weaker than the mean in both mechanical 
and chemical groups. Canadian performance in moving out of stagnant 
areas is, however, stronger than that of the group in both electrical and 
chemical technologies. The result is that Canadian response to change is 
particularly strong in the electrical field, particularly weak in the 
mechanical field, and mixed for chemical technologies. Given Canada's 
heavy relative emphasis on mechanical technologies, overall response 
to change is weaker than the mean in both active and stagnant classes. 
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These results must, however, be taken in context, as there is no one 
country which exhibits stronger than average response for active and 
stagnant technologies right across the board. France, for example, has 
one of the strongest responses in terms of moving into active classes yet 
also registers one of the weakest responses in terms of moving out of 
stagnant areas. 

In terms of overall response in increasing activity in active classes, 
Japan is a clear leader, followed by France, Switzerland and Sweden. 
Canada ranks sixth, just behind the United States, in moving 
aggressively into expanding areas. In terms of moving out of areas of 
decreasing activity, there is very little difference in national response 
rates, indicating that all nations are quick to identify areas of diminishing 
returns. 

Summary and Conclusions 
This paper has focussed on providing information on a number of very 
distinct issues concerning technology generation in Canada and abroad. 
In the process, large amounts of data from the Canadian Patent Office 
and the World Intellectual Property Organization have been reviewed 
and a number of conclusions have been drawn. The purpose of this 
section is to draw together the main results and conclusions and to 
interpret them in the context of some of the current issues in technology 
policy. 

The conclusions should be viewed against a background of consider-
able, and often surprising, international change in rates of technology 
generation and diffusion. Contrary to popular perception, new tech-
nology has not been invented at an ever faster rate in recent decades. 
Rates of invention reached their highest level in 1972 at 136 percent of 
their 1930 figure and had fallen back to 116 percent of that total by 1982. 
On the other hand, the rate of technology diffusion internationally 
accounted for two-thirds of the worldwide growth in patenting since the 
interwar period and diffusion rates fell faster than rates of invention in 
the economically troubled 1970s. 

Canada, it seems, fares reasonably well in world terms as a recipient of 
new technology. This country grants the third highest number of patents 
to foreign nationals, after the United States and Britain. While a high 
proportion of these come from the United States, Canada still ranks 
fourth in the world as a recipient of non—U.S. patents, and the U.S. 
portion has been falling in recent years. The high numbers are undoubt-
edly due in part to the fact that Canada is potentially able to exploit a 
broad range of new technologies for the large U.S. market. In other 
words, some portion of foreign patenting in Canada may be insurance 
against Canadian rivalry. Nevertheless, the result is that each year 
Canada receives a large flow of detailed information on new technolo- 
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gies, which has the potential for use under licence by Canadian industry. 
The fact that much of this information is not readily available to other 
countries can only provide Canada with an advantage as a potential user. 

As a source of new technology, Canada remains a small player, creat-
ing only 0.3 percent of the world's patented inventions compared to 
Japan at 9.9 percent, the United States at 8.0 percent, Germany at 1.9 
percent and France at 1.8 percent. Canada's relatively small economy is 
not sufficient to explain this, since Canadian domestic patenting rates 
appear comparatively low even when indexed to GNP. However, Canada 
has fared better than most in maintaining its world share of technology 
generation. Canada's share remained stable throughout the 1970s and 
early 1980s, while the shares of the other countries have been reduced by 
varying amounts. (Japan is the exception here, with a steadily increasing 
share.) 

Canada has, however, been unimpressive as an exploiter of its tech-
nology in other countries. Residents of countries other than the United 
States and Japan with disproportionately large rates of domestic patent-
ing tend to take out many more patents abroad than they do at home. 
This is not the case with Canada, whose residents are granted only 1.5 
times the number of patents abroad as at home, compared with 4.2 for 
Germany, 2.2 for the United Kingdom, and 9.9 for the Netherlands. The 
reasons for Canada's low propensity to patent abroad would seem to be 
an important area for further study, as a prelude to encouragement of 
better international exploitation of Canadian technology. 

A continuing technology debate in Canada and abroad concerns the 
advisability of picking winners and losers for R&D support. One faction 
would prefer to see the government pick winning and losing technologies 
and provide funding and support accordingly. The other faction main-
tains that the private market does an adequate job of responding to 
change and that picking winners and losers is almost impossible for 
government in any case. 

The data and analysis contained in this paper tend to support the 
position that governments should be very cautious in becoming involved 
in selective support policies. Firstly, it has been demonstrated that the 
identity of both active and stagnant technologies changes often and 
quickly. Specifically, a winner (active class) picked on the basis of 1977 
patent information had only a 17.5 percent chance of still being a winner 
in 1983. There was actually a higher probability (27.5 percent) that the 
winner would have become a loser (stagnant class) by 1983. The proba-
bility of successfully picking losers is somewhat higher (40 percent) but 
still not satisfactory. 

While the high turnover in the identity of active classes makes selec-
tive government support difficult, this is not really an issue which should 
be of great concern to policy makers. The data also show that the 
individual national players in the technology market are already 
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responding very well to change. This result holds true for all the nations 
studied, which implies that there exists a network of private signals 
which leads technology generators to an implicit consensus concerning 
emerging opportunities. In particular, all nations have been quick to 
move out of stagnant areas and most have been quick to move into active 
areas. Canadian response to change has been consistently in the right 
direction, although response in the electrical field was stronger and 
response in the mechanical field was weaker than the group mean. The 
overall message, therefore, is that the current market mechanism for 
responding to emerging changes in active and stagnant technologies 
appears to work well for all nations, including Canada. Indeed, Canada 
holds a better share of the market in active electrical and chemical 
classes than it does in electrical and chemical classes in general. Any 
potential benefits from selective government actions must therefore be 
considered marginal, at least in these areas. 

Another continuing technology debate concerns the relative emphasis 
on domestic generation of technology versus purchase of technology or 
capital-embodied technology from abroad. Clearly, not all technology 
can be created domestically, and the data would lead one to conclude 
that only a small proportion of the technology needed in Canada is 
produced in this country. A large part of Canada's technological needs 
therefore must be met by purchases or licences from abroad. The data 
show that sources of supply in the international technology market 
appear to be becoming more diversified. While the United States con-
tinues to dominate technology in all areas, that dominance is lessening. 
At the same time, other nations, particularly Japan and West Germany, 
have carved out niches in particular fields as a result of concentrating 
inventive efforts on particular areas of technology. This is true of Japan 
in chemical technology. Moreover, these market niches are generally as 
strong in active technologies as they are for all technologies. 

The growth of alternate sources of supply is welcome news for 
Canada, since it is a net purchaser of technology. What remains is to 
develop policies and programs to take advantage of the growth of the 
alternative sources by providing Canadian purchasers with information 
which facilitates the identification of competing suppliers and tech-
nological options. 

This paper has not commented on many of the important issues 
surrounding technology application, but has provided information on 
international activity in technology generation. In particular, while the 
pace of technology application may be increasing, the pace of tech-
nology creation has actually declined since 1972. Despite this overall 
decline, Canada has maintained its output and Japan has increased 
output markedly. Canada, overall, responds well to changes in active 
and stagnant technologies. This response, which extends across all 
countries, is much better than expected. Governments should therefore 
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be cautious about using selective policy levers to create domestic tech-
nology, but they do have an opportunity to be proactive in encouraging 
the purchase of technology from a more diversified international market. 

Notes 

This paper was completed in November 1984. The detailed data presented here would not 
have been possible without the help and support of many people. This project represents a 
joint effort on the part of the Bureau of Policy Coordination and the Bureau of Corporate 
Affairs of Consumer and Corporate Affairs Canada, and the authors are grateful for the 
continual support and encouragement provided by senior personnel in both organizations. 
It was this support, for example, which led to the rapid organization of 65 coders to collect 
detailed data on patents issued from 1970 to 1977. Frank Adams is particularly singled out 
for his efforts in organizing the data collection. 
Considerable support was also important in the processing and manipulation of data. 
Special thanks in this department go to Leo Bertrand, who cheerfully provided dozens of 
computer runs at very short notice, and to Guy Roberge and Paulette Bigras for compila-
tions. Nicole Danis and her staff and Diane Chiarelli must also be thanked for tireless work 
on the word processor and for assembling the final product. 
Finally, the authors are grateful to Don McFetridge and the members of the advisory 
committee, whose comments and suggestions improved this paper immeasurably. It 
should be noted that this paper represents the views and conclusions of the authors and not 
necessarily those of Consumer and Corporate Affairs Canada. 

For detailed criticisms, see Lawson and Holman (1980) and Pavitt (1982). 
Since levels of patent exploitation cannot be easily determined, this assumption is open 
to some criticism. It is made on the grounds that patentees go to the trouble and 
expense of patenting abroad when the importance of an invention and the likely 
commercial return are sufficiently great. The validity of the assumption would seem to 
be supported by the strong statistical correlation established by Pavitt (1982), between 
patenting abroad and domestic R&D levels. 
GNP figures at 1980 prices derived from International Financial Statistics Yearbook 
(Washington, D.C.: International Monetary Fund, 1983). 
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3 

Technological Change and the International 
Diffusion of Technology 
A Survey of Findings 

EDWIN MANSFIELD 

Although much has been written about technological change and the 
international diffusion of technology, many knotty and persistent prob-
lems remain in measuring the relevant variables and obtaining the proper 
data. The Royal Commission on the Economic Union and Development 
Prospects for Canada posed the following questions designed to elicit an 
adequate and fair summary of the current state of economic knowledge 
in this area. 

Does there seem to have been an acceleration in the rate of tech-
nological change? 
From what countries do innovations appear to be emanating, and how 
has this changed over time? 
At what rate do new technologies spread domestically and interna-
tionally and has the rate of diffusion increased? 
What sorts of countries tend to be relatively quick to get new technolo-
gies? What sorts tend to be relatively slow? 
What is the role of multinational firms in transferring technology 
across national lines? Is there now more of a tendency to transfer 
technology by arm's-length means? 
Is there an increasing tendency to decentralize research and develop-
ment (R&D) internationally? If so, what types of R&D are done abroad 
and in what kinds of countries? 
Does Canada have any prospect of increasing its share of the R&D 
effort of multinational firms? 
Is there any evidence that a small country can intervene successfully 
in the technology process to increase the pace of receiving new 
technologies (and the flexibility of their use) and to reduce their cost? 
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This paper surveys the available evidence relating to these eight ques-
tions. They are difficult questions to answer in other than a tentative and 
incomplete fashion. The limitations of the available evidence should be 
recognized at the outset. In addition, space limitations require a selec-
tive review of the literature and a very judicious pruning of the material 
to be included in the bibliography. 

The Pace of Technological Change 
Society's pool of technological knowledge has had an enormous impact 
on the industrial and medical arts. Because technological change repre-
sents advances in knowledge, it is notoriously difficult to measure. 
Nonetheless, in the face of pressing questions by policy makers and 
others, scholars have done what they could to construct measures of the 
rate of technological change. 

There have been spectacular advances in recent years in such areas as 
information technology and microelectronics. For example, the cost of 
computer main memory has been falling by more that 20 percent a year 
since 1965, and this decline is expected to continue throughout the 1980s. 
Microprocessors are being used more and more to control industrial 
processes. Financial institutions are using electronic fund transfer sys-
tems and automated methods of handling paper-based transactions. 
Word processors and other types of equipment are penetrating the office. 
Pocket calculators, electronic watches, and personal computers have 
entered the home. 

Another area where progress has been particularly rapid is bio-
technology, with wide potential applications in many aspects of medical 
and chemical practice. Relevant techniques involve the employment of 
restriction enzymes to isolate and remove gene sequences from DNA 
molecules and recombine them with the DNA of other organisms. The 
application of methods to reproduce large amounts of exact copies 
(clones) of the hybrid or recombinant DNA molecules has also been 
involved. Work is going on to develop new types of plants and modify the 
genetics of animals. The potential effects on the economy are substan-
tial. 

However, information technology, microelectronics, and bio-
technology are not typical areas of technology. If one looks at the entire 
range of technology, there is some evidence that the rate of technological 
innovation may have slowed during the 1970s and early 1980s, as did 
U.S. productivity during this period. Of course, the fact that there was a 
productivity slowdown does not prove by itself that there was a slow-
down in the rate of innovation, but many experts such as Kendrick (1980) 
believe that the productivity slowdown was due in part to a reduction in 
the rate of innovation. 
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Patent statistics are another kind of relevant evidence. As shown in 
Mansfield et al. (1982), the patent rate in the United States has been 
falling since about 1969. In practically all of the 52 product fields for 
which data are available, the number of patents granted annually (by 
year of application) to U.S. inventors declined during the 1970s. How-
ever, the crudeness of patent statistics as a measure of the rate of 
invention should be emphasized. The average importance of the patents 
granted at one time and place may differ from those granted at another 
time and place. The proportion of total inventions that are patented may 
vary substantially. Nonetheless, for what it is worth, there has been a 
decline in the patent rate in many countries, such as Germany, France, 
and Britain, as well as the United States, and this often is regarded as 
evidence of a decline in the rate of invention. 

In such industries as pharmaceuticals and agricultural chemicals, 
there is direct evidence of a fall in the rate of innovation. For example, in 
the pharmaceutical industry, the number of new chemical entities intro-
duced each year in the United States declined relative to the number 
reported during the 1950s and early 1960s. This measure suffers from the 
fact that it is difficult to find suitable weights to distinguish among 
different innovations. Also, this measure overlooks the small innova-
tions that sometimes have a bigger cumulative effect than some of the 
more spectacular innovations. Nonetheless, measures of this sort have 
frequently been used and are of interest. In Canada, De Melto, 
McMullen and Wills (1980), for example, find that the median expen-
diture per innovation declined during 1965-79. 

Although it would be foolhardy to consider the above data as reason-
ably reliable indicators of the rate of technolgical change, it may well be 
that there was some fall in the rate of technological change in such 
sectors as pharmaceuticals and agricultural chemicals. There are a 
number of reasons why such a slowdown might have been expected. 
According to many studies, the rate of technological change (as mea-
sured by shifts in the production function) is directly related to the rate of 
increase of R&D "capital," defined as the sum of previous (depreciated) 
R&D expenditures. Total R&D expenditures in the United States between 
1967 and 1977, adjusted for inflation, seemed to remain essentially con-
stant. This reduction in the rate of growth of R&D expenditures, which 
was due partly to a cut in government-financed R&D and partly to slower 
growth in industry spending on R&D, could be expected to result in a 
reduction in the rate of technological change. 

Besides the fall in the rate of growth of R&D " capital ," there was also a 
shift away from more basic, long-term, and risky R&D in many indus-
tries, such as aerospace, chemicals, and rubber. This change in the 
composition of R&D may also have tended to depress the rate of tech-
nological change. According to executives responsible for R&D pro- 
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grams, increased government regulations (which in their opinion 
reduced the profitability of relatively fundamental and risky projects) as 
well as the high inflation rates of the 1970s in part brought on this shift in 
the composition of R&D in these industries (Mansfield, 1980). 

In the past year or so, there has been a feeling among academic and 
industry observers that an increase in the rate of technological change 
may be underway. R&D spending by U.S. industry increased much more 
rapidly in real terms during 1975-83 than during 1968-75. A revival in the 
rate of productivity increase is being predicted by Kendrick and others .1  
However, as emphasized above, measures of this sort are very imperfect. 
Although there are some signs of an increase in the rate of technological 
change, it is too early to tell whether these signs are really trustworthy or 
not. 

Sources of New Technologies 

The Organisation for Economic Co-operation and Development (OECD, 
1970), as part of its study of the technology gap, presented data in 1970 
concerning the country where each of 110 significant post-1945 innova-
tions was first exploited commercially. The United States accounted for 
67 percent of these, Britain for 16 percent, Germany for 13 percent, and 
Japan for 4 percent. A National Science Foundation study (1975) of the 
sources of 492 technological innovations, like the OECD study, indicated 
that the bulk of the innovations originated in the United States, but there 
was an indication that the U.S. share of the total was falling. Whereas the 
United States accounted for about 80 percent of innovations introduced 
during the 1953-58 period, the proportion fell to 67 percent during 
1959-64, and to 57 percent during 1965-73. At the same time, Japan's 
share increased from zero during 1953-58 to about 10 percent during 
1965-73. 

Although research and development is an input, not an output, the 
relative size of the industrial R&D expenditures of various countries 
provides useful information concerning the source of technologies. The 
United States in 1975 accounted for about 50 percent of all industrial R&D 

expenditure among OECD countries. Germany and Japan each 
accounted for about 12 percent, while France and Britain each 
accounted for 6 or 7 percent (OECD, 1979). Total R&D expenditures in 
1979 amounted to about $55 billion in the United States, $21 billion in 
Germany, $19 billion in Japan, $11 billion in France, and $7 billion in 
Britain (National Science Foundation, 1983a). 

A limited amount of survey data has been obtained concerning the 
perception of technology gaps. In particular, a survey by Mansfield 
(1984a) asked the leading executives of 100 major American firms to rank 
the level of technology in 1983 among counterparts in each of the five 
largest industrialized, non-Communist countries — France, Germany, 
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Japan, Britain and the United States. Each firm was chosen at random 
from a comprehensive list of firms in 13 major manufacturing industries. 
The results are obviously very rough, but it is clear that in a much wider 
range of industries than is commonly supposed, Japan is perceived to be 
the principal technological rival of the United States. 

In pharmaceuticals, machinery, instruments, and rubber, as well as in 
the more familiar cases of primary metals, electrical equipment, and 
transportation equipment (principally motor vehicles and related items 
in this sample), Japan seems to have forged ahead of France, Germany, 
and Britain. In chemicals, where Germany has long had great tech-
nological strength, it is noteworthy that Japan is considered to have 
almost achieved parity with Germany. Only in the petroleum, glass and 
"other" industries2  is Japan ranked appreciably below Germany. Of 
course, the executives' evaluations of their own country's relative posi-
tion may be biased. Primary metals is the only industry in which they 
concede that the United States is not first and in transportation equip-
ment they essentially claim a tie for first. 

Besides ranking the five countries according to their technology levels 
in 1983, the U.S. executives also ranked them by the extent of the 
improvement in their technology during 1968-83. The results show that 
in eight of the eleven industries ,3  Japan was regarded as having achieved 
the highest rate of technological advance. Only in petroleum, glass, and 
"other" industries was Japan other than first. Thus, if there was a bias 
favouring the United States, Japan's performance was impressive 
enough to have more than offset it. The United States and Germany were 
often ranked second and third, with France and Britain bringing up the 
rear in practically all cases. 

Still another kind of data that is relevant here pertains to the 
nationality of inventors granted patents in the United States. As shown 
in Table 3-1, the percentage of U.S. patents granted to Americans 
declined from 80 percent in 1966 to about 60 percent in 1982. The 
Japanese percentage increased greatly — from 1.6 percent in 1966 to 14.1 
percent in 1982 — and the German percentage has increased from 5.8 
percent to 9.3 percent. Although these data reflect many factors besides 
the relative inventiveness of various countries, they certainly are consis-
tent with a decrease in America's share of world inventions and an 
increase in Japan's and Germany's shares. 

Turning to Canada, 1960-79 data compiled by De Melto, McMullen 
and Wills (1980) for 122 Canadian innovations that were imitations of 
foreign innovations show that 64 percent were from the United States, 7 
percent from Germany, 4 percent from Japan, 4 percent from France, 
and 2 percent from Britain. The U.S. share recorded here is somewhat 
higher than that found in a previously cited study by the National 
Science Foundation (1975), which suggests that the United States may 
be more important as a source for technology transfer to Canada than as 
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TABLE 3-1 U.S. Patents Granted to Inventors from Selected 
Countries, 1966 and 1982 

Country 
	 1966 	 1982 

United States 54,634 33,896 
Germany 3,981 5,409 
Japan 1,122 8,149 
United Kingdom 2,674 2,134 
France 1,435 1,975 
Switzerland 983 1,147 
Canada 938 990 
USSR 66 209 
Other EEC countries 782 1,014 

Total 68,405 57,887 

Source: National Science Foundation, Science Indicators, 1982 (Washington, D.C.: U.S. 
Government Printing Office, 1983). 

a source for all major innovations. On the other hand, Japan and Britain 
seem to be somewhat less important as sources of such technology 
transfer to Canada than as sources for all major innovations. 

In the study by De Melto, McMullen and Wills (1980) of 283 major 
Canadian innovations, there were 82 cases where the primary tech-
nology for the innovation was wholly or partly acquired from outside 
Canada. The United States was the source for 77 percent of these cases, 
Britain for 5 percent, Germany for 4 percent, and France for 2 percent. 
Even for innovations of this sort by Canadian-controlled firms (16 of the 
82 cases), the United States was the source for 63 percent of the cases, 
Britain for 6 percent, and Germany for 12 percent. Thus, it appears that 
the United States may be somewhat more important as a source of 
technology transfer to Canada than as a source for all major innovations. 
This result, which echoes that in the previous paragraph, seems reason-
able, given the major role of U.S. multinational firms in Canadian 
manufacturing. 

International Diffusion of New Technologies 

Studies of industries such as synthetic materials and semiconductors 
indicate that countries differ considerably in how rapidly they begin 
using a new process or producing a new product. The speed with which a 
country begins producing a new product could be expected to be directly 
related to how much the country spends on research and development in 
the relevant industry. Countries that spend relatively large amounts on 
R&D in the relevant industry are likely to be close to the technological 
frontiers and able to imitate quickly, whereas other countries may not be 
able to do so. 
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Also, there is likely to be a tendency for imitation rates to be faster for 
more recent innovations than for earlier ones. Because of improvements 
in communications, transportation, and methods for evaluating invest-
ments in facilities to produce new products, one might expect such a 
trend toward higher international diffusion rates. Furthermore, how 
rapidly a country begins producing a new product may be affected by the 
level of concentration in the relevant industry in this country. In some 
industries, decreases in concentration may mean more rapid imitation 
because of greater competition. In other industries, decreases in concen-
tration may mean less rapid imitation because the industry may be too 
fragmented to allow any member to amass the necessary resources 
quickly. 

Data published by Mansfield et al. (1982) concerning the diffusion of 
major innovations in the plastics, semiconductor, and pharmaceutical 
industries in the five major non-Communist countries tend to bear out 
these hypotheses. In the plastics and semiconductor industries, there is 
a highly significant tendency for countries that spend relatively large 
amounts on R&D to have relatively short imitation lags. On average an 
increase of 10 percentage points in a country's share of total R&D in the 
industry is associated with a reduction in the imitation lag of about two 
or three years. In the pharmaceutical industry, there appears to be no 
such tendency, perhaps because of regulatory considerations. In all 
three industries, when other factors are held constant, imitation lags 
tend to decrease with time. The extent of the decrease seems smallest in 
semiconductors and greatest in plastics. The effects of industrial con-
centration on a country's imitation lag appear to be mixed. In pharma-
ceuticals, increased concentration seems to be associated with longer 
imitation lags; in plastics, the reverse seems to be true; and in semicon-
ductors, there seems to be no statistically significant relationship 
between them. 

How rapidly a country begins using a new process or producing a new 
product may depend on how rapidly a multinational firm transfers the 
technology overseas .4  Based on data assembled by Mansfield and 
Romeo (1980) concerning 65 technologies that were transferred overseas 
by U.S.-based multinational firms during 1960-78, the mean age of the 
technologies transferred to overseas subsidiaries in developed countries 
was about six years, which was significantly less than that for a corre-
sponding transfer to developing countries (about ten years). Because 
many newer technologies are inappropriate for developing countries or 
are difficult and expensive to transfer there, the technology transferred 
to developing countries could be expected to be older than that trans-
ferred to developed countries. The mean age of the technologies trans-
ferred through licences, joint ventures, and other channels besides sub-
sidiaries tends to be higher (about 13 years) than the mean age of the 
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technologies transferred to subsidiaries. More will be said on this score 
in the next section. 

For technologies transferred to subsidiaries in developed countries, 
the proportion of transferred technologies that were less than five years 
old (at the time of transfer) was much greater (75 percent versus 27 
percent) in 1969-78 than in 1960-68. But for technologies transferred 
through channels other than subsidiaries, there appeared to be no such 
tendency, at least in this sample. Davidson and Harrigan (1977) present 
valuable evidence concerning the age of technologies transferred abroad 
by U.S.-based firms, at the time when they were first transferred abroad. 
Their results suggest, too, that the average age of technology transferred 
abroad has declined. Based on data for 532 products, they find that the 
percentage introduced in foreign markets within one year of U.S. intro-
duction rose from 6 percent in 1945-50 to 24 percent in 1961-65 and to 39 
percent in 1971-75. Similarly, the percentage introduced in foreign mar-
kets within five years of U.S. introduction rose greatly during this 
period. 

There frequently are considerable international differences in the rate 
of intra-country diffusion of an innovation. Many studies indicate that 
the diffusion rate depends on the profitability of the innovation. In 
addition, a variety of other factors can be important, such as the varia-
tion among firms in the profitability of the innovation, the size of the 
investment required to introduce the innovation, the number of firms in 
the industry, their average size, the inequality in their sizes, and the 
amount that they spend on research and development. Econometric 
models have been devised to explain and forecast the rate of diffusion of 
innovations. Although over-simplified in many respects, these models 
have provided a surprisingly good fit to data for a wide variety of 
industries and countries. 

Globerman (1975a, 1975b) and Daly and Globerman (1976) conclude 
that the rate of diffusion of numerically controlled machine tools and of 
tufting equipment in carpet making has been lower in Canada than in the 
United States. On the other hand, Baumann (1973) finds that diffusion of 
the basic oxygen process in steel was more rapid in Canada than in the 
United States. Clearly, comparisons of this sort will turn up different 
results, depending on the industry (see Mansfield, 1977). In general, the 
Economic Council of Canada (1983) seems to conclude that the diffusion 
process goes on relatively slowly in Canada. If true, this has an impor-
tant bearing on public policy. More research should be aimed at deter-
mining if and why this is true and what should be done about it. 

Patterns of International Technology Transfer 

As pointed out above, the mean age of the technologies transferred by 
U.S.-based multinational firms to their overseas subsidiaries tends to be 
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lower for subsidiaries in developed countries (about six years) than for 
those in developing countries (about 10 years). De Melto, McMullen and 
Wills (1980) provide valuable data concerning the lag between the first 
commercial launch of products or use of processes in the world during 
the 1960-79 period and the first launch or use in Canada. On average, the 
lag is about eight years, as shown in Table 3-2. 

TABLE 3-2 Lags in the Introduction of Innovations Developed Abroad 
into Canadian Industry, 1960-79 

Industry 

Average Number of Years Between 
First World Launch or Use and 
First Launch or Use by Reporting 
Canadian Firm 

Product Innovations 
Telecommunications 5.5 
Electrical equipment 9.3 
Plastics and resins 7.5 
Smelting and refining 10.3 
Petroleum 5.0 

Total 7.4 

Process Innovations 
Telecommunications 5.8 
Electrical equipment 5.0 
Plastics and resins 7.3 
Smelting and refining 11.8 
Petroleum 7.7 

Total 8.7 
Source: D. DeMelto, K. McMullen, and R. Wills, "Preliminary Report: Innovation and 

Technological Change in Five Canadian Industries," Discussion Paper 176 
(Ottawa: Economic Council of Canada, 1980), p.18. 

However, this average is based on imitative innovations carried out 
both by Canadian-controlled firms and foreign-controlled firms. If one 
considers only those imitative innovations that were transferred within a 
multinational firm to a Canadian subsidiary, the mean lag is 6.1 years for 
products and 5.1 years for processes. This is strikingly similar to the 
figure of 5.8 years for all overseas subsidiaries in developed countries 
that Mansfield and Romeo (1980) find. Thus, it appears that Canadian 
subsidiaries of multinational firms receive technology from their parents 
(or other parts of the enterprise) with about the same lag as other 
subsidiaries in major developed countries. 

Based on data for 733 new products introduced by 44 firms in a variety 
of manufacturing industries, Davidson and Harrigan (1977) find that the 
percentage of new products transferred to Canada before any other 
country declined from 26.2 percent in 1945-55 to 14.4 percent in 1956-65 
and to 6.5 percent in 1966-75. On the other hand, the percentage 
transferred first to developing countries increased from 19.9 percent to 
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20.3 percent and to 28.8 percent respectively, during the same periods. 
Apparently, U.S. multinationals have become less likely to transfer 
innovations first to Canada and more likely to transfer them first to 
developing countries. Thus, although Canadian subsidiaries seem to 
receive new technology about as quickly as others in developed coun-
tries, they seem to receive it less rapidly relative to other countries 
(particularly developing countries) than in the past. 

Multinational Firms and International Technology Transfer 

There are many channels of international technology transfer. One 
important channel is the export of goods. The mere existence or avail-
ability of a good in a foreign country may result in the transfer of 
technology, since the good may provide information to the importers of 
the good. Thus, the export of advanced computers to a particular coun-
try may result in technology transfer. In addition, the country may gain 
technology because the exporters of a product will help the country to 
use it efficiently. For example, it may help train workers. Also, if the 
country that imports the good is able to take it apart in order to deter-
mine how it is made (i.e., reverse-engineer it), there is, of course, the 
opportunity for more technology transfer. 

Another important channel is licensing. A firm with a significant new 
product or process may engage in licensing agreements with foreigners 
covering patents, trademarks, technical assistance, and other matters. 
Licensing agreements often call for the licensee to pay a certain percen-
tage of its sales to the licensor, plus a flat fee for technical help, in some 
cases. Another channel is the formation of a joint venture, i.e., an 
operation owned jointly by the firm with the technology and a firm or 
agency of the host country. Joint venture agreements often are made by 
smaller firms that need capital to complement their technology. 

Still another way of transferring technology is through setting up and 
using subsidiaries overseas. At this point, multinational firms have in 
place extensive overseas manufacturing facilities, and they transfer 
technology by training operatives and managers, communicating infor-
mation and capabilities to engineers and technicians, helping the users 
of their products to use them more effectively, and helping suppliers to 
upgrade their technology. According to the available evidence, firms 
seem to prefer this channel over licensing if they can obtain the neces-
sary resources and if they fear that licensing will give away valuable 
know-how to foreign producers who are likely to become competitors in 
the future.5  

Of course, the longer the estimated life of the innovation, the less 
inclined a firm is to enter a licensing agreement. Also, firms prefer direct 
investment over licensing when the technology is sophisticated and 
foreigners lack the know-how to assimilate it, or when a firm is con- 
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cerned about protecting quality standards. On the other hand, licensing 
is often preferred when the foreign market is too small to warrant direct 
investment, when the firm lacks the resources for direct investment, or 
when advantages accrue through cross-licensing.6  

Some evidence concerning the importance of multinational firms in 
the process of international technology transfer can be gleaned from 
U.S. data concerning receipts and payments of royalties and fees (see 
Kroner, 1980, and National Science Foundation, 1983a). Although these 
data suffer from many important limitations, they suggest that U.S. 
receipts and payments of royalties and fees associated with direct invest-
ment are far greater than those associated with unaffiliated foreign 
residents. Specifically, about 80 percent of all U.S. royalty and fee 
receipts come from U.S. subsidiaries abroad. 

A study by De Melto, McMullen and Wills (1980) of 283 major Cana-
dian innovations introduced between 1960 and 1979 shows that 96 of 
them were based primarily, in whole, or in part on externally controlled 
technology. As pointed out earlier, in 82 of these cases, the technology 
was acquired from outside Canada. In 54 percent of the 96 cases, the 
technology came from another part of a multinational firm of which the 
innovator was a member. In only 46 percent did the technology come 
from arm's-length sources, such as suppliers (14 percent), consultants 
(12 percent), joint ventures (9 percent), and customers (5 percent). 
According to this same study, the proportion of all reported innovations 
relying on externally acquired technology declined during the 1970s. 
Innovations primarily based on imported technology between 1976 and 
1979 constituted only 11 percent of the innovations of Canadian-con-
trolled firms and 36 percent of those of foreign-controlled firms. 

Most of the technologies transferred in cases where the innovation 
was foreign-controlled were covered by technology transfer agreements 
allowing Canadian subsidiaries full access to R&D resources available 
within the multinational firm. Subsidiaries generally pay an annual fee 
(not specific to the technology transferred) to the parent company. 
Eighty percent of these agreements provided for a continuous transfer of 
technology. As the supplier develops better technologies in the relevant 
areas, it is made available to the recipient. About two-thirds give rights 
to sell; about three-quarters give rights to manufacture. About one-third 
specify the territory of sales (and in over 80 percent of these cases, the 
firm is confined to selling only in Canada). 

The Increased Importance of Arm's-Length Ransactions 
Many observers believe that there has been an increase in recent years in 
the extent to which technology is transferred by arm's-length means. 
Thus, Davidson and Harrigan (1977) report that the percentage of new 
products transferred to independent licensees increased from 12 percent 
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during 1961-65 to 21 percent during 1971-75. An empirical study by 
Telesio (1977) indicates the U.S. firms are increasingly willing to con-
sider licensing as a substitute for direct investment. According to Con-
tractor and Sagafi-Nejad (1981), "Corporate policies which a decade ago 
would almost reflexively have ruled out anything but equity investment 
are being reassessed" (p. 119) and corporate licensing departments are 
being upgraded. In part, this seems to be due to increasingly restrictive 
government policies regarding direct investment. For example, the 
Andean Pact, including Latin American countries such as Bolivia, 
Colombia, Ecuador and Peru, in 1971 introduced "fade-out" rules requir-
ing foreign affiliates to sell shares to local investors and to increase the 
local content of their products. In a similar vein, Mexico's 1973 law on 
the transfer of technology requires government approval for all tech-
nology agreements with foreign companies. 

There are many imperfections in the market for technology licences. 
Frequently, there are few willing sellers of the technology, and the 
number of potential (competent) licensees may be small as well. It is 
very difficult for the potential licensee to evaluate the returns from the 
technology, and there are many uncertainties. Transaction costs may be 
high. Nonetheless, according to Caves, Crookell and Killing (1983, 
p. 265): 

There is every sign that technology licenses and related transactions in 
intangible assets will become more important in international commerce. 
Both negative and positive factors support this prediction. Negatively, 
governments seem increasingly prone to restrict and regulate foreign direct 
investment and to prefer technology licensing as an alternative to the multi-
national company. Positively, the creation of new technology is probably 
both more extensive and more far-flung than ever, and the number of 
companies capable of participating in the licensing market expands steadily. 
Despite its limitations, the license market will become more important both 
in commercial practice and as a concern for public policy. 

Baranson (1978, p. xi) believes that U.S. firms have changed their 
approach to the transfer of technology: 

Under certain circumstances, a growing number of U.S. corporations now 
find attractive the sale of industrial technology to noncontrolled foreign 
enterprises. . . . The technology sold in such cases is increasingly the most 
sophisticated and latest generation available, and its release is often under 
terms that assure rapid and efficient implantation of an internationally 
competitive productive capability. 

In his view (pp. xi—xii), this change is due to five factors: 

(1) The demands of newly industrialized nations for technology sharing and 
access to world markets. (2) The intensified political risks and economic 
uncertainties of overseas capital investments in plant and equipment. 
(3) The shifting emphasis in certain firms from production to marketing and 
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R&D functions. (4) The intensified competition from foreign enterprises as 
suppliers of industrial technology and the consequent compulsion to release 
proprietary technology early in the product cycle. (5) The escalation of R&D 
and capital investment costs connected with the proliferation of world 
involvements and the ever-increasing sophistication of product systems. 

Although it is not clear that multinational firms are a less important 
source of inventions and innovations than in the past, the substantial 
restrictions and regulations that make it difficult for such firms to utilize 
their technology abroad could reduce the incentive for them to carry out 
R&D. For example, a study of 30 U.S.-based firms by Mansfield, Romeo 
and Wagner (1979) finds that about 30 percent of their expected returns 
from R&D projects were expected to come from abroad. If their R&D 
results could not be exploited through their foreign subsidiaries, the 
firms estimated that their volume of R&D would drop by 12 to 15 percent. 

With regard to Canada, McMullen (1983) counsels caution in the 
treatment of multinational firms, since her results indicate that they tend 
to reduce the lags associated with the adoption of products and pro-
cesses first introduced outside Canada. Caves, Crookell and Killing 
(1983, pp. 265-66) point out that: 

In general, both the source and the recipient countries lose if technology 
transfers are diverted toward arm's-length license agreements that would 
otherwise have occurred through some joint-ownership channel. Some 
transfers will occur but at greater resource cost. The recipient will accept 
terms that sometimes impair the revenue productivity of the transferred 
technology and discourage local research to improve and advance the 
technology. And some technologies simply will not be transferred, because 
mutually acceptable agreements cannot be reached. 

Overseas R&D of Multinational Firms 

Besides setting up production facilities abroad, multinational firms have 
also established overseas R&D laboratories. As indicated in Table 3-3, 
the share of R&D expenditures carried out overseas by U.S.-based firms 
increased during the 1960s and early 1970s, and reached about 8 percent 
during the mid-1970s. There are many reasons for this increase, includ-
ing the presence of environmental conditions abroad that cannot easily 
be matched at home, the desirability of doing R&D aimed at the special 
design needs of overseas markets, the availability and lower cost of skills 
and talents that are less readily available or more expensive at home, and 
the greater opportunity to monitor what is going on in relevant scientific 
and technical fields abroad. According to a sample of 55 major firms 
investigated by Mansfield, Romeo and Teece (1979), the principal reason 
is to respond to special design needs of overseas markets. 

Mansfield 89 



TABLE 3-3 Company-Financed R&D Expenditure Carried Out 
Overseas, U.S.— Based Firms, 1960-81 

Percentagea 

1960 	 2 
1965 	 6 
1970 	 6 
1975 	 8 
1981 	 8 

Source: E. Mansfield, A. Romeo, M. Schwartz, D. Teece, S. Wagner, and P. Brach, 
Technology Transfer, Productivity, and Economic Policy (New York: W.W. Nor-
ton, 1982); and National Science Foundation, Science Indicators, 1982 (Wash-
ington, D.C.: U.S. Government Printing Office, 1983). 

a. 

	

	The 1960-70 figures pertain to a sample of 35 firms and come from Mansfield et al. 
(1982). The 1975-81 figures come from National Science Foundation (1983). For various 
reasons, these data are rough. 

There is a direct relationship between a firm's percentage of sales 
derived from abroad and its percentage of R&D expenditures carried out 
overseas. When sales from abroad are disaggregated, a firm's percentage 
of sales from foreign subsidiaries seems to have a positive effect on its 
percentage of R&D expenditures carried out overseas, while its percen-
tage of sales from exports seems to have a negative effect. U.S.-based 
firms during the 1960s and early 1970s had an incentive to do R&D abroad 
because costs were lower there. According to a sample of 19 major firms 
studied by Mansfield, Romeo and Teece (1979), the mean ratio of the cost 
of R&D inputs in selected overseas locations to that in the United States 
in 1970 was 0.74 in Europe, 0.60 in Japan, and 0.86 in Canada. However, 
between 1970 and 1975, the cost differential was largely eliminated for 
many firms, owing in part to the depreciation of the U.S. dollar relative 
to other currencies. Of course, this helps to explain the fact that the 
percentage of R&D carried out overseas did not increase substantially 
after 1975. In fact, during 1980-82, there was a dip in overseas R&D 

spending, particularly in the transportation industry. According to the 
National Science Foundation (1983a), this reflected the strength of the 
dollar and the fact that the recession was more severe in foreign coun-
tries than the United States. 

Since the term "research and development" covers an enormous 
range of activities, it is important to note that firms' overseas R&D 

activities tend to focus on development rather than on research, on 
product and process improvements rather than on new products and 
processes, and on relatively short-term, technically safe work. Based on 
a sample of 23 firms examined by Mansfield et al. (1982), about three-
quarters of these firms' overseas R&D expenditures are aimed at product 
or process improvements and modifications, not at entirely new pro-
cesses and products. This percentage is much higher than for all U.S. 
industrial R&D. 
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A very substantial percentage of Canada's industrial R&D is carried 
out by foreign multinational firms. In 1979, it amounted to 40 percent 
according to the Statistics Canada's Science Statistics Centre (1982, 
p. 36). This was substantially lower than in 1973, when it was 54 percent. 
Canada is one of the leading sites for the overseas R&D of U.S.-based 
multinational firms. In 1975, about 13 percent of all such R&D took place 
in Canada. However, according to the Conference Board (1976), 
Canada's share of such R&D declined during the late 1960s and early 
1970s, while Germany's share increased considerably (Table 3-4). More 
will be said below about Canada's share of such R&D in the future. 

TABLE 3-4 Distribution of Estimated R&D Abroad Sponsored by 
U.S.- Based Firms, by Country, Selected Years, 1966-75 

1966 	1971 	1972 	1973 	1975 

(percent) 
Canada 	 22.2 	16.4 	14.3 	12.0 	13.1 
Britain 	 24.4 	18.7 	18.5 	19.2 	18.8 
Germany 	 22.3 	30.9 	30.5 	32.3 	29.9 
France 	 9.1 	7.3 	8.2 	8.4 	8.1 
Belgium 	 3.2 	3.4 	3.5 	3.5 	3.5 
Italy 	 2.6 	4.9 	5.0 	4.2 	6.1 
Netherlands 	 1.7 	2.6 	2.9 	3.1 	3.0 
Switzerland 	 1.1 	1.6 	1.8 	1.8 	2.0 
Australia 

and New Zealand 	4.1 	3.8 	3.6 	3.6 	3.7 
Other 	 9.3 	10.4 	11.7 	11.9 	11.8 
Total 	 100.0 	100.0 	100.0 	100.0 	100.0 
Source: Conference Board, Overseas Research and Development by United States 

Multinationals, 1966-75 (New York: The Board, 1976). 

Reverse Technology Ransfer 

Because overseas laboratories have often been established to service 
and adapt product and process technology transferred by the U.S. 
parent to its foreign affiliates, it is often assumed that little of their work 
results in new technologies transferred back to the United States. In 
fact, a careful examination by Mansfield and Romeo (1984) of the experi-
ence of a sample of 29 such laboratories indicates that this is not true..  
About 47 percent of their R&D expenditures in 1979 resulted in technolo-
gies that were transferred to the United States. A major reason why 
overseas laboratories transfer so much technology back to their U.S. 
parents is that many of them no longer are devoted merely to the 
servicing and adaptation of U.S. technology. In time, they frequently 
begin generating new or improved products and processes expressly for 
foreign application, and some ultimately begin to produce technology 
for application throughout the world, including the United States. 

Mansfield 91 



The percentage of overseas R&D expenditures resulting in technolo-
gies transferred to the United States varies considerably among the 
laboratories. Some transfer all of the technologies to the United States 
while others transfer none. The explanation for these differences lies 
partly in the different functions established for these overseas laborato-
ries. Obviously, those established to produce technology for worldwide 
application transfer more to the United States than those established to 
service or adapt technology transferred from the United States or to 
produce technology for foreign application. Holding the laboratory's 
function constant, the percentage of R&D expenditures resulting in tech-
nologies transferred to the United States seems to be directly related to a 
laboratory's size and to the percentage of R&D expenditures devoted to 
research (rather than to development). This seems reasonable because 
larger and more research-intensive laboratories do the more fundamen-
tal work that is more likely to be transferrable to the United States. 

Existing evidence points to little or no time lag between the first 
appearance of the transferred technologies abroad and their first applica-
tion in the United States. Indeed, in the electrical equipment industry, 
the average lag is negative. Because of the size and richness of the 
American market, firms tend to introduce technological innovations 
developed overseas — generally new products and product improve-
ments rather than process changes — about as quickly in the United 
States as in their overseas markets. This is an important point, because it 
indicates the speed with which technology is transferred and the extent 
to which firms take a global view of the introduction of new products. 

The foregoing discussion of reverse technology transfer is based on 
data concerning overseas laboratories of U.S.-based firms in a variety of 
countries, mainly in Europe. Since only a few of the laboratories are 
located in Canada, it is risky, of course, to assume that these findings 
apply to Canada. Without more data, all we can say is that to the extent 
that Canadian laboratories of U.S.-based firms are similar in this respect 
to other overseas laboratories of such firms, reverse technology transfer 
is by no means negligible. 

Canada's Level of R&D Expenditures 
Now that the rate and sources of technological change, the international 
transfer of technology, and the role of multinational firms in the transfer 
process have been examined, the next major issue concerns Canadian 
policy towards science and technology. Nothing seems to have stirred as 
much controversy as the apparently low level of research and develop-
ment expenditures in Canada. The Minister of State for Science and 
Technology (MossT) in 1978 announced a national priority of achieving 
a ratio of R&D expenditures to gross domestic product of 1.5 percent. 
This target was reiterated in 1980 and again in 1981. 
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The ratio of R&D spending to gross domestic product in Canada is 
lower than that in the United States, the Netherlands, Germany, Britain, 
France, Japan, Sweden, or Belgium. As Palda and Pazderka (1982) and 
others point out, the relatively low level of R&D spending in Canada may 
be the result of the structure of Canadian industry. Since over half of its 
manufacturing industry is foreign owned (Rugman, 1983), Canada bene-
fits from a large amount of R&D performed outside Canada. As indicated 
in one MOSST (Canada, 1978) paper: 

Canada's domestically conducted R&D does not begin to approximate its 
total source of new technology, inasmuch as, being largely foreign-owned, 
Canadian industry has ready access to R&D imported from foreign parent 
companies. Significantly, much of this imported R&D enters the country 
without being financially recorded. . . . 

According to estimates by MOSST, such "invisible" R&D imports in 1975 
totaled more than $500 million. 

There are many reasons why a market economy may under-invest in 
research and development. For one thing, because of externalities, firms 
frequently find it difficult to appropriate the benefits from their R&D. 
Certainly, it would not be surprising to learn that Canadian firms were 
under-investing in R&D. However, Canada's relatively low ratio of R&D 
spending to gross domestic product does not prove that this is true. What 
is needed is information concerning the social returns (and costs) from 
additional R&D in Canada. No attempts seem to have been made to 
obtain detailed estimates at the firm or project level concerning the 
social returns from Canadian investments in innovative activity, and 
econometric studies seem to have produced largely inconclusive results. 
One reason, according to some observers, is the lack of data concerning 
the "invisible" R&D transfers cited in the preceding paragraph. Thus, 
although there may well be some under-investment in R&D, much more 
data and analysis are required before the nature and extent of the 
shortfall can be estimated. 

Tax Credits and Allowances 

One way in which Canada has attempted to increase the level of R&D 
spending has been through direct tax incentives. Indeed, Canada has 
been a pioneer in the use of such devices. During the early 1980s, there 
was both an R&D investment tax credit and a special research allowance. 
The investment tax credit (which was taxable) was 10 to 25 percent of 
current and qualified capital expenditures on R&D, the percentage vary-
ing with the size of the firm and the location of its R&D facilities. The 
special research allowance permitted corporations to deduct from their 
taxable income an amount equal to 50 percent of the increase in operat-
ing and capital expenditures for R&D; these tax incentives were altered 
considerably in early 1984. 
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A survey conducted by Mansfield and Switzer (forthcoming) of 55 
firms accounting for almost 30 percent of the company-financed R&D 

expenditures in Canada indicates that the investment tax credit in 1982 
increased company-financed R&D expenditures (holding the definition of 
R&D constant) by about 2 percent, and that the special research 
allowance increased them by about 1 percent. The increases in company-
financed R&D expenditures due to these tax incentives seem to have been 
considerably less than the cost to the government in reduced tax reve-
nue. An econometric study by Mansfield and Switzer (forthcoming) 
based on data at the industry level is consistent with the survey results. 
Thus, the available evidence seems to indicate that these tax incentives 
have had only a modest effect on R&D spending.? 

Studies have been carried out to estimate the generosity of the Cana-
dian system of direct tax incentives for R&D relative to incentives offered 
by other world governments. According to McFetridge and Warda 
(1983), only one country — Singapore, which has a 200 percent write-off 
of R&D — is more generous in this regard. According to the Department 
of Finance (Canada, 1983), the after-tax cost of $100 of R&D was $36 in 
Canada, $52 in France, $47 in Germany, $55 in Japan, $44 in the United 
States, and $48 in Britain. In 1984, the R&D tax incentive system was 
changed. The special research allowance was eliminated, and the invest-
ment tax credit was increased by 10 percentage points. Also, firms were 
allowed to renounce their unused credits and allow outside investors to 
claim these incentives. Given that the new R&D tax incentive system has 
been in place for less than a year, there obviously is little reliable 
information concerning its effects. 

Canada's Share of the R&D Efforts of Multinational Firms 

A question posed at the beginning of this report is: Does Canada have 
any prospect of increasing its share of R&D effort of multinational firms? 
According to the Conference Board (1976), a country's share of the 
overseas R&D expenditures of U.S.-based multinational firms is related 
closely to its share of U.S. direct investment. Since Canada's share of 
U.S. direct investment fell during 1966-72, the Conference Board uses 
this fact to explain why Canada's share of overseas R&D by U.S.-based 
firms also dropped during that period. 

In the years since 1972, Canada's share of U.S. direct investment has 
continued to decline, as indicated in Table 3-5. Moreover, when atten-
tion is confined to the chemical and machinery industries, both of which 
spend relatively large amounts on R&D, the pattern is the same. Thus, if 
the Conference Board is correct, one would expect Canada's share of the 
overseas R&D of U.S.-based firms to register a decrease during the past 
decade or so. The Board's data do seem to indicate that this was the case 
during 1972-75. However, I have not found a more recent set of compara- 
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ble published data showing the current geographical distribution of 
overseas R&D of U.S.-based firms. 

If it is true that Canada's share of the overseas R&D of U.S.-based firms 
has declined, tax policies and other devices could still be constructed to 
attract more R&D to Canada. According to Frisch and Hartman (1984), if 
a foreign nation gives a good tax deal to an American multinational firm, 
the firm is likely to invest more money in that country. Similarly, such 
policies may have some effect, although not necessarily a major one, on 
R&D spending. However, as Horst (1981) shows, there are conditions 
under which firms do not reduce their worldwide tax liability by con-
ducting R&D in the nation with the tax system that treats it most favoura-
bly. 

Moreover, it must be recognized that there are a number of limitations 
on the amount of R&D that a multinational firm would tend to do in 
Canada. As Vernon (1974), Rugman (1983), and others point out, a 
multinational firm is likely to do a considerable amount of R&D near its 
corporate headquarters because of the importance in the innovation 
process of close communication and cooperation among R&D, market-
ing, production, and top management. Also, as stressed by a panel of 
industrial R&D executives recently (reported in National Science Foun-
dation, 1983a), much of the overseas R&D done by U.S.-based firms is 
tied to the special design needs of particular overseas markets. Con-
sequently, there are great advantages in doing R&D of this sort in close 

TABLE 3-5 U.S. Direct Investment Abroad in Manufacturing in 
Canada and All Countries, 1966-S1 

Year 
U.S. Direct Investment Abroad 

Canada All Countries Canada's Share 

(millions of dollars) (percent) 

1966 6,697 20,740 32 
1967 7,059 22,803 31 
1968 7,535 25,160 30 
1969 8,404 28,332 30 
1970 8,971 31,049 29 
1971 9,504 34,359 28 
1972 10,491 38,325 27 
1973 11,755 44,370 26 
1974 13,450 51,172 26 
1975 14,691 55,886 26 
1976 15,965 61,161 26 
1977 14,795 62,019 24 
1978 15,736 69,669 23 
1979 17,392 78,640 22 
1980 18,877 89,161 21 
1981 19,659 92,480 21 
Source: United States, Department of Commerce. 
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proximity to these markets and in close contact with the relevant manu-
facturing units of the firm. For these reasons, it seems doubtful that 
Canada can attract a major proportion of the R&D of multinational firms. 

Industrial Performance of R&D in Canada 

The adequacy of a country's R&D may depend on the nature of the 
organizations that perform it, as well as on its total size. According to 
OECD (1979) figures, Canada performs a larger percentage of its R&D 

within the government sector than do most other industrialized coun-
tries. For example, 69 percent of Canada's R&D in 1977 was done by non-
business organizations (mostly government), whereas the comparable 
percentage was 56 in the United States, 59 percent in France, and 42 
percent in Japan. Also, much of the government-financed R&D that is 
performed externally in Canada is done in universities rather than in 
firms. According to Pazderka (1983, pp. 17-18): 

It has been argued that the performance of a large share of a country's R&D 
activities by the government results in a weakness of the industrial sector, 
selection of inappropriate R&D projects and inadequate exploitation of 
results of research activities. (This may be so partly because private firms 
may not be aware of the results of government research and partly because 
these results may not be suitable for commercial exploitation.) This assess-
ment has been shared and repeatedly confirmed by the Science Council of 
Canada, the National Research Council, and other interested parties. 

The Canadian government in 1972 recommended that government-spon-
sored R&D be contracted to industry wherever possible; this directive 
was extended in 1977. 

One of the obvious advantages of industrial performance of govern-
ment-financed R&D performance is the enhanced possibility of commer-
cially useful spinoffs. A study by Mansfield and Switzer (1984) of 40 
government-financed energy R&D projects performed by industrial firms 
in the United States suggests that such spinoffs occur in about one-third 
of the cases. Moreover, this figure may understate the true percentage 
because the data pertain only to company-financed R&D resulting 
directly and almost immediately from these projects. 

The spinoff from a government-financed R&D project seems to depend 
on whether the performing firm contributes to the formulation of the 
project's goals and strategies. Some projects are formulated entirely by 
the government, with little or no input of ideas from the performing firm. 
Others are based in considerable part on the suggestions of the firm or on 
the combined efforts of the firm and the relevant government agency. 
According to Mansfield and Switzer (1984), the probability of a spinoff is 
about 20 to 30 percentage points higher for the latter types of projects 
than for the former types, because firms tend to formulate proposals so 
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as to maximize the possibility and attractiveness of follow-on R&D into 
which the firm can invest its own funds.8  

Technology Policy: Opportunities and Limitations 
In the past 20 years, governments of nations, big and small, have become 
increasingly involved in policies designed to stimulate civilian tech-
nology. These policies have included government-financed R&D pro-
grams (in energy, for example), R&D tax credits, licensing policies, and a 
host of other measures — for example, those covering government pro-
curement regulations or grants to educational institutions. In some 
nations, such as France and Britain, these policies have received wide-
spread criticism; in others, notably Japan, they have appeared to be 
quite successful, particularly in certain industries such as semiconduc-
tors and machine tools. 

Countries with open economies and with small domestic markets 
relative to the United States or Japan face quite different problems than 
larger countries in formulating technology policies of this sort. With 
regard to many kinds of fundamental research, such countries would be 
well advised to "free ride" on the work performed in the biggest coun-
tries, at least to some extent, because the results of such work is 
disseminated rapidly and cheaply. Even in development, it seems emi-
nently sensible for such countries to obtain many relevant technological 
capabilities through the multinational firms, even though the relevant 
developmental activities do not take place on their soil. 

However, for a variety of reasons (some essentially non-economic), 
nations often want to increase the amount of R&D done locally.9  One way 
in which they try to achieve this is by imposing a variety of restrictions 
on multinationals in order to force them to do more R&D in their country 
and to exploit the results there. But the firms sometimes balk at these 
policies or evade them in one way or another. For example, in Europe, 
some foreign-owned multinationals have refused government R&D 
grants that required that the results be exploited within the country. 

Another way in which governments try to increase local R&D is by 
granting subsidies, sometimes in the form of tax credits. While such 
subsidies have some effect, it often seems to be rather modest. Thus, in 
Sweden, the increase in company-financed R&D expenditures due to tax 
credits in 1981 was only about one-third of the loss in tax revenues. 
Roughly similar results were obtained for the United States in 1981-83. 
Interviews conducted in Spain suggest that the results are similar there. 
The results for Canada are discussed above.10  

Still another way in which governments try to increase local R&D is by 
initiating and expanding work of this sort in government laboratories. 
This policy has the advantage of being direct, but great problems may 
arise from the lack of information flows or poor coordination between 
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the research and the production and marketing of the good. In such 
circumstances, the R&D is likely to be misdirected or at least neglected 
or resisted by potential users. 

In view of the widespread adoption of these kinds of policies by so 
many governments, it appears they are believed to be worthwhile or at 
least worth trying. But because of the difficulties in measuring their 
effects, there is very little dependable evidence concerning their contri-
bution to civilian technology, let alone whether their benefits have 
exceeded their costs. Nonetheless, the little evidence available seems to 
be consistent with the following four propositions. 

First, technology policy in many countries is prone to over-emphasize 
research and development. For many purposes, the important thing is 
innovation or technological change, not R&D, which by itself has little or 
no value. Only when it is combined with marketing and production 
capabilities does it become important. Moreover, in many industries, 
many innovations are not based on any formal, sophisticated R&D. While 
R&D is by no means unimportant, governments sometimes give it (and 
the national R&D statistics) more attention than is warranted. 

Second, governments sometimes tend to compartmentalize problems 
and assume that a nation's technological capabilities should be influ-
enced by various forms of technology policy, rather than by economic, 
trade, or other policies. In fact, however, it seems likely that a nation's 
policies concerning economic growth and investment, competition and 
protection, taxes and entrepreneurship have much more effect on its rate 
of innovation than its policies concerning research and development. 
Thus, if one wants to stimulate innovation, the former areas may be more 
important than R&D. 

Third, from many points of view, diffusion or imitation may be much 
more important than innovation. Japan, for example, was not the first to 
develop or introduce industrial robots, but it has accepted and deployed 
a great many more robots than has the United States. Moreover, it is 
often asserted that the effects of robots on productivity have been 
greater in Japan than in the United States. From an economic point of 
view, it is much more important for a nation to exploit a new technology 
successfully than to be the first to introduce it. Here again, the signifi-
cance of entrepreneurship and of the institutions and freedom that 
nourish entrepreneurs should be emphasized. 

Fourth, governments seem to be most successful in stimulating civil-
ian technology when they emphasize relatively broad policies rather 
than attempting to make detailed decisions concerning which specific 
designs and types of commercial products should be developed and at 
what pace. There is little evidence that attempts by government agencies 
to assume the entrepreneurial role or to regulate in detail the inflow, 
outflow, and application of industrial technology have been successful, 
with the possible exception of Japan (about which there is considerable 
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controversy). On the other hand, policies which are widely regarded as 
having been important in promoting technological change and produc-
tivity growth include those designed to promote the quality and extent of 
education in science, engineering, and management, to build the vigour 
of competition among the nation's firms, to support fundamental 
research and to attain reasonably full employment with a reasonably 
stable price level. 

Notes 
This paper was completed in summer 1984. 

For example, see Business Week (February 13, 1984). 
The "other" industry consists of fabricated metal products, textiles, and paper com-
bined. 
Because fabricated metal products, textiles, and paper are lumped together into a 
single "other" category, there are 11, not 13, industries. 
The term "overseas" as used here means all countries outside the United States, 
including Canada. 
For an excellent discussion of the multinational firm, see Caves (1982). 
For an interesting statistical study of the factors influencing the mode of transfer, see 
Davidson and McFetridge (1984). 
Similar results were obtained by Mansfield (1984b) for Sweden and the United States. 
Two points should be noted. (1) Although most studies have concluded that govern-
ment-financed R&D has not tended to crowd out privately financed R&D, this is not 
true of all recent studies; in particular, Lichtenberg (1984) reaches the opposite 
conclusion. (2) Econometric studies generally indicate that R&D under government 
contract has a relatively small effect on the productivity increase of the industries 
performing it; however, it often may be more realistic to view government-funded 
R&D as a factor that facilitates and expands the profitability of privately funded R&D. 
See Economic Council of Canada (1983) and the references cited therein for further 
discussion of contracting out of R&D. 
See, for example, McFetridge (1977). 
See also Howe and McFetridge (1976) for an influential study. 
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4 

Corporate Operations and Strategy 
in a Changing World Environment 

DONALD J. LECRAW 

From the early 1970s until the early 1980s, U.S. economic performance 
declined relative to its performance during the two previous decades. In 
response, there was an outpouring of theories and analyses of what is 
wrong with the U.S. economy and prescriptions for fixing it. For one 
group of critics, the failure of the U.S. economy to repeat its past 
performance or live up to their expectations of its potential was due 
primarily to a widespread, systematic failure of American firms to adjust 
and improve their operations and strategies in response to changes in the 
world technological, economic, and trade environment.' This paper 
presents a critical survey of the analyses and recommendations of this 
body of literature. It addresses four questions. What are the perceived 
failures of North American firms? What are the prescriptions for 
changes in their operations? What are the mechanisms by which these 
changes are to be implemented? What are the prospects for improve-
ment through the end of the decade? 

Since most of the important and influential analyses of the failures and 
prospects of North American firms have been directed toward firms 
south of our border, this paper, by necessity, tends to focus on American 
firms and American business practices. This emphasis immediately 
raises the question of the relevance of this paper to the concerns of 
Canadians in general and of members of this Royal Commission in 
particular. This question gains force when the many differences between 
the problems and operations of American and Canadian firms, and the 
differences in the American and Canadian industrial structure, economy 
and economic prospects and problems are taken into account. There are 
several responses to this question. 
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First, other papers for the Royal Commission have addressed the 
issues of Canadian economic performance, industrial structure, and the 
unique problems of Canadian firms — foreign ownership, economies of 
scale, productivity, costs, research and development, government 
ownership, export capability, and so on. Second, the high level of for-
eign, mostly American, ownership of Canadian firms implies that in 
large measure the problems and prospects faced by American firms in 
their operations and strategy spill over into their subsidiaries in Canada. 
Third, the theory and practice of business operations and strategy tend 
to drift from south to north, so that Canadian management practices are 
similar to those in the United States, but often with a lag. Fourth, if 
American managers can improve the operating performance of their 
firms, this may improve the prospects of the American economy —
Canada's major export market — on the one hand, and increase the level 
of competition for Canadian producers and exporters on the other. Fifth, 
this paper is about operations and strategic management per se —
past trends and future prospects — and hence is in large part as applica-
ble to Canadian as to American firms. Throughout this paper and par-
ticularly in the last section, this analysis of corporate performance and 
strategy emphasizes the implications for Canadian firms and the con-
cerns of the Royal Commission. 

For all these reasons, an analysis of the problems that have been 
identified in American management are relevant to the concerns of the 
Commission. Two facts are clear: there has been significant change in the 
external environment of North American business over the past 15 
years, and since the early 1970s the performance of American business 
has fallen short of its previous postwar performance and of expectations 
engendered by its previous success. It is important to ascertain what 
role, if any, management has played in the unsatisfactory corporate 
performance in America, how management performance can be and is 
being improved, and what role, if any, there is for government in this 
process. 

To some extent, the wave of criticism of American management was 
triggered by the recession of 1980-82 and has subsided with the cyclical 
improvement of the economy during 1983-84. However, as one reviewer 
of this paper noted, firms, like nations, can become complacent, rigid 
and sloppy during long periods of growth and success. Economic hard 
times both bring these problems to the attention of management and 
force them to change their practices in the face of an adverse external 
environment. Quite apart from the recent cyclical downturn and recov-
ery, however, there have been fundamental changes in the external 
competitive environment of North American firms (Daly, 1983) includ-
ing: 

increased importance relative to the United States and Canada of 
Japan, Europe, and the newly industrialized countries (Nics) as mar-
kets, producers and exporters; 
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a significant reduction in tariff and non-tariff barriers to trade and an 
increase in flows of capital; 
a dramatic increase in the level of world trade, especially in manufac-
tured products; and 
an acceleration of the rate of technology diffusion. 

All these developments have contributed to a high degree of turbulence 
and uncertainty for North American firms that is beyond the past experi-
ence of businessmen, politicians and civil servants. The effects of these 
long-term trends, although accentuated by the recent business cycle, 
will persist into the foreseeable future. 

The problems experienced by U.S. firms in this turbulent environ-
ment are clear as well: 

loss of U.S. dominance in new technology (see the paper by Mansfield 
(1985) in this volume); 
the decline in the U.S. share of world production and trade in manu-
factured products; 
the increased import penetration in many U.S. manufacturing indus-
tries and, more recently, huge trade and current account deficits; and 
high and rising U.S. unit labour costs and falling rates of productivity 
growth. 

In some respects these problems are more severe for Canadian firms. 
Productivity is lower and has increased more slowly in Canada than in its 
major trading partners, and unit labour costs are higher and have 
increased at a faster rate (Daly, 1983). Yet, as an open economy, Canada 
is highly exposed to imports on the one hand and must export in 
increasingly competitive world markets on the other. Hence, increases 
in productivity and lower unit labour costs are vital to Canada's con-
tinued economic success. During the downturn of 1980-82, Canada's 
gross national product and manufacturing output fell the most sharply 
among member countries of the Organisation for Economic Co-opera-
tion and Development, despite large and growing trade surpluses. 
Although the economy recovered slowly from this trough, unemploy-
ment, bankruptcies and plant closures remained high by past and inter-
national standards, and capital investment did not recover as is typical 
after a recession. Through 1984 the expansion has been fragile. These 
pieces of evidence suggest that the problems with corporate perfor-
mance may be more serious in Canada than in the United States (see 
Daly, 1983). 

Corporate Performance and Strategy 
Recently, article after article and speech after speech have harangued 
U.S. managers and businesses for their inadequate, misdirected and 
counterproductive operations in all the functional areas of their business 
and in their formulation and execution of overall business strategy. 
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American management, once envied, extolled and emulated, has come 
to be denigrated, pitied and shunned. These critics conclude that 
although other factors may have contributed to the recent unsatisfactory 
performance of the U.S. economy, it is largely attributable to the failure 
of American management and American business. Lest this conclusion 
seem to be an overstatement, let me quote from some of the most 
influential writers on this subject, all at the Harvard Business School, 
the great bastion of managerial capitalism. For example, Abernathy, 
Clark and Kantrow (1983a) observe: 

We believe that "micro software" [corporate management, — organiza-
tion, administration, and production systems] — what management 
does — is essential to the renaissance of a beleaguered American indus-
try. . . . American manufacturers have gotten into trouble not because of 
general economic conditions or unfair trade practices but because they have 
lost the determination to manufacture well. . . . [Superior] competitive 
strategy . . . has enabled foreign producers to outflank, outfox, and out-
perform their American counterparts. (pp. 4-5) 

Similarly, Hayes and Abernathy (1980) conclude: 

Responsibility for this competitive listlessness belongs not just to a set of 
external conditions, but to the attitudes, preoccupations, and practices of 
American managers. (p. 77) 

In light of the other possible determinants of U.S. economic perfor-
mance, these conclusions seem a bit harsh and one-sided.2  Never-
theless, as the long list of books and articles in the bibliography of this 
paper attests, there is a deep-seated and widely held belief that Amer-
ican management has failed to manage well in a changing economic 
environment. 

According to Abernathy et al., the failures of American business were 
masked during the 1950s and 1960s by the pre-eminence of the American 
economy after World War II and its relative isolation and independence 
from the world economy. Over time, however, transfer of broadly 
defined technology and capital mobility combined with growing manage-
ment capabilities in firms outside the United States to make these firms 
strong competitors in their home markets, in world markets, and in the 
United States. At the same time, falling tariff and non-tariff barriers to 
trade, falling transportation and communications costs, and the homo-
genization of world income levels led to the globalization of many 
industries and to an increased trade exposure in many manufacturing 
industries in the United States.3  Abernathy et al. conclude that U.S. 
manufacturing firms have not responded well to this "new industrial 
competition" and that they will be left behind if they do not reform in the 
future, much as many British firms (and the British economy) were left 
behind a century ago. 
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The charges of mismanagement by American firms range across all 
functional areas of business and go on to problems in the formulation and 
implementation of overall business strategy. Since these problems are 
interrelated, I will start with overall strategy to set the context of the 
problems in the functional areas. 

The problems that have been identified in the management of Amer-
ican firms in their operations in the functional areas must be seen within 
the context of their overall strategic management. These concerns have 
focussed on three areas of strategy — the time horizon of American 
business; the focus on "paper profits" from mergers and acquisitions, 
and particularly from conglomerate diversification; and the lack of inte-
gration between the functional areas of business and overall business 
strategy. In the critiques of American business, the superior practices of 
Japanese firms have often been held up as role models to be admired, 
feared and copied. Although the purpose of this paper is not to give a 
comprehensive review and critique of the vast and burgeoning literature 
on Japanese management, by force of popular opinion some of its more 
salient points for the practice of American firms and government policy 
will be analyzed. 

Time Horizon 

Many of the critiques of American management conclude that American 
managers focus on short-term results, particularly short-term profit-
ability and earnings per share, at the expense of the long-term profit-
ability of the firm. Shetty (1982) concludes: 

The emphasis on short-term performance at the expense of long-term 
results and productivity has become endemic to American business culture. 
The horizons of the average American manager seem to be several years 
nearer than the horizons of most of his or her counterparts in other coun-
tries. . . . [Yet] a long-run perspective or orientation is vital for a business 
in a modern industrial society. (p. 39) 

The short-term-result myopia is variously described as being caused by 
stockholders and security analysts who focus on quarterly earnings 
reports; control and reward systems ("three years up or out"); inbred 
and trained personal aggressiveness; greater mobility of American man-
agers, especially those with MBA degrees; and the "reversed telescope" 
of discounted cash flow. Japanese managers are seen as less personally 
competitive and more oriented toward the success of their firm; less 
sensitive to short-term, external concerns arising from the stock market; 
less swayed by elegant but inappropriate financial techniques; and more 
concerned with operating fundamentals than American managers. The 
virtues of "Japanese-style" management have been extolled, and books 
and articles that show how American managers can achieve a similar 
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excellence have become bestsellers (Ouchi, 1981, 1984; Pascale and 
Athos, 1981; Vogel, 1978; Hayes, 1983; Kantrow, 1983; Bradford and 
Cohen, 1984; and Peters and Waterman, 1982). 

There is a question, however, as to how much of the longer time 
horizon of Japanese firms can be explained by cultural, social and 
economic conditions in Japan that are not attributes of the Japanese 
management system per se and therefore could not be transferred abroad 
easily. For example, even if Japanese firms were to use the "reversed 
telescope" of discounted cash flow analysis in their investment deci-
sions, four factors would lead them to use a lower discount rate and 
hence be more future-oriented than their American counterparts. 

Interest rates in Japan have usually been below those in other coun-
tries, and the government sometimes has subsidized them to even 
lower rates for certain industries. 
The capital structure of Japanese firms is relatively debt-heavy and 
debt is thought to be a relatively inexpensive form of finance (see 
Ellsworth, 1984). 
The relatively low use of external funds generated by the stock market 
partially isolates Japanese firms from the short-term pressures for 
profits which investors are said to place on American firms (see Ouchi, 
1984). 
The Japanese government has acted through its industrial policies to 
reduce the risk (and hence the cost of capital) of firms in chosen 
"sunrise industries" through trade protection, government purchas-
ing, and funding through the banking system. 

Unless these factors were to exist for American firms as well, American 
managers could not be expected to have time horizons as long as those in 
Japan, even if they somehow could become Japanese-style managers 
overnight. 

The ability of Japanese firms to obtain low-cost debt to invest in 
research and development, capital equipment and world market share 
gives them a powerful advantage in terms of a lower cost of capital. 
Moreover, Wright and Suzuki (1984) conclude that Japanese firms tend to 
regard debt much as American firms regard equity. Interest and debt 
repayment (often owed to banks within their group) are not fixed, but 
based on an ability to pay. Hence this debt is not only low cost, but also 
low risk (see also Tsurumi, 1982, pp. 88-92). In this way, Japanese firms 
acting within the umbrella of their group and the group's lead bank can 
gain access to low-cost, low-risk resources for expansion without much 
dependence on external funding sources such as the stock market. 
Wright and Suzuki also conclude that Japanese firms tend to regard 
dividend payments on their equity much as American firms regard 
interest payments. If at all possible, dividends are maintained at steady 
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levels through the business cycle, so that investors are less likely to 
focus on short-run fluctuations in profits. 

Ouchi (1984, p. 71) shows how the combination of a lower cost of debt 
with a higher proportion of debt to equity has given Japanese firms a 25 
percent lower cost of capital than similar U.S. firms, even when their 
costs of equity funds are roughly equal. In Ouchi's sample, some 37 
percent of the equity of 135 Japanese electronics firms is held by banks 
(12 percent), insurance companies (8 percent), and other manufacturers 
(17 percent) within their group, so that management does not have to be 
concerned with fickle individual investors. Individuals hold less than 10 
percent of the stock of 97 percent of the 1,005 largest publically traded 
firms which comprise the first section of the Tokyo Stock Exchange 
(Weiss, 1984, p. 124). Moreover, the stock of city banks in Japan is 
concentrated in the hands of several major industrial firms. For example, 
27 percent of Mitsui Bank stock is owned by ten firms. This intercorpo-
rate ownership allows firms to operate more independently of the stock 
market, yet allows large, knowledgeable stockholders to influence man-
agement strategy and performance. Tsurumi (1982, p. 91) concludes that 
this system allows Japanese firms to operate with a lower cost of capital 
and a longer time horizon even in recent years when their debt/equity 
ratios have approached those of U.S. firms. 

Even within the constraints of a higher cost of capital and hence a 
higher discount rate, however, many American firms are seen as focus-
sing too much attention on short-term results. Tsurumi notes that during 
periods of economic downturn American firms lay off workers, cut 
investment, and reduce R&D expenditures in an effort to protect their 
bottom-line profits. In contrast, Japanese firms continue to invest in 
human and physical capital and long-run R&D even if these expenditures 
lead to reduced profits or losses in the short run.4  Tsurumi concludes 
that this ability of Japanese firms to focus on the long run is the result of 
several institutional factors in the Japanese economy and society: 

The lack of predatory takeover practices in Japan left Japanese executives 
free to concentrate on long-term growth goals. . . . The absence of a "sec-
ond-hand corporate market" discourages engineers and managers from 
taking their firms' R&D products to start new venture business. . . . (p. 90) 

In other words, the ability, willingness and opportunity for American 
managers to change jobs, and the entrepreneurial spirit and risk 
acceptance of managers and scientists to start their own firms, force 
American firms to use a shorter time horizon. (Sethi et al., 1984, con-
clude that recently Japanese managers have become more footloose and 
more willing to strike off on their own.) These characteristics of North 
American managers are unlikely to change, and it is questionable 
whether the costs of restrictions on personal and capital mobility that 
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would be necessary to bring about such a change would be tolerated by 
American managers or the American public. 

Donaldson and Lorsch (1983) present a startling departure from the 
accepted stereotype of the myopic investment behaviour of American 
managers based on an in-depth study of twelve mature and successful 
industrial companies in the United States. They conclude: 

This concern with corporate survival is the major reason for our discomfort 
with those who charge that American industry has given excessive priority 
to short-term profits or return on investment objectives to the neglect of 
long-term technological development, productive efficiency and capacity 
and competitive leadership. The corporate goals, priorities, and strategies 
we observed included short-term results; but they looked far beyond them 
as well. . . . At times financial exigencies dictated a disruption of long-
term expenditure patterns in both operating and capital budgets. However, 
we did not observe chronic neglect. On the contrary, the foundation of 
future earnings was a persistent preoccupation of management. (p. 169) 

Donaldson and Lorsch speculate that their conclusion may have been 
due to their selection of "successful" firms (where success was defined 
over the very long run). Several other interesting conclusions emerge 
from this study concerning the requirements for a firm to be able to 
follow a successful strategy: 

Most of these top managers chose to follow a policy of financial self-
sufficiency. They did so because they had learned that the only truly loyal 
money was money over which they had direct control. . . . A high degree 
of financial self-sufficiency gives the professional corporate manager the 
opportunity to assert corporate financial priorities over those of his capital 
market constituency and to contravene the behaviour of transient share-
holders or short-sighted portfolio managers that he considers coun-
terproductive. To the career manager loyalty means everything and deser-
tion is a punishable offense. . . . Further, financial self-sufficiency gives 
management greater leverage to resist capital market pressures likely to 
occur during the periods of change. (pp. 166-67) 

Donaldson and Lorsch conclude that the "ultimate objectives" of the 
firms in the study were the maximization of "corporate wealth in its 
entirety — that is, the technical, market, and human resources under 
management's direct control, as well as the firm's financial resources" 
(p. 162). They point out that this "wealth" was not profits or stockholder 
wealth but was directly related to the power of the corporation to survive 
using resources under management control.5  Donaldson (1984), in a 
subsequent book based on the same sample of firms, concludes that four 
goals particularly influenced management — survival (maintaining cor-
porate purchasing power); independence from financial or regulatory 
commitments or individual product markets; self-sufficiency; and man-
agerial success and self-fulfillment. The firms that were able to achieve 
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these goals were able to bet the long term because they were successful 
in unhooking themselves from the short-term pressures of the stock 
market and the product market, much as is the case for firms in Japan. 

The conclusion that the stock market can exert harmful pressures on 
firms has led Bower (1983) to a somewhat different conclusion: 

We probably [will] have to give up the myth that ownership of shares of 
common stock of a widely held company is the same thing as ownership of a 
company, in the sense that ownership conveys a right to manage. . . . If we 
wish corporate management to take a more long-term comprehensive view, 
then we should not leave them vulnerable to whims of brokers seeking 
transaction fees who pretend that fictions such as quarterly earnings per 
share have any fundamental meaning. (p. 254) 

Ironically (and amazingly) these strong charges against American man-
agers and the dysfunctional effects of the American financial system do 
not come from "young Thrks" or the radical left, but from mainstream 
full professors at Harvard Business School — Abernathy and Hayes 
(examining production), Lorsch (organizational behaviour), Donaldson 
(finance), and Bower (business policy). Yet most of the evidence on 
"managerial firms," in which management is isolated from the pressures 
of owners, suggests that they underperform "owner-controlled" firms in 
terms of profitability and efficiency. Unhooking American firms from the 
daily stock market pressures for short-term profits would seem to carry 
the potential for a further deterioration of performance unless some 
other control group were put in place. On this point, Tsurumi (1982) has 
several interesting conclusions: 

The "group capitalism" of post-war Japan possessed the functional equiv-
alent of the best of West Germany's "financial capitalism," where the 
internal capital market of bank-client relationships assured efficient and 
timely allocation of capital. The Japanese system also had the best of the 
U.S. "managerial capitalism," where professional managers applied their 
own "visible hands" to allocate necessary resources to targeted projects. 
(p. 89) 

Tsurumi contrasts this institutional structure for allocating resources 
with that of the prewar Zaibatsu and American conglomerates which 
were "slow to reallocate resources internally as well as to explore new 
technological frontiers." Thurow (1983) has called for the U.S. govern-
ment to allow banks to act as merchant bankers and take minority 
positions in firms, as they can in Germany and Japan, in order to increase 
capital mobility and to reduce the short-term pressures on firms from the 
stock market. Recently, however, there has been considerable contro-
versy over the role of banks in Germany and their links to manufacturing 
firms through equity holdings. Some critics have charged that this rela-
tionship has pushed stability and isolation from the stock market to the 
point of paralysis and obsolescence. The problem then would seem to be 
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in reducing the existing pressures for short-term profits while at the same 
time keeping management on its toes so that it responds to long-run, 
fundamental strategic changes in the firm's environment. 

Charges that investors and firms in the United States are dysfunc-
tionally short-sighted would seem to have a major theoretical flaw. If 
firms and investors were indeed dysfunctionally short-sighted, this 
would seem to present an opportunity for firms with a longer time 
horizon to out-compete and out-perform them in the long run, and for 
investors with a longer time horizon to make supernormal profits. Given 
the high level of industrial competition and capital mobility in the United 
States, there would seem to be no reason why some firms and investors 
would not follow strategies with an appropriately long time horizon if 
such a strategy would indeed lead to increased profits and stockholder 
wealth. 

Despite some perceived problems, it is also difficult to fault the basic 
workings of the U.S. financial system, beyond anomalies introduced 
into it by government taxation policies. The amount of funding available 
to new, risky investments with long gestation periods, such as in bio-
technology and microelectronics, is staggering and the envy of 
entrepreneurs around the world. 

The allegations of a dysfunctionally short time horizon in American 
business might also be directed toward business in Canada. First, there 
is the oft-cited low level of R&D among Canadian firms. Arguably, foreign 
subsidiaries can overcome this by licensing product and process tech-
nology from their parent abroad. Yet Canadian-owned firms also have 
low levels of R&D, and their ability and willingness to access information 
on foreign technology seems to be severely constrained (see the paper by 
Bishop and Crookell for this Royal Commission and Killing, 1978). 
Crookell and Bishop (1983) cite the unwillingness of Canadian-owned 
firms to engage in risky long-term R&D as one of the major problems of 
Canadian-owned firms in the 1980s. Managers in Canadian-owned firms 
are also generally seen to be more risk averse and conservative than 
U.S. managers. This has two effects. It raises the discount rate for 
investment analysis and hence shortens the time horizon, and it can also 
lead firms to discriminate systematically against high-risk investments 
in R&D, market penetration, exports and major capital projects. There 
may also be inefficiencies in Canadian capital markets which increase 
the difficulty of small firms and entrepreneurs to access capital for 
expansion, investment and R&D (Hatch, Wynant and Grant, 1984). 

Mergers, Takeovers and Conglomerate Diversification 

The "merger mania" of American managers, as well as their pursuit of 
other means to "paper profits" through "paper entrepreneurialism," 
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have come in for particularly harsh words. To quote Reich (as cited in 
Fallows, 1980), American managers devote their energies to "establish-
ing joint ventures, consortiums, holding companies, mutual funds; find-
ing companies to acquire, white knights to be acquired by, engaging in 
proxy fights, tender splits, spinoffs, divestitures; going private, going 
public, going bankrupt" (p. 23). Reich (1983) devotes an entire chapter to 
"paper entrepreneurialism," which includes mergers and takeovers but 
extends to a host of financial, accounting, taxation, personnel, public 
relations and legal practices, as well as lobbying of government. Reich 
concludes that these activities add nothing to the productive capacity of 
the firm or to the economy as a whole. Worse, paper entrepreneurialism 
uses up the energies and talents of the "best and the brightest" while at 
the same time breeding both personal insecurity and hierarchical 
rigidity. 

Perhaps Reich's harshest words are reserved for conglomerate diver-
sification: 

Conglomerates serve no useful financial purpose. . . . American investors 
gain nothing . . . [and] conglomerates undermine the efficiency of Amer-
ica's capital market. . . . Nor do conglomerates serve any useful industrial 
purpose. . . . Modern conglomerates are generally little concerned with 
the actual economic functions of the various subsidiaries, beyond the inter-
est a landlord takes in a sharecropper's labors. . . . Nor do they benefit 
employees. When one of a conglomerate's businesses begins to falter, only 
capital assets are salvaged and redeployed. Workers are typically left to fend 
for themselves. (pp. 150-51) 

The literature on the performance of conglomerates generally supports 
these conclusions, if with somewhat less rhetoric.6  Mason and Goudz-
waard (1976) conclude that the conglomerates in their sample did not 
perform as well as their "mirror portfolios" in terms of return to the 
shareholder or return on assets.' Hill (1983) finds that in Britain from 
1970 to 1976 return on sales and return on capital were more variable over 
the business cycle for conglomerate firms than for other firms. Hill 
concludes: 

Thus, although conglomerates and concentric firms have often diversified to 
a similar degree, it is the concentric diversifiers which register the more 
consistent performance. . . . Whereas the top management of a con-
centrically diversified firm understands the nature of the business in which it 
is involved, the top management of a conglomerate firm does not. (p. 210) 

Cisiel and Evans (1984) conclude: 

The experience of the 1970s recessionary periods suggest that there are 
serious managerial diseconomies of diversification seen in recessions. Like-
wise, the inferior performance of highly diversified firms indicates that 
managerial diseconomies exist even in expansionary times. (p. 70) 
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Top managers and directors of highly diversified firms may fail to under-
stand the determinants of success in each of the industries in which their 
firms operate. They can therefore become vulnerable to oversimplifica-
tion of issues and shallow understanding of the problems and oppor-
tunities facing their firms in the many diverse industries in which they 
operate. This situation has led firms to increase their emphasis on 
financial controls based on return on investment for performance mea-
sures and discounted cash flow for investment evaluation. 

Firms which engage in conglomerate diversification, however, may 
have little option. Lecraw (1984a), using a sample of large firms in 
Canada, concludes that the characteristics of the base industries of firms 
and their own characteristics largely determined the diversification path 
they followed. Conglomerate firms did perform below the average of 
other firms, but if a firm whose base industry characteristics indicated a 
strategy of conglomerate diversification followed another diversification 
strategy, its performance was also penalized.8  In other words, con-
glomerate firms may have had little choice other than to be con-
glomerates, given the base industries in which they operated. 

Donaldson and Lorsch (1983) also conclude that management's strate-
gic choices were constrained by the characteristics in the industries in 
which the firm operated: 

Top management's freedom to set strategic direction in the mature industrial 
corporation is significantly constrained. The necessity to protect a competi-
tive position commits the enterprise to a rate of growth and of investment 
largely defined by the industry (or industries) in which it oper-
ates. . . . This description clearly contradicts the popular motion of the 
senior corporate executive who can move mountains with a 
memo. . . . This is not to say that management has no choice in defining a 
meaningful financial goals system and strategy. . . . Yet, on balance, we 
remain most impressed by the constraints on top managers' choices. 
(pp. 172-73) 

Donaldson and Lorsch also reach several interesting conclusions 
regarding the motivation for corporate diversification: 

The desire of top executives to put some distance between themselves and 
their particular product market constituencies was likewise evident in their 
product market strategies. . . . The corporate managers of these firms 
have beliefs about their limitations as well as their strengths, and they look 
for businesses they can manage successfully. . . . The effects of such cor-
porate diversification on the product market constituents in the base indus-
tries are marked. Customers, suppliers, labor unions — the power of each 
is weakened by successful diversification strategy. . . . From manage-
ment's perspective the firm's value has been increased through diversifica-
tion because the uncertainty about its viability and ultimate survival has 
been reduced. . . . In those instances in which we observed managers 
"underinvesting" in declining businesses, they were actually relocating 
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resources, because in their judgement, corporate survival demanded a shift 
to more promising product markets. (pp. 167-69) 

As mentioned previously, the firms studied by Donaldson and Lorsch 
were not a random sample from among U.S. industrial firms, since by 
design they studied "successful" firms. But although Donaldson and 
Lorsch do not take this step, their positive description of the strategies of 
successful firms might well be taken as a normative prescription of what 
managers of firms should do. In this normative mode, Harrigan and 
Porter (1983) conclude that there is a wide range of strategies which can 
be followed by firms in declining base industries — the correct strategy 
depending on the characteristics of the industry, the firm's competitors, 
and the firm itself. Disinvestment (harvest), diversification and exit are 
only three of the possible strategies, and not necessarily the optimum 
ones. Other potentially successful strategies include further investment 
to achieve a cost leadership position, focus on non-threatened product 
niches, foreign direct investment, and vertical integration to control 
suppliers or customers. 

On the other hand, Tsurumi (1982) concludes: 

Compared to large American firms, large Japanese firms are characterized 
by narrower product lines. . . . This single-minded pursuit of technological 
innovations in roughly the same market or product area is in contrast to the 
"portfolio paradigm" used by many American firms to rationalize their 
premature abandonment of existing products and markets. . . . Japanese 
manufacturers prefer to seek "more knowledge intensive ventures" in their 
familiar product market lines. (pp. 90-91) 

This focus on technological advance within one relatively narrow pro-
duct line has had two favourable implications for Japanese firms. It has 
allowed them to operate "focused factories" (Skinner, 1983a) with nar-
rower product lines, fewer line changeovers, lower inventories, more 
dedicated machinery, higher productivity, and more consistent quality. 
It has also allowed them to take advantage of the "dematuring" which 
has occurred in many industries (Abernathy et al., 1983b). In contrast, 
American firms have tended to diversify out of mature, "declining" 
industries, rather than to invest in further product and process tech-
nology. 

Based on their analysis of the automobile industry in the 
United States, Abernathy et al. (1983b) conclude that technological 
change can allow, and in fact requires, a "de-maturing" of broad sectors 
of basic American industries such as automobiles, steel, chemicals, 
rubber, machine tools, consumer electronics, and so on. They conclude 
that American firms have, can, and must take advantage of the oppor-
tunities provided by new product and process technology to "de-
mature" in their base industries so that they do not have to compete 
head-on with firms abroad in standardized products made by standard- 
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ized production technology. Their prognosis for American industry is 
guardedly optimistic: 

Advances in product and process design, a conscious effort to tear down the 
barriers that have grown up between manufacturing and the other functions, 
a deliberate effort to encourage ongoing communication at all levels, and a 
willingness to learn from experience and to follow the possibilities of new 
technology — these are the minimum requirements for building a new 
manufacturing paradigm.. . . 

We have seen [these developments] take shape in dozens of companies, 
never in quite the same form but always directed toward the same end: 
building organizations that are absolutely first rate in the work of tech-
nology-based manufacturing. (p. 127) 

Two examples can illustrate the opportunities and problems of following 
a "de-maturing," technology-based strategy within a firm's base indus-
try. In the early 1970s, the U.S. tire industry was under extreme pressure 
from Michelin's steel-belted radial tires. The president of Goodyear 
announced that the firm was betting the bank on R&D and investment in 
tires to regain its lost markets. The day after the announcement, Good-
year's stock fell three points. By the mid-1980s, Goodyear had made 
several major product and process innovations and was highly profit-
able; at the same time Michelin had lost $900 million in two years on its 
operations. On the other hand, over the same period, U.S. Steel fol-
lowed a conscious strategy of harvesting in its steel operations and 
diversifying into other unrelated industries, while Japanese steelmakers 
followed a "de-maturing" strategy of heavy investment and R&D (Krug-
man 1984). In the early 1980s, U.S. Steel was far more profitable in its 
total operations and even in its steel operations than were Japanese steel 
producers, despite their efficiency and technological superiority. A 
strategy of de-maturing by investment and R&D within a firm's base 
industry (as recommended by Abernathy et al., 1983a, and Hayes, 1983) 
would not seem to be appropriate for all firms in all industries. 

Data on firms which engage in mergers and takeovers (as acquired or 
acquiring firms) do not support the conclusion that these activities are 
generally counterproductive. In a survey article, Jensen and Ruback 
(1983) conclude: 

This evidence indicates that corporate takeovers generate positive gains, 
that target firm shareholders benefit, and that bidding firm shareholders do 
not lose. The gains created by corporate takeovers do not appear to come 
from the creation of market power. With the exception of actions that 
exclude potential bidders, it is difficult to find managerial actions related to 
corporate control that harm shareholders. (p. 5) 

Song (1983) finds that firms made their diversifying acquisitions to 
"achieve,  significant structural matches between acquired and acquiring 
companies, to exploit strengths and to avoid weaknesses in growth, 
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profitability and liquidity" (p. 97). Yip (1982) finds that in general firms 
chose their mode of diversification on a rational, economic basis (not 
opportunities for paper profits): "The choice between the two entry 
modes [acquisition and internal development] is well explained by mea-
sures of [entry] barriers and relatedness" (p. 332). Weston and Chung 
(1983) conclude: 

The preponderance of empirical evidence supports the judgement that 
merger activity is rational value maximizing behavior. On average, the total 
gains . . . are positive. Thus the evidence does not support the man-
agerialism theory which holds that managements resort to mergers to 
increase the size of firms and increase their own compensation, or for the 
prestige of running giant organizations. . . . All [studies] interpret their 
results as supporting the efficiency theory [for mergers]. . . . Thus, 
mergers appear to represent a response to the characteristics of the eco-
nomic environment [including tax factors], facilitating resource realloca-
tions within that environment. (pp. 47-48) 

Linn and McConnell (1983) conclude that even the protective devices 
and strategies employed by management of potential takeover targets 
benefited the shareholders of their firms. Malatesta (1983) concludes that 
the return to shareholders of acquired firms was below average for the 
five years prior to the acquisition but above average afterward — that is, 
firms acquired poor performers and increased their performance after 
acquisition. 

These studies paint a very different picture of the motivation and the 
effects of corporate takeover activity to that by Reich (1983), Magaziner 
and Reich (1982), Abernathy et al. (1983a), and others. If the market 
system were working efficiently, firms would be penalized if they 
expanded their operations into diverse industries to the point at which 
their internal markets are less efficient than the external market 
(Williamson, 1975). There is considerable evidence that conglomerates 
have sold off unprofitable subsidiaries as well as ones that could not be 
integrated into their other lines of business and overall competitive 
strategy. Porter (1976), however, finds that conglomerates had a lower 
propensity to sell off losing subsidiaries than did other firms. When they 
finally did sell off a losing subsidiary, they were often forced to take 
massive write-offs against equity. 

In these cases of unsuccessful diversification, the discipline of the 
product and stock markets seems to have worked to force firms to 
operate efficiently. If market discipline has failed to function, the first 
best solution would be to remove the causes of this market failure rather 
than to restrict merger activity by law. As an example of a measure 
designed to reduce takeover activity, the U.S. government in 1983 was 
considering a tax regulation that would disallow deducting interest on 
funds borrowed for takeover bids as an expense for tax purposes. 
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Without changes in the market for financial assets and the tax system, 
there is every prospect of an increased, not decreased, level of con-
glomerate mergers (Salter and Weinhold, 1982). 

Paper entrepreneurialism takes other forms. Increasing government 
involvement and regulation in the economy has increased the impor-
tance of lobbying by business to prevent or modify laws and regulations 
that would adversely affect the firm, and to advocate those that would 
help it. Large amounts of legal and management time have been devoted 
to manoeuvring firms through the increasingly complex and restrictive 
legal and regulatory thickets. This environment also gives a firm an 
incentive to compete with its rivals via litigation when it finds itself at a 
competitive disadvantage (Reich, 1982; Thurow, 1980). There is little 
prospect for these types of paper entrepreneurialism to subside in the 
United States unless government regulation of the microeconomy is 
reduced. 

The implications of the analysis in this section for Canada depend on 
the conclusions about the efficiency effects of conglomerate diversifica-
tion — whether it is seen as benign or dysfunctional. Canadian merger 
activity has tended to follow that in the United States, and the number of 
conglomerate mergers in Canada has come in waves and increased over 
time. Moreover, in Canada there are a large number of financial con-
glomerates — that is, firms in which overall management control is 
exercised via financial control through holding companies, rather than at 
the operating level. These are the types of firms that have been identified 
as the poorest performers (Canada, Royal Commission on Corporate 
Concentration, 1978, p. 110). Given the relative scale inefficiency and 
high product diversity of plants in Canada, there is a greater risk of 
having large conglomerate firms whose size does not translate into scale 
efficiency at the level of individual business units. 

There is no necessary relationship between conglomerate diversifica-
tion at the firm level and product diversity at the plant level; a con-
glomerate's units can operate rationalized plants. Product diversity and 
scale economies at the plant level are probably more important problems 
for Canadian industry than conglomerate diversification. The causes of 
the greater product diversity in Canadian firms and plants have long been 
known. The generally inward-looking nature of the Canadian manufac-
turing sector combined with Canada's relatively small internal markets 
and relatively high trade barriers have created opportunities for firms in 
many manufacturing industries to produce a wide line of products prof-
itably even at a sacrifice of production efficiency. The high level of 
foreign ownership of subsidiaries may have compounded this problem. 
(But see Baldwin and Gorecki's paper for the Commission which con-
cludes that there is no "miniature replica" effect.) Canada's relatively 
concentrated industrial structure has also motivated firms toward unre- 
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lated diversification since, if a firm reinvests in its base industry, industry 
output will increase and the oligopolistic consensus might be disturbed. 

As Crookell and Bishop (1983) show, one of the major challenges 
facing Canadian industry in the 1980s is to respond to the tariff reduc-
tions achieved by the Tokyo Round of the General Agreement on Tariffs 
and Trade (GATT). Foreign-owned subsidiaries may respond by gradu-
ally ceasing operations in Canada and supplying Canadian markets from 
their home countries; rationalizing production across countries; or 
acquiring world product mandates. All three alternatives will create 
considerable difficulties for these subsidiaries, but Crookell and Bishop 
conclude that foreign-owned subsidiaries can deal with these problems if 
there is a certain amount of understanding by government in the formula-
tion and implementation of policies and programs directed toward the 
manufacturing sector. For Canadian-owned firms, however, Crookell 
and Bishop find the outlook more bleak and uncertain. Canadian-owned 
firms face the same three alternatives (the first one being gradually to 
wind down their business in toto) but they will not have immediate and 
easy access to the necessary international network of intermediate and 
final product suppliers and export markets or the inexpensive access to 
product and process technology which are available to foreign-owned 
subsidiaries from their parents. Hence, their struggle to reduce the 
diversity of their product lines and increase their efficiency will be more 
difficult. (See the paper by Daly (1985) on this important point.) Despite 
these obstacles, studies for this Royal Commission by Daly and by 
Baldwin and Gorecki find that during the 1970s, both foreign and Cana-
dian-owned firms in Canada were able to rationalize production signifi-
cantly and to increase their scale. Further product rationalization to 
increase efficiency and competitiveness is a major challenge for Cana-
dian industry and government in the 1980s. 

Strategic Integration and Global Competition 
Despite the prominence of formal strategic planning in many large 
American firms, there is a general feeling that their overall strategy 
formation and execution has failed in two important respects. 

In formulating and implementing strategic plans, the major functional 
areas — marketing, production, human resources and R&D — are not 
sufficiently linked and integrated. 
Firms often overlook the global competitive aspects of their strategy. 

Again, Japanese firms have been held up as a role model. In Japanese 
firms, there is a much closer integration between the functional areas of 
operations than is generally the case within American firms. Integration 
is accomplished by rotating managers among the functional areas during 
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their careers, by reaching decisions through consensus, and by suc-
cessive iterations both among functional departments and up and down 
the firm's hierarchy during the planning process. The Japanese strategic 
planning process typically starts with a fundamental analysis of world-
wide trends in product markets in order to position products on the 
product cycle for income-elastic products (Tsurumi, 1982). After pro-
duct needs and desired characteristics have been identified, a group is 
formed between marketing, R&D and production to develop a product 
which meets the characteristics demanded in the market and can be 
produced efficiently (at low cost) with high quality, low risk of product 
failure, and low service requirements. These essential characteristics 
are designed into the product rather than being forced onto the product 
department after the product has been designed to fit market demand or 
has been developed as an output of the R&D department. 

In American firms, the planning process is often more linear and non-
integrated. For example, market research may identify an emerging 
need for a new product or product modification. The R&D department 
will develop and design the product to the specifications set by the 
marketing department, and then the product will be given to the produc-
tion department to manufacture. The production department will have 
little input into the characteristics or design of the product based on the 
cost, quality control, inventory or service implications of a particular 
product design. Information usually flows upward through each depart-
ment and is amalgamated and synthesized at the top, with executives 
representing each functional area acting as advocates of the position of 
their department. Alternatively, a new product or process may be gener-
ated in the R&D department in isolation from the marketing or production 
departments, with consequent problems in marketing and production. 
Home microcomputers may be a case in point — a technological tri-
umph in search of a consumer need. Interestingly, Japanese firms have 
not been a significant factor in this market. 

Some American firms have tried to resolve these problems through 
various organizational structures, such as matrix organizations, but the 
information flows, control and evaluation problems have proved to be 
severe. Some large firms have experimented with decentralizing the 
total responsibility for a new product by creating in-house, venture 
capital firms. This recent development is similar in many respects to the 
organizational structure of the large Japanese trading firms. 

Beyond integrating production, R&D and marketing strategy, is the 
problem of aligning a firm's overall business strategy within the context 
of global markets, global technology generation and dissemination, 
global production opportunities and global competition. American firms 
have tended to focus most of their attention on technology, production 
and market developments in the United States. To the extent they have 
considered the rest of the world at all, they have viewed it from an 
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American perspective. The increased speed of technological diffusion, 
capital mobility and rising management expertise and experience around 
the world have led to global competition in many industries. In such 
industries, developments worldwide have implications for competition 
in all countries, and conversely, any competitive move in one country or 
market has worldwide implications. Hout, Porter and Rudden (1983) 
give an example of Caterpillar Tractor as a successful global competitor. 
Caterpillar invested in world-scale production facilities worldwide, but 
tailored its products to each market (thereby gaining economies of scale, 
economies of scope and market acceptance). The company committed 
financial resources to its products and did not diversify into unrelated 
products. It invested in Japan in partnership with the number two 
Japanese producer, Mitsubishi, to block the expansion of its major 
competitor Komatsu. By this strategy, Caterpillar was able to deny 
Komatsu a strong base at home from which to expand abroad while at 
the same time raising the barriers to entry into its markets worldwide. 

American firms can and have successfully blocked Japanese and other 
multinational enterprises in their drive for world market share. However, 
many American firms have retreated in the face of what often appeared 
to be a furious Japanese onslaught. Yet Japanese firms, like all firms, do 
not have unlimited resources. Executives in Japanese firms are often 
surprised at how easily North American firms cede markets in the face of 
a threat. In fact, in some instances they have exploited the Japanese 
image as unstoppable kamikazes with no concern for profits to bluff their 
competitors out of attractive markets and new products. In an increasing 
number of industries, a firm must compete on a worldwide basis if it is to 
take advantage of opportunities to reduce production costs, access and 
develop technology, and gain global market share and sales volume. 
Such global competition often necessitates competing head-on with 
Japanese firms (Watson, 1983). 

Canadian firms will increasingly have to turn toward a more global 
strategy as the protection of their domestic markets is progressively 
reduced under the tariff reductions of the Tokyo Round of the GATT 
(Daly, 1984). This transition will be difficult since many Canadian firms, 
particularly those in the manufacturing sector, are not as outward-
looking through trade, licensing or foreign direct investment as are 
American, European or Japanese firms (Daly, 1984, Crookell and 
Bishop, 1983). To take the next step from looking outward (that is, 
outward from Canada) to global competition will be even more difficult 
and represents another major challenge for Canadian industry. There are 
notable exceptions to this generalization, such as Moore Corporation, 
Bata, Northern Telecom, Massey Ferguson, Mitel, MLW, Bombardier 
and several engineering consulting firms, but these are only a handful 
compared with what is necessary for Canada to be a successful global 
competitor. 
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Management of Financial, Product and Human Resources 

Financial Analysis 
One of the jewels in the crown of modern American managers, it was 
thought, was financial analysis. Critics of American financial managers, 
however, see them concentrating too much on the short-run impact of 
investment decisions on profits, earnings per share, and stock prices, 
and not enough on the long-run implications of their investment deci-
sions. 

Economic and financial theory have firmly established the criteria for 
evaluating investments in capital equipment, R&D, new products and so 
on. The procedure for evaluating an investment proposal is to discount 
back the expected future net cash flows at the risk-adjusted, required 
(market) rate of return (i.e., the cost of capital). This procedure of 
discounted cash flow (DCF), if correctly applied, is thought to maximize 
the value of the firm to its stockholders. DCF allows the manager to 
relate future cash flows generated by an investment to present cash 
outflows required by it. DCF can be shown to be superior to evaluating 
investments using average return on investment, years to payback, or 
impact on earnings per share, precisely because it does take the future 
into account. 

The strongest critique of American financial practices attacks the very 
use of DCF as an evaluative tool. Hayes and Garvin (1983) write: 

We submit that the discounting approach has contributed to a decreased 
willingness to invest for the following reasons: (1) it is often based on 
misperceptions of the past and present economic environment, and (2) it is 
biased against investment because of critical errors in the way the theory is 
applied. Bluntly stated, the willingness of managers to view the future 
through the reversed telescope of discounted cash flow is shortchanging the 
futures of their companies. . . . (p. 37) 

These are strong charges. The authors believe that using discounted cash 
flow is incorrect not only in theory but also in practice; because it is so 
difficult to apply correctly and managers are so prone to misuse it, it 
should be rejected. If only the direct effects of purchasing a piece of 
equipment (for example, cost reduction) are included, while its more 
difficult-to-quantify indirect effects such as changes in quality, speed, 
flexibility, worker skills, and so on, are excluded from the calculations, 
then use of discounted cash flow will yield incorrect results. Yet it is 
precisely these effects that may be the most important ones arising from 
a particular investment, and often the larger and more strategically 
important the investment, the more important these "secondary" 
effects. Hayes and Garvin conclude that financial managers who use 
DCF fall so in love with its elegance and technical precision that they use 
it blindly and ignore all the indirect effects of an investment that cannot 
be reduced to precise numbers.9  
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Incorporating risk into the DCF calculation may also pose problems. If 
a firm's average cost of capital is 12 percent, the appropriate discount 
rate for an individual project depends on the impact of this project on the 
firm's overall risk. Typically, firms incorporate risk into their analysis by 
increasing the hurdle rate of an investment — the discount rate used in 
DCF — depending on the risk of the individual investment, not its 
impact on the firm's overall risk level. Expenditures on R&D, new pro-
duct launches, entry into new markets, and major capital acquisitions 
are typically assigned higher individual hurdle rates, and minor cost 
reductions or product modifications are given lower ones. Two major 
problems have been identified with this procedure. 

When risk is evaluated on a project-by-project basis, the risk to the 
firm as a whole from a strategic point of view of not undertaking the 
investment is often overlooked in focussing on the project's individual 
risk. 
Each investment strategy implies a set of future opportunities 
(options) which will be foregone if the investment is not made (Myers, 
1984). Evaluating the value of these options over different investments 
may be extremely difficult or even impossible, since the options may 
not be known unless the investment is made. But if their value is not 
included in the DCF analysis, investments with "high option con-
tents" — such as R&D, large-scale capital investment, and entering 
new markets — may not be made based on standard DCF analysis. 
Hence, DCF as it is applied by American firms may have led to the 
systematic discrimination against investment in R&D, capital plant and 
equipment, and global market share. 

If discounted cash flow should not be used, what should replace it? 
Hayes and Garvin (1983) suggest that "Beyond all else, capital invest-
ment represents an act of faith, a belief that the future will be as 
promising as the present, together with a commitment to making the 
future happen" (p. 49). This recommendation seems to be extremely 
vague and non-operational, especially when compared with the preci-
sion and analytical rigour of discounted cash flow. It is, however, repre-
sentative of the conclusions reached by many businessmen and academ-
ics. If a firm invests in developing and producing products which fill 
consumer needs, are of high quality and competitive in cost, this strat-
egy will lead to the long-run success of the firm whatever the discounted 
cash flow calculations show for an individual investment. This invest-
ment decision rule, however, raises as many questions as it solves. It 
throws out the baby (rigorous, objective investment analysis) with the 
bath water (oversimplification at the altar of precision). How then should 
a firm approach its strategic investment decisions, and what is the proper 
use of DCF in those decisions? 

Considerable research has been done on the relationship between 
financial capital budgeting and strategic analysis. (See, in particular, 
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Ellsworth, 1983; Donaldson, 1984; and Schoeffler, 1974.) In general, 
American firms place DCF (or return on investment, ROI) at the top of 
the list of investment criteria and Japanese firms place it at the bottom of 
the list. Tsurumi (1982), based on a comparison of American and Jap-
anese firms, concludes: 

American firms' increased use of the discounted cash flow method of evalu-
ating investment projects has caused them to treat every investment pro-
posal as a separate and discrete unit. . . . Projects which promise large 
short-term cash flows are favored over long-term projects with greater 
uncertainties. (p. 92) 

Tsurumi contrasts U.S. financial evaluation with that employed by 
Japanese firms: 

Japanese firms do not evaluate every investment project as a discrete and 
incremental addition to their business. Instead, they treat respective invest-
ment projects of R&D, expansion of production capacities and market 
development as integral parts of overall business whose global competitive 
postiions need to be advanced. (p. 92) 

The decentralized, divisional structure of American firms encourages 
the use of DCF as a financial evaluation and control mechanism to 
rationalize decision making at the top across the firm's many strategic 
business units. Yet it is precisely at this strategic level with its "high 
option content" that DCF may be most prone to give incorrect con-
clusions.1° 

Hayes and Abernathy (1980) decry the practice whereby "the busi-
ness strategist and marketer proposes, the financial analyst disposes," 
for fear that American firms are "managing our way to economic 
decline." What is necessary in their view is for North American firms to 
focus more on global strategic competitive and market analysis, com-
bined with technology and production efficiency, and to give less empha-
sis to financial analysis. This realignment will be difficult since the 
finance departments and financial executives have risen to positions of 
power and authority in many American firms, and they are armed with a 
powerful body of theory and technique with which to press their position 
(Donaldson, 1984). Their position is further strengthened since the 
effects of misapplied financial analysis will appear only gradually over 
time in the long-run decline of the firm, while the effects of an unsuc-
cessful R&D project, the launching of a new product, entry into a new 
market, or a major capital investment are often more obvious and 
immediate. 

This is not to say that financial analysis using DCF is necessarily 
wrong per se or that investment based on a "belief in the future" must 
reign supreme. Firms should continue to disinvest in fundamentally 
unprofitable industries since privately owned firms must recover their 
cost of capital in the long run or go bankrupt. Hayes' conclusion" that 
"If we don't invest in tomorrow, tomorrow won't happen" is true as far 
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as it goes. His implied converse, however, that if we do invest in 
tomorrow, tomorrow will happen, is not correct. As the example of the 
steel industry in Japan graphically illustrates, investment based on this 
belief not only hurts the firms in the industry through low long-run 
profits, but also drains capital from other, more profitable and dynamic 
sectors of the economy. 

For Canadian firms, there is a "good news—double bad news" situa-
tion. In general, Canadian firms have been relatively late in adopting 
DCF for their capital investments. But when they do use DCF they tend 
to use more conservative (higher) discount rates and when they do not, 
they usually use even more inappropriate financial techniques such as 
years to payback or average return on investment in five years.12  

Production 

The importance of excellence in production under the current "new 
industrial competition" is most forcefully stated by Abernathy et al. 
(1983a). They conclude that "Managers must recognize that they have 
entered a period of competition that requires of them a mastery of a 
technology driven strategy, of efficient and high-quality production, and 
of competent work-force management" (p. 9). These conclusions are 
echoed and reinforced by Hall (1983), Skinner (1983a, 1983b), Meal 
(1984), Hayes (1983), Wheelwright (1981), and Shetty (1983). These 
authors have identified several factors that have distracted management 
from pursuing excellence in production — the allure of financial sophis-
tication and the "paper profits" of mergers and acquisitions; the mar-
keter's mistaken belief that anything can be sold that can be produced; 
emphasis on information, accounting and control systems which isolate 
top management from the realities of the shop floor; and overemphasis 
on short-term cost reduction at the expense of long-term capital invest-
ment in new product and process technology and in human capital. 

As in much of the recent literature on the ills of American manage-
ment, Japanese-style management of production is often held up as the 
superior role model (Hayes, 1983). In particular, two features of Japanese 
production techniques — "just-in-time" or JIT inventory control and 
"quality circles" — have received widespread attention. It is important 
to emphasize, however, that these two techniques per se are not impor-
tant determinants of the success of Japanese firms in reducing costs and 
increasing quality (Hayes, 1983). Rather, it is their overall approach to 
management in general and to production and operations management 
in particular that allows them to use these techniques and makes them 
effective. If the whole cannot be duplicated in substantial measure, 
imitation of any of the individual parts will not lead to the expected 
results (see Wood, Hull and Azumi, 1983, and Schonberger and Gilbert, 
1983). The question then is not whether North American firms could or 
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should adopt "just-in-time" inventory or "quality circles," but whether 
they can or should adopt substantial elements of the total Japanese 
approach to strategy and management — focussing on a narrower range 
of products; competing globally; integrating marketing, R&D and pro-
duction; reducing the emphasis on DCF as an investment decision crite-
rion; and investing more heavily in human capital development within 
the firm. Hayes (1983) concludes that Japan's superior production per-
formance is not based on advanced technology such as robotics or highly 
sophisticated production techniques such as "just-in-time" inventory or 
"quality circles," but rather on using standard technology and standard 
management techniques, but using them to their full potential. This 
conclusion is echoed by Saipe and Schonberger (1984): 

Just-in-Time is, first and foremost, an overall productivity and performance 
improvement program. In the long run, JIT causes an increase in labor 
productivity. . . . Companies that start up a in effort should not justify it 
on the promise of immediate reductions in direct labor. (p. 61) 

Saipe and Schonberger are optimistic about the willingness and ability of 
North American firms to implement JIT production. 

Just-in-Time production is receiving unusually wide acceptance quite 
quickly. The companies which have begun to apply JIT principles are report-
ing quite compelling results. . . . A second reason for the widespread 
acceptance of JIT is that it is based upon manufacturing fundamentals. . . . 
JIT production is no longer an oriental mystery, but today is a North 
American phenomenon. (pp. 65-66) 

American managers often see a trade-off between cost and quality —
the higher the production cost, the higher the quality, and vice versa. At 
a given level of technology and organizational design this may be true, 
and the Japanese recognize that quality costs. Hayes (1983) quotes a 
Japanese scholar: 

If you do an economic analysis, you will usually find that it is advantageous 
to reduce your defect rate from 10 percent to 5 percent. If you repeat the 
analysis, it may or may not make sense to reduce it even further to 1 percent. 
The Japanese, however, will reduce it. Having accomplished this they will 
attempt to Teduce it to 0.1 percent. And then to 0.01 percent. You might 
claim that this obsession is costly, that it makes no economic sense. They 
are heedless. They will not be satisfied with less than perfection. (p. 61) 

This "uneconomic obsession" with quality may have two consequences 
that make it a less costly and hence more viable strategy. 

The drive for quality or "error-free operations" (Hayes, 1983, p. 62) 
may have increased productivity as a by-product. As Robert Lynas, 
group vice-president at TRW, notes, "a 2 percent reduction in defects 
is usually accompanied by a 10 percent increase in productivity" 
(cited in Hayes, 1983, p. 63). 
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The cost of defect reduction may be offset by an increase in user 
satisfaction which spills over into increased demand and higher 
prices. 

American firms tend to balance the cost of reducing defective products 
with the cost of replacing defective products once the defect has been 
identified, often by the customer. But one defect in a thousand may 
translate into thousands of dissatisfied customers who not only switch to 
other producers but also "disadvertise" the offending firm's products. 
Because the production, marketing and corporate strategy functions of 
American firms tend to be compartmentalized, costs other than produc-
tion costs may not be factored into production decisions concerning the 
optimal defect rate. For example, Honda initially used low price to 
penetrate the U.S. market for motorcycles and automobiles. Over time, 
Honda built up a reputation for high quality. When it introduced lawn 
mowers, outboard motors, pumps, and so on in North America, it 
charged (and received) premium prices based on its reputation for 
quality in cars and motorcycles. 

There are several major barriers that U.S. firms must overcome if they 
are to improve the quality of their products. Quality cannot be an add-on 
to the production process, but must be an integral part from design to 
production to after-sales service. Tsurumi (1982, p. 92) reports that U.S. 
automobile manufacturers have one quality inspector per seven workers 
to catch defects after they occur; Japanese firms have one per thirty 
workers, since each worker is his own quality control inspector. 
U.S.— style quality control has direct costs; Japanese-style does not 
seem to. In the automobile industry, for example, quality comes from 
personnel policies (absenteeism is three times higher and employee 
turnover is eight times higher for U.S. auto firms than Japanese ones); 
supplier policy (U.S. firms have ten times as many suppliers); "just-in-
time" inventories which highlight quality problems (inventory/sales 
ratios are ten times higher for U.S. firms); and design (quality is engi-
neered into Japanese cars). In Japan quality is the essential part of the 
system; in general in North America as yet it is not. 

The narrower product line of most Japanese firms allows them to 
operate "focused factories" (Skinner, 1983b) in which they can devote 
their attention to the quality, cost and design of a few related products 
produced at high volumes. The wider range of products in most Amer-
ican factories diffuses worker and management attention away from 
quality and efficiency, raises production and inventory costs, and —
most ironically — reduces the rate of product modification and improve-
ment. Takamiya (1981) found that for comparable subsidiaries of Jap-
anese and American firms operating in Britain, the Japanese had fewer 
models of any one product but their products tended to be newer, if no 
more technologically sophisticated, than those in the American subsidi- 
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aries. Hence, product innovation may not necessarily be in conflict with 
production efficiency (contrary to the conclusions of Lawrence and 
Dyer, 1983). 

Certainly, over the past decade, the American and international mar-
kets have delivered a strong message to U.S. manufacturers that quality, 
cost and performance are valued by consumers at home and abroad. 
This message seems to be getting across to American firms and their 
managers, as shown by the increased levels of investment and R&D, the 
increased prominence of the production function in management, and 
the changes in organizational structure and locus of production decision 
making in U.S. firms (Meal, 1984). Peters and Waterman (1982) found 
that "excellent" American firms had business practices which were 
similar to those in "typical" Japanese firms. Peters and Waterman also 
concluded that American firms can and have reformulated their opera-
tions under pressure from poor performance and adverse conditions. 
The greater danger to further and more widespread improvement lies in 
the increasingly protectionist United States, in policies that act to insu-
late U.S. firms in some industries from the pressures to change. 

The conclusions of this analysis have several implications for Cana-
dian firms. Most importantly, the costs of the wide range of products 
typically produced by Canadian plants may go beyond low technical 
efficiency through loss of economies of scale into lower innovation, 
lower quality and higher defect rates. This conclusion reinforces the 
urgency of the need to rationalize production in Canada by reducing the 
number of products produced by each plant. On the positive side, 
however, the experience of Japanese firms would seem to show that a 
firm does not need to produce across the whole range of products — to 
be a full-line producer — in order to compete in markets for differenti-
ated products; product excellence would often seem to be a superior 
strategy to product diversity. Canadian firms have begun to adopt JIT 

and Japanese-style quality control, if at a slower pace than American 
firms (Saipe and Schonberer, 1984; McMillan, 1984). The spread of these 
techniques has been hindered by the product diversity at the plant level 
in Canada. 

Marketing 

Two major shortfalls have been identified in American marketing man-
agement: 

a failure to realize that for many products the market is a global one 
and that a focus on national or even international markets from a 
national perspective will lead to a competitive disadvantage (see 
Levitt, 1984, and Hout, Porter and Rudden, 1983); and 
a failure to link marketing strategy into production strategy (see Hayes 
and Wheelwright, 1983, and Shapiro, 1983) or to develop and produce 
products oriented toward consumer needs. 

128 Lecraw 



The global trends of rapid technology diffusion, homogenization of 
incomes and tastes, and falling trade barriers have compressed the 
product life cycle (Phalla and Yusteh, 1976; Vernon, 1979). If firms in the 
United States develop and introduce products for only the U.S. market 
or for a sequence of markets starting with the U.S. market, they may find 
that their U.S. market share is eroded by products from abroad or that 
by the time they turn to overseas markets to introduce their products, 
their competitors are already firmly entrenched. Instead they have had 
to increasingly globalize their perspective and see market opportunities 
for new products in countries abroad as well (Watson, 1983). Without this 
perspetive, U.S. firms will increasingly find their markets abroad pre-
empted and their markets at home threatened. 

Again, market forces — in this case international market forces —
are motivating U.S. firms. to reorient toward global markets. The export 
share of GNP in the United States doubled between 1970 and 1980, as did 
the import share of domestic consumption. Over the 1980-84 period, 
however, appreciation of the U.S. dollar by over 40 percent led to a 
worsening trade deficit and a reduced ability of U.S. firms with products 
manufactured in the United States to compete abroad or to retain market 
share in the United States. 

Canadian firms in the manufacturing sector tend to be nationally 
rather than internationally — much less globally — oriented. 13  In addi-
tion, they tend to produce products in the mature stage of the product life 
cycle. As that life cycle is compressed, they have much less room to 
manoeuvre. In response, they will have to follow some combination of 
reducing costs through product rationalization, investing in R&D or 
licensing to move toward the first stage of the cycle, or investing abroad 
to take advantage of the comparative advantage of global production. 

Human Capital 

As part of the re-emphasis on production, there is renewed concern over 
"people management," training, and development within American 
firms. Human resource management has become a hot topic in manage-
ment education. Reich (1983), Magaziner and Reich (1982), Abernathy et 
al. (1983a, 1983b), and Lawrence and Dyer (1983) conclude that the 
hierarchical, bureaucratic nature of management in large American 
firms has led to rigidity in response to change, separation between 
workers and managers, and a concentration on the paperwork of "scien-
tific management" as an end in itself. 

The ratio of non-production workers to production workers in Amer-
ican industry increased from 18 percent in 1950 to 30 percent in 1980. The 
increase in the ratio of management to production workers may have led 
to increased worker alienation, more strikes, and lower productivity 
(Gordon, 1981; Bowles et a1.1983). Maki (1983) finds a strong relationship 
between organizational overhead, strike activity, and low productivity 
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growth both among countries and among industries in a given country. 
Prais (1981) finds a correlation between strike proneness and plant size in 
British industry, and attributes this to the reationship between plant size 
and the supervisor/ supervisee ratio, and to the separation of production 
workers and management. Greenburg and Glaser (1980) conclude: 

A climate and structure [are needed] that differs from the traditional hier-
archical organization. It calls for an open style of management, such that 
information is shared and challenges or suggestions are genuinely encour-
aged. (p. 3) 

O'Toole (1981) goes further: 

The root causes of low productivity and declining innovation are to be found 
in our culture, and not in our economic policies. . . . Only changes in the 
philosophy and organization of work can overcome America's economic 
decline. . . . [Workers need] conditions of diversity, flexibility, choice, 
mobility, participation, security, and rights tied to responsibilities 
. . . conditions that would go a long way towards making America work 
again. (pp. 184, 187) 

Reich (1983) shares those concerns. He concludes that parallel hier-
archical bureaucracies have grown up in business and government that 
inherently lead to specialization, rigidity, resistance to change, and 
isolation and economic competition experienced by those at the bottom. 
Reich's conclusion is severe: 

America has a choice: it can adapt itself to the new economic realities by 
altering its organization, or it can fail to adapt and thereby continue its 
present economic decline. Adaptation will be difficult. . . . To change the 
way we conduct our business and our government implies a more general 
change of customs, attitudes, and values which are parts of our cultural 
heritage. . . . But failure to adapt will end the social fabric irreparably. 
Adaptation is America's challenge. It is America's new frontier. (p. 21) 

Adaptation and a greater concern with human resource management 
have become a central focus in many American firms (Cantor, 1983), but 
the change has been slow and uneven and has often been met with stiff 
resistance. Simmons and Mares (1983), however, find improvement in 
management-worker-union relations through a wide variety of new 
forms of organization, control and, most importantly, in attitudes. 

One of the strengths of Japanese firms is said to lie in their manage-
ment of human resources. The lifetime employment practices and the 
company spirit of employees are often cited as major contributors to the 
success of Japanese firms. With lifetime employment, workers may be 
less resistant to changes in production technology which increase output 
per worker (since increased efficiency will not lead to layoffs), and the 
firm may be more willing to invest in worker-training and management 
development (since it will realize the full return on its investment in 
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human capital). Since pay and position in Japanese firms are closely 
related to seniority, employees have every incentive to remain with the 
firm over their working life and to work toward ensuring the survival of 
their firm. The company welfare system also promotes this concern. 

In assessing the costs and benefits of the Japanese system and its 
applicability to American businesses, we must go beyond general 
stereotypes. First, lifetime employment is practised most widely in "first 
tier" Japanese firms, not on an economy-wide basis. Only about one-
third of the workers in the Japanese industrial sector are employed in 
firms practising lifetime employment. Toyota has lifetime employment 
but its parts suppliers often do not. During an economic downturn, 
Toyota may source more parts in-house and push its employment prob-
lems back onto its suppliers, where lifetime employment is not the norm. 

Second, Japanese workers typically retire at an earlier age than their 
American counterparts. Retired workers are rehired during boom peri-
ods, only to be laid off when demand slackens. A similar situation exists 
for women, with increased hiring during booms and layoffs during 
recessions.14  Also, bonuses of three to four months' pay are given during 
boom times but withdrawn during recessions. This practice gives Jap-
anese firms more flexibility in their cost structure over the business 
cycle. 

Third, lifetime employment with one firm can come at a cost of 
reduced job and geographical mobility, often highly prized liberties for 
American workers. 

Fourth, being a "company man" may impose severe costs on work-
ers. Recently, several authors have been highly critical of the costs 
imposed by the Japanese management system on workers (see for 
example, Woronoff, 1983; Sethi et al., 1984; and Kamata, 1983). These 
range from a high degree of regimentation of all important aspects of life, 
loss of personal freedom, encouragement of group thinking and intol-
erance of individual needs and idiosyncracies, an education system 
largely oriented toward providing staffing for the major corporations 
accompanied by horrendous pressures on students to succeed. All is not 
roses (or cherry blossoms) for Japanese workers. There is also consider-
able doubt about whether the attitudes and values of Japanese workers 
could be transferred to North America, even if U.S. firms tried. As 
Kamata (1983) writes, "They're so docile and undoubting I could almost 
cry." After a honeymoon period, workers in several subsidiaries of 
Japanese firms in the United States have recently begun to express open 
dissatisfaction with the hard work and regimentation expected of them 
(Sethi et al., 1984). 

These problems notwithstanding, Japanese management of human 
resources may have much to teach American managers (and North 
American professors of business administration). Certainly the outpour-
ing of books on Japanese management would indicate interest in this 
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subject. More importantly, Japanese firms have generally been suc-
cessful in transferring some of their management techniques, although 
with some adaptation to their subsidiaries in America and Europe 
(Amano, 1979; Johnson, 1977; and Takamiya, 1981). In a particularly 
interesting article, Takamiya (1981) compared the operations of two 
Japanese subsidiaries, an American subsidiary, and a British-owned firm 
in the colour TV industry in Britain. I quote from this article at length: 

A popular explanation [for Japanese performance] is that Japanese com-
panies typically create a happy, loyal workforce. . . . This explanation is 
not necessarily convincing in that Japanese performance on production 
is overwhelmingly superior while their score on the human side is very sim-
ilar to, or only marginally better than, American or British scores 
. . . . [Moreover] there is little correlation between worker satisfaction and 
organizational effectiveness. . . . It is apparent that on all these measures 
[wages, sick pay benefits, and holidays] Japanese companies provide much 
poorer incentives than British or American companies. . . . Furthermore, 
technologies used by Japanese companies are no more sophisticated than 
British and American. (p. 7) 

Takamiya attributes the superior performance of the two Japanese firms 
to a narrower product line; design engineering for low cost, quality and 
dependability; constant individual feedback on quality; more flexible, 
less hierarchically or functionally differentiated jobs; strict discipline; 
more interdepartmental cooperation, coordination, interchange, and 
group decision making; and the use of one company-wide union. Most 
importantly: 

As in the case of production management, all these [management] instru-
ments are of a rather primitive nature. They are not sophisticated man-
agerial methods but rely heavily on people's attitudes and industriousness. 
The American company, in contrast, has highly developed standard com-
munication procedures. (p. 10) While the American company tries to 
develop a "structure" which functions sufficiently well irrespective of the 
personalities and attitudes of the workforce, the Japanese approach is to 
train workers who can work effectively irrespective of structure. (p. 11) 
Supervisors seem to exercise much greater work pressures and discipline 
on workers. . . . Japanese mNEs rely heavily on the individual's inter-
nalization of a special attitude, perspective, and work philosophy. (p. 14) 

With some modification, the Japanese managerial system would seem to 
be transferable abroad by Japanese firms, and American firms can and 
have adopted some of the specifics of the Japanese system. In particular, 
Weiss (1984) recommends that U.S. firms employ more engineers per 
worker and place their engineers in closer physical contact with produc-
tion workers; employ more selective screening and training practices in 
hiring; and use steeper wage profiles and substantial pay differentials to 
give workers incentives to stay with the firm longer and work harder and 
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"smarter."15  As stressed above, however, to be effective the Japanese 
system must be used as an integrated package: the whole is greater than 
the sum of the parts. 

There is a growing recognition among American managers of a wide-
spread, systematic failure to manage the work force effectively. Con-
versely, there seems to be a growing awareness among employees that 
their future is more closely tied to the future of the firms they work for 
than they had previously thought, and that wage increases cannot out-
strip productivity increases in the long run (Simmons and Mares, 1983). 
Adaptability is a strength of the private enterprise system, and firms and 
workers have certainly been given a strong message that they must adapt 
to the new industrial competition or suffer dramatic declines in profits, 
wages and employment. 

As a sign of recognition by both management and labour of the need to 
change, there have recently been several interesting developments in the 
relationship between the employees and equity owners of firms, as noted 
by Simmons and Mares (1983). 

During the 1981-82 recession, several large unions gave substantial 
wage concessions to move wages more into line with those in competing 
industries abroad. Whether these concessions will continue as the econ-
omy recovers is an open and important question, especially in view of 
the substantial bonuses management granted themselves in some indus-
tries as recovery began. 

There has been increased worker representation on boards of direc-
tors, often accompanied by wage concessions, and in some cases even 
employee ownership of firms. These initiatives are designed to give 
employees more say in running the firm and participating in its profits 
and losses. Similarly, several unions have used their pension funds to 
buy into companies, both to give them some measure of control and to 
help fund investment to increase productivity. This is not yet a frequent 
practice, however, partly because of union fears of placing all their eggs 
in one basket and their doubts about whether partial ownership will 
bring real change in employee-owner relationships beyond a lessening of 
union power to press its demands. 

There have also been scattered instances in which the workers or 
managers have bought the firm or one of a firm's units outright. There are 
several reasons for employee buyout. 

If the parent firm has decided to close a plant, its workers may decide 
that they can run it better and make a profit. In some instances, 
corporate accounting systems or management practices have loaded 
heavy overhead charges onto individual plants. When these charges 
are removed, the plant becomes profitable. 
Workers may be willing to take substantial pay cuts in order to keep a 
plant open, but they will only take such cuts in return for total 
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ownership which allows them ultimately to reap the benefits brought 
about by their sacrifices. 
A firm may acquire a business through conglomerate mergers and lose 
money because it has no interest or expertise in the business. In order 
to regain part of its initial investment it can resell the business to its 
employees, management, or in some cases even the original owners. 
For example, W.R. Grace purchased one firm for $14 million only to 
sell it back to its original owner after ten years of unsuccessful opera-
tion — for $4 million. 

In all these situations, the underlying factor in the buyout is a tacit 
admission that the parent firm had exceeded the limits at which it could 
operate its internal markets more efficiently than the external market —
proving that the sum of the parts is worth more than the whole. This is a 
healthy trend in American business since it shows how the dynamics of 
the market interact with the internal market of the firm to motivate a 
more efficient allocation of resources. In the future, more of these 
innovative arrangements are to be expected as American businesses 
adjust to the new international competition. 

Drucker (1976) estimates that 50 to 60 percent of the equity capital of 
American business in 1975 was owned by employees through their 
pension funds. He projects this to rise to 66 percent of the equity and 40 
percent of the debt capital by 1990. Drucker writes that by 1975 the 
largest employee pension funds, those of the 1,000 to 1,300 biggest firms 
plus the 35 industry-wide funds, together already owned over 50 percent 
of each of the 1,000 largest American corporations. Drucker concludes 
that there is considerable potential for unions to band together to exer-
cise control over the management of many of these large corporations. 

The conclusions of this analysis have several implications for firms in 
Canada, where there is a greater polarization between production work-
ers and management than in the United States. Unions are more mili-
tant, ideological and political; and managers tend to be more elitist, less 
flexible and more concerned with the prerogatives of management. 
Relations between unions and management in Canada tend to be more 
confrontational than in the United States, with both sides more intent on 
scoring points and maintaining their positions than in working toward a 
cooperative solution. During the recession of 1980-82, there were fewer 
union "give backs" in Canada than in the United States and fewer 
employee bailouts and buyouts.16  

This situation is unfortunate since mutual understanding and some 
measure of trust and cooperation will be essential components in 
improving the performance of Canadian firms and the Canadian econ-
omy in a period of rapid change. Yet, as McMillan (1984) shows in a 
comparison of Japanese and Canadian personnel policies, there is much 
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that Canadian managers can learn from Japanese management tech-
niques and successfully apply in the Canadian context. 

Summary 

Three central questions are addressed in the recent literature on the 
strategic response of American firms to the "new industrial competi-
tion." Are there problems with American corporate management? 
What are the causes of these problems? How can corporations best 
respond to these problems? As this brief review of the literature has 
indicated, there is no shortage of answers to all of these questions. 

There is a general consensus that American firms have not been 
performing well either relative to their performance in the postwar 
period through the late 1960s or relative to some firms in Europe and 
Japan. Here the consensus ends, however. The causes of this relative 
decline which have been identified include problems in the management 
of all the functional areas of business — finance, production, marketing, 
accounting and control, organizational structure, and human resources 
management — and in overall corporate management and strategy. 

The corporatist prescriptions of these authors generally seem to rely 
on the market as it is currently structured to induce American corpora-
tions to make the changes in operations in line with their recommenda-
tions. The large number of corporations which have reorganized, 
restructured and turned around their operating and overall business 
strategies would lend support to this view. On the other hand, studies 
that show the general benefits of "paper entrepreneurialism" as mea-
sured by stockholder returns (Jensen and Ruback, 1983), seem to indi-
cate that this "problem" — if it is a problem — will not go away unless 
there is a restructuring of financial markets (Bower, 1983), the taxation 
system, and the maze of government regulations under which business 
must operate. These conditions are unlikely to change radically or 
rapidly in the near future. 

The proponents of a government corporatist approach, such as Reich 
(1983), advocate a government industrial policy to act as an agent of 
change and a regulator in the markets for capital, labour and R&D, to 
prod firms and workers to restructure and to grease the wheels of 
change. The advocates of radical change in the economic relationships 
of workers, managers and stockholders are even more vague about how 
their proposed changes will come about. Gordon, Weisskopf and Bowles 
(1983, p. 157) conclude that "non-reproductive cycles" (times of low 
investment and productivity growth such as occurred during 1973-79) 
lead to crises (1980-82) which lead to "intensified class conflict and 
sharp debates over major economic policy issues." These eras of con-
flict are times of intensive institutional innovation. 
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If these analyses show nothing else, they depict a period of intense 
turbulence, change, threat and opportunity for American corporations 
and for the American economy. How American corporations will and 
should change to meet these threats and seize these opportunities is as 
yet unclear. What is clear, however, is that the market system is working 
reasonably well in the United States to reallocate resources from one 
industry to another and force firms to improve their operations, given 
current government macroeconmic policies and its current intervention 
in the market system. The biggest danger to the competitive ability of 
American firms is U.S. government macroeconomic policies which 
depress savings and investment, encourage budget deficits and lead to 
an inflated exchange rate and to actions aimed at sheltering regions, 
firms and workers from competititive pressures. Within the parameters 
set by this situation, however, there would seem to be substantial room 
for improvement of the operations and strategies of American firms. 

Adapting to change is often held out as one of the great strengths of 
firms within the free enterprise, capitalist market system. Any initiative 
that promotes adaptation to change and increases the ability of firms to 
adapt to change should benefit the economic efficiency and economic 
welfare. Conversely, initiatives that impede change and reduce the abil-
ity of firms to respond to change will reduce economic welfare. 

At the level of analysis, these conclusions are truisms among econo-
mists. It is at the level of implementation that severe problems have 
arisen for government policy and implementation by firms. Action is 
particularly difficult under the current conditions of slow or no growth 
when the attention of government and business is largely devoted to 
short-term firefighting rather than addressing the long-term problems 
which have caused the fires. This myopia is understandable and it would 
be unreasonable and dysfunctional to act as if it can be significantly 
altered unless there is a substantial long-run improvement in the Amer-
ican economy. 

Restructuring may be difficult. It can entail a major reorientation of 
the values, attitudes and methods of management, as well as investment 
in R&D, capital equipment and export marketing. Moreover, previously 
sheltered groups will often find their incomes reduced in a more competi-
tive environment. These problems are compounded for large firms, 
which have developed considerable organizational inertia and resistance 
to change. 

Throughout this paper, the underlying theme is the failure of manage-
ment in America to respond to the new industrial competition. Yet North 
America, particularly the United States, has the highest level of formal 
management education in the world. There would seem to have been a 
massive failure of our business schools to identify the crucial issues of 
management, to formulate the requirements for effective management, 
and to disseminate these insights to management through business 
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education, management training, and publications. Yet several of the 
researchers on Japanese management (cited above) conclude that this 
success lies not in the unique cultural characteristics of the Japanese or 
in some fundamental breakthrough in management theory or practice. 
Rather, the success of Japanese management is largely based on apply-
ing management fundamentals long known to North American man-
agers and taught at North American business schools for decades. Their 
secret is to apply these fundamentals consistently, rigorously and inten-
sively. If this is indeed the case, then there is considerable potential for 
North American firms to respond successfully to the Japanese chal-
lenge. 

There have been several developments in response to the problems of 
North American business. Courses in production, R&D management, 
international business, and human resource management have begun to 
receive more emphasis in business schools. Courses and segments on 
Japanese management have also been incorporated into business school 
courses and executive development seminars and programs. These 
responses follow the typical North American practice of separating 
management education, development and training from day-to-day busi-
ness operations. Japanese firms, by contrast, incorporate their training 
programs of all levels from the shop floor to the executive suite as an 
integral part of the firm's ongoing business operations. 

At present in Canada, the government heavily subsidizes business 
education and worker training programs (as part of its subsidies to all 
post-secondary education) if they are held within a formal academic 
setting such as a business school and community college. This pro-
cedure largely directs management development and worker training at 
new entrants into the labour force. In-house management development 
and worker training are only aided to the extent these expenses are tax 
deductible. Such programs are the only means by which the skills of the 
stock of existing employees can be upgraded. At present, there seems to 
be a need for further development of management and worker skills of 
not only new labour force entrants but, as importantly, those already 
employed at all levels of the firm. Business schools in Canada already 
run a wide variety of management programs and large firms run others 
in-house. These are on a "full cost" basis, whereas management courses 
leading to MBA, HBA, and B. Comm. degrees are highly subsidized. One 
possible way to assist management training in Canada would be to 
extend some form of subsidy to these management development pro-
grams to further subsidize worker retraining programs. It is interesting 
that government subsidizes 85 percent of the tuition cost for a candidate 
in a program leading to an MBA degree, but that individuals and firms 
must pay for the entire cost of executive development programs (aside 
from possible reductions in their tax liabilities) in-house or at privately 
owned training schools. 
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This conclusion is reinforced when the characteristics of Canadian 
management are considered. Daly (1980) reports that on average Cana-
dian managers have had less formal education than those in the United 
States and, in particular, there are far lower percentages of Canadian 
managers with formal business and engineering education. Canadian 
managers tend to be promoted more on the basis of seniority and 
personal connections and less on ability, education and performance 
than is the case in the United States. Not surprisingly, Canadian man-
agers have been found to be more rigid, hierarchical and conservative 
(and socially homogeneous), less willing to take risks, make innova-
tions, adapt to change, or even recognize that change is necessary. They 
are less likely to use sound management fundamentals in finance, pro-
duction, human resource management, marketing and international 
business, and more prone to manage on the basis of the received doctrine 
of their corporate culture. At best, new entrants into management 
trained in business schools can only influence management practices in 
Canada in the long run, provided that their skills have not atrophied and 
their initiative not been stultified by the long years they must first put in 
working their way up the corporate ladder. (Even these new managers 
with formal business training are relatively few in number, compared 
with the situation in the United States.) Programs aimed at the existing 
stock of practising middle and upper level managers are needed if the 
necessary substantial change in managerial performance is to be 
achieved. 

In addition to increasing assistance to management and worker devel-
opment programs, it would be beneficial to set up a national manage-
ment council composed of representatives from business, labour and 
government (and a few business academics) to provide funding for 
business research and to guide that research into areas of direct rele-
vance to important current business problems. )7  Funds could also be 
allocated to the Canadian Labour Market and Productivity Centre and to 
the Social Science and Humanities Research Council to pursue research 
under such a mandate. Funds could also be provided for doctoral stu-
dents in business, since Canada currently produces only 1 percent of the 
Ph.Ds in business in North America, and Canadian business schools 
have severe staffing problems in several disciplines. 

As Hayes (1983), Takimiya (1981), and Abernathy et al. (1983a) con-
clude, Japanese firms have been successful not through using super-high 
technological hardware or super-sophisticated management systems, 
but in applying basic management principles well. North American 
management has often failed to apply to these principles and North 
American business schools have failed to teach them adequately. 
Change is occurring, but it could be accelerated with appropriate gov-
ernment incentives for management research, education, and worker 
and management training. 
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Notes 
This paper was completed in November 1984. 

Other critics of U.S. economic performance have cited inappropriate U.S. macro-
economic, trade and industrial policies as causes for this perceived poor performance. 
See Lecraw (1984b) for a survey of this literature. 
A story relates how a Frenchman, a Japanese and an American about to be executed 
were asked for their final request. The Frenchman asked for a glass of wine and a 
cigarette; the Japanese asked to give a speech on the glories of Japanese management; 
the American asked to be executed first because he couldn't stand to hear another 
speech on Japanese management. 
Levitt (1984) concludes that this process of expanding to take in world markets spells 
the death knell for U.S.— based multinational organizations. 
However, Charette, Kaufman, and Henry (1985), in a paper for this Royal Commission, 
find that Japanese firms exhibited a lesser propensity for "labour hoarding" over the 
business cycle than did U.S. firms. 
Similarly, Donaldson and Lorsch (1983) conclude that diversification through mergers 
and acquisitions was motivated by a drive to reduce the firm's dependence on any one 
product market in order to ensure its long-run survival. 
It is ironic that some of the harshest critics of conglomerate firms, including Reich, are 
also the ones who advocate a U.S. industrial policy in which the entire economy would 
be run like a huge conglomerate. 
Lecraw and Thompson (1978) replicate this study for firms in Canada, with similar 
results. 
See also Rumelt (1982) and Montgomery and Christensen (1983) on the determinants 
and effects of different diversification strategies. 
Based on a conversation (August 1984) with Robert Hayes. 
Pike (1984), in a study of 144 large firms in Britain, finds a significant negative 
association between the level of capital budgeting sophistication and corporate perfor-
mance. 
In a PBS television interview of Robert Hayes, May 9, 1984. 
According to Professor James Hatch, School of Business Administration, University 
of Western Ontario, author of Investment Management in Canada (Toronto: Prentice 
Hall, 1982). 
According to Professor Harold Crookell, School of Business Administration, Univer-
sity of Western Ontario, principal author of the Hatch Report on Canada's trade 
problems and prospects. 
In fact, unemployed women and "temporary," often older, workers are not even 
counted in Japan's unemployment statistics. Female/male salary ratios are 53 percent 
in Japan, compared with 67 percent in the United States and 97 percent in Sweden. 
In his comparisons of U.S. and Japanese electronics firms, Weiss (1984) finds lower 
absenteeism and quit rates at Western Electric compared with three large Japanese 
firms. 
According to Professor David Peach, School of Business Administration, University 
of Western Ontario, co-author of The Practice of Industrial Relations, rev. ed. 
(Toronto: McGraw-Hill Ryerson, 1984). 
It is difficult to see the relevance now or in the future of most of the current academic 
research on business as published in such journals as Journal of Finance, Operations 
Research, Management Science, and soon, (Teece and Winter, 1984; Harris, 1984; and 
Rehder, 1982). 
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5 

The Canadian Aluminum and Steel 
Industries 

ISAIAH A. LITVAK 
CHRISTOPHER J. MAULE 

An appreciation of the Canadian aluminum and steel industries requires 
an understanding of their similarities as well as of their differences. Both 
are mature industries, largely Canadian controlled, well managed, and 
actively engaged in the adoption of new product and process technolo-
gies, both are cost competitive, and both were generally profitable 
throughout the 1970s. The two industries make a significant contribution 
to employment in certain regions of the country, and both view the U.S. 
market as important for their operating performance. 

The aluminum industry of Canada is international in scope because it 
must rely entirely on imports to obtain raw materials and on exports to 
sell its output. The industry is located in Canada because of the plentiful 
supply of cheap hydroelectric power. In contrast, the steel industry is 
mainly oriented towards its domestic markets, and raw materials are 
plentiful in Canada. The energy needs of this industry are served pri-
marily by coal. 

The concentration of ownership in both industries is high. The domes-
tic primary aluminum industry encompasses only two firms; one firm — 
Alcan — controls 85 percent of the market. However, since both firms 
have extensive foreign ties, a more relevant measurement of industrial 
concentration can be taken at the international level, where concentra-
tion has been decreasing in recent years. Similarly, the Canadian steel 
industry is an oligopoly in the domestic market, where three firms 
account for about 70 percent of crude steel production. It is only in 
recent years that the export market has grown in importance. Another 
recent development is the emergence of some small producers, or mini-
mills, which have engaged in geographic mini-mills diversification, pri-
marily in the United States. 
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Provincial governments have played a critical role in the operations of 
the aluminum industry in terms of the management of water rights and 
hydroelectric rates, as well as associated environmental policies. In the 
steel industry, regional employment considerations have led the govern-
ments of two provinces — Quebec and Nova Scotia — to acquire 
ownership of steel facilities, and two others — Alberta and Saskatche-
wan — to obtain equity positions in a steel firm, in order to establish a 
presence in steel production in their respective regions. In both indus-
tries, the federal government has taken a role in developing commercial 
policy and maintaining a fiscal environment conducive to capital spend-
ing in Canada. 

The two industries are sufficiently different to require separate exam-
ination in this paper. The two following sections provide an overview of 
each industry, its development, and some possible problem areas. Some 
concluding remarks complete the paper. 

The Canadian Aluminum Industry 
The Canadian primary aluminum industry consists of only two pro-
ducers, Alcan Aluminum Ltd. and Reynolds Aluminum Company of 
Canada Ltd. Alcan is Canadian owned and accounts for 85 percent of 
total Canadian smelter capacity, with plants in two provinces — Quebec 
and British Columbia. Alcan in turn owns extensive foreign operations 
and facilities involved in bauxite mining, alumina and aluminum produc-
tion and fabricating. Reynolds, which is wholly owned by Reynolds 
Metals Company of the United States, accounts for 15 percent of Cana-
dian smelter capacity and is located entirely in Quebec. The smelting 
capacity of these two enterprises in 1982 amounted to 1.2 million tonnes, 
or about 7 percent of the western (non-Communist) world's total capac-
ity. 

The industry depends heavily on international trade for both its inputs 
and its outputs. All the requirements for Canadian smelters are 
imported, either as bauxite or alumina, mainly from the Caribbean, West 
Africa, Australia and Japan. Up to 80 percent of the metal produced is 
exported. Most of the aluminum produced in British Columbia is 
exported to Japan, China and Southeast Asia, while the aluminum 
processed in Quebec is sold domestically and to markets in the United 
States. 

Aluminum smelting is highly dependent on intensive energy use. The 
energy used in Canadian smelters is based entirely on hydroelectricity, 
which gives the Canadian industry a distinct competitive advantage over 
smelters in other countries, which must rely on high-priced oil or other 
fuels for electrical generation. The large quantities of hydro available in 
British Columbia and Quebec account for the location of the industry in 
these two provinces. This steady supply of hydro power has allowed the 
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Canadian industry to weather the recent world recession and the infla-
tionary energy price rises of the 1970s that adversely affected aluminum 
production elsewhere. Because smelters in Japan and other countries 
are largely dependent on electricity produced from generators fueled by 
oil and natural gas, their smelter capacities have been severely reduced, 
either permanently or temporarily, as world oil prices have risen. 

Canadian Industry Development and Performance 

The Canadian aluminum smelting industry began as a subsidiary of the 
giant U.S. aluminum smelting enterprise, the Aluminum Company of 
America (Alcoa). Alcoa had built smelters at Arvida in 1926 (expanded 
from 1937 to 1943), Isle-Maligne and Shawinigan in 1941, Beauharnois in 
1942, and Kitimat, where construction was begun in 1954. At the start of 
the century and up to 1950, Alcoa's Canadian plants accounted for over 
25 percent of world aluminum production. The federal government 
encouraged the industry to expand during World War II, following a 
period in which international cartel agreements had existed in the indus-
try. At the end of the war, the North American industry was restructured 
by a U.S. court order that separated the ownership of Alcan and Alcoa. 
Management separation had taken place in 1928. Meanwhile, two new 
firms, Kaiser and Reynolds, had entered the industry in the United 
States. At this time, over 80 percent of the primary aluminum smelting 
capacity in the western world was highly concentrated among six ver-
tically integrated firms — Alcoa, Alcan, Reynolds, Kaiser Aluminum 
and Chemical Corporation, Pechiney-Ugine-Kuhlman and Alusuisse 
(Litvak and Maule, 1975). In North America, Alcan was second in size to 
Alcoa. It participated in the postwar growth of the international alumi-
num industry through both domestic and foreign investment. 

In 1956, the sole owner of aluminum smelting facilities in Canada was 
Alcan, with 838,000 tonnes of capacity in Quebec and British Columbia. 
U.S. smelter capacity, by comparison, was 1,938,000 tonnes in 1956, 
some 2.3 times the Canadian capacity. The following year, Canadian 
British Aluminum Company began construction on a smelter at Baie-
Comeau, Quebec, which was acquired by Reynolds in 1971. For a period 
of 25 years after 1957, no new smelters were built in Canada, for two main 
reasons. First, the postwar recovery encouraged investment outside 
North America, principally in Japan and Western Europe. Second, the 
long gestation period for new investment in the industry discouraged 
new capacity. 

Between 1970 and 1982, Canadian primary aluminum production 
expanded by 10.3 percent and capacity expanded by 14.5 percent. 
Exports remained at about the same absolute level over this period, and 
ranged between 58.3 percent and 84.1 percent of production. Over the 
same period, there was no clear trend in imports, and imports as a 
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percentage of apparent Canadian consumption were less than 10 percent 
in all but four years. Apparent Canadian consumption showed an 
upward trend of 3.1 percent a year, from 251,000 tonnes in 1970 to 337,000 
tonnes in 1981, though it declined sharply in 1982 (see Table 5-1). 

Despite this growth, Canada's share of world primary aluminum pro-
duction and capacity declined steadily.1 In 1960, its share was 15 percent, 
down from 25 percent a decade earlier. Between 1970 and 1980, while 
world primary aluminum production increased by 59.2 percent and U.S. 
production increased by 29.0 percent, Canadian production rose only 
9.8 percent. Capacity statistics reveal a similar picture. Although world 
primary aluminum capacity increased by 69.2 percent between 1970 and 
1980, and U.S. capacity increased by 29.1 percent, Canadian capacity 
increased by only 3.3 percent.2  Thus, at the start of the decade, Cana-
dian production and capacity accounted for 10.1 percent of world pro-
duction. By 1980, although both production and capacity had risen, 
Canada accounted for only 6.9 percent of world production (see Table 
5-2). 

Canada's relative loss of world production and capacity was due to the 
expansion of existing enterprises or the entry of new firms into the 
industry in other parts of the world. In 1970, there were 26 countries in 
the western world, including Yugoslavia, engaged in the production of 
primary aluminum, 11 of which had production in excess of 100,000 
tonnes a year. By 1980, a total of 33 countries had undertaken aluminum 
production, of which 21 produced 100,000 tonnes or more. Large abso-
lute and/or relative production increases were achieved in the United 
States, West Germany, Japan, Britain, Venezuela, Spain, Brazil, the 
Netherlands, Norway, Italy, Australia, and Yugoslavia.3  As a result, the 
Canadian share of exports of aluminum as a percentage of exports by 
value from world market economies dropped from 21.2 percent in 1971 to 
10.3 percent in 1981.4  

While growth in the Canadian portion of the industry was slow, the 
Canadian-based Alcan was taking part in the global expansion. Alcan, 
which accounted for about 85 percent of Canadian capacity, expanded 
its international operations. During the decade 1971 to 1981, Alcan's 
primary aluminum production from its consolidated companies inside 
and outside Canada rose from 964,000 tonnes to 1,395,000 tonnes. 
Alcan's consolidated share of western world production was 10.5 percent 
in 1972, and 11.2 percent in 1981. During the same period, Alcan's 
consolidated mid-year capacity increased from 1,172,000 tonnes in 1972 
to 1,454,000 tonnes in 1981. Alcan's capacity represented 10.9 percent of 
total western world capacity in 1972 and 10.3 percent in 1981. 

On the other hand, Canadian production from Alcan declined from 9.9 
percent of western world production in 1972 to 9.0 percent in 1981. 
Alcan's Canadian mid-year capacity rose from 1,089,000 tonnes in 1972 
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TABLE 5-2 U.S. and Canadian Shares of World Primary Aluminum 
Production, 1970-81 

U.S./World Canada/World 

(percent) 

1970 37.3 10.1 
1971 34.5 9.9 
1972 34.0 8.3 
1973 33.9 7.8 
1974 33.8 7.8 
1975 29.1 7.3 
1976 30.6 5.0 
1977 29.9 7.1 
1978 30.9 7.4 
1979 31.3 5.9 
1980 30.3 6.9 
1981 28.6 7.1 
1982 24.7 8.0 

Source: United States, Department of the Interior, Bureau of Mines, Mineral Year Book 
(Washington, D.C.: U.S. Government Printing Office, annual). 

to 1,148,000 tonnes in 1981, but shrank as a share of western world 
capacity from 10.2 percent in 1972 to 8.1 percent in 1981.5  Thus, Canada 
has participated in the expansion of the world primary aluminum indus-
try through Alcan's foreign operations and through increased production 
in Canada. But while Alcan's total share of world production increased, 
the share undertaken in Canadian plants decreased. This has had an 
impact on Canada's balance of payments, reflected in the extent and 
nature of trade, dividend, and investment flows. 

In comparison, between 1970 and 1982 Reynolds produced a total of 
1,827,000 tonnes of metal in total in Canada, or an average of about 
140,000 tonnes a year. During the decade, Reynolds' share of world 
production declined. Nevertheless, between 1983 and 1985, Reynolds 
hopes to increase its capacity by 115,000 tonnes a year at an estimated 
cost of $500 million, or $4,350 per tonne of capacity.6  

Over 60 percent of Canada's smelting capacity is located in large 
plants which can produce more than 200,000 tonnes a year. All but 14 
percent of this capacity was built in 1957 or earlier. After a 25-year hiatus 
in smelter construction after 1957, Alcan began construction on its 
Grande Baie smelter, which is expected to be fully operational in 1984. 
Announcements for further investment by Reynolds have also been 
made. In addition, some foreign-owned producers - Pechiney and pos-
sibly Alcoa - are committed to or are contemplating investment in 
Canada. 
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Canadian Adjustment to International Forces 

The declining share of Canadian and U.S. industries in world production 
and capacity has been due to a number of factors. First, the postwar 
recovery of the European and Japanese economies included building 
smelter capacity in order to catch up with North America in the produc-
tion of a metal which has military as well as other uses. Second, new 
sources of bauxite were discovered and developed, especially in Austra-
lia and Brazil. Though these markets were small, they also had access to 
economical energy for smelting. Third, the U.S. market for aluminum 
was large and expanding. Though energy cost levels varied with the 
energy source available, there was an incentive for existing firms to 
expand and for new firms to enter the industry in order to meet the 
demand. Many of these smelters were vertically integrated with fabricat-
ing plants located in the market where the products would be sold. 

Although Canada possesses ageing smelter capacity, it has a competi-
tive advantage in its economical hydroelectricity. A relative disadvan-
tage lies in the fact that it lacks both raw material (bauxite) and a large 
market for finished aluminum products. Thus, the Canadian primary 
aluminum industry is strongly export oriented. Imports of processed 
aluminum account for only a small proportion of domestic consumption. 

Alcan has adjusted to these developments in part by investing in 
various foreign countries. It has pursued a strategy of geographic as 
opposed to product diversification. The management has stayed with the 
base industry and thus has served Canada well in allowing the industry 
to adjust to the international shocks of the 1970s and 1980s. Early 
investments in fabrication were located in the United States, where its 
largest and most familiar market was found. Since then, it has invested in 
Europe, Asia, Latin America, and Africa,7  with emphasis on forward 
integration into fabrication so as to provide an outlet for its smelters. In 
1984, Alcan was mining bauxite in six countries, refining alumina in 
eight, smelting primary metal in nine, and fabricating metal in thirty 
countries.8  

This international expansion took place mainly through individual 
firms and joint ventures between private investors, but it also often 
involved government investment. The estimated share of western world 
primary aluminum capacity with public sector participation between 
1960 and 1980 rose from less than 10 percent to over 30 percent (OECD, 
1983, p. 99). Alcan and Reynolds are among those participating in such 
joint ventures. 

There are various reasons why governments participate with private 
firms in joint ventures. First, governments like to have a window on 
important industries, especially natural resource industries, in which 
the output is often viewed as part of the country's national assets to be 
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exported and commercialized in foreign markets. Second, governments 
feel that through ownership, their share of any resource rents can be both 
revealed and collected. And third, governments can take advantage of 
the distribution systems of foreign multinational companies in which 
various plants are vertically integrated to provide markets for raw mat-
erials, metals, or finished products. 

Private firms use joint ventures to reduce the risk of having com-
petitors gain access to a cheaper source of supply, to insure themselves 
against expropriation by foreign governments, and to establish a channel 
of communication with their competitors. Apart from prewar cartel 
agreements, there have been various cooperative arrangements used to 
stabilize the industry, especially the flow of metal to the West from 
Eastern Bloc countries such as the Soviet Union and Hungary. A 1973 
OECD report gave implicit encouragement for cooperation on cen-
tralized investment decisions by the companies and pointed to the 
undesirable degree of competition from investments by new products 
(DECD, 1973, pp. 42, 71, 74). Other key advantages accruing to private 
firms from joint ventures are the spreading of commercial risk and the 
possibility of sharing knowledge on new technical developments. 

One consequence of government participation in a joint venture is the 
different priorities that governments may have, such as maintaining 
output, employment, and exports in the face of declining demand, or 
willingness to accept lower prices and profits. This is suggested by the 
fact that only 10 percent of the western world's capacity that was shut 
down between 1980 and 1982 was government owned, although about 33 
percent of total smelter investment was government owned.9  

Newer entrants to the international aluminum industry include firms 
based in other resources, such as Noranda Mines Limited and Revere 
Copper and Brass Ltd., which have diversified from other metals into 
aluminum. Because some of these firms are often not vertically inte-
grated with aluminum fabricating plants, there is more metal for sale 
outside the major producing enterprises. As a result of this situation, 
aluminum ingot prices have been quoted on the London Metal Exchange 
(LME) since 1978 and on the New York Comex, where spot sales have 
been made since 1984. The LME is supplied with metal from the Soviet 
bloc as well as from non-integrated producers. LME prices for ingot have 
become more influential, and the list prices of the major producers (from 
which discounts may occur) are no longer the only reference prices. In 
short, the price of ingot has become more volatile during the 1980s, as 
the OECD report of 1973 predicted. In April 1983, the LME price was 
us$0.617 a pound, whereas the Alcan export list price was us$0.794 a 
pound. For a period in 1982, the LME prices were as much as us$0.30 a 
pound below Alcan's list price.")  All these developments took place 
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when energy prices were increasing substantially, except for electricity 
generated by existing hydro plants. 

Besides the energy price shock, one other international development 
to consider is the formation and operation of the International Bauxite 
Association (IBA). The IBA was set up in 1974 and has eleven member 
countries. Haiti recently left the association and India is in the process of 
joining it. The Secretary-General of the IBA states that it is not a cartel. 
The name is, however, less important than what it does, which is to 
provide information and facilitate communication between member 
countries. It also recommends minimum prices and price ranges for 
bauxite and alumina as a proportion of the average American metal 
market list price for aluminum ingot." The IBA members control about 
75 percent of the world's bauxite, 37 percent of alumina, and 4 percent of 
ingot production, and about 90 percent of the non-Communist world's 
bauxite reserves (Litvak and Maule, 1982, p. 322). The association is one 
mechanism, along with joint ventures, by which governments can 
attempt to both monitor and influence their returns from the industry. 

The impact of the IBA recommendations on bauxite costs, and thus on 
aluminum costs, is probably quite small. The cost of bauxite, including 
any levies charged by bauxite-producing countries, ranges from 5 to 10 
percent of the total production cost. An estimate of the bauxite cost in 
U.S. smelters is 6 percent (Chase Econometrics, 1983, pp. 92-93). One 
conclusion is that: ". . . it seems somewhat unlikely that the incidence 
of bauxite-related taxation would affect new smelter decisions or, 
indeed, would significantly affect the competitiveness of existing 
smelters" (DECD, 1983, p. 46). The IBA has experienced the predictable 
problems of fragmentation common to cartel-like arrangements. Diver-
gent views and interests are expressed by Australia, the Caribbean 
producers, Guinea, and Yugoslavia, while Brazil, a major source of 
bauxite, is not a member of the IBA. 

In sum, the Canadian aluminum industry has had to adjust to interna-
tional forces resulting from new entry (including government entry and 
joint ventures), declining international concentration, increased price 
flexibility, and the establishment of a producer-country association for 
bauxite. The adjustment has been made through the expansion of 
smelter and fabrication capacity which occurred partially in Canada but 
mainly abroad, where a combination of bauxite and energy costs and 
market expansion has attracted investment. New smelter capacity was 
built in Canada in 1982 and further capacity is projected for Quebec by 
Alcan and Reynolds, as well as by Pechiney in conjunction with the 
Quebec government. This new investment will permit Canada to have a 
large proportion of its capacity with lower energy and labour inputs, and 
thus become more competitive internationally. Canada has once again 
become attractive to new investment. 
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Technological Developments 
Rising international energy costs affected the Canadian aluminum indus-
try by making it relatively more competitive. The Canadian producers 
rely entirely on hydroelectricity as an energy source for smelting, where 
electricity charges make up 20 to 30 percent of the operating costs of a 
smelter (oEcD, 1983, p. 42). The low hydroelectricity costs put Canadian 
producers at the lower end of the range for all producers, despite the 
greater age and greater energy use of the Canadian smelting facilities. 

Japan is at the high end of the scale because it depends on coal and 
imported oil to generate electricity. Despite its newer, more energy-
efficient facilities, Japan was adversely affected by the oil price increases 
of the 1970s. Since the energy price shock, about one million tonnes of 
primary aluminum capacity out of a total of 14 million tonnes produced in 
the western world has been closed down, additional capacity is at risk, 
and about 2 million tonnes of planned new capacity has been postponed 
or cancelled, a major portion in Japan. 

The Canadian industry was able to survive because of its favourable 
energy assets. The hydro-generating facilities are company-owned. 
Because they were built years ago and the capital costs have since been 
written off, the ownership of hydroelectricity-generating facilities has 
provided the companies with "virtually inflation-proof energy. "12 How-
ever, the companies had little opportunity to sell off surplus power to 
other users because the smelters and their power plants are located in 
Quebec and British Columbia, which already have energy surpluses, 
and such sales would have brought the companies into competition with 
the provincial governments, which had sold or leased them the water 
rights to generate the hydroelectricity in the first place. 

The variation in electricity consumption and labour productivity per 
tonne in Canadian smelters is due to the age variation of the smelters and 
the technology embodied in them. Electricity efficiency for smelting 
varies from 18,000 kilowatt-hours per tonne at Arvida and Baie-Comeau 
to 14,500 kilowatt-hours per tonne at Grande Baie. The best possible rate 
with the latest technology is between 13,000 and 14,000 kilowatt-hours 
per tonne, and Alcan's Laterriere smelter is estimated to use 13,200 
kilowatt-hours per tonne. Labour productivity also varies greatly, with 
output per employee at Grande Baie amounting to 263 tonnes, compared 
with only 160 tonnes per employee at the older Arvida plant.13  

During the 25-year hiatus in smelter construction in Canada, improve-
ments were being made to the energy efficiency of existing smelters as 
technology evolved. New smelters, using the latest technology, require 
about 25 percent less energy per tonne of metal produced than smelters 
built during the 1950s. However, there have been no radical changes in 
smelter technology, so the Canadian industry with its older facilities 
could continue to compete internationally. 
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Although modernization has taken place at the older smelters, it 
appears to require the construction of new facilities to utilize newer, 
more energy- and labour-efficient technologies (oEcD, 1983, p. 26). This 
has happened at Alcan's Grande Baie smelter which opened in 1982, and 
will occur in new facilities to be built in Quebec. 

Companies have engaged in research and development related to the 
various stages of production. For raw materials, this has involved 
extracting aluminum from non-bauxitic ores. In smelting, the search was 
for ways to reduce energy inputs and to carry out the direct reduction of 
aluminum from bauxite. Fabrication processes developed continuous 
casting to make different products. Enctluse experimentation sought the 
development of new end uses such as automobile parts normally made 
from heavier metals, containers to replace glass and plastic bottles, and 
fuel cells (Butcher, 1982, ch. 9; U.S. Bureau of Mines, 1983, p. 5). 

The Canadian industry has participated in joint research projects to 
extract aluminum from different ores, has modernized its older plants 
using available technology, and has undertaken some development 
work. However, the United States, France and Japan are generally 
considered to be doing the most advanced work in developing new 
smelter technology. This is probably because the pressure of energy 
costs forces these countries to look for energy savings. Canadian pro-
ducers have been able to incorporate these developments in their new 
smelters and, where possible, in the old ones as well. 

Technological developments in continuous casting have taken place in 
Europe, as with Alusuisse's Caster Two process. Alcan has built a 
combined sheet and foil mill using continuous roll-casting technology, 
which it developed. A major area for R&D has been finding new end uses. 
A current example is Alcan's work on the aluminum air battery or fuel 
cell, which extracts the energy from aluminum plates in a chemical 
reaction. The system uses plates as anodes, caustic soda and tap water 
as the electrolyte, and air as the cathode. The aluminum plates dissolve, 
releasing electric energy, and are replaced when they are used up (Alcan, 
1982, p. 9). 

The aluminum industry presents a wide range of opportunities for 
technological development. Each company chooses where it will spend 
its limited resources for R&D. Alcan appears to have emphasized fabrica-
tion and end uses, and to have utilized the results of developments 
undertaken by other companies. The presence of joint ventures may 
have permitted the companies to monitor each others' activities, and to 
utilize results produced by other firms. 

Alcan organizes its R&D in four laboratories in Arvida, Quebec; 
Kingston, Ontario; Banbury, United Kingdom; and in Japan. The tech-
nology and engineering staffs number about 1,200. In addition, each 
major operating subsidiary has a facility concerned mainly with quality 
control and process improvements. The overall organization of R&D is 
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international in scope, and new developments are monitored globally. A 
new experimental engineering centre for smelting technology was 
opened at Arvida in 1981, suggesting an increased emphasis on smelters 
at a time when the company is building and planning new capacity in 
Canada. For example, Alcan's new smelter at Laterriere, Quebec, with a 
capacity of 248,000 tonnes, is due to open in 1988-90, and will use less 
electricity than the Grande Baie smelter (opened in the 1980s) and 25 
percent less electricity than the old Arvida smelter. In 1982, the company 
reported R&D expenditures of $55 million, about 1 percent of sales 
revenue, making it the seventh largest spender on R&D in Canada. Sixty 
percent of the expenditures is now aimed at the raw material and 
smelting proce sses. 14  

The Impact of Policies 

Conditions are now ripe for expansion of the industry in Canada. The 
policies which will be crucial in this regard are provincial policies on 
water rights and electricity rates. Canada may forego some of the eco-
nomic benefits from the industry if the provinces compete against each 
other in providing unduly low energy costs to producers. Environmental 
policies will also condition the amount of new investment. At the federal 
level, commercial policy is important in gaining access to foreign mar-
kets. Foreign tariffs on fabricated products provide an incentive for 
Canadian firms to locate behind the tariff wall as opposed to investing in 
fabricating facilities in Canada, such as occurred with Alcan's recent 
acquisition of the Atlantic Richfield Company's aluminum assets in the 
United States. 

Provincial government policies have a major impact on the location of 
smelters and the cost of their operations. The sale or lease of water rights 
negotiated by the companies with the provincial governments of British 
Columbia and Quebec are the principal influences which the provinces 
can exert. Once the companies have decided where to locate, they are in 
some sense captives of the provinces although, for employment and tax 
revenue reasons, the governments need the companies as much as the 
companies need them. 

While long-term contracts can be negotiated and can create certainty 
for the companies, economic and political factors can bring pressure for 
change. In many areas, multinational firms anticipate that concession 
agreements with governments will be either broken or modified, 
regardless of what was signed originally. Despite the existence of the rule 
of law in Canada, such a situation has in effect occurred with the 
discussions held by the government of British Columbia with Alcan over 
water rights in the Kitimat-Kemano region (Alcan, 1983). The govern-
ment that negotiated the agreement in 1950 was not subject to the 
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pressures from environmental groups now in existence which are forcing 
consideration of additional issues. In Eastern Canada, Newfoundland is 
attempting to renegotiate its power agreement with Quebec, partially in 
the hope that facilities such as aluminum smelters might be built in the 
province if cheap power were available. Atlantic Richfield undertook a 
feasibility study for a smelter in Newfoundland, but for political reasons 
the prospects for cheap power were not good.° Subsequently, Atlantic 
Richfield withdrew from the aluminum industry by selling most of its 
U.S. assets to Alcan. 

In the Canadian aluminum industry, companies can play one provin-
cial government off against another, and the governments can act like-
wise with the companies. Unless there is relatively equal bargaining 
strength, governments may grant concessions to companies through 
either the sale of energy produced by provincially owned facilities or the 
sale or lease of water rights. The loss of resource rents may result in 
larger payments to the provinces from the federal government through 
the equalization process. 

Subsidies provided by foreign governments to Canadian or foreign 
firms to build plants abroad may have the effect of diverting investment 
in smelter and fabrication facilities away from Canada. Such action may 
arise from the payment of direct or indirect subsidies or from govern-
ment participation in aluminum operations. In the past, one reason 
Alcan constructed fabricating facilities in the United States was that the 
U.S. tariff on aluminum ingots was lower than its tariff on fabricated 
aluminum products. 

The current benefits to Canada from having a major aluminum pro-
ducer would have to be measured in terms of the net direct and indirect 
economic effects from employment, taxation, and external trade in 
goods and services, as well as the effect of capital inflows and outflows. 
The Canadian parent company may be the recipient of interest, divi-
dends, management fees, and royalties from its foreign subsidiaries. 

In summary, the industry appears to have adjusted well to the various 
developments of the past decade, including increasing international 
competitiveness. After a period in which there was little increase in new 
smelter capacity, the combined changes in energy costs, raw material 
costs, and markets is again making Canada an attractive place for new 
smelter investment, at a time when capacity is being reduced and plans 
shelved in other countries. Whereas Canada for a period had some of the 
world's older smelters, the new investment will incorporate technology 
which will modernize the industry. The delay in bringing this about is 
due to the longevity of the fixed assets and the fact that there have been 
no radical changes in smelter technology. New investment in Canada 
and elsewhere is being assisted by industrial policies that benefit the 
producers. As a result, governments may be induced to bid against each 
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other for that investment. A recent OECD study concludes that the main 
policy issues for the international aluminum industry are "the lack of 
transparency of power prices and pricing mechanisms governing power 
supply contracts" and possible distortion of energy market signals by 
power pricing policies applied to smelters (OECD, 1983, p. 88). 

The Canadian Steel Industry 
The Canadian steel industry is regarded as one of the more efficient in 
the world. In 1982, Canada produced some 13.9 million tonnes, account-
ing for about 2 percent of the world's production of raw steel (Schott-
man, 1983, p. 2), and ranked as the world's fourteenth largest steel-
producing country.16  Three large integrated producers — Algoma Steel 
Corporation, Dominion Foundries and Steel Corp. (Dofasco), and Steel 
Company of Canada Limited (Stelco) — accounted for approximately 
71 percent of Canada's raw steel capacity, and ranked as the twenty-fifth, 
thirty-third, and forty-sixth largest steel producers, respectively, in the 
world.17  

The industry is Canadian-controlled, and government ownership and 
direction is not significant compared with the role played by govern-
ments in other steel-producing countries. High rates of capacity utiliza-
tion, increased employment and high levels of productivity and profit-
ability have characterized the performance of the Canadian steel 
industry. During the 1970s, despite the limitations of a small domestic 
market and the implications of size for economies of scale, the Canadian 
steel industry managed to become the most profitable one in the world 
(Barnett and Schorsch, 1983, p. 224). Several strategic elements led to 
this success: 

a high degree of product specialization to achieve economies of scale 
and international cost competitiveness; 
minimization of interfirm rivalries by virtue of specialization; 
maintenance of high operating rates by bringing on sufficient produc-
tive capacity only for markets in which a comparative advantage could 
be realized, taking into account transport costs and tariffs; 
the servicing of excess demand and/or unprofitable markets via 
imports (though in times of economic downturn some of the unprofita-
ble geographic and product markets were serviced by the domestic 
steel producers); and 
the early adoption of new technologies for products and processes, 
largely from foreign sources. 

Although the Canadian steel industry traditionally has been oriented 
toward its domestic markets, during the early 1980s it has had to increase 
its exporting efforts in order to counter declining domestic sales. Several 
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recent trends have combined to affect adversely the operating perfor-
mance of the Canadian steel industry. These include: 

new domestic capacity brought on stream during the mid to late 1970s; 
the negative impact of the National Energy Program and the shelving 
of mega-projects; 
the greater material substitution of steel with aluminum and plastic; 
and 
the efforts of offshore steel producers to increase their Canadian 
market participation. 

The Canadian steel industry will face a more turbulent market environ-
ment during the late 1980s. Domestically, greater interfirm rivalries have 
already emerged and have altered some of the more stable competitive 
market relationships which characterized the Canadian steel industry 
during the 1970s. Simultaneously, steel producers in the United States, 
Europe and Japan are engaged in strategies of rationalization and mod-
ernization. Meanwhile, certain newly industrialized countries such as 
South Korea have become important steel-producing powers in the 
international market place and threaten to challenge the Canadian indus-
try in the domestic market and in various export markets such as the 
United States. 

The Corporate Landscape 

The Canadian primary iron and steel industry is made up of firms that 
produce steel and roll it into primary mill shapes.18  Preliminary data 
from Statistics Canada indicate that in 1980, there were 39 enterprises 
with 55 establishments in the iron and steel mills industry (industry SIC 
2910 in the Standard Industrial Classification system). Shipments were 
valued at about $6.5 billion. The leading four enterprises accounted for 
77.9 percent of this amount, and the leading eight for 90.3 percent of the 
total:19  Table 5-3 lists Canada's crude steel production, trade, and con-
sumption figures for the years 1970-82. 

The industry is made up of two major groups of producers. The first 
and most important group consists of the five integrated producers. Four 
of the five — Algoma, Dofasco, Stelco, and the Sydney Steel Corpora-
tion (Sysco) — employ the coke-oven/blast-furnace method, while the 
fifth firm — Sidbec-Dosco Limit& — employs the sponge-iron/ferrous-
scrap/electric-furnace process. 

This first group can be further subdivided. The first category, in rank 
order, includes Stelco, Dofasco, and Algoma. These three privately 
owned firms are commonly referred to as the "Big Three." One key 
distinguishing feature of the three major steel producers is their degree of 
vertical integration, especially "upstream" into iron ore, coking coal, 
and limestone. In 1982, the Big Three accounted for approximately 71 
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percent of Canada's raw steel capacity. In terms of 1982 sales, the 
performance of the three companies was as follows: Stelco, $2 billion; 
Dofasco, $1.5 billion; and Algoma, $880 million. Stelco produced 
approximately 35 percent of Canada's steel in 1982. 

The headquarters organization of these three companies, the bulk of 
their capital investment, and the major concentration of their customers 
are in Ontario. Stelco's head office is in Toronto, with steelmaking 
facilities located in Ontario, Quebec, and Alberta. Dofasco's head office 
and principal steelmaking facilities are located in Hamilton. Algoma 
repeats this pattern of geographic concentration with its location in Sault 
Ste. Marie, Ontario. 

Dofasco manufactures primarily flat rolled and coated products; 
Algoma emphasizes structurals, rails, and plates; and Stelco is the only 
one to have a broad product mix. By 1981, the average capacity of the 
large plants operated by the integrated producers was comparable in 
Canada and the United States (see Table 5-4). 

TABLE 5-4 Comparison of U.S. and Canadian Steel Industry 
Performance, 1958 and 1981 

1958 1981 

Canada U.S. Canada U.S. 

Imports as a share of apparent 
consumption (percent) 24.7 3.3 15.9 17.6 

Exports as a share of total 
shipments (percent) 9.8 4.7 24.4 3.5 

Average integrated plant 
capacity (millions of net tons) 1.3 2.5 4.0 3.8 

Productivity (Person-hours per net 
ton of cold-rolled sheet 12.5 11.5 6.3 7.0 

Hourly employment costs (US$) 2.75 3.75 12.75 20.1 

Iron ore costs, c.i.f. (US$ per ton) 10.50 10.64 38.50 40.0 

Coal costs, c.i.f. (US$ per ton) 11.00 10.50 61.00 57.5 

Coke rates (ratio of coke to iron) 0.75 0.80 0.43 0.5 

Estimated production cost per 
ton of cold-rolled sheet (US$) 120.00 122.00 355.00 445.0 

Price per ton of cold-rolled 
sheet (US$) 130.00 130.00 385.00 460.00 

Source: D.F. Barnett and L. Schorsch, Steel (Cambridge, Mass.: Ballinger, 1983), p. 218. 
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To meet both domestic and foreign competition, the key private sector 
firms formulated and implemented strategies that emphasized overall 
cost leadership combined with new approaches toward customers, pro-
ducts, and market segmentation.20  In this context, one of the key 
decisions taken by management has been capacity expansion. 

It is probably the central aspect of strategy in commodity-type businesses. 
Because capacity additions can involve lead times measured in years and 
capacity is often long-lasting, capacity decisions require that firm to commit 
resources based on expectations about conditions far into the future. 
(Porter, 1980 p. 324) 

Unlike the privately owned "Big Three," the other two integrated pro-
ducers — Sidbec-Dosco and Sysco — are controlled by the provincial 
governments of Quebec and Nova Scotia, respectively. Furthermore, 
while the operations of the Big Three have been consistently profit-
able,21  the two government enterprises have been consistent in losing 
money. To a significant degree, the poor financial performance of Sidbec-
Dosco and Sysco can be attributed to a heavy debt structure, lack of 
modern and up-to-date manufacturing facilities, and poor management. 
Their steelmaking facilities are located in Quebec and Nova Scotia. 

The second major group of firms are the non-integrated companies, 
often referred to as mini-mills. These companies produce steel in electric 
furnaces. The major firms in this group are: Atlas Steels, Burlington 
Steel, Interprovincial Steel and Pipe Corporation Limited (Ipsco), Ivaco 
Inc., Lake Ontario Steel Company Limited (Lasco), Manitoba Rolling 
Mills, and Western Canada Steel Limited. With the exception of Atlas 
Steels, which specializes in stainless, tool, and alloy steel, all of the 
companies produce carbon steels. 

The steelmaking capacity of Ipsco, Manitoba Rolling Mills, and West-
ern Canada Steel are located in the Prairies and British Columbia; 
Burlington, Ivaco, and Lasco in Ontario; and Atlas in Ontario and 
Quebec. The mini-mills have low capital requirements and tend to fill a 
niche in the marketplace by producing a narrow product line for regional 
markets. Some of the mini-mills, however, have expanded into the 
United States, notably Ivaco and Co-STEEL Inc., the parent of Lasco. 

Over four-fifths of Canada's steelmaking capacity in 1982 was held by 
the private sector. As previously noted, Sidbec-Dosco and Sysco are 
provincially controlled. In addition, the governments of Saskatchewan 
and Alberta each hold a 20.2 percent interest in Ipsco, the sixth largest 
steel producer in Canada. The breakdown of Canada's steel production 
capacity by province in 1982 was as follows: Ontario, 79 percent; 
Quebec, 9 percent; Nova Scotia, 4 percent; Saskatchewan, 3 percent; 
Alberta, 2 percent; Manitoba, 2 percent; and British Columbia, 1 per-
cent. It is estimated that the industry is about 95 percent Canadian 
owned. 
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Just as ownership in the Canadian steel industry is largely Canadian, 
so is the management. Many of the senior executives have educational 
and career backgrounds in engineering and production in Canada, such 
as the chairman and chief executive officer, and the president and chief 
operating officer of Stelco in 1983. Both are graduate engineers. A strong 
emphasis on production combined with a commitment to pursuing 
investment and market opportunities in steel have characterized many 
of the key strategic decisions made by Canadian steel firms during the 
1970s. Diversification outside the steel industry has been minimal.22  

Coal, iron ore, and scrap iron and steel are the three major raw 
material inputs in the production of steel. The choice of domestic or 
imported material depends on quality and cost, as delivered to the mill. 
Transportation costs are a large part of raw material cost and vary 
depending on the method of transport and distance. 

The cost of using Alberta coal in Canadian mills in 1981 was $24 a tonne 
higher than for coal from West Virginia, because of the difference in 
transportation cost. The much shorter rail haul and cheaper ocean-
shipping costs reduced the net cost of Alberta coal to Japanese mills 
below the cost for the same coal to Ontario mills. Based on 1981 coal 
purchases of 6.2 million tonnes, if Canadian producers had used Cana-
dian coal, their costs would have been $150 million greater. 

Most of the iron ore used by the Canadian industry comes from 
domestic sources in Northern Ontario and the Quebec/Labrador trough. 
Significant quantities also come from Minnesota and Michigan. One of 
the major factors that determine which source to use is the availability of 
incremental quantities at an acceptable price. New mines are normally 
viable only if they can sell at quantities far in excess of the incremental 
amounts of tonnage required by most individual companies. Shopping 
for incremental tonnage volumes has led some companies to buy from 
iron ore sources located in the United States, despite the large net flow of 
iron ore in the other direction. Interestingly, because of the higher costs 
of operating lake boats rather than ocean-going vessels and because of 
the tolls paid for using the St. Lawrence Seaway, iron ore from the 
Quebec/Labrador area can be delivered to European steel mills at prices 
comparable with delivery of the same iron ore to Canadian mills. 

Canada has traditionally been a net importer of scrap, and the United 
States accounts for almost all imports into Canada. The United States, 
in turn, is by far the largest buyer of Canadian scrap exports .23  

Employment in the Canadian steel industry grew from approximately 
35,000 workers in 1960 to 61,000 workers by 1980. Employment growth 
over this 20-year period averaged 2.8 percent a year, with an overall 
growth of more than 70 percent. In comparison, the total increase in 
manufacturing employment from 1961 (earliest data available) to 1980 
was only 30 percent.24  

Litvak & Maule 163 



Although growth in employment in the Canadian steel industry slowed 
down during the 1970s, the record remained favourable compared with 
the performance in other industrialized countries, where steel industry 
employment has declined more significantly (see Table 5-5). 

TABLE 5-5 Change in Employment in the Steel Industry, Six 
Countries, 1974-81 

Percentage 
Change 

Canada +2 
United States —24 
France —39 
West Germany —19 
Japan —20 
United Kingdom —55 
Source: International Iron and Steel Institute, World Steel in Figures, (Brussels: 1983), 

p. 18. 

However, in 1982, the industry employed only 54,000 workers, four-
fifths of whom were located in Ontario. About 12,000 more workers were 
involved in some form of layoff. With the exception of Dofasco, which is 
non-unionized, most of the workers are members of the United Steel-
workers of America. The approximate regional employment breakdown 
is shown in Table 5-6. 

TABLE 5-6 Employment in the Steel Industry, Canada, 1982 
lbtal Percentage 

Nova Scotia 2,500 4.6 
Quebec 4,800 8.9 
Ontario 44,000 81.4 
Manitoba 600 1.1 
Saskatchewan 800 1.5 
Alberta 800 1.5 
British Columbia 500 1.0 

Total 54,000 100.0 
Source: Information supplied by the Department of Regional and Industrial Expansion. 

Four points should be noted when observing employment perfor-
mance. First, because of the introduction of new technology, heavy 
manual-labour jobs are being eliminated and/or substituted by upgrading 
the job content with requirements calling for higher skills. Second, new 
opportunities for professional manpower for such personnel as engi-
neers, accountants, and computer specialists were generated during the 
1970s as technological developments and expansion programs were 
being undertaken by Canada's steel producers. Third, the steel industry 
has continued to pay higher than average wages. As of July 1983, average 
weekly earnings in the iron and steel industry were 33 percent higher 
than the average for all manufacturing and 48 percent higher than the 
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industrial aggregate.25  Since 1980, although employment declined, aver-
age weekly earnings have been pushed further ahead of the industrial 
composite as a result of 1981 wage settlements. Fourth, Canadian pro-
ductivity is very high; in the 1970s it ranked second only to Japan in 
productivity measured by output per employee. 

Technological Developments 

The steel industry's commitment to research and development (R&D) is 
not a strong one. In a recent survey of leading R&D spenders in Canada, 
Stelco was the only steel producer to appear on this list. With a budget of 
$9 million, it ranked thirty-first in 1983 (Blackwell, 1983, p. 28). Stelco's 
ratio of R&D to sales was less than one-half of one percent (0.44 percent). 
Between 1977 and 1983, its annual ratio of R&D to sales never exceeded 
0.5 percent. The overall expenditure level of R&D in the Canadian steel 
industry, as a percentage of sales, is lower than Stelco's. In 1981, direct 
employment of staff in R&D for steelmaking by the industry totalled 302 
person-years (Canadian Steel Industry Research Association, 1983, 
p. 13). Stelco, which produced approximately 35 percent of the nation's 
steel, accounted for 40 percent of the industry's person-years devoted to 
R&D. 

There are, in addition, many other engineers and scientists both 
within and outside the industry whose work is directed to supporting 
research and development programs. The outside networks include 
provincial research institutes and universities in British Columbia, 
Alberta, Saskatchewan, Ontario, and Quebec. 

Compared with the Canadian steel industry's low contribution to R&D, 
the ratio of net sales revenue to R&D in the U.S. steel industry during the 
1975-80 period was only marginally better at less than 0.6 percent. In 
sharp contrast, Japanese steel firms "allegedly devote 1.6 percent of net 
sales revenues to R&D" (Barnett and Schorsch, 1983, p. 60). In steel, 
Japan sells more technology than it buys. Of the major Canadian steel 
producers, Stelco is the only one to have some balance in its trade 
account involving technology transactions. The Canadian steel industry 
is a substantial buyer of foreign technology. 

The steel industry is characterized by significant technical inter-
change among firms. Canadian management has actively pursued the 
adoption and/or improvement of technologies developed by other com-
panies anywhere in the world. Dofasco, for example, is committed to 
developing its own programs for technological improvements, in addi-
tion to exchanging technical information with other steel producers. In 
1983-84, it completed a detailed study of its operating and technical 
practices in comparison with those of a major Japanese steel producer, in 
order to learn from the Japanese experience and thereby to improve its 
own quality, productivity, efficiency, and profitability performance. In 
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undertaking this study, the Canadian steel industry contradicted the 
findings of previous research, which suggested that Canadian manage-
ment "are much slower in incorporating what is currently 'best prac-
tice,' compared to their counterparts in other countries such as the 
United States" (Daly, 1984, p. 21). 

While numerous technological developments have taken place in the 
steel industry, two have made major contributions to the steelmaking 
process. First was the oxygen converter, which revolutionized the steel-
making process. In 1954, Dofasco was the first steel mill in North 
America to introduce the basic oxygen process of making molten steel, 
at a time when the process had been proven only in Austria and Ger-
many. Second was continuous casting, which eliminated four steps from 
the conventional steelmaking process and conserved substantial quan-
tities of energy. Atlas pioneered the use of continuous casting in North 
America. 

The efficiency of the Canadian steel industry can be attributed to its 
commitment to achieving cost effectiveness, which includes acquiring 
the most up-to-date technologies at the earliest point of introduction. 
The importance of adopting advances in steelmaking should not be 
underestimated. Contrary to popular perception, the American steel 
industry outspent the Japanese by about 20 percent for each ton of 
production capacity added or replaced between 1950 and 1979. Nonethe-
less, the Japanese industry is more modern and better able to compete 
domestically and internationally than the American industry. The under-
lying cause for this difference is attributable to poor management deci-
sions in the United States and to the fact that the major integrated steel-
producing firms were late in adopting two of the critical breakthroughs in 
steelmaking — the basic oxygen furnace and continuous casting.26  

Markets and Trade 
There is considerable product specialization in the steel industry. For 
example, Stelco and Algoma account for much of the plate production in 
Canada, while Atlas Steels specializes in the production of stainless 
steel, and Ipsco concentrates on pipes and tubes. The decision of the 
larger steel producers to specialize in certain products has permitted 
entrants such as Ipsco, Lasco, and Ivaco to find a corner of the market 
which they can serve. 

New entrants often seek special product line segments, especially those 
inadequately served by existing sellers, in which they can sustain price 
premia compensating for the cost penalties of small-scale operation. A 
frequent concomitant of such niche-filling strategies is building a plant 
which can be expanded readily once a market beachhead has been secured. 
(Scherer et al., 1975, p. 154) 
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In a submission to the Royal Commission on Corporate Concentration, 
Stelco (1975) argued that the smallest efficient size for a primary steel 
mill based on the blast-furnace/oxygen-furnace technique is two million 
tons a year, and that the preferable size is four to five million tons a year. 
Nonetheless, the entry and continuing existence of smaller firms such as 
Ipsco, Lasco, and Ivaco means that the cost disadvantages of smaller 
scale can be overcome. In no small measure, the cost disadvantages 
have been overcome as a result of the niche-filling strategy, the regional 
character of the Canadian market, and the type of steelmaking tech-
nology employed, such as electric-furnace technology. In addition, it is 
not known exactly what cost disadvantages are incurred by operating at 
less than optimal size or what economies of scale are associated with 
different products. 

Steel consumption is heavily influenced by demand in the capital 
goods sector. Cyclical changes in demand from this sector, together with 
large inventory swings, have meant that the domestic demand for steel is 
much more volatile than overall economic activity. In 1982, a decline of 
4.4 percent in real gross national product (GNP) was associated with a 35-
percent drop in steel shipments taken by the Canadian market. 

In addition, steel usage as measured by the ratio between the con-
sumption of steel and GNP, referred to as the "steel intensity" or 
"demand intensity," has been declining for a number of years. This 
decline has been accelerated by the rise in energy prices, which has 
prompted industry and consumers to adopt greater conservation mea-
sures in the use of steel. For example, the quantity of steel consumed by 
the U.S. automobile industry, the leading market for the Canadian steel 
industry, has declined by over 40 percent as higher energy prices have 
encouraged weight reduction in automobiles.27  A similar change is 
taking place in the can industry, where aluminum is replacing steel cans. 

The production and marketing efforts of the Canadian steel industry 
have been primarily concentrated in the domestic market. In the 1970s, 
Canadian exports of steel averaged about 15 percent of domestic produc-
tion, most of which was exported to customers located in the Great 
Lakes region of the United States. Imports were more cyclical on a 
yearly basis, and ranged from 10.9 percent to 23.5 percent of Canadian 
production (see Table 5-3). 

An important element in the corporate strategies employed by the Big 
Three steel producers has been to expand their productive capacities to 
meet the current and projected requirements of their Canadian custo-
mers. A major result of this orientation has been the achievement of 
consistently high levels of capacity utilization, coupled with world price 
competitiveness. 

Canada's capacity utilization rate during the 1970s was superior to that 
of other major steel-producing countries. Furthermore, a healthy Cana- 
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dian economy and the promise of more and bigger mega-projects 
encouraged the Canadian steel industry to undertake an aggressive 
program. Investment for modernization and expansion by Stelco, 
Dofasco, and Algoma averaged $300 million per year during the 1970s. 

It has been estimated that from 1961 to 1979, annual capital investment 
in steel in both Canada and Japan could have replaced 4 percent of 
facilities each year, compared with 2.9 percent per year in the United 
States. Consequently, the average age of steel facilities is 11 to 12 years in 
Canada and Japan, compared with 17.5 years in the United States.28  

During the 1970s, there was room for imports because of product 
specialization by the steel firms, and because of conservative expansion 
in Canadian steel capacity, which allowed imports to fill any excess 
demand that developed (Litvak and Maule, 1977, p. 71). 

From 1970 to 1979, capacity utilization averaged about 90 percent. In 
recent years, Canadian steel firms have introduced new products pre-
viously imported, and they have undertaken exporting as a commercial 
necessity because of additional capacity coupled with a declining 
domestic demand. 

Although the manufacturing and marketing efforts of the Canadian 
steel industry have been oriented towards the domestic market, the 
export trade in steel since the mid-1970s has grown substantially, par-
ticularly with the United States. For most of those years, Canada has 
been a net exporter of steel. Furthermore, because of the current eco-
nomic slowdown in Canada, success in exporting is regarded as critical 
by the Big Three, a$ well as by some of the other steel firms, such as 
Atlas. Consequently, protectionism in foreign markets, especially in the 
United States, is viewed with great concern. 

The current concern with protectionist measures and policies in the 
United States looms large in the strategic thinking of the Canadian steel 
industry. Not only is the United States Canada's most important steel 
export market, but also it has become a critically important one in terms 
of its operating performance. To underline the significance of the U.S. 
market, a coalition of Canadian steel producers, the Canadian govern-
ment, and unions has been formed to actively lobby the U.S. govern-
ment and other interest groups against the possible imposition of quotas 
on Canadian steel imports to the United States. 

The Impact of Policies 

The growth and performance of the Canadian steel industry following 
the Second World War has been a remarkable one. A benchmark study 
by Barnett and Schorsch (1983) notes that the Canadian steel industry 
was inefficient by world standards during the early 1950s but had grown 
into one of the world's most efficient and profitable steel industries by 
1980. This transformation can be gleaned from Tables 5-4 and 5-7, which 
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compare the Canadian and U.S. performances for the years 1958 and 
1981. 

A major catalyst in this transformation was the "policy-strategy con-
sensus" established between industry and government. In brief, 
acknowledging the limitations of a small domestic market, the large 
integrated firms adopted a strategy of product and market specialization 
as a necessary precondition for achieving economies of scale. It is 
alleged that the Canadian government applied its anti-combines legisla-
tion "in such a way as to allow the allocation of markets among different 
firms" (Barnett and Schorsch, 1983, p. 219). 

As previously noted, the Canadian steel industry's performance has 
been 

. . . achieved by gearing production capacity to average rather than peak 
Canadian forecast demand, and by constructing modern, efficient, state-of-
the-art technology plants at times when international competitors were 
utilizing less efficient, obsolete facilities. This has enabled the industry to 
enjoy high capacity utilization rates, with imports satisfying peak require-
ments and exports, primarily to the United States, increasing during 
cyclical troughs. (Canada, Department of External Affairs, 1983, pp. 79-80) 

Despite this performance, the Canadian steel industry faces challenges 
that could limit its competitiveness and efficiency. The most significant 
is from the United States, where steel firms facing international competi-
tion have taken steps to limit imports through protectionist measures. 
Rather than responding with product and process innovation, the U.S. 
industry has invoked legal measures such as dumping complaints and 
litigation, and has lobbied for various types of trade restrictions in order 
to meet the competition. Reich (1983) refers to this response as "paper 
entrepreneurialism." 

Federal commercial policy appears to be the most important area of 
interest and concern to the Canadian steel industry as a necessary step 
to overcome the setbacks forecast for it during the 1980s. First, the 
industry wants to ensure that Canadian steel producers are not disadvan-
taged by unfair competition from offshore suppliers. Second, they wish 
to ensure that Canadian steel producers have fair access to foreign 
markets, particularly in the United States. Third, the industry wants to 
ensure that special bilateral arrangements with the United States, such 
as the Canada—United States Automotive Products Agreement (the 
Autopact) provide the maximum benefits for Canadian producers of 
steel, given that the automotive industry is the largest manufacturing 
consumer of steel. The steel industry has voiced concern about trends in 
imports of cars and auto parts and about the imbalance between vehicle 
assemblies and parts production in Canada.29  

Some Canadians have suggested that serious consideration be given 
to exploring the possibility of establishing a limited Canada—U.S. free 
trade arrangement in steel, and the specialty steels could be the first 
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product introduced in this process. Other reasons offered for promoting 
a free-trade option include: the commitment by the GATT to reducing 
tariff rates on steel products; the current foreign exchange differential 
which works in favour of Canada; and Canada's cost advantage in 
competitive transportation systems that give Canadian producers 
access to potential customers in the Great Lakes region of the United 
States. Nevertheless, the pursuit of this option entails some obstacles, 
such as the concern about the potential introduction of non-tariff bath-
ers in the United States. Unlike the situation in the auto industry under 
the Autopact, the Canadian steel industry is Canada-controlled and is 
competitively superior to the U.S. steel industry. 

Access to raw materials is also a potentially important consideration 
in relations between the steel industries in Canada and the United 
States. For example, in a ten-year period, the capacity of Canadian 
electric furnaces rose from 1.87 million tonnes and 13.4 percent of total 
Canadian crude steelmaking in 1970 to 4.45 million tonnes and 23.3 
percent of capacity in 1980. In the United States, the share of total crude 
steelmaking capacity accounted for by electric furnaces during the same 
period rose from 12.8 to 23.5 percent (McMullen and Pope, 1982, p. 18). 
As a consequence of this expansion, there has been a large increase in 
the demand for scrap, a product which has been subject to control by 
many governments, including that of the United States. 

In the event of any action by the United States to control export of scrap, 
consideration would have to be given to seeking a bilateral agreement to 
maintain traditional flows. (McMullen and Pope, 1982, pp. 48-49) 

Concluding Remarks 
Over the past decade, the Canadian aluminum and steel industries have 
performed well and remained internationally competitive. The major 
producers have increased capacity cautiously and have managed to 
operate at generally high levels of plant utilization. Managements have 
followed a policy of not diversifying far from the two base industries. 

Firms in both industries have actively adopted new process technolo-
gies developed elsewhere, and have engaged in a moderate amount of 
research and development associated with both new products and pro-
cesses. In addition, managements have adopted state-of-the-art man-
agement practices designed to improve the productivity performance of 
their firms. 

Provincial governments have pursued energy policies to allow alumi-
num producers to remain internationally competitive. Given the current 
problems facing the Canadian steel industry, is there a policy role to be 
played by Canadian provincial governments here as well? With the 
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notable exception of the two provincial Crown corporations, the Cana-
dian steel industry favours a "hands-off" industrial policy approach, 
relying instead on tax incentives and commercial policy to stimulate 
private enterprise, on domestic market opportunities, and on fair access 
to the U.S. market. What it does not want is an interventionist set of 
industrial policies which leads to the funding of weak companies. 

Keeping foreign markets open to exports of steel and aluminum has 
been an important contribution of the federal government. The rela-
tionship between the industries and the federal government can be 
characterized as open consultation and can be expected to continue, in 
the light of anticipated trade discussions with the United States. 

Given the current excess steel capacity in Canada, its financial 
implications for the industry, and the rather grey outlook for the near 
future, any move to invest significant funds in the modernization and 
expansion of the two provincial Crown corporations would have to be 
seriously questioned. At this time, inefficient and outdated operating 
facilities in the United States and Europe are being closed. The provin-
cial and federal governments would be well advised to consider other 
industrial and job-creating options to solve the local employment and 
related social problems, rather than propping up these two Crown corpo-
rations. 

In sum, the combination of sound management strategies and gener-
ally sound government policies have influenced favourably the perfor-
mance of the two industries. Any move away from trade liberalization in 
Canada or abroad would be harmful to both industries, and should 
continue to be resisted. 

Notes 
This paper was completed in August 1984. 

See United States, Department of the Interior, Bureau of Mines, U.S. Minerals Year 
Book 1980 (Washington, D.C.: U.S. Government Printing Office, 1980), p. 74. 
All comparisons in this paragraph are based on data from the U.S. Minerals Year Book 
and differ slightly from those in Table 5-1. 

See Mining Journal, Mining Annual Review, (London, 1971) p. 77, and (1981), p. 58. 

See United Nations, Yearbook of International Trade Statistics (New York, 1980), 
p. 158, and (1982), p. 158. 
Data supplied by Alcan. 
Data supplied by Canadian Reynolds. 
In 1983, Alcan again emphasized the U.S. market with its acquisition of Atlantic 
Richfield's aluminum assets in the United States. 
Data supplied by Alcan. 
Data supplied by Alcan. 
See Commodities Research Unit, Aluminum May 1983, Quarterly Report Service 
(New York), p. 60. 
See Journal of Commerce (November 14, 1983), p. 2. 
Data supplied by Alcan. 

172 Litvak & Maule 



Data supplied by Alcan. At Reynolds in Baie-Comeau, labour productivity is esti-
mated to range from 93 to 117 tonnes per employee based on cumulative production of 
1,827,000 tonnes (1970-82), an average of 140,000 tonnes a year and a work force 
ranging from 1,200 to 1,500 employees, according to data supplied by Canadian 
Reynolds. 
See Financial Post (May 5, 1984), p. 28. 
See Arco Aluminum and Government of Newfoundland and Labrador, Newfoundland 
Greenfield Aluminum Smelter, Joint Feasibility Study, Summary Report, April 1983. 
Since making this study Arco has sold its U.S. aluminum smelting and most of its 
fabricating facilities to Alcan. 
See International Iron and Steel Institute, World Steel in Figures 1983, (Brussels), p. 3. 
Ibid., p. 4. 
The iron and steel sector is covered in SIC 291, Iron and Steel Mills, and includes the 
production of pig iron, steel ingots, steel castings, and primary rolled products. 
See Statistics Canada, Industrial Organization and Concentration in the Manufactur-
ing, Mining and Logging Industries of Canada, 1980, cat. no. 31-402 (Ottawa: Statis-
tics Canada). 
For a discussion of these approaches, see Porter (1980), pp. 34-40. 
Notable exceptions occurred in 1982 and 1983 when both Stelco and Algoma experi-
enced losses. 
The exception is Canadian Pacific, which controls Algoma and Cominco. 
For a detailed examination of the importance of ferrous scrap, see McMullen and Pope 
(1982). 
Statistics Canada, Employment, Earnings and Hours, cat. no.72-202 (Ottawa: Statis-
tics Canada). 
Ibid.; the industrial aggregate is $390; the manufacturing average is $434; and the iron 
and steel industry average is $577. 
Reported in The Wall Street Journal (May 17, 1983), ("Steel's Management Has Itself 
to Blame," by T.F. O'Boyle). 
See Prehearing Brief of the Canadian Steel Industries Committee, Before the United 
States International Trade Commission, Inv. No. TA-201-51, Washington, D.C., May 
3, 1984, p. 10. 
See Algoma, Atlas, Dofasco and Stelco, The Canadian Steel Industry and the Future 
of the Automotive Industry in Canada, a submission to the Minister of Industry, 'Dade 
and Commerce (Ottawa, April 1983), p. 14. 
Ibid. 
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6 

Technology Diffusion 
A Survey of Canadian Evidence and 
Public Policy Issues 

D .G . MCFETRIDGE 
R.J. CORVARI 

The purpose of this paper is to survey the evidence on the diffusion of 
technology, particularly as it relates to Canada, and to describe recent 
policy measures bearing on the diffusion of technology to and within 
Canada. Our discussion of technology diffusion studies relating to other 
countries is brief, both because there is a great deal of Canadian material 
to cover and because much of the literature has been surveyed by Gold 
(1981), Kamien and Schwartz (1982), Stoneman (1983) and Mansfield 
(1985). 

Technology diffusion is simply the spread of technology from its 
source — the inventor or innovator — to its users. This spreading pro-
cess is often quite slow, with lags occurring between the time a tech-
nology appears (or is patented) and the time it is first commercialized, 
and between the first and second commercialization, the second and 
third or later commercializations. 

The pattern of adoptions of a new technology over time can be studied 
from a number of different perspectives. One can study the diffusion of a 
new technology within the firm. An example would be the spread of 
diesel locomotives within various railway companies (Mansfield, 1968). 
A more common perspective is that of the industry, wherein the spread 
of a new technology can be measured over time. Examples would be the 
spread of hybrid corn among corn growers (Griliches, 1957) or the spread 
of electronic data processing within the insurance industry (Globerman, 
1984). The rate at which an innovation spreads within an industry is 
called an intra-industry diffusion rate. 
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When either the firm or the industry is used as a unit of observation, it 
can also be determined whether there are systematic differences 
between the characteristics of firms or industries which adopt early or 
late and diffuse quickly or slowly. Were the first firms to use numerically 
controlled (NC) machine tools bigger or were their managers better 
educated than those of the later adopters (Globerman, 1975)? Were the 
more competitive industries those in which NC machine tools spread the 
fastest (Romeo, 1975)? Diffusion within an industry can also be exam-
ined on a geographic or jurisdictional basis. The characteristics of early 
and late adopting or fast and slow diffusing jurisdictions or regions can 
then be compared. A good example of this type of work is that of Oster 
and Quigley (1977) on innovations in the building industry. 

Another perspective is that of the national economy. The nation as a 
unit of observation can be used in measuring the speed at which tech-
nology diffuses internationally and in comparing the characteristics of 
early and late adopting countries or countries with fast and slow internal 
diffusion rates (Swann, 1974; Nasbeth and Ray, 1974; Mansfield et al., 
1982). It was the comparison of intra-industry diffusion rates in Canada 
with those (for the same technology) in other countries which led Daly 
and Globerman (1976) to argue in favour of a greater emphasis on 
policies to assist diffusion. 

Inter-industry diffusion can be examined from a national perspective 
by measuring the flow of technology from source to using industries. 
Recent attempts to measure these flows (Hartwick and Ewen, 1983; 
Postner and Wesa, 1983; Seguin-Dulude, 1982) can be viewed as having 
been motivated by a desire to find the sectors which are in some sense 
"responsible" for economy-wide (total factor) productivity growth. 
Associated with this has been an attempt to redefine a high-tech industry 
as one which either generates or applies new technology. Finally, inter-
industry diffusion studies can tell us something about the spillover or 
externality associated with research and development (Scherer, 1982a; 
Griliches and Lichtenberg, 1984). 

The study begins with a short discussion of some theoretical problems 
associated with discerning the pattern of diffusion over time. It then 
proceeds to the discussion of the evidence on intra- and inter-industry 
diffusion, both national and international, and to an examination of the 
diffusion process from government to industry. This is followed by a 
summary and assessment of the policy debate on each of these topics 
and a short concluding section. 

Intra-Industry Diffusion 

In this section, we review the literature on the diffusion of technology 
within industries. In particular we examine: 
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the theory underlying the decision to adopt a certain technology and 
the measurement of its diffusion; 
the evidence on the rate of diffusion in Canadian service and manufac-
turing industries and in comparable foreign industries; and 
the evidence on the characteristics of firms or organizations which 
adopt early and of industries in which innovations are diffused 
quickly. 

Theoretical Background 

The decision to acquire a new technology is an investment decision and 
as such depends ultimately on profitability. As Stoneman (1983) shows, 
profit-maximizing investment behaviour in the presence of adjustment 
costs can generate an adoption pattern (within the firm) such that the 
proportion of output produced with a new technology follows an S-
shaped curve (a sigmoid) over time. This pattern need not result if the 
price of the innovation changes over time or if there is strategic interac-
tion at the market level among the various potential adopters 
(Reinganum, 1981, 1983). 

There are a number of S-shaped curves which may be used to describe 
diffusion patterns. Two of the most common are the logistic curve and 
the Gompertz curve. As demonstrated by Dixon's (1980) reassessment 
of Griliches' pioneering work (1957) on the diffusion of hybrid corn, the 
inferences drawn regarding the rate of diffusion depend on the particular 
S-curve assumed for empirical purposes.' 

Once an S-curve has been chosen, there are operational problems 
associated with its estimation. In particular, estimates of the rate of 
diffusion depend on what is assumed to be "full" diffusion. In most 
cases, a technology is not adopted by 100 percent of the firms classified 
to a particular industry. Different estimates of the diffusion rate are 
obtained depending on whether it is assumed that the maximum propor-
tion observed or 100 percent or something in-between constitutes full 
adoption. Since "full" adoption will vary across industries and coun-
tries, inter-industry and international comparisons of diffusion rates are 
problematic. 

The problems encountered in the international comparison of national 
diffusion rates are illustrated in the example of the diffusion of the basic 
oxygen process in Canada and the United States. Two Ph.D. theses have 
been written attempting to explain the relatively early adoption of the 
basic oxygen process in Canada and its quick diffusion in the years 
immediately following its adoption (De Melto, 1970; Bauman, 1971). 
Although the role of scale is agreed upon by all (Economic Council of 
Canada, 1983, p. 55; Oster, 1982, p. 52), the oligopolistic nature of the 
U.S. industry and the progressiveness and exposure to international 
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competition of the Canadian industry are also adduced as explanations. 
The impressions of backwardness of the U.S. steel industry and progres-
siveness of the Canadian one were based on observations taken at a 
relatively early stage of the diffusion process in both countries. If 
judgments were formed on the basis of diffusion curves estimated with 
ten years' worth of additional data, would they differ? 

The answer is given in Table 6-1 and it would have to be yes. The earlier 
assessments of the comparative records of the U.S. and Canadian steel 
industries were based on the diffusion of the basic oxygen process from 
1955 until the late 1960s. A logistic curve estimated with data running up 
to the late 1970s implies that the average annual diffusion rate has been 
twice as high in the United States as in Canada. This is not to say that the 
Canadian industry is not progressive. Litvak and Maule, in their study in 
this volume, make a persuasive case that it is. Nor is it an attempt to 
discredit two excellent studies of the early history of basic oxygen in 
North America. It is simply to demonstrate that inferences can vary with 
both the proportion and the stage of the diffusion process observed. 

Our results also serve to illustrate the other points we have made. We 
assume two alternative "full" diffusion proportions — 100 percent and 
70 percent. It is evident that the estimated diffusion rate depends on 
which assumption is made. In this case, the lower the "full" diffusion 
proportion that is assumed, the lower the estimated diffusion rate.2  The 
problem is thus one of deciding what full diffusion is for each country 
examined. This can be determined with certainty only after the next 
generation of technology has begun to be adopted. 

Finally, the estimates reported in Table 6-1 differ markedly depending 
on whether the estimation technique used is ordinary or weighted least 
squares. The latter is the appropriate estimation technique but it was not 
used in a number of early studies.3  

Intra-Industry Diffusion Rates: 
Canada Versus Other Countries 
Virtually all of the work comparing the rate of diffusion of a given 
technology within Canadian industry with the rate of diffusion in the 
same industry in the United States or other foreign countries has been 
done by Globerman (1975a, 1975b, 1976, 1981, 1984). A summary of the 
comparisons he makes and his conclusion in each case is presented in 
Table 6-2. 

In general, Globerman finds that adoption of new technologies pro-
ceeded more slowly in Canada than in the United States (or, in one case, 
Europe). He is able to draw relatively firm conclusions for the three 
manufacturing industries examined. In the case of numerically con-
trolled (Nc) machine tools in the tool and die industry, there was both an 
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international diffusion lag (first adoption was later in Canada than in the 
United States and other countries — see Table 6-3) as well as a domestic 
diffusion lag. Specifically, given the use of NC machine tools by 25 per-
cent of the eligible firms in both countries, the proportion of users would 
have increased by 10 percentage points a year in the United States and 
by under 2.5 percentage points per year in Canada. , 

In the case of tufting machines, there was again both an international 
and a domestic diffusion lag. In the case of special presses, there was no 
international diffusion lag but there was an "apparent" domestic lag. 

In his more recent studies of the diffusion of electronic data processing 
(EDP) in five service industries, Globerman is able to draw a firm 
conclusion in one case. Diffusion of EDP was slower in Canadian hospi-
tals than in U.S. hospitals. Approximately 65 percent of U.S. hospitals 
were using EDP in some fashion in 1979 and only 30 percent of Canadian 
hospitals in 1978 (1981, pp. 20-21). In the other cases involving libraries, 
department and variety stores, retailers and wholesalers and insurance 
companies, either the differences were not large or the data did not 
permit a firm conclusion. 

Data limitations are severe here. In only one case (NC machine tools) 
did Globerman have sufficient data to estimate a diffusion curve. In 
some cases (department stores, retailers and wholesalers), comparisons 
are based on one observation for each country. In cases such as these, a 
low proportion of Canadian organizations using a particular technology 
is consistent with all combinations of international and domestic diffu-
sion lags except early first adoption and fast diffusion (that is, it could be 
a consequence of late first adoption but fast domestic diffusion, or of 
early first adoption but slow domestic diffusion, and so on). Each 
combination implies a different policy response.' 

The slower diffusion of NC machine tools in the Canadian tool and die 
industry is attributed by Globerman (1975b) to differences in competi-
tion, information availability, proximity to suppliers, wage rates and firm 
size between the two countries. In their investigation of the diffusion of 
the same technology in six countries, Nasbeth and Ray (1974) find that 
diffusion rates depended on wage levels, financing possibilities, manage-
ment and union attitudes and the "condition of the market." 

Characteristics of Early Adopters: Canadian Evidence 
As Table 6-3 indicates, the Canadian evidence is that foreign ownership 
tends to increase the probability of early adoption of both special presses 
in the paper industry and NC machine tools in the tool and die industry. 
The probability of early adoption of NC machine tools tends to increase 
both with R&D intensity and firm size in the tool and die industry but, in 
the case of the latter, not continuously.5  
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Dependent 	probability of 
variable 	adopting by 1969 

probability of 
adopting by 1972 

probability of 
adopting by 1970 

TABLE 6-3 Factors Determining the Probability of Early Adoption of a 
Specific Technology in Manufacturing Firms 

Technology 	Special Presses 	Numerical Control Numerical Control 

Industry paper industry 
(Canadian) 

tool and die 
(Canadian) 

tool and die 
(United States) 

Independent 
variables 

foreign ownership 
)a 

R&D (—) 

average age of 
machine in 
1965 ( — ) 

number of 
machines 
operated in 1965 
( —) 

proportion of 
newsprint to total 
output in 1965 

)a 

foreign ownership 
( —) 

 

 

R&D( + )b 

age of president 
of firm ( + )a 

education of 
president ( +) 

firm size 
(number of 
employees in 
1972) ( + 

age of president 
of firm ( — ) 

education of 
president ( + )b 

firm size 
(number of 
employees in 
1972) ( + )a 

years the manager 
knew of NCM( + ) 

number of people 
in firm who had 
to approve 
decision to adopt 

Source: S. Globerman, "Technological Diffusion in the Canadian Tool and Die Industry," 
Review of Economics and Statistics 57 (1975): 428-34; idem, "New Technology 
Adoption in the Canadian Paper Industry," Industrial Organization Review 4 
(1976): 5-12; and A.A. Romeo, "Inter-industry and Inter-firm Differences in the 
Role of Diffusion of an Innovation," Review of Economics and Statistics 57 
(August): 311-19. 

Statistically significant at 5 percent level. 
Statistically significant at 10 percent level. 
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Characteristics of early adopters in the service industry are given in 
Table 6-4. The probability of early adoption increases with organization 
size in three cases. Various indexes of the receptiveness of management 
to change and of organizational slack were statistically significant in two 
cases and one case, respectively. 

In general, although the direction of causality is not always clear, early 
adoption tends to be facilitated by larger size, R&D expenditures, foreign 
ownership, and various measures of organizational receptivity to 
change. There is not much support, however, for the hypothesis that 
early adoption would be facilitated by more or better management 
education. In this regard, Globerman (1985) concludes: 

While a few available studies provide direct evidence that more educated 
managers are quicker to adopt new technology than their less educated 
counterparts, a substantial proportion provide only indirect support for the 
adaptability hypothesis, or (in fact) no support at all. 

While management education may have little influence on diffusion 
rates, other forms of education or the education levels of other parties in 
the diffusion may be relevant. Some findings in this regard are discussed 
in the next section. 

Determinants of Infra-Industry Diffusion Rates and 
Characteristics of Early Adopters: Foreign Evidence 

Major foreign studies in this area include one by Mansfield (1968) which 
examines inter-industry differences in intra-industry diffusion rates. 
Mansfield finds that the diffusion rate tends to be greater: (a) the more 
profitable the innovation; (b) less durable its capital stock (for embodied 
innovations); and (c) the greater its rate of sales growth and capacity 
utilizaton. 

Romeo (1975) compares the respective rates of diffusion of NC 
machine tools in ten industries and finds that the diffusion rate within 
industries is an increasing function of average firm size, the average 
profitability of the innovation, average R&D and the number of firms in 
the industry. 

Rappoport (1978) and Russell (1979) study the adoption of EDP and 
other innovations (intensive care, radioisotopes, and so on) in U.S. 
hospitals. Both find that hospital size is the major factor contributing to 
early adoption. 

Oster (1982) investigates the determinants of the probability of early 
adoption of the basic oxygen process by U.S. steel firms and find that it 
is greater when the cost saving to the firm involved was greater, espe-
cially for smaller firms. 

Hannan and McDowell (1984) investigate the determinants of the 
probability of early adoption of automatic teller machines by U.S. 
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banks. They find that early adoption is more likely (a) for larger banks; 
(b) the greater the retail orientation of the bank; (c) the higher the wage 
rate prevailing in the market served by the bank; (d) if the bank is owned 
by a holding company; and (e) if branching is not allowed but off-premise 
automatic tellers are. 

Wozniak (1984) investigates the influence of a farmer's education level, 
experience and contact with extension services, and of farm size on the 
probability of adopting the feed additive monensin sodium (AMS) and 
the complementary technology of implanted growth hormones (imPT) 
prior to 1976. Using a methodology which recognizes the simultaneity of 
the two adoption decisions, Wozniak finds that farmer education 
increases the probability of AMS adoption but exerts no direct influence 
on IMPT adoption.6  The marginal effect of education on the probability 
of AMS adoption becomes negative, however, after 11.6 years of educa-
tion. Wozniak finds that experience exerts no effect on the probability of 
adopting either technology, while the frequency of contact with exten-
sion workers (which should also be jointly dependent) has a positive 
direct effect on the probability of AMS adoption. Farm size exerts a 
positive effect on both probabilities of adoption until the farm sizes of 
approximately 900 to 1000 cattle slaughtered per year are reached. 

Intra-industry diffusion can be measured on a geographic as well as on 
a firm (or organization) basis. Oster and Quigley (1977) take this 
approach in their analysis of the diffusion of innovative building tech-
niques. They find that a jurisdiction is more likely to allow these innova-
tions: (a) the better educated its chief building official; (b) the smaller 
the proportion of unionized workers; (c) the greater the demand pres-
sure on the housing market; and (d) the larger the average size of 
building firms in the jurisdiction (p. 374).7  

Some General Conclusions 
It is stating the obvious to say that an innovation diffuses faster the more 
profitable it is and that it is adopted first by the firms finding it the most 
profitable. Profitability depends variously on wage rates (for labour-
saving innovations), output mix, the nature of the existing production 
technology and the durability of productive assets. 

Firm or organization size often, although not always, exerts a positive 
influence on the speed of adoption. This positive influence does not 
necessarily prevail across all organization sizes. To the extent that it 
does exist, it may reflect some or all of: (a) the ability to diversify risk; 
(b) economies of scale in information gathering (shopping); and (c) the 
scale bias of the innovation in question. The latter factor is emphasized 
by Globerman (1981) in his assessment of the role of size. 

Whatever the basis for its influence, the size effect can be quan-
titatively important. Our calculations imply that nearly half the differ- 
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ence between the average lag in the adoption of NC machine tools in 
Canada and the United States would be eliminated if Canadian firms 
were as large as U.S. firms .8  

The relevance of other factors depends on the circumstances. A past 
history of technical receptiveness is important (but it is not an explana-
tion). R&D can be important but may be either a cause or a consequence 
of early adoption. The competitive environment can matter. Both 
Globerman (1981, p. 5) and Kamien and Schwartz (1982, p. 102) conclude 
that there tends to be a negative relationship between the diffusion rate 
and industrial concentration. Foreign ownership can contribute to early 
adoption and, perhaps more importantly, does not seem to have hin-
dered it. 

Basic education can matter, but more is not always better. Moreover, 
as the more sophisticated representations of the diffusion process are 
now showing, more education can reduce the marginal effects of other 
factors such as experience and the activities of extension services on the 
speed of diffusion. These features of the environment must be examined 
together before policy conclusions can be drawn. 

Management education may not matter, but it is hard to disentangle its 
influence from that of firm size. Management incentives do matter, as 
indicated by the differences between private and public sector U.S. 
hospitals cited by Globerman (1981, p. 20). 

The education of regulatory officials also appears to matter, as does 
the regulatory process itself. Interest group pressures have hindered the 
diffusion of new technologies, at least in the building industry. Olson 
(1982) argues that this will occur with increasing frequency as more 
interest groups become entrenched in our society. 

International Diffusion 

A good discussion of the recent literature appears in the study by 
Mansfield in this volume. The purpose of this section is to provide some 
complementary material on the measurement and magnitude of interna-
tional diffusion lags, and on the effect of national characteristics and 
policies on international diffusion lags. 

International Diffusion Lags 

Evidence on international diffusion lags can be derived from large 
sample surveys such as those conducted by De Melto et al. (1980), 
Mansfield and Romeo (1980), and Vernon and Davidson (1979), or from 
collections of studies of individual technologies such as that of Nasbeth 
and Ray (1974). 

The evidence from the large databases is summarized in Table 6-5. The 
diffusion lag of the ith country is defined as the number of years between 
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the first commercial use of an innovation anywhere in the world and its 
first commercial use in the ith country. 

The data reported in Table 6-5 have two major implications. First, the 
mean transfer lag is much shorter for intra-corporate transfers than for 
arm's-length (market) transfers. The reasons for this are discussed later 
in this paper. Second, given the transfer mode, the diffusion lag to 
Canada was never slower (on average) than to other developed coun-
tries. Indeed, in some cases — such as (a) the comparison of intra-
corporate transfers to Canada and Europe using the Vernon-Davidson 
data; and (b) the comparison of arm's-length transfers to developed 
countries using the Economic Council (1983) and Mansfield and Romeo 
(1980) data — the diffusion lag to Canada was much shorter. 

International diffusion lags have also been measured in individual 
case studies.9  Nasbeth and Ray (1974) measure diffusion lags for a 
number of technologies and countries, not including Canada. Using 
several sources, we are able to calculate the diffusion lag to Canada for 
some of the technologies studied in their report. The results are given in 
Tables 6-6 and 6-7. The United States is not included in the table by 
Nasbeth and Ray upon which this work is based. As a consequence, 
absolute diffusion lags are understated in some instances. Inferences 
can be made, however, as to relative diffusion lags. 

The tables indicate that long diffusion lags are not or at least were not 
uncommon. The first Canadian adoption was relatively early in the cases 
of basic oxygen furnaces, hot wide strip mills and special presses. It was 
relatively late in the cases of continuous casting and shuttleless looms. 
In the other cases, the diffusion lag to Canada was close to the mean lag. 

Differences in diffusion lags can often be attributed to technology-
specific factors. The suitability of the basic oxygen process to relatively 
small producers (Oster, 1982, p. 52) may have contributed to its early 
adoption in Canada. The large minimum scale associated with the float 
glass process (Nasbeth and Ray, 1974, p. 211) may explain its relatively 
late transfer to Canada. The relatively small size of the Canadian market 
may also have been relevant in such industry processes as continuous 
casting. There may also have been other general factors at work, such as 
the absence of information. This receives further discussion below. 

A final case study of note is of synthetic rubber (Swann, 1973). In this 
case, initial adoption in Canada came in 1940, one year after adoption by 
the leader (the United States) and approximately ten years earlier than 
adoption in most European countries. This lag pattern can be attributed 
in large measure to the strategic importance of synthetic rubber during 
World War u. 
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TABLE 6-5 Alternative Estimates of the Mean International 
Diffusion Lag, 1960-79 

Mean Lag Observations 

Multinational Enterprise Database 

Canada 

(years) 

Intra-corporate 6.93 115 
Arm's length 10.00 7 
Both 7.11 122 

Europe 
Intra-corporate 10.27 340 
Arm's length 10.86 116 
Both 10.42 456 

Rest of the World 
Intra-corporate 11.01 323 
Arm's length 12.40 233 
Both 11.70 556 

Economic Council database 

Canada 
Intra-corporate 5.80 37 
Arm's length 8.80 19 
Both 6.94 56 

Mansfield and Romeo 

Overseas developed countriesa 
Intra-corporate 5.8 27 
Licensing/joint ventures 13.1 26 

Less developed countries 
Intra-corporate 9.8 12 

Source: Estimates made by the authors of this paper using the Multinational Enterprises 
Database (see R. Vernon and W.H. Davidson, "Foreign Production of Tech-
nology-Intensive Products by U.S.— based Multinational Enterprises," Working 
Paper (Boston: Harvard University Graduate School of Business, 1977)) and the 
Economic Council Database (see D.P. De Melto, K. McMullen and R. Wills, 
"Innovation and Technological Change in Five Canadian Universities," Eco-
nomic Council of Canada Discussion Paper 176 (Ottawa: The Council, 1980); 
E. Mansfield and A. Romeo, "Technology 11-ansfer to Overseas Subsidiaries by 
U.S.—based Firms," Quarterly Journal of Economics (December 1980): 
pp. 737-50. 

a. Including Canada. 
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An alternative way of measuring the international diffusion lag is in 
terms of the number of prior adoptions. A nation may, for example, 
adopt a technology only two years after its first world use but be the 
tenth nation to do so. This may imply something about the potential 
rents available from the adoption of this technology. Also, given the 
apparent compression of the diffusion process, it is useful to measure it 
in two dimensions — years since first world use and number of prior 
foreign transfers. 

The number of prior transfers of technologies transferred to Canada 
and western Europe, respectively, during the 1949-78 period are 
reported in Table 6-8. The data are on new product technologies and 
relate to arm's-length and internal transfers by U.S.— based multina-
tionals. As the table indicates, Canada stood relatively high in the 
transfer order compared with western Europe until 1960. Since that time, 
however, the two have been on a virtually equal footing. 

These data also hint at something else. The number of prior transfers 
associated with the average transfer to either Canada or western Europe 
has increased markedly since 1965. This is one indication of the com-
pression of the diffusion process or what Vernon (1977) calls the com-
pression of the product cycle. 

Mansfield (1985) also documents the existence of this phenomenon. 
Elsewhere, Mansfield (1984) details the manner in which the product 
cycle has in fact been compressed. As far as new product technologies 
are concerned, he finds that the traditional pattern of exporting the 
product initially and subsequently exporting the underlying technology 
to affiliates or licensees no longer existed by the mid-1970s: 

Based on our data, the "export state" of the product cycle has often been 
truncated and sometimes eliminated. Particularly for new products, firms 
frequently begin overseas production within one year of first U.S. introduc-
tion. (p. 137) 

TABLE 6-8 Average Transfer Order, New Product Transfers to Canada 
and Western Europe, 1949-78 

Canada 	 Western Europe 
Average 	 Average 
Number of 	 Number of 

lbtal 	Prior 	 Total 	Prior 
Transfers 	Ikansfersa 	Transfers 	Transfers 

1949-52 5 1.4 21 2.8 
1953-56 17 1.5 21 3.4 
1957-60 23 1.9 50 3.1 
1961-64 45 2.1 115 2.9 
1965-68 32 2.8 142 2.6 
1969-73 27 3.1 76 3.3 
1974-78 13 4.9 93 5.1 

Source: Estimates made by the authors using the Multinational Enterprises Database. 
a. A value of 1 would imply one prior foreign transfer, etc. 
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This finding does not extend to new process technologies, which tend 
not to be transferred either to affiliates or licensees but rather are 
embodied in exports of goods and services during the early years of their 
existence. 

The existence of a product cycle implies a positive relationship 
between the age of a technology and the number of times it has been 
transferred. The compression of the product cycle or diffusion process 
implies that the number of prior transfers of a technology of a given age 
has increased over time, especially since 1965. 

We have been able to confirm both the relationship between age and 
prior transfers and its change over time, using the multinational enter-
prises database.1° Our statistical results are reported in Table 6-9. They 
imply that the relationship between age and prior transfers has rotated 
upward over time for both Canada and western Europe since 1965. 

We also examine statistically the behaviour of the average transfer lag 
to Canada, using the Economic Council database." The Council did not 
collect data on prior transfers, so instead we must examine the rela-
tionship between the age of a technology at the time of transfer and the 
year in which the transfer occurred. We also examine the trend of 
imitation lags over time. 

Our statistical results imply that neither transfer lags nor imitation lags 
declined over the 1960-79 period.12  These results, taken in conjunction 
with our findings on the relationship between age and prior transfers, 
imply that while the age of new technologies entering has remained 
unchanged, Canada's position in the transfer order has slipped. Given its 
privileged status with respect to U.S. technologies in the postwar 

TABLE 6-9 Estimates of the Relationship Between Age 
and Prior Transfers 

Coefficient (t-ratio) 
hiPTi =lnao  + ailnAti  + a2t 

Canada Western Europe 

(1n)a°  0.051 0.166 

a1  0.235 0.352 
(3.96) (9.49) 

a2 0.061 0.017 
(4.11) (2.22) 

R2  0.16 0.18 

n 163 528 

Source: Estimates by the authors. 
Notes: t= statistics in parentheses. t = 0 for transfers made between 1949 

and 1964, t= the year of transfer between 1965 and 1978 (1965 = 1). 
PTii= prior transfers of the ith technology at the time of the jth transfer. 
Au= age of the ith technology at the time of the jth transfer. 
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period, Canada's position could hardly do other than deteriorate as a 
consequence of both the compression of the product cycle and the 
increase in the extent to which technologies diffuse internationally. This 
is apparently what has happened. 

National Characteristics and Policies and 
International Diffusion Lags 

Early adoption of new technologies is a means to an end rather than an 
end in itself. The end is efficient resource use and it must be conceded, 
indeed emphasized, that resources can be wasted in the premature 
adoption of new technologies just as easily as they can be wasted 
elsewhere. Moreover, early adoption does not necessarily imply that a 
technology will also be fully diffused earlier domestically. Indeed, 
Nasbeth and Ray (1974, pp.18-19) and Swann (1973) have both 
noted that domestic diffusion rates are generally faster in the countries 
that adopt late. 

Many of the determinants of the speed of adoption should be regarded 
as exogenous from a public policy point of view. This would include 
factor endowments — labour-saving innovations are adopted less 
quickly in lower-wage countries (Nasbeth and Ray, 1974, p. 305) — and 
industry mix — the early appearance of numerically controlled machine 
tools in Britain and the United States has been attributed to the relative 
importance of the aircraft industries in these two countries (Nasbeth and 
Ray, 1974, p. 309). 

Other factors are clearly amenable to and legitimate concerns of 
public policy. These would include market size (openness to trade), 
market structure, capital flows (openness to foreign investment), and 
information (information gathering and dissemination, including educa-
tion). 

Market size will matter for innovations which involve significant 
minimum scales of output or significant "set-up" costs. Daly and 
Globerman (1976, p. 95) argue that Canada's small, tariff-protected mar-
ket has retarded both the initial adoption and the domestic diffusion of 
scale-oriented innovations. 

Nasbeth and Ray (1974, p. 312) assign a significant role to the openness 
of the economy itself in encouraging early adoption: 

In the United Kingdom after the war, there was room for quite a few small 
and medium sized firms which did not maximize profits in the neoclassical 
sense — competition from abroad was not keen enough to weed them out. 
In Sweden, with among other things lower tariff barriers, this was not so. 
Out of a random sample of new processes introduced since the war, Sweden, 
being a small country,would not be expected to be the innovator of more 
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than a few. But it appears that a new process, once started in another 
country, spreads quickly in Sweden if experience seems promising; the 
relatively large foreign trade and heavy foreign competition together with 
the close contacts between Swedish firms (in associations and research 
work) lead to the rapid introduction of new technology. 

Swann (1974, p. 64) comes to the same conclusion. Mansfield et. al. 
(1982) investigate the influence of domestic market concentration on 
national imitation lags. They find a positive relationship between the two 
variables in the pharmaceuticals industry, a negative relationship in the 
plastics industry, and no relationship in semiconductors (p. 35). 

The relatively short transfer lags associated with intra-corporate 
transfers have been documented above. They have also been docu-
mented in a multivariate context for Canada by McMullen (1982). The 
source of this finding lies in a characteristic of the multinational enter-
prise. It is the efficient institutional form within which to transfer new, 
radical and relatively untried technologies (Davidson and McFetridge, 
1984). The implication of this is that restrictions on multinationals by 
host governments can have the effect of deterring or at least postponing 
the transfer of the most sophisticated technologies to the host country. 
In the simplest terms, if the intra-corporate mode is cut off, it may be a 
long time before the arm's-length alternative is sufficiently profitable to 
justify the transfer. 

This reasoning implies that, other things being equal, diffusion lags 
should be greater in the cases of countries which screen foreign invest-
ment or maintain equity controls. We conducted TOBIT analysis of the 
determinants of the order in which a country receives a specific tech-
nology and found that, given national, social, economic and demo-
graphic characteristics, countries which screen foreign investment 
extensively and/or maintain equity controls have a lower position in the 
transfer order.13  

In sum, there is at least some evidence to the effect that policies 
favouring free capital flows (at least in technologically oriented indus-
tries) reduce international diffusion lags. Information is also important. 
The relationship between education and intra-industry diffusion rates is 
discussed above. The role of government in supporting and participating 
in information gathering and dissemination arrangements is discussed 
below. 

Insofar as the evidence on international diffusion is concerned, both 
Mansfield (1985) and McMullen (1982) emphasize the association of 
domestic R&D expenditures with shorter transfer lags. This may reflect, 
in part, the role of R&D in making firms aware of the potential of 
technologies available abroad. 
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Inter-Industry Diffusion 
The previous section focusses attention on the rate at which a specific 
innovation is diffused within an industry and on the factors which 
determine that rate. In this section, we are concerned not so much with 
the rate of diffusion as with the pattern. We wish to describe the pattern 
of the flow of new technologies from their sources to their users. Are the 
sources of an industry's technology primarily within the industry? If 
they are not, do the technologies flow from customers or suppliers 
(vertical flows) or from unrelated industries (horizontal flows)? 

An understanding of the pattern of technology flows is important for a 
number of reasons. A government cannot assist the innovation process 
without understanding it. If most of the process improvements in indus-
try A have been the result of R&D embodied in machinery acquired from 
industry B, the best way to increase productivity in A may be to assist 
R&D in B. 

Similarly, direct intervention in the diffusion process presupposes a 
knowledge of the source of the new technologies which client firms 
might apply. If, for example, a firm's customers provide most of the ideas 
for product improvements, then they would presumably have a central 
role in guiding a diffusion program. 

Finally, there has been much dispute over what constitutes a "high-
tech" industry. Clearly, there can be two definitions of "high-tech" —
an industry that engages in a great deal of R&D or an industry that is a 
disproportionate user of goods and services with a high R&D content. 
The industries which qualify as "high-tech" may differ depending on the 
definition used. We defer for now the question of which definition, if 
either, has a role to play in public policy formation. 

Rosenberg (1982, pp.70-80) describes the complexity and subtle 
nature of inter-industry technology flows. At one extreme, the mere 
observation of a new technique being employed in one industry may 
inspire a number of similar or possibly quite different applications in 
other sectors. 

More tangibly, innovations may be a consequence of suggestions 
made by suppliers or customers in other industries. Often the sugges-
tions of customers are embodied in new models of an existing product. 
The cumulative effect of these changes may affect performance charac-
teristics profoundly while leaving the outward appearance of the product 
unchanged. 

Rosenberg calls this "learning by using" and cites the example of the 
DC-8: 

In this aircraft, operating energy costs over its life span on a per-seat mile 
basis have been reduced 50 per cent even though the basic configuration 
has remained largely unchanged and the modifications have been relatively 
unsophisticated compared to differences between aircraft types. Clearly an 
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important set of modifications involves the engines. . . . At the same time 
modifications of the wing profile have reduced the drag of the air-
craft. . . . Engine pylon design also underwent some modification. These 
variations in the aircraft's geometry were motivated by the drag reduction 
and increased fuel economy they were able to provide. (p. 127) 

The role of the customer, the airline in this case, is central: 

In the case of embodied learning, the role of final product users (airlines) is 
very important in product differentiation and modification. . . . As a result 
of the actual use of the aircraft, learning also takes place concerning design 
aspects and many factors that affect the operating costs of a new model 
airplane. (p. 125) 

While the flow of technology from industry to industry can take the form 
of ideas and suggestions, most investigators have focussed their atten-
tion on technological changes which are embodied in the goods and 
services purchased by one industry from another. Technological 
improvements embodied in capital goods such as textile machinery, 
electric power generation equipment, or pulp and paper machinery have 
been the basis for much of the increase in productivity observed in the 
textile, electric utility, and pulp and paper industries. Improvements in 
intermediate inputs such as fabrics have facilitated substantial product 
innovation in the clothing industry. New intermediate inputs such as 
plastics and aluminum have replaced steel in automobile and other 
production. Fibre optics are replacing copper in telecommunications. 
The list is endless." 

There are a number of approaches to the measurement of inter-
industry technology flows. The first concentrates on the flow of ideas, 
suggestions and know-how. The measurement technique is a sample 
survey of innovating firms wherein the latter are asked the source of 
either the idea or the technology underlying innovations they have 
introduced. This is the approach used by De Melto et al. (1980) for 
Canada, by de Bresson and Townsend (1978) and Pavitt (1983) for Brit-
ain, and by Allen et al. (1983) for Ireland, Mexico and Spain. 

Of the 283 innovations studied by De Melto et al., in 96 cases at least 
some of the technology came from outside the innovating firm. The 
technology came from the parent firm in 55 percent of these cases, from 
a supplier or customer in 19 percent, from a consultant in 11 percent, and 
from an unaffiliated joint venture partner in 9 percent of the cases. The 
remaining sources were unspecified. 

Allen et al. find that the ideas for innovations came from a firm in the 
same industry in 23 percent of the cases, from a supplier or customer in 
35 percent of the cases, from trade fairs and trade or other publications 
in 22 percent of the cases, and from firms in other (not vertically related) 
industries in only 2 percent of the cases. 
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Pavitt's survey covered 2000 technical innovations introduced in Brit-
ain between 1945 and 1979. Pavitt notes but does not quantify the flow of 
innovations from the manufacturing sector to other sectors. The most 
important flows were from the chemical industry to agriculture, from the 
machinery industry to mining and construction, from motor vehicles to 
transportation and government, from electronics to transportation and 
government, from instruments to mining, medical services and govern-
ment, and from pharmaceuticals to medical services. 

Pavitt calculates the ratio of innovations produced to innovations used 
for individual manufacturing industries. The ratio of production to use 
ranges from 0.23 in the textile industry to 7.86 in the machine tools 
industry. Thus, the latter produced eight times as many innovations as it 
used. Other big technology exporters are the pharmaceuticals and the 
instruments industries (p. 121). 

De Bresson and Townsend, also using British survey data, construct 
an input-output table showing innovation sources and users (p. 51). 
Unfortunately, their industry grouping (including performance maximiz-
ing, cost minimizing and sales maximizing sectors) is not very useful 
from the standpoint of interpreting the innovation input-output coeffi-
cients they report. They do, however, confirm Pavitt's finding that inno-
vations originate in relatively few sectors but are applied rather more 
widely. 

In sum, the survey evidence emphasizes the importance of com-
petitors, suppliers and customers as sources of ideas and disembodied 
technology. It also shows that relatively few industries provide most of 
the embodied new technology. This finding is confirmed by the other 
measures of inter-industry technology flows, to which we now turn. 

A second approach to the measurement of inter-industry technology 
flows employs R&D intensity (R&D as a proportion of gross output) as a 
measure. The amount of technology produced within an industry is 
assumed to be proportional to its own or direct R&D intensity. The 
amount of technology flowing in from other industries is assumed to be 
proportional to an industry's indirect R&D intensity. The indirect R&D 

intensity of an industry is simply a weighted average of the R&D inten-
sities of the other industries in the economy. The problem is to determine 
the appropriate weights. Two methods have been used. 

The first is to use input-output weights. This method has been used by 
Hartwick and Ewen (1983) and Postner and Wesa (1983) in Canada, and 
by Griliches and Lichtenberg (1984) among others in the United States. 
It assumes that the benefits derived by industry A from R&D conducted 
by industries B and C are proportional to the (constant dollar) purchases 
of industry A from industries B and C. The R&D efforts of industries B 
and C thus flow through to A in the form of materials, services and 
capital goods sold by B and C to A. 
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A second set of weights have been derived from patent data by Scherer 
(1982a, 1984) in the United States. Ellis (1981) notes that a similar set of 
weights could be derived from Canadian patent data. Scherer derives his 
weights by having a sample of 15,112 U.S. patents coded by engineering 
and chemistry students to their industry of origin (the industry in which 
the invention occurred) and the industries in which use was anticipated. 

Canadian patents are routinely coded by patent examiners to industry 
of manufacture and industry of use. Industry of manufacture is the 
industry which is most likely to manufacture a patented product. It is not 
necessarily the industry in which this product was invented. For this 
reason the approach used by Scherer could not be duplicated at present 
with Canadian data. 

A final approach to the measurement of inter-industry technology 
flows makes use of what we might call indirect patents, as opposed to 
indirect R&D. This approach has been taken by Seguin-Dulude (1982). 
The latter takes as her measure of the flow of technology from industry j 
to industry i the number of patents (issued in 1978) for which j is the 
industry of manufacture and i is the industry of use. The within-industry 
flow of technology (for the ith industry) is the number of patents for 
which the ith industry is both the industry of manufacture and the 
industry of use. Scherer refers to this intra-industry flow as process 
innovations. The Canadian data report process patents separately. 

To summarize, inter-industry technology flows can be measured as 
flows of information, as flows of innovations from source to using 
industries, or as imputed R&D or patent flows. In the case of imputed 
R&D flows, the relative importance of any source industry to any using 
industry may be approximated with either intermediate input or patent-
based weights. 

Having described the measurement efforts of various investigators, 
we must now assess their implications. Three questions arise. First, 
what do these inter-industry technology flow measures tell us? Second, 
are they in broad agreement? Third, in what sense, if any, can one be 
regarded as superior to the others? 

These measures tell us, first, that the sources of innovation are con-
centrated in a few industries while use is much less concentrated. For 
example, four industries (machinery, electrical products, chemicals and 
other manufacturing) were the industry of manufacture in 80 percent of 
the patents issued in 1978. The four largest users (machinery, transporta-
tion equipment, electrical products and chemicals) accounted for 
49 percent of the use. 

All studies agree on the concentration of the sources of technology. 
They are also in broad but far from perfect agreement regarding the 
relative degree of dependence of various industries on external sources 
of technology (indirect R&D). The findings of four studies on this matter 
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(technology produced by the ith industry as a proportion of the tech-
nology produced and used by the ith industry) are reported in Tables 
6-10, 6-11, 6-12 and 6-13. 

In general, the industries providing the greatest fraction of their 
technological requirements are electrical products, machinery, chemi-
cals and miscellaneous manufacturing. The industries providing the 
least are construction, agriculture, forestry and fishing, and, in manufac-
turing, leather, food and beverages, and textiles. 

The Seguin-Dulude and Scherer (U.S. patent weights on R&D expen-
ditures) approaches produce very similar rankings of the degree of 
dependence on externally generated technologies. Neither matches the 
Hartwick-Ewen (input-output weights on R&D to gross output) measure 
or ranking very closely, although there is a statistically significant 
positive correlation between the Ewen-Hartwick and the Seguin-Dulude 
and Scherer measures respectively. The poorest match is between 
Pavitt's (innovation survey) and Hartwick-Ewen's rankings. Even here, 
the correlation is statistically significant. 

The differences in the rankings relate as much to differences in operat-
ing assumptions, such as those made about the industries to which R&D 

expenditures are to be allocated, as they do to differences in the methods 
themselves. For example, the relative importance of within-industry 
R&D in the communications (service) and the communications equip-
ment (manufacturing) industries would depend on the distribution of the 
R&D expenditures of Bell-Northern Research between these two indus-
tries. Under the Canadian patent (Seguin-Dulude) approach, the com-
munications (service) industry cannot be an industry of manufacture and 
is therefore the source of none of its technology, unless process patents 
are attributed to it. 

More fundamentally, the patent-based and input-output—based 
weighting schemes differ with respect to their treatment of capital goods. 
Patent weights treat a new machine the same as a new material input 
such as a fabric. Input-output tables do not report inter-industry flows of 
capital goods. The latter show up as "final demand" on the output side 
and as "depreciation" on the input side. Postner and Wesa (1983, Appen-
dix B) create their own input-output matrix of capital goods flows. 
Hartwick and Ewen do not include capital goods flows in their analysis. 

Patent-based measures will, of course, overweigh the importance of 
industries in which technology is patentable relative to those in which it 
is not or in which patenting is eschewed in favour of the common law 
protection to accorded know-how. Similarly, many technological 
improvements take place outside the ambit of formal R&D. All measures 
examined here are subject to distortions arising from these sources, 
unless the flows of know-how and informal R&D are proportional to 
patent and formal R&D flows. 
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Among the improvements which could be made in any of these meth-
ods would be the attribution of government R&D (i.e., in forestry or 
agriculture) to the industry to which it applies. This would raise the 
"within-industry" R&D component of these otherwise technologically 
dependent sectors. 

Descriptions of the complete pattern of inter-industry technology 
flows are provided by the source and use matrices reported by Scherer 
(1982a, Table 2) and Seguin-Dulude (1982, Annex B) and are not 
reproduced here. We provide the distribution of technology sources for 
the agriculture sector as an illustration. Scherer calculates that in 1974, 
the U.S. agriculture sector used $562 million in R&D. Of this, 29 percent 
came from farm machinery, 25 percent from agricultural chemicals, 
14 percent from motor vehicles, and 6 percent from pharmaceuticals. 
Seguin-Dulude's matrix reveals that of 392 1978 patents for which agri-
culture was the industry of use, 50 percent listed the machinery industry 
as the industry of manufacture, 18 percent listed the chemical industry, 
7 percent pharmaceuticals, 6 percent food and beverage, and 6 percent 
were pure process patents. 

The next issue is whether industry rankings of technological intensity 
differ when either indirect R&D or indirect patents are taken into 
account. The answer to this turns out to be an unequivocal no. The 
reason is that the industries which are the major sources of technology 
are also the major users of it. R&D-intensive industries tend to buy R&D-
intensive inputs. The most important destination of new technologies is 
not the non-technological using industries but the "high-tech" source 
industries.° All measures are in agreement on this matter. 

The final issue upon which these measures of inter-industry tech-
nology flows have a bearing is the existence of inter-industry technology 
spillovers. The implications of spillovers, their magnitude, and rela-
tionship with diffusion are discussed in a later section. 

Before leaving the subject of inter-industry diffusion, it is appropriate 
to comment briefly on the excellent work of Postner and Wesa (1983). 
Much of their study is taken up with the measurement of direct and 
indirect productivity growth. Their approach can be explained in terms 
of an automobile delivered to a consumer. They measure the decline in 
labour content of that automobile over time. This, simply stated, is the 
inverse of the growth in labour productivity in all industries contributing 
to the production and delivery of that automobile. Direct productivity 
growth is defined as productivity growth in automobile manufacturing 
itself. Indirect productivity growth includes productivity growth in the 
steel, rubber, plastics, metal mining, petroleum refining, and other 
industries representing upstream inputs and in transportation, whole-
saling, retailing and other industries representing downstream inputs. 
Thus, 58 percent of the productivity growth in the industries contribut-
ing to the delivery of an automobile occurred within the automobile 
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manufacturing industry itself over the 1961-76 period. The rest occurred 
in industries providing either upstream or downstream inputs (p. 16). 

The analysis of Postner and Wesa tells us not so much about tech-
nological flows as about how technological improvements in various 
industries combine to reduce the cost of a final good or service con-
sumed by households or government. It serves to remind us that tech-
nological improvements need not be diffused to the automobile manu-
facturing industry in order to benefit the ultimate users of automobiles. 

Diffusion from Government to Industry 

Commentators on Canadian science policy from the Lamontagne Com-
mittee (Senate Special Committee on Science Policy) in 1970 to the 
Wright Commission (Task Force on Federal Policies and Programs for 
Technology Development) in 1984, have maintained that too much Cana-
dian R&D is done within the government. The proportion of R&D per-
formed within the government has fallen in recent years but that is not 
the issue here. The issue is why the performance of R&D within the 
government rather than in industry makes a difference. One reason 
could be that the location affects the nature of the projects chosen. The 
Wright Commission is of the view that government laboratories fail to 
consult adequately with industry and that consequently the projects 
they undertake are often commercially irrelevant. The second reason is 
that while projects with commercial potential may be undertaken, their 
results are seldom transferred to potential industrial users. This prob-
lem, a failure of technology to diffuse from government to industry, is of 
obvious relevance to this study. 

Two major studies of the interaction between industrial firms and 
Canadian government laboratories have been published. The first, by 
Cordell and Gilmour (1976), is based on a questionnaire sent to 179 
industrial R&D performers in Canada. They found that 44 percent were 
aware of the current activities of government laboratories in their field of 
interest. Insofar as individual agencies and departments were con-
cerned, of a subsample of 80 firms, 41 percent were aware of the National 
Research Council's current activities and an additional 46 percent had 
made contact with the Council during the preceding five years. The 
respective percentages for the other agencies or departments were: 
Energy, Mines and Resources, 13 and 15 percent; Agriculture, 11 and 
11 percent; National Defence, 9 and 7 percent; Atomic Energy of 
Canada, 3 and 2 percent; Department of Communications, 2 and 2 per-
cent. Reasons given for failure to make contact with government labs 
were, that respondents regarded themselves as being self-sufficient in 
R&D and, that many respondents maintained only small R&D units which 
performed routine tasks (1976, pp. 296-297). 
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Some 19 of the 179 firms surveyed (10.6 percent) had attempted to 
develop, manufacture and market a product invented in a government 
laboratory. Of these, none were rated by the authors as being very 
successful, four were regarded as moderately successful, and four were 
deemed to have had little or no success. It was not possible to make a 
judgment in the other eleven cases (p. 307). The general opinion of the 
firms surveyed was that government laboratories do quality work but 
that fruitful interaction with them was impeded by: (a) their lack of 
market orientation; (b) their failure to understand how the commercial 
world operates; and (c) their lack of a sense of urgency (pp. 321-22). 

The second study was conducted jointly by the Department of Com-
munications and the Ministry of State for Science and Technology and 
was published in 1980. It examines the transfer of eight inventions from 
DOC labs to industry. Of these, seven are regarded as successful trans-
fers. Success is not defined explicitly but among the successes is a 
scanning electron microscope which has earned a "worldwide reputa-
tion," a low-cost earth (satellite) terminal whose sales have numbered in 
excess of 100, and Telidon (p. ii). Among the factors associated with 
success are: 

the development of personal contacts and professional relationships 
with technology recipients by means of research contracts and per-
sonnel exchanges; 
the choice of small to medium-sized high technology companies as 
recipients; 
an engineering orientation among government science and technology 
personnel; 
continuity of government science and technology personnel; 
support of senior government management; 
continued availability of government R&D support through to commer-
cialization; and 
government purchase of equipment developed by industry from trans-
ferred technology. 

The importance of interaction between government and industry per-
sonnel involved in science and technology is confirmed in a study by 
McFetridge and Bhanich Supapol (1984) of R&D funded by Transport 
Canada. In the opinion of those interviewed by the authors, the success 
of a transfer requires the involvement of the intended recipient from the 
outset of the project. Transfers are more likely to fail or simply not take 
place if potential recipients are confronted with a technology they had no 
hand in developing. 

The role of R&D-related procurement is emphasized in other studies —
for example, one by Nelson (1982). He argues that government participa-
tion in the development of proprietary technologies (either intramurally 
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or by contract) should be confined to areas in which it has a large 
procurement interest. 

Finally, the disposition of property rights is important. The right to 
technologies developed in the government or under contract to it is 
vested in the Crown. Industrial users generally have the status of non-
exclusive licensees. McFetridge and Bhanich Supapol (1984) find that 
this lack of exclusivity sometimes discourages commercialization by the 
contractors. 

The limited evidence from other countries is that government research 
and research institutes are not important sources of commercial innova-
tions. Allen et al. (1983) study the sources of the innovations of small 
manufacturers (fewer than 1000 employees) in five countries. Other firms 
(especially foreign firms) were the most prominent source of information 
leading to innovation. As Table 6-14 indicates, government research 
institutes were of trivial importance, except in the case of Ireland. 

TABLE 6-14 Sources of Ideas Leading to Innovations by Small 
Manufacturers 

Ireland Spain Mexico Brazil Australia 

(percent) 

Contact with 
domestic firms 

11.4 13.8 11.1 17.6 10.1 

Contact with 
foreign firms 

47.9 34.5 22.2 14.7 91.7 

Goverment 
research institutes 

14.0 0 0 2.9 2.9 

Trade fairs 6.4 17.2 0 2.9 2.9 

Publications 9.3 27.6 44.4 8.8 2.5 

Other 23.6 6.9 22.2 52.9 0 

Source: D. Allen, B. Hyman and D. Pinchney, "11-ansferring Technology to the Small 
Manufacturing Firm: A Study of Technology Transfer in Three Countries," 
Research Policy 12 (1983): 199-211. 

Evidence for Britain is reported by Pavitt (1983). He finds that the 
government conducted 26.3 percent of British R&D between 1970 and 
1979 but that it was the source of only 8.6 percent of industrial innova-
tions (p. 127). Of course, this funding could reflect a concentration by 
government labs on more research (universities conducted 14.1 percent 

of the R&D and were the source of only 1.5 percent of the innovations) or 
a poor choice of applied research projects or inadequate attention to 
diffusion. 
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Diffusion and Public Policy 

Government-to-Industry Diffusion 

The Lamontagne Committee (Canada, Senate Special Committee on 
Science Policy, 1972) was among the first to raise the concern that R&D 
performed by the government was not being effectively exploited — that 
is, not being diffused to potential users (p. 584). 

The federal government responded to this concern in two ways. First, 
what became known as the "make-or-buy" directive was issued in 1972. 
It stipulated that all new mission-oriented R&D of federal science-based 
departments be contracted out to service or industrial sector 
firms.While Bhanich Supapol and McFetridge (1982) note that the initial 
response across departments was uneven, with declines in contracting 
activity by such major players as the departments of Communications 
and Energy, Mines and Resources, the aggregate evidence reveals that 
the proportion of government-funded R&D performed by the government 
finally did begin to decline after 1978 and has declined by almost 10 
percent since then (see Table 6-15). 

TABLE 6-15 Federally Performed R&D as a Proportion of Federally 
Funded R&D, 1970-82 

Year Share 
(percent) 

1970 63.8 
1971 63.2 
1972 65.1 
1973 65.0 
1974 67.0 
1975 67.5 
1976 67.8 
1977 67.2 
1978 68.7 
1979 66.6 
1980 65.6 
1981 63.3 
1982 63.3 
Source: Statistics Canada, Historical Data Compendium, prepared for the Royal Com-

mission on the Economic Union and Development Prospects for Canada (Ottawa: 
Statistics Canada). 

The Wright Commission (Canada, 1984b) recommends that this pro-
cess proceed much further: 

In our view, R&D should only be done in-house when there is a need for 
secrecy or neutrality or when contracting-out is not cost-effective in the 
long-run. In-house R&D can also be justified by the need to develop scientific 
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competence in particular areas or by the need to maintain contacts with the 
international scientific community. In all other cases we believe the govern-
ment should attempt gradually to shift the bulk of its research requirements 
to outside contractors. (p. 31) 

The Doody Committee (Canada, Senate Standing Committee on 
National Finance, 1984) emphasizes the importance of selectivity in the 
contracting-out process. Recognizing that contracting itself is not a 
costless activity, the committee recommends: 

. . . that the administration of the government's contracting-out policy be 
examined to ensure that greater emphasis is given to contracting-out where 
the potential benefits are greatest. (pp. 441-45) 

Whether the transfer of government-funded R&D activities to the private 
sector has or will increase the utilization of the technologies which are 
developed is another question. The mere transfer of R&D activity to the 
private sector is clearly not sufficient to ensure commercial utilization. 
In their recent study of Transport Canada R&D contracts, McFetridge 
and Bhanich Supapol (1984) find that between 31 percent (project officer 
survey) and 37 percent (contractor survey) had involved at least some 
commercialization.16  Factors bearing on the probability of commer-
cialization included: (a) the property rights regime; (b) the technological 
contribution required from the contractor; (c) the source of the initiative 
for the project; and (d) the nature of the R&D. Specifically, commer-
cialization is more likely: (a) if regulation DSS 1036, which vests all 
rights to project results in the government, is modified or suspended; 
(b) if the contractor contributes a proprietary technology to the con-
tract; (c) if the contract is the result of an unsolicited proposal; and (d) if 
the contract is not issued pursuant to a regulatory mandate (pp. 65-67).17  

The second policy response to concerns about utilization of technolo-
gies developed within the government was a program to transfer 
research projects (in various stages of completion) out of government 
labs into industrial labs. The program was initiated in 1975 and is admin-
istered by the National Research Council (NRc) under the acronym PILP 

(Program for Industry/Laboratory Projects). As of the 1983-84 fiscal 
year, PILP was responsible for 138 projects, 64 of which involved the 
exploitation in industrial labs of technologies developed at NRC. The 
remaining projects involved technologies developed by other govern-
ment departments. The Wright Commission assesses PILP as one of two 
federal R&D support programs which "really work" (p. 9). 

Early in 1984, the. PILP program also became involved in assisting the 
transfer to industry of technologies developed in universities. Univer- 

212 McFetridge & Corvari 



sity-industry cooperation in the field of biotechnology also receives 
assistance under a separate program now administered under PILP 
(Canada, NRC, 1983-84, pp. 20-21). 

Provincial governments have also attempted to increase the commer-
cial utilization of research conducted within their respective jurisdic- 
tions. A program is underway in Saskatoon to transfer technology and 
university laboratories in that city to new or existing firms. Of 100 
possible ventures examined so far, five have resulted in the formation of 
new companies and six have resulted in new product lines at existing 
companies. The essential feature of the program is the creation of 
"business plans" for the commercial exploitation of new technologies. A 
similar program has been suggested for Halifax.18  

Neither contracting out nor transferring out will result in commer-
cialization if the technology concerned has no commercial potential. 
The actual commercial potential of government-supported R&D has been 
the subject of some study and debate, much of which has taken place in 
the United States. 

The historical contribution of defence-oriented R&D to the emergence 
and/or growth of the U.S. commercial aircraft, semi-conductor, compu-
ter, and pharmaceuticals industries has been documented by Nelson 
(1982), among others. Nelson's conclusion has some relevance for 
Canada. Put simply, he concludes that R&D related to defence or space 
should not be justified or administered on the basis of commercial 
spinoffs. Spinoffs can occur but are less likely to do so if projects are 
chosen and administered with an eye to commercial benefits (pp. 460-61). 

Insofar as potential commercial applications are concerned, Scherer's 
(1982a) analysis of federal R&D contract-related patents led him to con-
clude that: 

Most of the technology developed thereby, at least as discerned through our 
analysis of patent specifications, was specific to defence and space applica-
tions — e.g., jet engine ducting applicable only to fighter-type aircraft, 
radars that operated at military-blocked frequencies. (p. 242) 

In terms of R&D expenditures, Scherer concludes that of $6.77 billion in 
federally originated R&D, $4.8 billion or 71 percent had strictly military 
or space-related applications with the remaining 29 percent having some 
non-defence application (p. 243). 

The important conclusion for Canadians is that the drive for commer-
cial applicability should not obscure the fact that much government-
supported R&D, while socially productive, does not have an obvious 
commercial application. It is important that this R&D be effectively 
utilized by whatever agencies are charged with doing so. This should 
be taken into account when decisions are made as to who should per-
form R&D. 
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Intro-Industry Diffusion 

Concern with slow rate at which new industrial technologies are adopted 
by Canadian manufacturing firms can be traced to an influential study by 
Daly and Globerman (1976). Their argument runs as follows. (a) New 
technology is embodied in new physical capital such as machinery. 
(b) This new physical capital is subject to indivisibilities — that is, to 
minimum scale requirements. (c) This minimum scale requirement ren-
ders new capital equipment uneconomic to small producers who do not 
acquire it and therefore do not avail themselves of the latest technology. 
(d) Canadian producers are small because they produce solely for the 
tariff-protected domestic market. 

The evidence from the various case studies cited is consistent in demon-
strating slower adoption of capital-embodied innovations in Canada than in 
several other developed countries. In cases where the innovation was more 
capital intensive than existing techniques, thus requiring longer product 
lengths of run for efficient use, slower adoption reflected the impact of the 
domestic tariff on plant level production conditions. The experience of the 
carpet industry suggests that the anti-competitive effects of the tariff might 
retard the adoption of new techniques even when the innovations are less 
capital intensive than existing techniques. (pp. 97-98). 

The authors' argument regarding the influence of firm size on the adop-
tion decision holds for less capital-intensive technologies if the acquisi-
tion process itself (feasibility, evaluation, search) entails a significant 
minimum expenditure. Indeed, the existence of acquisition costs which 
decline over time is more consistent with what the authors have 
observed — that is, delayed diffusion — than capital indivisibilities 
which imply limited or no diffusion. 

The villain of the piece is the tariff. It sustains small producers for 
whom the new technologies are uneconomic and, in the authors' view, it 
attenuates the "competitive pressure" to reduce costs (p. 95). The 
remedy is a decrease in tariff protection. The result, which is likely to 
occur for reasons formalized by Harris and Cox (1983, pp. 63-90), is 
a decrease in domestic margins and an increase in length of produc-
tion runs. Barriers to the diffusion of new technologies which had been 
posed by indivisibilities — and lack of competition are reduced as a 
consequence. 

In a later study, the Economic Council of Canada (1983) also cites as a 
problem the slow diffusion of new technologies within both the manufac-
turing and the service industries. 

Our general finding is that new technology diffuses slowly into Canada from 
other countries. It also diffuses slowly from firm to firm and from region to 
region within the country. By "new technology" we mean new and 
improved products, processes and organizational structures. Although 
there are some exceptions, case studies show that often the process of 
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diffusion of technical change into and throughout Canada occurs more 
slowly than in other developed nations and not only in the manufacturing 
sector but in the service sector as well. Substantial benefits could be 
realized if the diffusion process into and throughout Canada were to be 
speeded up. We find that scope does exist for policies designed to achieve 
this. (p. 61) 

The analysis in the section on international diffusion might lead one to 
dispute the Economic Council's conclusions regarding the speed of 
diffusion into Canada from abroad; this issue receives further considera-
tion in the next subsection. The present concern is with the diffusion of 
new technologies within Canadian service and manufacturing industries 
and the rationale for the policies recommended by the Economic Coun-
cil to encourage faster diffusion. 

The Economic Council adopts the central conclusions of the Daly and 
Globerman study (1976), which were that diffusion was being inhibited 
both by tariff-induced short production runs and technology policies 
which emphasize the employment of domestic scientists19  rather than 
technological progress. This led to the Council's recommendations in 
favour of further trade liberalization (pp. 131-32) and a general recom-
mendation that federal and provincial policies toward technical change 
put greater emphasis on the adaptation of new techniques from abroad 
and their diffusion within Canada (pp. 80-81). 

More specific recommendations include, first, an admonition to both 
the federal and provincial governments to improve the rate of diffusion of 
best-practice techniques within the public sector. The methods sug-
gested include the provision of information and of incentives for public 
sector managers in hospitals, schools, and so on, to act on it. Second, 
the Economic Council recommends that trade associations take on a 
greater role in the collection and dissemination to their members of new 
ideas and technologies and that they be assisted in their efforts by the 
government. 

Perhaps in response to the concerns raised by Daly and Globerman 
and in anticipation of the recommendations of the Economic Council, 
there appears to have been an increase in the resources devoted by 
various levels of government to promote diffusion. In 1981, the National 
Research Council combined its industrial research assistance program 
(1RAP) and its technical information service, and began to expand the 
combined program. As of 1984, the field staff of industrial technology 
advisors totalled 121, of whom 74 were employed by provincial and other 
research institutes under contract to the NRC (1983-84 Annual Report, 
pp. 18-20). During the 1983-84 fiscal year, 2,540 projects received sup-
port and over 37,000 queries from industry were dealt with. 

At the same time, the federal government announced the establish-
ment of a series of technology centres, and the Ontario government has 
done likewise in setting up six technology centres with a total budget of 
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$100 million over five years for the purpose of providing information 
to small companies on currently available technologies (Grossman, 
1984, p. 41).20  

Testimony before the Doody Committee (Senate Standing Committee 
on National Finance) suggested that too many technology centres have 
been established and that insufficient attention had been paid to the 
identification of the needs these centres are to meet. This led the com-
mittee to conclude that: 

The Committee is concerned about the proliferation of technology centres 
in Canada supported by federal or provincial governments that may not be 
meeting identified needs. It recommends that the federal government, as a 
matter of urgency, examine its policies with respect to the support of 
technology centres, taking into account provincial government initiatives in 
this area, with a view to ensuring that the centre it supports clearly meets 
existing or potential needs of industry. (p. 43) 

The committee also heard evidence that there has been a parallel devel-
opment of both corporate and industry association activities with 
respect to the diffusion of the latest developments in manufacturing 
technology (p. 45). 

There has been little discussion of the effect of the tax system on 
diffusion. Machinery and equipment has been eligible for a two-year 
write-off for tax purposes since 1972 and for a 7 percent investment tax 
credit since 1978. There does not appear to be a bias against the acquisi-
tion of capital-embodied technology, at least when the comparison is 
with respect to other assets (such as buildings) and labour. 

Whether the tax system is biased in favour of indigenous R&D at the 
expense of diffusion, capital-embodied or otherwise, is another ques-
tion. Some investigators (McFetridge and Warda, 1983) conclude that 
the tax system favours direct R&D over R&D embodied in new machinery. 
Whether the tax system also favours direct over indirect disembodied 
R&D (the purchase of technology of know-how or its imitation) depends 
on the definition of R&D for tax purposes. 

Purchases of know-how or packages of technology can be expensed 
but are not eligible for special incentives. Expenditures made on adapt-
ing or copying (reverse engineering) would be eligible. This raises the 
possibility that copying might, in some cases, be inferior on a before-tax 
basis but superior on an after-tax basis. The result is inefficiency on a 
national and especially on a global basis. The same result will occur and, 
according to Daly and Globerman (1976, pp. 75-76), it has occurred, as a 
consequence of targetting R&D subsidies toward the research end of the 
R&D spectrum. 

As Pavitt (1983, p. 125) notes, the data collected by De Melto et al. 
(1980) show that the R&D component of imitations is almost as large as 
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the R&D component of innovations (55 percent versus 62 percent of total 
cost). Thus, innovations and imitations are accorded roughly the same 
treatment by the tax system. 

The R&D component of innovations based on externally acquired 
technology amounts to 45 percent of project cost, as opposed to 63 
percent for innovations derived from in-house technologies. The con-
finement of tax incentives to R&D may thus have an effect whether 
technologies are derived from internal or external sources. 

This raises the fundamental question of whether and how much the 
innovation support system should favour in-house technologies rather 
than technologies from external sources. This question is dealt with 
below. 

International Diffusion 

Early studies of the international diffusion of technology to Canada were 
concerned with the terms upon which technology was acquired rather 
than the speed with which it was acquired.21  This concern with the terms 
upon which Canada acquired technology from abroad was focussed in 
two areas. First, it was thought that Canada's intellectual property laws 
conferred too much market power on foreign patentees at the expense of 
domestic consumers and licensees. This concern was reflected in the 
1969 amendments to the Patent Act, which provided for compulsory 
licensing of imports of pharmaceuticals at a royalty rate fixed by the 
commissioner of patents. Prices of patented pharmaceuticals have fallen 
markedly as a consequence of this measure, combined with substitution 
rules imposed by provincial drug insurance plans. Compulsory licensing 
of pharmaceuticals is currently under scrutiny of the Eastman Royal 
Commission. 

Concern regarding the terms on which Canada was able to acquire 
new technology is also reflected in the recommendations of the Working 
Paper on Patent Law Review (Canada, 1976). Among its recommenda-
tions were: (a) more general compulsory licensing provisions for patents 
not worked in Canada; (b) introduction of the concept of exhaustion; 
(c) prohibition of unilateral grantbacks; and (d) prohibition of export 
restrictions (pp. 144,166-70). The Working Paper saw compulsory licens-
ing as a tool to effect the transfer of actual technologies to Canada 
instead of technologies embodied in imported goods. 

The concept of exhaustion means simply that a patentee's right should 
be exhausted once the patented good is sold. That is, the patent should 
not provide for restrictions on resale. In practical terms, this would allow 
for the arbitrage of any international price difference which discrimi-
nated against Canada. Canadians could purchase at the lowest price 
charged by the patentee anywhere in the world and import into Canada 
without infringing the Canadian patent. 
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A unilateral grantback is the assignment by a licensee of the rights to 
all technologies developed under license to the licensor. Unilateral 
grantbacks were thought to prevent Canadian licensees from developing 
an autonomous technological capability on the basis of technology 
acquired under license from abroad. 

There are two questions about these measures. First, are they produc-
tive from a Canadian point of view, as their proponents believe? Sec-
ond, if they are beneficial from a Canadian but not from a global point of 
view, should Canada still undertake them? 

The effect of compulsory licensing of pharamaceuticals has been to 
effect an income transfer from foreign patentees to Canadian consum-
ers. There has been no "supply side" effect in Canada because the 
pharamaceuticals in question are largely imported, whether they are 
subject to a compulsory license or not. Negative effects on Canada 
would be indirect and would include the retaliation against Canadian 
patentees by other jurisdictions and a general deterioration in the system 
of world intellectual property rights, which would presumably not be in 
the Canadian interest. 

Since a patent would probably be worked in Canada if it were the low-
cost production location, a general system of a compulsory licenses to 
work in Canada would have the effect of replacing a low-cost foreign 
source of the patented good with a high-cost local source. While a 
number of outcomes are possible, benefit to Canada is unlikely unless 
the compulsory license also provides for a concessionary royalty rate. 
Since in this case Canadian benefits are at the expense of the foreign 
patentee, the above discussion regarding retaliation again applies. 

Grantbacks and export restrictions will normally be the subject of 
bargaining between the patentee and a potential licensee. The right to 
export to the markets or to derivative technology can be acquired by the 
licensee at a price which the latter may or may not find profitable to pay. 
Prohibition of these terms effectively obliges the licensee to pay for 
these ancillary rights whether this is the most profitable course of action 
or not. The implication is that unless patentees are obliged to make rights 
to derivative technologies and export markets available at concession-
ary rates, the cost of the prohibition of grantbacks and export restric-
tions will be borne by domestic licensees. If concessionary rates are 
extracted, considerations regarding retaliation again apply. 

The essential conclusion here is that any benefits to Canada from 
changes in intellectual property rights come at the expense of foreigners. 
How far should Canada go in this direction? One answer would be to 
conform to the practices of the major industrial jurisdictions such as the 
European Economic Community, Japan or the United States. Many of 
the changes suggested in the Working Paper might be justified on this 
basis. 
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The second focus of concern has been the terms and conditions upon 
which multinational enterprises transfer technology to Canada. This 
concern is reflected in a series of studies by the Science Council, 
beginning with Innovation in a Cold Climate (1971) and culminating in 
Forging the Links (1979). 

The Science Council (1979) discerns two problems faced by firms 
wishing to import technology into Canada. First, technology imported 
by branch plants of foreign multinationals is often tied, in the Science 
Council's view, in the sense that it can only be used for domestic 
purposes. As a consequence: 

Possibilities for using imported technology to develop distinctive products 
within Canada for domestic use and to exploit export markets are therefore 
lost. (p. 54) 

Second: 

Because many indigenous Canadian firms are small and weak they are often 
not in a position to negotiate effectively with foreign firms to obtain tech-
nology on favourable terms. Consequently, Canada has generally been 
unable to capitalize on many of the opportunities afforded by purchased 
foreign technology for the creation of an indigenous technological 
capability. (p. 54) 

To improve the terms upon which Canadian firms (branch plant or other) 
are able to import technology, the Science Council recommends, first, 
that in return for the right to locate in Canada, multinationals be obliged 
to make technology purchases in Canada, to make advanced technolo-
gies available to Canadian firms on a licensed basis and to take on a 
Canadian equity interest or joint venture partner (pp. 54-55). Second, 
world product mandates are to be encouraged. Third, government 
assistance should be provided to give small Canadian firms the negotiat-
ing power to obtain access to technology on favourable terms. Fourth, 
the government should insist on offsets in the form of local orders and 
technology transfers in return for defence orders placed abroad (p. 55). 

With the exception of government participation in the negotiation of 
technology acquisitions, the other recommendations have been or were 
already incorporated, in some fashion, in public policy. The Foreign 
Investment Review Agency routinely extracts concessions, often 
involving technology, from investors.22  The Department of Regional 
Industrial Expansion has negotiated memoranda of agreement with 
multinationals, such as Pratt and Whitney and General Electric, which 
provide for some form of world product mandate. Offset provisions have 
been part of defence procurement arrangements for years. 

Daly and Globerman (1976) were among the first to express concern at 
the speed at which technology diffused internationally to Canada. They 
note from their case studies that both the first and subsequent adoptions 
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tended to be slower in Canada (p. 95). As previously noted, their solution 
lies in trade liberalization and a reorientation of support policies toward 
technology acquisition. The Economic Council (1983) also concludes 
that the rate of diffusion into Canada has been relatively low (p. 61) and 
recommends further trade liberalization and a greater emphasis on the 
support of diffusion as opposed to indigenous R&D as a remedy (pp. 61, 
80-81). 

The Economic Council also sees the potential of the multinational 
enterprise as a vehicle for the transfer of new, complex technologies to 
Canada: 

A particular finding of considerable importance is that one of the fastest and 
most effective channels for the transfer into the country of new, expensive, 
state-of-the-art technology and new ideas is the multinational corporation. 
(p. 61) 

This leads to the recommendation that the Foreign Investment Review 
Agency give greater weight to the potential for technological and productiv-
ity improvements when assessing foreign investment proposals (p. 83). 

Recommendations in support of collective information-gathering 
activities, discussed in the previous subsection, were presumably 
intended to reduce the international as well as the domestic diffusion lag. 

Freer trade, a less obtrusive scrutiny of technology-oriented multina-
tionals by FIRA, and shift of support from R&D to diffusion are in essence 
the steps the Economic Council would take.23  This places it somewhat 
at odds with the Science Council, which would intervene further in the 
affairs of the high technology multinationals. 

There is a real trade-off here. The intervention recommended by the 
Science Council would be administratively costly and would delay or 
eliminate some transfers (noted in the section on international diffusion). 
On the other hand, it may be that Canada has some bargaining power in 
some situations and that the transfers which do occur would be on more 
favourable terms for Canada. Whether there would be a net benefit is 
difficult to say, but we are inclined to doubt it. 

The Economic Council's approach relies on trade liberalization as the 
vehicle for ensuring that new technologies are exploited by Canadian-
based firms in export markets. With trade liberalization, branch plants 
either enter specialization arrangements, obtain world product man-
dates, or cease operations. The evidence is that in many but not all 
cases, one of the first two options is taken. Under these arrangements, 
the Canadian unit either has access to or participates in the creation of 
the latest technologies and exploits them in export markets. It is argued 
that the world product mandate option entails greater externalities (Har-
ris, 1985; Bishop and Crookell, 1983) and for this reason should be 
encouraged by government. This question is addressed in the next 
subsection. 
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The government has recently expanded its efforts in technical infor-
mation dissemination, as noted above. Suggestions have also been made 
for a greater government effort in the area of international technological 
intelligence. The Doody Committee (Standing Senate Committee on 
National Finance, 1984) recommends that the government review the 
role of the science counsellors in Canadian missions abroad in technical 
intelligence-gathering (p. 34). Perhaps coincidentally, the Science Coun-
cil (1984) recommends that Canada's network of science counsellors 
(which currently consists of seven counsellors in six countries) be 
expanded and given more support. The purpose would be to acquire 
more information regarding industrial technologies, which would then 
be transmitted back to Canadian firms via the National Research Coun-
cil and provincial research councils. 

Zeman (1984) suggests that private technology brokers, contract 
research organizations, and long-term technology think tanks are also 
lacking in this country. In his view, these institutions could also serve a 
legitimate function in acquiring technology. 

Diffusion and Spillovers 

As should be abundantly clear by now, the diffusion of technology is 
simply the transfer from its source to its users. Diffusion may or may not 
involve spillovers. The latter are defined to occur when the source of 
technology is not fully compensated by the users. Rill compensation 
does not occur unless the social benefits of an innovation accrue to the 
innovator. 

Government support of innovation is often justified on the basis of 
spillovers. The greater the spillovers (to domestic users), the greater the 
amount of support required. The magnitude of spillovers is therefore of 
interest for policy purposes. 

The evidence regarding intra-industry and inter-industry spillovers is 
summarized in the study by Bernstein in this volume. Our purpose here 
is simply to show the manner in which the measures of inter-industry 
diffusion described above have been used to draw inferences regarding 
the magnitude of spillovers. 

The methodology here is to include indirect R&D in a productivity 
growth model. That is, the growth in the productivity of labour and 
capital in the ith industry is expressed as a function of the R&D conducted 
by that industry (direct R&D) and other industries (indirect R&D). This 
has been done in the United States by Scherer (1982a, 1982b, 1984) using 
patent weights, by Griliches and Lichtenberg (1984) using input-output 
weights, and by Link (1983) using survey data.24  In Canada, Hartwick 
and Ewen (1983) and Postner and Wesa relate labour productivity growth 
to (input-output weighted) indirect R&D. Hartwick and Ewen find no 
relationship while Postner and Wesa find a positive relationship. 
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The interpretation of the relationship between productivity growth 
and indirect R&D is important. If the R&D expenditures of all input 
suppliers are fully reflected in the prices they charge (i.e., so that the 
quality-adjusted price of inputs remains unchanged), there will be no 
relationship between productivity growth and indirect R&D on an indus-
try basis. Thus a positive relationship between industry productivity 
growth and indirect R&D could imply that input prices do not fully reflect 
quality improvements — that is, that some of the benefits of quality 
improvements spill over into the using sectors. 

A positive relationship may also be a consequence of measurement 
errors. Measured input prices may not properly reflect quality improve-
ments. As a consequence, real input use will be understated and labour 
or total factor productivity growth overstated. If measurement errors are 
greater for R&D intensive inputs (which seems reasonable), then a pro-
ductivity growth—indirect R&D relationship will be observed in the 
absence of any spillover. 

Thus, although studies on technology flows have the potential to tell 
us a great deal about the magnitude of spillovers and the "victims" and 
beneficiaries of them, there are some serious measurement problems to 
be aware of and to overcome. 

A promising avenue for future investigation is international spillovers. 
Mansfield (1984, pp. 140-41) finds, for example, that the rate of produc-
tivity growth of U.S. firms is an increasing function of their overseas R&D 

expenditures. This implies that R&D conducted by foreign affiliates and 
perhaps supported by foreign governments spills over to the benefit of 
the U.S. parent. The interesting but unanswered question relates to the 
distribution of the benefits of affiliate R&D between countries of resi-
dence of the affiliates and parents. 

Globerman (1979) investigates the spillover effects of foreign-owned 
firms on their domestic counterparts in the same industry. He finds that 
labour productivity in domestically owned manufacturing plants in a 
given industry is an increasing function of the degree of foreign 
ownership in the industry. He interprets this as supporting the notion 
that foreign direct investment entails spillover efficiency benefits. 

Spillovers are also important in the determination of the appropriate 
emphasis of public innovation support policies. Daly and Globerman 
and the Economic Council argue in favour of greater emphasis on the 
support of the acquisition of new technologies as opposed to indigenous 
invention. Is there a rationale for supporting diffusion to the same or a 
greater extent than innovation? Is there a diffusion externality 
(spillover) and is it greater than the innovation externality? Does this 
imply a change in the emphasis of current policies? 

Before too much is made of this issue, it should be noted that diffusion 
and indigenous R&D are often complementary. As we have noted, in-
house R&D accounts for some 45 percent of the cost of innovations based 
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on externally acquired technologies. Others have noted that technology 
acquisition often involves trading technologies. In order to have some-
thing to trade, a firm must do its own original R&D. Finally, R&D may be 
necessary if a firm is to know what new technology to buy. Empirical 
support for complementarity comes from Globerman, who finds that the 
early adopters of the technologies he studied tend to be relatively R&D 
intensive. 

Complementarity notwithstanding, there will be occasions when it is 
necessary to choose between support of technology acquisition and 
support of indigenous invention. The choice should be based, at least in 
part, on the relative externalities or spillovers associated with the two 
activities. 

Harris, in his monograph for this commission (Volume 13 of the 
research series), argues that the relevant externality is the learning 
acquired by workers in high technology industries, the benefits of which 
are captured by them rather than by the firms which employ them. He 
argues that over time the learning associated with in-house R&D (hence 
the externality) is greater than that associated with external acquisition: 

The externalities associated with the R&D process would seem to be greater 
than with the technology transfer process; in particular, the value of the 
experience and know-how gained by the technical people involved in an 
indigenous R&D effort should be recognized because these external benefits 
are much greater, given the equal current cost assumption, policy should 
favour the R&D as opposed to technology transfer route. (p. 109) 

The question of whether there is more or less learning with R&D as 
opposed to technology transfer is, of course, an empirical one. For that 
matter, so is Harris's contention that high-tech projects are deterred by 
the inability of workers and entrepreneurs to agree on the disposition of 
the benefits of on-the-job learning. 

This speculation can be extended by conjecturing that the acquisition 
of technology by one firm entails a demonstration effect of the kind that 
careful shoppers and first or early buyers confer on subsequent shop-
pers. In this event, later adopters would want to encourage the early 
adopters (and careful shoppers or searchers) and there may be some 
circumstances under which society would want to do it on their behalf. 

There is thus a rationale for collective search (information gathering) 
and, given free rider problems, for government support of it. The bene-
fits of this subsidized search might be expected to accrue almost entirely 
to domestic firms. This may not be true of subsidized R&D, which might 
involve a significant spillover to foreigners. 

At the same time, the technology acquisition process offers as many 
opportunities for strategic behaviour as the innovation process 
(Reinganum, 1981, 1983).25  The possibility therefore exists that adoption 
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or imitation rates, like rates of innovation, can be too fast as well as too 
slow from a social point of view. 

Finally, it should not be assumed that broader or faster diffusion will 
leave the rate of innovation unchanged. Innovation and diffusion rates 
are inextricably linked. The diffusion process involves imitation. To the 
extent that it involves the support of imitation, the support of diffusion 
reduces the incentive to innovate. It may be argued a reduction in the 
returns to innovation is borne largely by foreigners. As noted above, 
however, the burden of attempts to reduce returns to foreign innovators 
may be shifted back, in one way or another, onto domestic residents. 

While the arguments could proceed at length, the ultimate conclusion 
must be that we do not know the relative magnitudes of the R&D and 
diffusion spillovers. The spillover rationale can be adduced in support of 
policies which assist both information gathering and R&D. Our knowl-
edge is not sufficiently precise for us to make recommendations regard-
ing emphasis. 

Conclusion 

Among the salient features of our findings are, first, that the international 
diffusion process has been compressed during the last twenty years. The 
transfer lag to Canada does not differ, on average, from the transfer lag to 
other industrial countries. What has changed is the number of tech-
nology transfers so that instead of being one of three recipients of a 
technology of a given age, Canada may be one of six. 

Second, in a number of cases domestic diffusion has been slower in 
Canada than in other countries, particularly the United States. Two of 
the more unambiguous cases, numerically controlled machine tools in 
the tool and die industry and computers in hospitals, are also among the 
more illustrative. Information is deemed to be part of the problem. Major 
hindrances are the small size of firms in the first case and public sector 
managerial incentives in the second. The information problem is the 
"easy" one to solve. The problems regarding firm size and lack of 
appropriate public sector incentives require more fundamental changes 
in trade policy and in government organization. 

Insofar as policies to assist and promote diffusion are concerned, 
there has been considerable activity since 1980 by all levels of govern-
ment and by the private sector. There is no evidence of "policy paral-
ysis" as far as programs to assist direct diffusion are concerned. There 
has been slower recognition of the fundamental forces which bear on the 
diffusion process, and less policy action has been taken to correct them. 
The diffusion process is facilitated by the free movement of both goods 
and equity capital internationally. Trade liberalization and a relaxation of 
screening procedures on technology-oriented equity flows would appear 
to be necessary components of any diffusion-promoting policy package. 
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There may be an allocative efficiency rationale for government par-
ticipation in the diffusion process. Whether the assistance involved is or 
should be as large as the assistance to indigenous R&D is a question 
which is impossible to answer in the abstract. It obviously must be 
addressed when specific policy measures are proposed. One illustration 
would be a proposal to make payment of technology royalties eligible for 
the R&D tax incentives and to finance this either by reducing direct R&D 

subsidies or by reducing the R&D tax credit rate. One trade-off might be 
accepted but not the other. Thus, which view to take regarding a simple 
proposal to tilt in favour of diffusion depends on what type of indigenous 
R&D support is to be foregone. Our inclination would be to trade the 
direct R&D subsidies but not the R&D tax credit rate for more favourable 
tax treatment of technology royalty payments. 

As far as the study of the diffusion process itself is concerned, the 
forces bearing on the diffusion process have been measured crudely if at 
al1.26  Many policy recommendations have been advanced — and 
indeed many new policies have been adopted by government — on the 
basis of evidence which is both selective in its coverage and ambiguous 
in its interpretation. There has been excessive concern with the speed of 
diffusion and insufficient concern with its costs and consequences. 
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Notes 
This paper was completed in December 1984 and revised in February 1985. The comments 
of Steven Globerman and Dennis De Melto are gratefully acknowledged. 

In the simplest terms, different S-curves trace different paths through the data and 
imply different diffusion rates. 
Globerman (1975, p. 43) finds that a change in the "full" diffusion proportion assumed 
does not alter his results. 
See, for example, Swann (1974), Lacci, Davies and Smith (1974) and Globerman 
(1975a). Failure to use weighted least squares would not necessarily change the 
international rankings of diffusion rates obtained by these authors. 
Specifically, the type of intervention required to increase the international diffusion 
rate is likely to differ from the type of intervention required to increase the domestic 
diffusion rate. The decision about whether to intervene also depends on the nature of 
the diffusion lag involved (see the section on diffusion and public policy). For the same 
reason, it is unclear what the implications are of international comparison of the 
number of robots per employee in manufacturing. In 1982, this was 23.2 in Japan, 15.3 
in Sweden, 5.2 in Germany, 3.1 in the United States, and 1.4 in Canada in 1982. For a 
discussion, see Grossman (1984, p. 17) and the references therein. 
Globerman does not report the size of firm at which the probability of adoption is 
maximized. The results (1975b, p. 431) imply that it is maximized either at 13.5 or 73.5 
employees. The latter estimate appears the more plausible. 
We note in passing that Wozniak (1984) could not have estimated his model in the 
manner he reports, that is, with identical sets of exogenous variables in both the AMS 
and IMPT equations. 
A Canadian study of the geographic diffusion of technology has been conducted by 
Martin et al. (1979). The authors estimate the average adoption lag of each of five 
regions (Ontario, Quebec, British Columbia, Prairies, Atlantic) for some or all of 
seven innovations (computers, oxygen furnaces, electric arc furnaces, roof trusses, 
containers, special presses (paper making) and shopping centres. Average adoption 
lags vary from 4.9 years (in the Atlantic region excluding basic oxygen which is 
assigned a 17-year lag by the authors but was not in fact adopted during the sample 
period) to 1.41 years in Ontario. Although none of the regional mean lags differ 
significantly from the grand mean and although it is not clear what an efficient 
distribution of regional diffusion lags might be, the Economic Council (1983, p. 49) 
regards these findings as cause for concern. More rigorous Canadian evidence can be 
found in Globerman (1981). The latter finds limited evidence of regional lags in the 
diffusion of EDP and automation in grocery wholesaling and retailing. 
Mean adoption lags in the case of NC machine tools were 6.8 years in Canada and 4.6 
years in the United States (Mansfield et al., 1977, p. 138). Mansfield et al. find an 
elasticity of the adoption lag with respect to firm size of - 0.67 (p. 139). Canadian firms 
were 40 percent smaller than U.S. firms. This implies a U.S. adoption lag of 5.8 years if 
U.S. firms had been as small, on average, as Canadian firms. 
Two of the most widely cited case studies are Hufbauer's (1966) study of synthetic 
materials and Tilton's (1971) study of semi-conductors. 
See Vernon and Davidson (1979) for a description of these data. 
See De Melto et al. (1980) for a description of these data. 
Using the Economic Council's sample of innovations based on external technologies 
and imitations, we estimated a pooled equation: 

A, = 18.2 - .48Ti  + .02T2, R2  = .01, n = 133 
(0.21) 	(0.06) 

and an equation for imitations only: 

Ai  = 28.3 = 1.04T, + .03T2i  R2  = .01, n = 69 
(0.28) (0.36) 
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where Ai  = years since first world use of the technology upon which the ith innovation 
or imitation is based; Ti  = year the ith imitation or innovation is introduced; and T2, = 
T-squared (t — values in parenthesis). 

Data were taken from the Multinational Enterprises databank. Statistically significant 
findings were that the ith country's position in the transfer order of the jth technology 
increases with its per capita GNP, its literacy rate, and an absence of foreign invest-
ment screening mechanisms and ownership restrictions. For a country with the 
sample maximum development characteristics (highest GNP per capita, etc.), the 
absence of screening and equity controls has the effect of reducing the expected 
number of prior transfers from 1.5 to 0.5. Details are available from the authors on 
request. 
See Rosenberg (1982, pp. 77-80). 
For manufacturing industries, Hartwick and Ewen (1983, Table IV) find a correlation 
coefficient of 0.63 between direct and domestic indirect R&D. 
Commercialization was defined in this study as any sale of technology developed or 
information obtained under the contract to buyers other than the contracting depart-
ment. 
An example of research pursuant to a regulatory mandate would be research support-
ing aircraft or vessel safety standards. 
The suggestion was made by Mr. Denzil Doyle during the research seminar on small 
business sponsored by the Royal Commission on the Economic Union and Develop-
ment Prospects for Canada, October 15, 1984 in Ottawa. 
On the domestic scientific employment bias of science policy, see Daly and Globerman 
(1976, pp. 79-80); for the Economic Council's view on the effect of small scale on 
diffusion, see Economic Council (1983, p. 55). 
Ontario maintains technology centres in Ottawa (microelectronics), Peterborough 
(robotics), Cambridge (CAD/CAM), Sudbury (resource machinery), Chatham (farm 
machinery and food processing) and St. Catharines (automotive parts). 
See Palmer and Aiello (1984) for an excellent discussion and further references. 
To take an example, when Marks and Spencer acquired the Peoples Department Store 
chain, the former was obliged by the Foreign Investment Review Agency to make the 
following undertakings, among others: (a) obtain at least 70 percent of St. Michael 
brand textiles and clothing and at least 40 percent of St. Michael foodstuffs from 
Canadian suppliers; (b) use Marks and Spencer textile technology and industrial 
management expertise in the development of Canadian-made St. Michael merchan-
dise; (c) spend at least $100,000 annually through 1980 on Canadian research and 
development in textile and clothing technology; and (d) promote the export of Cana-
dian-made St. Michael products (Byron, 1978, p. 6). 
The Doody Committee also took essentially the same position with respect to the 
effect of freer trade on innovation (Canada, Senate Committee on National Finance, 
1984, (p. 33, p. 46). 
See the section on inter-industry diffusion for an explanation of the various weighting 
schemes and their relevance. 
In the simplest terms, there should be no presumption that the technology acquisition 
will not be influenced by the same desire to pre-empt rivals as is the innovation 
process. Harris (1985), for example, speaks of "pre-emptive automation" as a strategic 
weapon. 
Gold (1981, p. 266) suggests a number of methodological changes which might make 
future diffusion studies more useful for policy purposes. These include, first, the 
recognition that a technology and thus the population of potential adopters evolve 
continually over time. Second, there must be a greater appreciation of the range of 
firm-specific influences bearing on the adoption discussion. Third, there must be more 
investigation of the consequences of fast or slow adoption for the firms and industries 
involved. 
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