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Ce document d&rit, en detail, une partie des étapes du Contróle et de 
1' Imputation daris une enquëte ou un recenseinent, c' est-à-dire 1' elaboration 
des controles et 1 'analyse rigoureuse de ces contrôles afin d' identifier 
les erreurs et les erreurs potentielles qu' us contiennet. En particulier, 
on considère 1 1 incorporation des spifications de contrôle et leur analyse 
dans un système généralisé de contrôle et d'impitation; c'est-à--dire, un 
système qui est élaboré afin de rencontrer les besoiris de plusieurs 
enquétes. Le rapport discute de thus les types de données, bien que la 

majeure partie du rapport porte essentiellement sur le traitment des 
données nuinériques. 

S ATRAC1' 

This document examines, in detail, part of the Edit and Inp.itation (E&I) 
process in a survey or census context, namely the edit specification and 
the rigourous analysis of these edits in order to identify errors and 

potential errors in them. In particular, the edit specifications and edit 

analysis are examined in terms of their implementation in a generalized E&I 
system; i.e., a system which is designed to meet the needs of several 
surveys. The report considers all data types, although the major focus of 
the report is on the processing of numerical data. 
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ANALYSIS OF EDITS IN A GENERALIZED EDIT AND IMRJTATION SYSTEN 

Philip Giles, Social Survey Methods Division 

March 14, 1989 

1. Introduction 

In any survey or census situation, one must deal with nonresponse as 

well as reported data which are erroneous or inconsistent. The exact 

definition as to which parts of the survey process are comprised in the 

Edit and Imputation (E&I) steps varies. Hever, in the context of this 

report, E&I refers to the autcated processing after data collection and 

fo11i-up which detects data errors and inconsistencies (editing), provides 

values for missing data and changes erroneous data ( imputation). 

Statistics Canada has undertaken to develop generalized survey 

systems. These are procedures and acxxzupanying cczTp.lter systems which can 
be used  by several surveys, thus saving on multiple develoçznent costs. 

AnxDng these is a generalized E&I system. 

For a more complete description of E&I, see I.G. SarKIe(1982). Ycvar, 

Maci11an and Whitridge(1988) and Giles(1988) provide more details on a 

generalized E&I system at Statistics Canada. This latter paper describes 

E&I as being carised of five components: edit specification, edit 

analysis, edit a,lication, error localization, and ixrpitation. The edit 

specification is the step where the survey taker inputs the edit rules used 

to detect errors in the data. The edit analysis provides various 

diagnostics which irxiicate wtether or not the specified edits are defined 

correctly. Briefly, the three subsequent stages evaluate each data record 
against each of the  edits, identify which variables must be inpited, for 
each data record which has missing values of which fails at least one edit, 
and then provides imputed values in order that the data record, after 

imputation, has no missing values and satisfies all edits. The purpose of 

this report is to provide a more complete docunntation of the edit 
analysis step. 
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The edits can be defined once the data content, and perhaps also the 
qiestionnaire, are finalizel for a survey. The edit-analysis function has 
two objectives: determining the mir±tal set of edits required to define the 

acceptance reqion of the data, and examining the acceptance reqion for 
errors and inconsistencies. Since processing time is directly related to 
the number of edits, it is useful to remove unnIed edits, working only 
with the miniia1 set of edis in further processing. Diagnostics which 
provide descriptions of the acceptance reqion may irdicate errors in the 
edits which are not evident in the original edit specifications. 

As a result of edit analysis, a respecification of the edits may be 

required. The respecified Eilts may then be analyzed. This would save 

unnecessary delays in processing that would occur if problems with the 

edits were only discovered after data collection. However, situations may 
still occur where the survey officer may decide to change an edit 
specification during data processing. Edit analysis only reduces such 
occurrences. 

The rxaining sections of the report will discuss the following 
topics: types of edits, types of analyses, and algorithms for performing 

the analyses. It must be noted that these algorithms are based on work 

previously done at Statistics Canada by Fellegi and Holt(1976) and Sariie 
(1976), for categorical and numerical data, respectively. 

2. Edit Specifications 

The edits define logical relationships and constraints on individual 

variables or between variables. In the context of this report, they are 
diecks only on data collected for the sams unit or respondent. When the 
data are collected frau the saite respondent repeatedly, an edit may include 

a ccznparison with data from a previous round of the survey, for the same 
unit. 

Each edit may be specified as a condition which classifies data as 
either "acceptable" or "erroneous". For exanpie consider the edit 

. 
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a1x1 + a2x2 b, where x1, x2 are the data values, and a1, a2, b are 
specified scalars. Suose that values of x1, x2 which satisfy this 
corlition are considered to be valid and no imputation is required. This 

edit is then said to be specified as "acceptable". However, an alternative 

and equivalent way to specify this edit is to specify the coniition as 

a1x1 + a2x2 > b, where data values satisfying this corxiition would irxiicate 
that at least one of x1, x2 is in error, and would require inpitation. This 
secoixi edit is specified as "erroneous". Since one can always determine an 
equivalent "acceptable" edil: for each "erronecus" one, and vice versa 
(i.e •, the corxlitions are cTplenntaxy), the survey taker should be 
allowed to specify each E1it in a form which is convenient. However, for 
each specified edit, one mist also specify whether the edit inffcates an 

"acceptable" or an "erroneous" data canbination. As a whole, the edit set 
defines the acceptance reqion of the data; that is, those points which 

wild satisfy all edits. After the inpitation phase (i.e., at the 
caipletion of the E&I processing), all data records will be in the 
acceptance region. 

This document does not intenl to further discuss the form in which a 
survey taker may specify the edits. A balance nst be reached between ease 
of specification and ease of manipulation by the system. The following 
sections will treat edits in a form which is suitable for explanation of 
the edit analysis. 

3. Types of EilLts 

The edits may be classified urer four types: 
 numerical, 
 categorical, 
 coriitionaj. numerical, 
 coxxLttjorial categorical. 

(i) 	A numerical edit can be represented as an &ality or inequality in 

the survey variables. Sirce linear-programing techniques have been 
utilized for many of the algorithms used to process numerical data, 

40 	numerical edits have generally been restricted to a linear form. Nonlinear 
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. 	edits can often be luixLl&i by applying a uniquely invertible 
transfotion. For exanle, if the nonlinear edit is X1 S  X2 * X3, three 
new variables, 'ii'  Y2, Y3, wc.ild be created, where Yj, = log(X1). Then the 
edit becanes Yj < Y2 + :3• The transformation can be reversed after 
processir. One problea with this approach is that it is unclear what one 
then does with other linear edits involving X1, X2, X3. 

Another constraint imposed by the use of linear-programming techniques 

is that all variables be nonnegative. Deviations fran this constraint can 

be harxiled through the staixard linear-prograning technique of expressing 

negative variables as the difference of two nonnegative variables, one of 

which is zero. 

Some algebraic notation will be introduced here for numerical edits. 

This notation will be useful in subsequent sections. 

Let 

x 

be the number of variables, 

be the number of inequality edits, 

be the number of equality edits, 

be the total number of nunerical edits, 

be the data value of variable j, 

be the coefficient of x1 in edit i, 

be the constant of edit i, 

be the edit matrix with entries ajj, 

be the edit constant vector with 

entries bi, 

be the vector of data values Xj. 

. 
n 

mi 
In2 

In =ml  + In2 

Xj, J = 

ajj, i = l,...,m, j = l,...,n 

b1, i=l,...,m 

A 

Then, in matrix form, the nuimrical edits can be expressed as 

A1X B1, 

A2X = B2, 

where A and B have been partitioned appropriately. 

The acceptance region of these edits is convex. 

. 
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. 	(ii) A cateqorical edit can be represented as a logical statnent 

containing a set of survey responses joined by the logical operators AND 

and OR. The symbols "&" and "I" will be used in this paper to denote AND 
and OR respectively. By "survey response" is meant, for exanpie, "SEX = 

MAlE", "MARITAL STATUS = Sfl1GLE 11 , or "OcaJPATION=STATISrIcIAN". Note that 
a survey response could be it nunrical coniftion such as "A + B < 10". Two 
examples of categorical edits are: 

RELATIONSHIP TO HHID REFERENCE PERSON = 'WIFE' AND SEX = 'MALE', 

ar, 

(MARITAL STMTJS= 'MARRIED' I MARITAL STAlUS= 'WIDCED' IMARML STAIUS 

=' DIVORCED') & AGE < 15. 

For each of these two edits, the irxiicated ccathination of data values would 

define a situation of unacceptable data. That is, a data record satisfying 

the edit wc*ild be in error and req1ire correction. Fellegi and Holt(1976) 

suggest that specifying unacceptable canbinations of data values for 

categorical edits is easier than specifying acceptable canbinations. 

A matrix fonnat is proposed for considering categorical edits. using 

similar notation to that usel for nunrical edits, 
Let 

n 	 be the nimiber of variables, 
in 	 be the number of categorical edits, 
Xj , j = 1, . . . , n 	be the data value of variable j, 
d, j = 1, . .. , n 	be the number of valid discrete values 

which Xj can azsun, 

eijki i=1, .. . ,in, j=l, . . . ,n. 	be the coefficient representing edit i 
k=l,... d1, 	and value k of variable i, 

D = -'= d 	the length of each edit. 

. 
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The coefficients e1 can take on values of 0 or 1 only, and are 

• 	defined as: 

ejjk = 1, 	for k = 1, . . . ,dj if variable xj is not in edit 1, 

ejjk = 1, 

	

	for those discrete values of k of variable xj 

which are in edit i, 

(C) ejjk = 0, 	for those discrete values of k of variable xj 

which are not in edit i, providing that edit i 

has at least one discrete value of variable Xj 

camp1es of defining the values of ejjk will serve to clarify the 
definition. Suppose that a survey has three categorical variables A, B, C. 

These variables can assume 2, 3, 2 different values respectively, nanly, 

a1, a2, b1, b2, b3, c1, c2. The edits and their representation in matrix 

format are as follows. All edits define situations of erroneous data. 

A=a1&B=b2&C=c1 , 

A=a2&C=c2, 

(B = bl I B = b3) & C = 

A=a1& ( B = bl I C=c1), 
(A=a2&B=b1) I (B=½&C=c2). 

Then the edit matrix will have 7 rows and 7 coluns as follows: 

Edit Al 2 k11?2k3 Q1 2 

1 1 0 0 	1 0 1 0 
2 0 1 1 	1 1 0 1 
3 1 1 1 	0 1 0 1 
4a 1 0 1 	0 0 1 1 
4b 1 3 1 	1 1 1 0 
5a 0 1 1 	0 0 1 1 
5b 1 :1 0 	1 0 0 1 

Note that edits 4 and 5 were split into two parts due to the OR • 	condition, 	but that this was not required for edit 3. 	This is due to the 



0 



fact that variable B carot assume both values b1 and b3 simultaneously. 

Edit 3 could have been split out in a similar fashion as edits 4,5, but 

this notation allcis savings of space in situations where values for a 

particular variable are grouped in an edit. 

The final notation require:1 for this section is to represent each row  

in the edit matrix as E, i=:l, . . . ,m. Ei will have D values. The cxiplete 

edit matrix will be referred to as E. E will have m' rcis and D columns, 

where iu' denotes that some edits will be split for representation in E. 

An additional cczrlexity is a&ed when one considers the more 

realistic situation where there may be nonresponse to one or more of the 

data items. This can be hardled in a straightforward manner by adding an 

additional column for each variable. Each column would corresporxl to the 

situation of nonresponse to that variable. Every specified edit would have 

an entry of one in all these columns. additional edits would be added, one 

for each variable. Each of these edits would represent the fact that a 

nonresponse to a particular variable is considered an error, and that 

18 iuitation is required. Since the addition of these columns does not 

change the algorithms used to perorm the E&I fuixtions, it will, for the 

most part, be ignored for the remainder of this paper, for the sake of 

simplicity. 

(iii) and (iv) A conditio:ral edit is of the fonu 

IF "logical statement" ThEN "edit". 

The "logical statement" is as defined for categorical edits. If the 

"edit" is numerical, as in (i), the ccmplete edit is a corditional 

numerical edit. If the "edit" is categorical, as in (ii), the ccziplete 

edit is a coniftional catorical edit. Examples of these two types of 

edits are, respectively, 

IF SALRY < 5000 'IIIEN TAXES = 0, 

ard, 

IF H(XJRS DRKED = 0 ThEN WDRKMUS = 'UNEMPLOYED'. 

Both these edits specify conditions of acceptable data. 
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cantining the notation introduced in the ritmrical and categorical 
edit sections, one can refer to conlitional numerical edits as having two 
parts, one referring to the "logical stateint" and the other referring to 

the "edit". Note that the classification of a conittional numerical edit 
as "acceptable" or "errflc.s" refers to the "edit" part, and not to the 
"logical statement". That. is, the corKiition expressed by the "logical 
stattnt" refers to the fact that the "edit" is applicable only to a 
suiDset of the responenth, those who satisfy the cordition. 

For exaniple, suppose that a survey has five nunrical variables and 
one categorical variable, SEC. Some edits are applicable to all 
respordents whereas some are particular to either M71E or FE47LE 
respordents only. The edits can be specified using the E, A, B matrices as 

defined above. Matrices A, :B define the linear constraints, whereas matrix 
E will have two columns. For each edit i, 

(1 0) if the edit is relevant for males only 
= 	(0 1) if the edit is relevant for females only 

L (1 1) if the edit is applicable to all 
respondents. 

It should be noted that, on occasion, confitional numerical edits can 
be recast as a siile numerical edit. Kovar et al (1988) give the follciing 
example. The edit is : 

IF SALES cr 0 UDEN PJRQASES GT 0. 
This can be restated as: 

HJRGJASES > constant * SJ 

where "constart" is a specified sufficiently small positive 
number. 

Coxxlitional categorical edits can be cast into the E matrix format 
used for categorical edits. The corwiltional categorical edit "IF p 'IHE2 
q", where p, q are logical stattents is equivalent to the unooni.itional 

categorical edit "p & NOT q" (in "erroneous" format). An exaniple, taken 

fran Fellegi and Holt(1976), is used to illustrate this. The specification 
is t1f  a person's age 15 years or (s)he is an elementary school sttent, 

then the relationship to head of the household rrnist not be head and marital 

- 8 - 



. 



status must be single." The edit is transformed into the desired format as 

follows: 

Edit: [(Age<15) I (Elementary School)] implies [(not Head) & (Single)], 

Edit (Erroneous): [(ge515) 	(Elementary School)) & not [(not Head) & 

(Single)), 

Edit(Erroneous): [(Age15) I 	(Elementary School)] & [(Head) 

(not Single)), 

Edit (Erroneous): (Age15) & (Head) 

(ge515) & (not Single) 

(Elrentary School) & (Head) 

(Elementary School) & (not Single) 

Note that, as was the case with some of the edits in the example of 

categorical edits, this one edit became itore than one edit (actually four) 

in converting it into the required form. 

4. Edit 1nalvsis for Different Edit Tvies 

While the specific analyses which can be performed are not discussed 

until subsequent sections, it: is important to consider glally hcM the 

edit analysis is performed when the set of edits are a mixture of types. 

Also, fran this point on, all numerical and conittional numerical edits 

will be considered to be "acceptable", and all categorical and conittional 

categorical edits will be considered to be "erroneous". This choice 

follows the inplEtentation made by Fellegi and Holt, and Sare in the 

CANEDIT and NEIS systems. Overviews of these systems are given by 

Hill (1978) and Saitte(1979), respectively. 

As noted earlier, coniitional categorical edits can be cast in the 

same format as categorical edits. If required, numerical edits can always 

be cast in the same form as oDn3itional ntmerical edits (simply by adding a 

coix3ition which is always satisfied, to each unconiitional edit). 

Therefore, in processing edit sets, one need only consider the following 

four situations. 

1. All edits are numerical. 

• 	
2. All edits are cateqorical. 
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3. All edits are conditional numerical. 

S 4. Some edits are conditional nunrical and others are 

categorical. 

Obviously, category 1 is a subset of category 3. Although the 

inpiementation algorithms for the most part are identical for the two 

categories, some simplification is gained if there are no conditions on the 

edits. 

Edit analysis for strictly numerical or strictly categorical data is 

straightforward using the techniques described in subsequent sections. A 

separate edit analysis is required for all subsets of the population 

defined by the various coriitions, when considering edits which are all 

conditional numerical. Using the same example as was used in the 

specification of conditional numerical edits, an edit analysis is done for 

all edits relevant to males and another for all edits relevant to females. 

Note that some edits are subject to both analyses; those which are 

applicable to all respondents. These edits would be inched for analysis 

in both sets. The nuither of subsets of the population, as defined by the 

conditional numerical edits may be large. Hiever, if the subsets can be 

considered to be treated independently (i.e., different edits for different 

age groups, for different groups of occupations, or for different types of 

businesses), one would oft€n wish to process each group separately. In a 

situation such as this, all edits within each group would be strictly 
numerical. 

The final possible ccnbination of edit types can be split into the set 

of conditional numerical edits and the set of categorical edits. Each of 

these two groups can be analy&1 separately as discussed above. 

E&I processing for other functions, such as error localization, need 

not treat datasets subject to mixed edit sets in the same fashion; that is, 

by splitting the edits and datasets. The discussion as to an appropriate 

method for processing mixed edit sets for those functions is outside the 

scope of this report. 

. 
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5. Types of Edit Analyses 

The edit analysis provides diagnostics and descriptions of the 

acceptance region define:l by the specified edits. The results of the 

analyses would be reviewed by a subject-matter expert. As ixx3icated in the 

introduction, the edit-specification and edit-analysis steps may be 

recursive, with fine tuning of the specifications resulting fran the 

analyses. Once the subject-matter expert is satisfied with the results of 

the analyses, the minimal set of edits required to define the acceptance 

region are output to the subsequent stages of processing. 

As explained in the previous section, edit analysis for all edit sets 

may be handled by providing algorithms to handle either a set of strictly 

numerical edits or a set of strictly categorical edits. There are seven 

types of analyses proposed for numerical edits. Three of these are also 

appropriate for categorical edits. While the concept of the edit analyses 

are equivalent for all types of edits, the algorithms used to impltEnt 

them are not. The implementation of the concepts is airessed in the next 

section. The seven proposed analyses for numerical edits are: checks for 

consistency, redundancy, deterininacy, and hidden equalities, the generation 

of a set of implied edits and extremal points, and the determination of 

bounds on the variables. Of these, checking for consistency and 

redundancy, and the generation of the iitplied edits are proposed for 

categorical edits. 

A set of edits is inconsistent if the acceptance region is empty. In 

other words, there exist no data values which can simultaneously satisfy 

all edit constraints. It should be noted that a check for consistency of 

an edit set can only indicate whether or not it is consistent. If the  set 
is found to be inconsistent, the edit(s) in error cannot be identified 

automatically. One could impLement some type of decision rules to drop 

edits one at a time until consistency is achieved. However, the optimal 

choice may not be unique. L)ie to this, as well as to the fact that a 

review of the edits by a subject-matter expert should pinpoint the problem, 

a manual approach is recommended to handle inconsistent edits. It should 

be pointed out that if a set of categorical edits identify certain values 
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. 	for a variable as being entirely outside the acxeptance region (i.e., it is 
not possible to firci values of the other variables which along with these 
identified values will pass all edits), then the consistency check will 
fail. 

Redundant edits are those which are not active in defining the 

acceptance region. They may be rvod from the edit set without any 

affect on further processing. Generally, redundant edits occur because 

there are other, more restrictive edits. Practically, a redundant edit is 

one which cannot fail unless at least one other edit fails. Therefore, a 

redundant edit is not required to identify that there are errors in the 
data. 

In the numerical context, determinacy is a situation where the edits 
define only a single point, or only single values for certain variables as 

acceptable. Determinacy does not indicate a definite problem with the 
edits, althh this is usuaLly not a desirable situation with numerical 

data. It is likely that a situation of determinacy is an indication that 

the edit specifications are too restrictive. 

Hidden equalities are numerical edits which were specified as 

inequalities, but which may be expressed (nore restrictively) as equalities 

while not changing the acceptance region. Detection of hidden equalities 

may be an indication that there are errors in the edits, since the 

acceptance region is nuich ticihter than was believed when the edits were 

specified. If not, the conversion of inequalities to equalities will 

reduce processing time at further stages. 

For numerical edits, a useful diagnostic is the production of the 

lcvzer and upper bounds of each variable as defined by the set of edits. 

This information is useful in several ways. First, the bounds can be 

checked to verify that they correspond to subject-matter kndedge. Edits 

may be added (renoved) if the bounds are not restrictive enough (too 

restrictive). Second, in order for the algorithms to operate efficiently, 

it may be useful to have finite upper bounds on variables. (sitivity 

constraints mentioned earlier guarantee that zero is the miniirnnn possible 
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lower bound, although it may be higher.) For variables which can assume 

very large values (i.e., are essentially unlimited in value), edits can be 

added to set "artificial", but finite upper bounda. These upper bourxs 

should be set sufficiently high such that these artificial edits never 

fail. In this way the algorithms can operate at maximi.nn efficiency without 

affecting the data. Another use for the variable bounds is to identify 

"near-dete.rminacy". Consider, for example, a situation where all variables 
are bourKied by zero and one thousand, except one which is bounded by 10.1 

and 10.2. Effectively, this is a situation of detenninacy and should be 

examined in the sane way. However, it will not be identified by the 

detenninacy check. 

Another useful diagnostic is the group of irripi ied edits. Imp! ied 

edits are discussed in Fe1li and Holt (1976). They show the implicit 

relationships between variables as defined by the specified edits. An 

examination of the inplied edits by the subject-matter expert may indicate 

relationships between variables which are known, or are thought, to be 

false. This then would show that errors exist in the edit specifications. 

While the set of implied edits is used as a diagnostic tool only, for 

nunerical edits, error localization for categorical data uses the set of 

implied edits. 

The extreme points are the vertices of the acceptance region defined 

by a set of numerical edits. The list of extreme points is one method to 

describe the multidimensional acceptance region. As with the implied 

edits, (possibly) false relationships between variables may be indicated by 

examining the extreme points. Also, examination of the extreme points 

might provide a useful insight for the subject-matter expert as to the 

implications of the edit specifications. To illustrate how this might 

work, consider a survey with four variables X1, X2, X3, X4. Suppose that 

one of the generated extrernal points is (10,0,20,0), and further assume 

that the subject-matter expert: knows that X1 > X3 in  situations where X2, 

are both zero. The generated extremal point violates this condition, 

which inlicates that the specified edits need to be reviewed and modified. 

. 
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6. Example to Illustrate Edit_Analyses 

In order to illustrate some of the definitions provided in the 

previous section, a numerical exanpie is provided. The example here is 

identical to that which appears in Giles (1988). For categorical edits, the 

concepts of consistency and reduri.lancy are equivalent to those for 

numerical data. It is hoped that the numerical example will be 

illustrative enough to convey an urderstarding for categorical edits as 

well. 

The edit analyses may be performed graphically. However, most surveys 

involve many variables, thus rerdering this mel thod impossible (or, at 

least, very difficult). This example involves two v riables only, x1 aril 

x2. In this section, graphical tecthniques will be used to explain the 
analyses. This example will be used in sections 7.1.1 and 7.1.2 to 
illustrate the automated algorithms. 

Nine edits will be used in this example, as given below. 

 

x2 < 10, 
x1-x2S6, 
2x1+x222, 
X1+x2>20, 

x1+x2<20, 
2x1 - x2 14, 
2x1 - x2 > 14, 
x1-x2>6. 

In addition, the two implicit positivity edits are x1 .? 0 and x2 ? 0. 

Figure 1 shows the bouxx3aries of the regions defined by each of the 

edits, as well as the acceptance region defined by edits I - IV plus the 

two positivity edits. In referring to groups of edits throughout the rest 

of the paper, the positivity edits are always assumed to be included. One 

will recall that in two space, the equation ax1 + bx2 = c, for any scalars 
a,b,c defines a line which se:parates the space into two parts. One part of 

is 	the space is defined by the inequality ax1 + bx2 < c, while the other is 
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defined by ax1 + bx2 2!  c. One can decide which halfspace is related to S each inequality by substituting the values of a point, to which part it is 

kncn to belong, into the expression ax1 + bx2 and examine whether it is 

greater than or less than c. (The point (0,0) is a convenient choice 
if c 	0.) 

First consider the reqion defined by adding edit V to edits I - IV. 

It can be seen that there are no data points which can sixnultaneis1y 

satisfy all edits. Therefore the edit set ccçrising edits I - V is 
inconsistent. 

In order to illustrate reduiant edits, consider adding edits VI, VII 

to edits I - IV. One can verify that the region defined by these edits is 

identical to the region defined by edits I - IV. Therefore, edits VI, VII 

are redurxlant. It is interesting to note that edit VII is reduixiant, even 

thcxh it hits the acceptance region defined by the edits. In addition, it 

can be seen that the remval of any of edits I-IV would result in a 
different acceptance region. 

Next, consider the acceptance region defined by edits I-IV, VIII. In 
fact it is the single point (3,2). Determinacy occurs for this edit set. 

The final edit set to consider is that ccmiprising edits I-IV, DC. 

Edit III and edit IX can be rved and replaced  by the equality edit 

+ x2 = 6. Although this exaitple is a trivial situation of a hidden 

equality, they may occur in higher dinnsions in a more ccatlex fashion. 

7. Alcioritbins for Edit Analysis 

As indicated in Section 4, one need only provide edit analysis 

algorithms to harxile either strictly nultErical edit sets or strictly 

categorical edit sets. This section, therefore, will be split according to 

algorithis for ntnirical edits and those for categorical edits. 
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7.1 Numerical Edit Sets 

Edit analysis for numerical edits makes use of 1inear-prcxraxmning 

techniques. The linear program (LP), using notation introduced in Section 

3, is: Maximize c'X 

Subject to A1X < B1, 

A2X = B2, 

x > 0. 
As will be shcqn, the various edit analyses will be performad by 

suitably choosing, and varying, the values of the vector C. This paper 
will not shc'i hcM to determine the solution to the linear program. Those 

wishing details on this are referred to one of the many books devoted to 

linear progranning, such as (iwata]. (1983). In ackLition, many software 

packages provide a itxiule to solve linear progranE. It should be noted 

that the LP may have no solution, a unique solution, or many equally 

optimal solutions. Also, firding the minimum value of c'X is equivalent to 

naxixnizing -c'X. The solution is as given, but the optimal value must be 

multiplied by -1. 

S 
7.1.1 Consistency 

The edits can be checked for consistency by solving the LP with all 

elnts of the vector c set to zero. This maans that one needs only a 

possible solution in order to determine that the edit set is consistent. 

If this LP has no solution then the edit set is inconsistent, and should be 

reviewed and revised by a subject-matter expert. 

One note of caution should be raised with regards to implemantation. 

Depending on the algorithm used to solve the LP, an objective function 

(vector c) with all zeroes may not process efficiently. It is important to 

note that, theoretically, when checking for consistency, any choice of 

objective function is sufficient. Thus, the use of a zero objective 

41 

	

	
function would yield the fastst result in most cases, as any feasible 

solution would be optimal. 
94,  
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	7.1.2 Equality Edits - Rundancy and tterminacy 

The first step in edit analysis of nurirical edits is to examine the 

equality edits in isolation. In the course of checking for redurdancy and 

determinacy, inconsistency off the equality edits is identified if present. 

Therefore these steps could be perforrred prior to the consistency check as 

described above in section 7.1.1. However, it is suggested that one 

perform that overall check first, as it can be done very quickly. 

The process is to take the equality edits one at a time and add them 

to a verificationt  matrix. This matrix has rt+l columns, the first n 

representing the coefficients of x1 1 ... , x in the matrix A2, and the last 
column representing the elements of the vector B2. The nuither of rows will 

ciiange as each edit is added. By using matrix theory on ccmibining rows, 

the matrix is modified as each edit is added so that it is in upper 

triangular form. That is, all matrix elnts below the diagonal are zero. 

For exanpie the matrix 1 1 3 20 can be modified to the upper 

2 4 1 16/ 

triangular matrix 1 1 3 20 

0-2 524 

After each edit has been added to this verification matrix, and the 

suitable modifications have been made to rerder the matrix upper 

triangular, the following che.ks are performed. 

If any row has all zaro values, then the last edit added is 

redundant. This row is drooped frcmt the verification matrix. The reason 

for this is that this edit was fouxxl to be a linear cibination of the 

previous equality edits and therefore adds no further restrictions on the 

data. 

If any row has all zero values, except for that in the last column, 

then the edit set consisting of all edits previously added to the 

verification matrix, including the one currently under consideration, is 

inconsistent. This is due to the fact that a linear ccmibination of the 

edits has resulted in producin 0 = w, where w vk 0. Since this equality is 

• 	impossible to satisfy, the edit set is inconsistent. 
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. 	iii) If the number of rrs in the verification matrix is n, and 

inconsistency has not been f,irI for the set of edits added to date, then 
detenninacy has occurred for all variables. 

iv) If after adding all equality edits to the verification matrix, any 

row has only one non-zero entry in the first n co1urrrs, then determinacy 

has occurred for that variable. For example, using notation introduced in 

Section 3, if the element is a21, then xj is deterministic, and the value 

is b2i/a2j. If this value is negative, the edit set is inconsistent. 

The appendix gives, in pseudocode, the algorithm used to perform the 
equality-edit analysis in both the NEIS  and the current developaent of a 
generalized E&I system at Statistics Canada, GElS. 

7.1.3 Ineauality Edits - Redundancy and Hidden Eaualities 

After successful comp:Letion of the edit analysis for equality edits, 

consider the edit set as a whole. Note that the notation introduced in 

Section 3 requires inequalities to be "less than". "Greater than" 

inequalities are converted to the required format by multiplying each 
coefficient by -1. 

First, for each inequality edit i in A1, maximize the quantity 

Aiix - bli. This can be done by setting the values in the objective 
vector c as, ci = alij, j = :L, . . . ,n, and solving the 12. Subtract bli from 
the optimal solution. If this value is not zero, then inequality edit i is 

redundant and can be dropped from matrix A1. The logic behind this 

strategy is as follows. The acceptance region defined by the edits is 

convex. In addition, the inequalities have all been converted to be "less 

than or equal to" inequalities. Therefore, in order for an edit to form 

part of the boundary of the acceptance region (i.e., not be redundant), it 

must take its maximum value on this boundary. Along the boundaxy the 

inequality becomes an equality. By obtaining the edit's maximum value and 

subtracting the value on the right-hand side, this maxixrn.m value will be 

zero for nonredundant edits. 

If inequality edit  i is  not  redundant, then minimize the sama quantity 
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. 	A1x - b1. As noted in the discussion of the LP, one can find this value 

by setting cj = -aljj, j = 1, .. . ,n, and solving the 12. The optimal value 
is multiplied by -1 and b1i is subtracted frczn it in order to obtain the 

desired minimum value. If this value is zero, then the inequality is a 

hidden equality. That is, the edit can be expressed, more restrictively, 

as an equality edit. In other words, the implication of having both a 

miniimim and maximum value of zero for an edit is that the entire acceptance 

region lies along the boundary defined by this edit. As stated above, this 

boundary is the set of points for which the left-hand side and right-hand 
side of the edit are equal. 

If an edit has been found to be not redundant by the first check and 

not a hidden equality by the second check, one additional check is required 

before detenuining that the edit is required in order to define the 

acceptance region. G&iitrically, this check identifies edit.s which hit 

the acceptance region but which can be renov&1 from the edit set without 

changing the acceptance region. 

This final check again maximizes the quantity Aiix - b11 as above, 
with one exception. Edit i is rioved from the set of constraints before 
solving the 12. In other words, maximize the edit subject to all edits 

except itself. If the maximum value is zero, then the ren,val of the edit 

has not resulted in the rirval of that particular boundary. Therefore the 

edit is not needed to define the region and is redundant. (Note that edits 

identified as redundant by the first check above would not be identified as 

redundant by this check. Therefore, it is iortant to discard redundant 

edits at the point at which they are identified.) 

Once all inequality edits have been checked for redundancr and for 

hidden equality, one must retun to the analysis-of-equality-edits 

algorithm in order to process those inequality edits which are found to be 
hidden equalities. The hidden equalities are added one at a time to the 

final verification matrix in order to check for redundancy and 

determinacy. 

. 
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. 	 In order to illustrate the analytical techniques for determining 
redundancy of inequality edits, the example given in Section 6 will be 
used. The edits I-IV, VI, VII are considered. 

The maximum value of each edit subject to all six edits are as given 
in Table 1 below, in the row labelled "max". These values are all zero, 
except for edit VI which attains a maximum of -4. Therefore edit VI is 
redundant and reiw,ved frcan further consideration. 

The following row, labelled "mm", shows the minimum value of each 

edit. Since none of these values are zero, none of these edits is a hidden 
equality. 

Finally, the last row of Table 1 (max'), gives the maximum value of 
each edit subject to all other edits. All edits have strictly positive 
naxiitnnn values, with the exception of edit VII which has a maximum value of 
zero. Therefore edit VII is reim:ved as redundant. 

These two edits (VI, VII) were those identified graphically as redundant in 
Section 6. 

Table 1: Ccautational Results of Edit Analysis Example 

Edit I II III IV VI VII 

Max 0 0 0 0 -4 0 
Mm -8 -10 -16 -22 N/A -24 
Max 1 12 1 4 N/A 0 

7.1.4 Detenninacy and Variable Bounds 

The final analyses of nunrical edits is the determination of variable 
bounds and the identification of further situations of determinacy. That 
is, in addition to the deterünacies found in the checking of equality 
edits (although those will be detected again). 
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In order to detennine the bourxls of variable Xj . j = 1, . . . , n, solve 
the 11' with vector c set to maxnnize Xj (i.e., cj = 1 and all other 
elements of the vector are zero), and then solve another LP to minimize x1 
(i.e., set cj = -1 and all other elements of the vector are zero, and the 

opthnal value is multiplied by -1). 

Detenninacy occurs for a particular variable if the upper and lower 
bs are equal. 

7.1.5 Implied Edits 

Felleqi and Holt (1976) provide an algorithm for the generation of 

implied edits from a set of inequality edits. Equality edits can always be 

expressed as two inequalities. An implied edit can be generated fran edit 

r and edit s, if there is a variable k for which the coefficients in the 

rth and 5th edits, ark> 0 and ask < 0. The inplied edit, t, is calculated 

as: atj = asiark - ar-ja, j = 1,.. .,n, 
bt = bsark -  brask- 

In descriptive terms, the implied edit is a linear combination of the 

two edits. The coefficients of the linear combination are chosen such that 

variable k does not appear in the iitplied edit (i.e., ath = 0). In this 

sense, there is a reduction in di.irensionality in the implied edit, although 
the dimensionality of the impLied edit may be larger than either of the 

generating edits. This is tn.ie since the implied edit will contain ITK)st 

variables with nonzero coefficients in at least one of the edits r and s, 
except variable k. 

An implied edit can itself generate another inplied edit. Therefore, 

the generation of iiilied edits continues iteratively, until no new inplied 
edits are generated. 

GElS has implemented a different algorithm to generate the set of 

implied edits, as it was felt to be more efficient than that described 

above. For more details see Schiopu-Kratina and Kovar (1988). The Fellegi 

and Holt description is provided here as it is intuitively easier to 
urderstarz1. 
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7.1.6 Extremal Points 

The extreme points are the vertices of the acceptance region defined 

by the edits. Each vertex is the result of the intersection of n edits (n 
= the number of variables). Since in (the number of edits) includes one 
positivity edit for each vari.able, in? n. A brute-force method to generate 
the extreme points is to take all possible ccznbinations of n out of in edits 
(C(in, n) = in! / n! (rn-n)!), and solve them as a set of linear equations. 
There may be no solution, the solution may be outside the acceptance 
region, or the solution is an extreme point of the acceptance region. To 

illustrate these possibilities, return to the example in Section 6, and 

consider the edits I-IV. Since n = 2, potential extreme points are found 
at the intersection of two edits. If one considers the intersection of the 
boundaries of edit I and the positivity edit, x1 0, it can be seen that 
the lines are parallel and therefore there is no solution. If one 
considers edits III and IV, the intersection of the boundaries occurs 
outside the acceptance region due to the constraint of edit I. Hcever the 
intersection of the boundaries of edits I, III, which occurs at the point 
(8,2), satisfies all other edits and therefore is an extremal point. Since 
C(In,n) can be a very large number, even for small values of in,n this 

approach is not an efficient one for processing. Schiopi-Kratina and Kovar 
(1989) provide details on the algorithm used for the generation of extremal 
points in GElS. 

One interesting additiorl point to mention is that (iwatal (1983), 
thapter 18 proves that an upper bound on the number of extreme points is 
given by 

C(m - [(n+1)/2], in - n) + C(in - [(n+2)/2], in - n), 
where [x] integer part of x. 

By choosing various values of in, n one can quickly verify that this 
upper bound is much lower than the value of C(rn,n). Also, in a number of 
edit sets examined by the author, the upper bourxl is not approached. 

. 
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7.2 Cat&orical Edits 

To date, the work on the current generalized E&I system at Statistics 

Canada, GElS, has cocentrated allTcst entirely on the processing of 

nunrical data. Therefore, not as much detail can be provided in this 

section as in the previous one. When the mathodology is developed for the 

E&I processing of categorical data, it is expected that ideas will be 

borroed fran Fellegi and Holt(1976) and fran the develormnt of the 

CANEDIT system. Despite the lack of additional detail, relevant ideas fran 

Fellegi and Holt will be given here for the sake of cccpleteness. The 

reader is reminded that the major difference in edit specifications between 

nuitrical and categorical edits, as used throughout most of this report, is 

that numarical edits specify constraints on the data values which imist 

hold, whereas categorical edits specify situations of data conflicts, or 
errors, which indicate that sara imputation is required. 

At this point in the discussion, it is iiortant to note two 

operational constraints. While all E&I functions for categorical edits can 

be harUed using the E matrix representation, as first presented in Section 

3, a particular survey application may exceed ccmputer storage limitations. 

This is due to the  fact that  one coluitri in the E matrix is required for 

each possible response (including one for nonresponse) for all data items. 

If the number of colurm-is is very laxe, the software may not be able to 

operate. The secord operational constraint is that multiple responses to a 

particular data item are not explicitly permitted. One can get arourd them  
by transforming multiple responses to additional single responses. For 

example, suppose that variable A can assume three values a1, a2, a3, and 

that multiple responses are plausible. One then transfornE the responses 

to variable A to a single response structure for a variable At as follcMs: 

A 	I I a1  I a2  I a3 a1&a I a1&a3  I a2&a3 a1&a2&a3 I Nonresponse  I 
A' 	11 1 1 2 1 3 1 4 15161 	7 	I 	0 	I 

The edits are specified using the values of A'. Obviously, this generates 

. 

	 an additional complication to the task of specifying the edits. 
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7.2.1 Exanp1e of Cateqorical fliits 
40 

In order to illustrate the edit analysis of a set of catiorica1 

edits, an example will be used. This example has three variables A, B, C, 

which can assume 2, 3, 3 discrete values respectively. The valid responses 
for these variables are as follows: 

A : a1, a2, 

B : b1, ½ b3, 

C : c1, c2, c3. 

The edits to be used in the example, which identify oathinations of 

data values which are in error, are: 
I: A=a1& (B=b1 I 	B=b2), 

II : A = a2 & (B = b2 I B = b3) & C = C3, 

III : (B = b1 I B = b2) & C = 

IV: B=b2&C=c1, 

V : (B=b1 I B=b3) & (C=c1 I C=c2), 
VI: A=ai&(C=ciIC=c3). 

In addition, an edit 0 is considered where 

0: A=a1 &B=b1& (C=c2 I C=c3). 
The matrix E for these edits is given in Table 2 below. 

Table 2: Example of Cateorical Edits 

I 	I A B C I 
I 	Edit --- I 
I 	I a1 a2 b1 b2 b3 c1 c2 c3 	I 

I 	0 	I 101 10 01 0 1 ii 
I 	I 	I 101 1101 1111 
I 	II 	I 0 ii 0 1 ii 0 0 ii 
1111 	I il 1101 0 101 

I 
	

IV 0 1 01 1 0 01 
I 	V 	I 1 11 1 0 ii 1 1 DI 
I 	VI 	I 1 01 1 1 11 1 0 ii 
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A set of data fran a particular respondent can be represented in a similar 

format to the edits, as a string of zeroes and ones, with a one indicating 

each response. As mentioned in Section 3, nonresponse is hardled by 

adding aclitional columus. In this way, the representation of a 

nonresponse to a particular data item is easily handled. One evaluates the 

data values against each edit by taking the scalar product of the vector of 

data values and the edit being evaluated. Since the edits are specified as 

"erroneous"  conditions (i e •, indicate ccbinations of data values which 

are in error), the edit will fail if the scalar product is equal to n, the 

number of variables. (This assumes that multiple responses to any data 

item are not allowed.) 

7.2.2 Redurxancy 

In order for an edit to be redundant, there must be another edit which 

has a 1 in E for every 1 in the row in E corresponding to the redundant 

edit. One will recall that a redundant edit is one which cannot indicate 
data errors unless at least one other edit does as well. Using this fact 

as well as the information on determining edit failures as given in the 

previous section, it can be quickly verified that if there exists two edits 

such that one edit has an enbry of 1 in every corresponding position as the 

other, then the edit with the lowest cardinality (i.e., lowest number of 

one's) is redundant. 

The method used to checc for redundancy is to take the scalar product 

of every pair of rows. If the result for a particular pair is equal to 

the minimum cardinality of the two edits, then the edit with minimum 

cardinality is redundant and can be renoved from the edit set. The 

carthnality of an edit is the number of elements in E with the value one. 

Referring to the example and Table 2, examine edits 0, I, II. The 

cardinality of these edits are 4, 6, 4, respectively. The scalar product 

of editsO, Iis4,thatof0, IIisl,andthatofl, IIis2. Sincethe 

scalar product of edits 0, I is equal to the cardinality of edit 0, edit 0 

is declared redundant. 

. 
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7.2.3 Lx1 ied Edits and Consistency 

This section provides the tools required to derive the i1ied edits. 

The details are essentially those given in Fellei and Holt(1976). As 

noted in that article, an efficient nans of inpintirKj the strategy is 

reqiired. The check for consistency is a byproduct of the derivation of 

the implied edits, as will be shown. 

The edit set is inconsistent if an iilied edit can be generated which 

has zero values for one variable only. Using the exanple, assume that an 

iiilied edit has a value of one for all columns, except the first. The 

interpretation of this implied edit is that a data record with A = a1 is in 

error. However, by definition, A = a1 is a valid value. This 

contradiction leads to the conclusion that the edit set is inconsistent. 

As with implied edits for nuiterical data, at least one variable is 

eliminated in the xznbinatiori of the edits to derive an implied edit. 

Also, as seen before, implied edits can be used to derive further inplied 

edits. However, for catorical edits, it is not sufficient to examine only 

pairs of edits. Ccatibinations of three, four, and so on, edits must be 

considered as an implied edit: can be generated from two or more edits. 

Three rules which can be used to determine if a combination of edits 
can potentially derive an implied edit are: 

There must exist a variable which has at least one zero value for 

each edit in the combination under consideration, arid, independently, for 

each discrete value in this variable, at least one of the edits in the 

proposed combination must have a value one. In other words, the variable 

must explicitly be present in all edits and all values of the variable must 

be present in at least one edit each. 

The cathination of a previously derived edit with a subset of 
edits which were used to derive it will not produce an essentially new 
implied edit, and therefore need not be considered further. 

A proposed combination of edits with a variable identified by rule 

(i) above will not yield an essentially new edit if some subset of these 

• 	edits, using the sane variable has already generated an implied edit. 
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The derivation of a potEntial implied edit from a proposed ccthination 
of edits, using a variable icientified by rule (i) above is perforxned as 
follows. (In Felleqi-Holt teninology, this variable is called the 
generating field.) 

Step 1. For values of the variable denoted as the generating field, the 
value in the "new" edit is ore. 

Step 2. For values of all other variables, the value in the "newt' edit is 
zero, unless all of the values in the contributing edits are one, in which 
case a value of one is assigned to the "new" edit. 

Once the values are assigned to all elemants of the llnewll edit, a 
chk is made to determine whether to retain it or not. This "new" edit is 
identified as an implied edit: unless either all values for any variable are 
zero or else the variable is redurant with another existing edit (original 

or iitplied), as identified by the chk described in Section 7.2.2. 

In order to derrcnstrate the derivation of implied edits, consider 
edits 1-VI in the example. (Edit 0 is droped since it was founi to be 
reduixiant.) The first step is to examine all pairs of these edits. The 
results are shown below in Table 3. Pairs of edits for which a generatir 
field cannot be fouxxi are omitted. 

Inconsistency was found when cathining edit pair III, V, as well as 
IV, V. Therefore some changes to the edits are required. As mantioned 

previously, the detection of inconsistency does not identify the source of 
the problem. In this case, one must renve edit V, rve both edits III, 

IV, or make nx1ifications to these edits. Assume that edit V is rived. 
This, of  course,  rcves  all inplied edits generated by edit V. This only 
leaves two valid "new" edits; those generated by edit I, II and  by II, VI. 
However the first is redurxiant with the secoixi and is not ned. Label 
the implied edit generated by edits II, VI, as edit VII. Even thcxigh edit 

II is reduixiant with edit VII, it is left in the edit set for now. The 
reason for this will be apparent later. 

S 
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Table 3: 	Exairple: Implied Edits Generated by Pairs of Original Edits 

I I I trivedEdit I 	 I 
I Edit  I Generating I A - B C I 	 I 
I Pair I 	Field a1 a2 b1 b2 b3 c1 c2 c3 Result 	I 

11,11 A Ii i 0 1 01 0 0 ii Valid 
II,V B 1101 liii 1 101 Valid 	I 
111,111 I 	B I 	0 1 I 	1 1 1 	I 0 0 0 Ilnvalid(C) 	I 
I 	II,V I 	B I 	0 1 I 	1 1 1 	I 0 0 0 Ilnvalid(C) 	I 
111 1V1 C 10 ii 0 0 ii 1 1 ii Valid 	I 
111 1V11 A Ii i 0 1 ii 0 0 ii Valid 	I 
I 	III,V  I 	B I 	1 1 I 	1 1 1 	I 0 1 0 IIflODflSiSt. 	I 
lIII,vII C I 	1 0 1 1 0 	I 1 1 1 IR&uixlant,Il 
IIV,V I 	B Ii 11 1 1 ii 1 0 0 Ilnconsist.I 
IV,VII C 1101 1 01 1111 Valid 	I 

The next step is to examine pairs involving this new edit. Only two 

pairs have suitable generating fields as given in Table 3A below. 

Table 3A: Example: Implied Edits Generated by Pairs of Edits 

I I Erived Edit I 	I 
I Edit 	I Generating 	I 	A - B C 	I 	I 
I 	Pair 	I Field 	I a1 	2L2 b1 	b2 	b3 C1 	c2 	C3 	Result 	I 

I,VII B 	1 	01 1 	1 	ii 0 	0 	lIRedund.,VII 
IIII 'VIII B 	I 	1 	1 	I 1 	1 	1 0 	0 	0 	Ilnvalid(C) 	I 

No new implied edits are found. Now examine all triplets of edits with 

results as shown in Table 4. As before, combinations of edits without a 

suitable generating field are omitted frau the table. Only one valid edit 

is found; that which is the result of combining edits II, III, IV. Label 

it edit VIII. Also inconsistency is found when ccathining edits III,1V,Vii. 
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Table 4: Exaitle: InLied FLIits Generated by Triplets of Edits 

I 	 I I DerivedEdit I 	I 
I 	Edit 	lGeneratingl A - B C I 	 I 
I 	Triple 	I Field 	I a1 a2 b1 b2 b3 c1 c2 c3 I 	Result 

I 	1,11,111 	I B 	I 0 0 	1 1 1 1 	I 0 0 0 llnvalid,A,CI 

I 	III,IV 	I B 	I 0 0 	I 1 1 1 	I 0 0 0 lInvalid,A,C 
I,II,vI 	I A 	I 1 1 I 	0 1 0 	I 0 0 1 IR.edurxL,VIII 

I 	i,Ii,VII 	I B 	I 0 0 I 	1 1 1 	I 0 0 1 Ilnvalid(A) 	I 
I 	i,III,1V  I B 	I 1 0 I 	1 1 1 	I 0 0 0 Ilnvalid(C) 	I 
I,III,VII$ B 	I 1 0 I 	1 1 1 	I 0 0 0 Ilrlvalid(C) 	I 

I 	I,IV,VII 	I B 	I 1 0 1 	1 1 1 	I 0 0 0 Ilnvalid(C) 	I 
I 	II,III,IVj B 	I 0 1 1 	1 1 1 	I 0 0 0 Ilnvalid(C) 	I 
II,III,IVj C 	1 0 1 1 	0 1 0 	1 1 1 1 I 	Valid 	I 

I 	II,III,VII C 	I 0 0 I 	0 1 0 	I 1 1 1 ITr1va1id(A) 	I 
III,III 'VIII B 	I 0 1 I 	1 1 1 	1 0 0 0 Ilnvalid(C) 	I 

111 1 1V 1 V1I I C 	1 1 0 I 	0 1 0 	I 1 1 1 IRedundant,Il 
IIII,IV,VIII B 	I 1 1 I 	1 1 1 	I 0 0 0 Ilrivalid(C) 	I 
lIII,IV,VIII C 	I 1 1 I 	0 1 0 	I 1 1 1 llnconsist. 	I 
IIII,VI,VII I C 	I 1 0 I 	0 1 0 	I 1 1 1 lunant,Il 

With.it ncdifying the original edits, an examination of the results to 

date irdicate that there are four alternatives to consider as the ncdified 

set of edits. A choice of any of these edit sets will have no 

inconsistencies or reduniancies. These four alternatives, with generated 

inplied edits in brackets are : 

Edits I, II, III, VI (VII), 

Edits I, I]:, IV, VI (VII), 

Edits I, III, IV, VI, 

Edits II, ]11, IV (VIII). 

It is inortant to note that these four alternative edit sets are not 

equivalent representations. They define "data acceptability" differently. 
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O 	One must rely on subject-matter knowleige in order to decide upon the 
edit set. One may also choose to nxxlify the original edit 

specifications, and redo the analysis. 

If one of the first two sets is chosen, edit II can be dropped, and 
edit VII added to the set (ani, not left as an iiplied edit). This is due 
to the redurK)ancy between the two as irK).icatei earlier. However, edit II 
cannot be dropped from the fourth set of edits, as edit VII is not an 
implied edit frcaii the fourth set. 

Once one chooses the "correct" edit set, quadruples of edits can be 
checked for the generation of additional iirlied edits. In this example, 
no further implied edits can be generated. 

8. Conclusion 

This report has attempted to document the methodology related to the 
edit-analysis stage of the E&I processir. In some instances, algorithn 
have been provided for perfomung the analyses. 

It has been stated that the edit-analysis stage is unnecessary if th e  
edit specification has been done carefully. This is true to a certain 

extent. However, errors can still be made, and attempting to fire errors 

in the edit specifications after the data are collected will result in 

delays in the survey production. More importantly though, the diagnostics 

provided by the edit analysis may result in supplying additional insight 
into the iact of the edit specifications as well as into the imputation 
process. This is due to the fact that the iitpted values are determined 
based on the edit specifications. 

11 
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This appendix provides pseudocode for an efficient method of 

iitp1ementing the algorithms for the checking of equality edits which are 
described in Section 7.1.2. 

Designate NV = # of variables (> 0), 

NEQ = # of input equality edits (>0), 

A = matrix containing the input equality edits, of size 
NFQ X (NV + 1) (i.e., the last colurm corresponds to 
the right-hand-side scalar of the equality) 

Let NAXI = 0 
I 	=1 

Read edit I fran A into the vector DJTA (DATA is of size NV + 1). 
Let cmxi = MAXI. 

• 	3. Call 

Argtments: EflRX (Vector of size (NV + 2) (NV + 1) / 2), 
DATA 	(Iririt edit), 
NV, MAXI (tnpit as above). 

E)IRX (the verification matrix) stores ircdified, previously accepted 
edits. Initially, EQMTRX is zero-filled. The subroutine will attempt 
to add the new edit to the vector E(IRX. 

4. On return from the subroutine, the following conditions are checked: 

(i) IF MAXI = CI4AXI .AD DTA(NV+l) = 0, then the latest edit is 

redundant. This edit has not been added to Eç.!flX, and 
processing can continue. 

IF MAXI = (WXL AND DTA(NV+l) NE 0, then the set of edits 
added to EXMflX to date are inconsistent. Processing of these 
equality edits shc*ild stop, and these edits examined manually 
for errors. 

. 
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O 	(iii) IF MAXI = NV, then determinacy has occurred. AU variables 

have a uniquely defined value, by the edits. 

Incremant I by 1. 

IF I > ND (i.e., no nrE! equality edits) then SlOP. 

GO ¶10 STEP 2. 

EAWIZVOJOURP 

INDEX is an intrinsically defined function, 

INDEX(I,J) = (2(NV+l) - I) (I - 1) / 2 + J. 

Note that I in the subrcitine is different frcin I in the calling 
program. INDEX is required since the two-d±tiensional verification 
matrix is being stored in a vector. Since the verification matrix is 

upper triangular, space is saved by not storing the values below the 

diagonal which are always zero. 

ND1ITA = NV + 1 
1=1 
J= 1 

100 IF 3 > NV THEN RFIURN 
IJ = INDEX(I,J) 
IF D7TA(J) NE 0 ThEn GO '10 300 
IF EXTIT.X (IJ) NE 0 THEN GO '10 200 
J=J+ 1 
GO ¶10 100 

200 IF I > MAXI THEN MAXI = I 
1=1+1 
J=J+1 
GO '10 100 
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300 IF B1rRX(1J) NE 0 THE34 GO '10 500 
E0 400 K = 3, NDNI'A 
1K = INDEX(I,K) 
T = EflX(IK) 
ETPX(IK) = D1TA(K) 
D1TA(K) = T 

400 ODPINtJE 

IF I > MXI 'IIIEN MiCI I 
1=1+1 
3=3+ 1 
GO '10 100 

500 LI = INDEX (1,3) 
Dl = DIRX(IJ) 
D2 = DTA(J) 
D=SQRT(D1*Dl+D2 *D2) 
C = Dl / D 
S = D2 / D 
W600 K=J, 
1K = INDEX(I,K) 
X = DTPX(IK) * C + DhTA(K) * S 
Y = EflX(IK) * S - DWJ(K) * C 
EflX(IK) = X 
DATA = I 

600 CONTINUE 

IF I > MAXI 'flIEN MAXI =: 
1=1+1 
3=3+1 
GO TO 100 

r 
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