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1.0 INTRODUCTION

Due to increasing emphasis on planning
and sdwinistering economic programs at local
laveis, there has been a demand for more
and better quality data at these levels on
a wide range of economic data. Such data
available from surveys may not have adequate
precision and hence there is an increasing
demand on the use of administrative records
to produce this data. Administrative
sources, however, may not contain all the
required information on a one~hundred per-
cent basis. It may therefore be necessary
to pool this information with the survey
data. In the present context, a numbar of
variables are available on 100%7 basis from
cne administrative source provided by
Revenue Canada, whereas some of the va-
riables of interest as well as variables
common to an administrative source provided
by Statistics Canada are available on a
sample basis. The problem at hand is to use
these various administrative files in con-
junction with survey data to produce re-
liable small area estimates.

In this paper, some estimators for
small areas are evaluated in the context of
producing Census Division level by Major
Industrial Division estimates, using the
unincorporated data compiled at Statistics
Canada and Revenue Canada. Several of the
collected variables are candidates for small
area estimation, but we will focus on Wages
and Salaries. This variable is available on
a 252 sample basis at Statistics Canada for
the Gross Business Income range $25,000 to
$500,000, but not available from the Revenue
Canada file. Wages and Salaries are re-
lated to Gross Business Income (available
from both sources) for certain industrial
groupings. Hence, Gross Business Income can
be used as auxiliary information, in order
to obtain reliable small area estimates of
total Wages and Salaries. In addition to
the usual synthetic estimators proposed in
the literature (Gonzalez 1973, Schaible
1979) composite estimators which are com-
binations of the synthetic estimator ard the
direct domain estimator are studied. 1n
particular, the composite estimators pro-
posed by Sdrndal (1981), and Fay and Herriot
(1979) are investigated. Efficiences cf the
various proposed estimators relative to the
direct estimators are obtained for Wages and
Salaries via a simulation study in which the
combined use of the two administrative files
is mimicked using the Statistics Canada
administrative file. This Statistics Canada
file has the advantage of containing all the
variables to be used for the small area
estimation.

2.0 ESTIMATORS
Suppose that the population of size N
consists of A mutually exclusive and ex-

haustive small areaslabelled a=l,...,A, For

117

each small area 'a', units are further
classified into I mutually exclusive in-
dustrial groupings. Suppose that the area
by industrial cross-classification can be
further classified into G mutually exclusive
and exhaustive income classes, labelled
g=1,...,G. This labelling gives a three-way
cross~classification into AIG cells with
Najg population members in the aig-th cgll,
with a corresponding sample count najp in a
simple random sample of size n. For aggre-
gation across a subscript, we replace that

subscript by '.'; thus
I G I
N = I I Nai is the population size
B0 el g | SR
G
= . = . 1is the
for the a-th area. Na1. gil Nalg is

population size for the ai-th area by in-
dustry classification. Similarly, the
sample aggregates n,_ , and naj., are de-
fined. The variable y will be used to
denote Wages and Salaries while the variable
x will denote the Gross Business Income.
For a particular sample, let ty (ai)
denote the estimate of total Yai,, for the
a-th area and i~th industrial grouping for
the m—th method of estimation. The various
estimators for totals are next discussed.

Direct Estimators .l
The expansion estimator (EXP) utilizes

only the sample data in the small area and

industrial classification. For the §—th

small area and i-th industry it is given by:
n

N G aig 4 ;
t.(ai) == I I Y =—y . 2.1
1 n gl ksl aigk ai

where yajok is the value of the k-th sampled
unit within the aig~th cross-classification.
The estimator t; (ai) is unbiased for I -
the population total for the (a,i)-th
classification.

The expansion estimator can be improved
using the known population domain sizes and
observed sample domain sizes. This post~
stratified estimator (POS) is given by:

Nis
PEELLE 352
tZ(al) T Yai.. (
for m;. >1 and defined to be zero arbi-

bitrarily for ngi, = 0. The estimator
ty(ai) is unbiased for Yaj.. %f the pro-
bability of getting ngj, = 0 is zero.

Estimators which use auxiliary in-
formation, such as counts or totals provided
by administrative files, will be classified
into (a) synthetic estimators, (b) general-
ized regression estimators, and (c) mixtures
of synthetic and direct estimators.







2.2 Synthetic Estimators G Taig _

For synthetic estimators, i: is assured t . (ai) = 3 il
that small area population means or pro— FEG g=1 k=l aigk
portions, for a given characteristic ob-
tained across areas and for given subgroups c n.

aig

of the population, are approximately equal N p
L= i) (2.5)

to the over-all mean. The size of bias of z eaigk’
the synthetic estimators will depend on the g=l k=1
departure from this assumption, The pro-
blems associated with synthetic estimators P
3 is the pre-

have been well documented by Gonzalez where Tadek T
gk

i A o B
: 1gjk
(1973), Gonzalez and Hoza (1978), Levy j=1 1 aia)

(1971) and Schaible (1979). Two types of dicted value of y resulting from the fi¢
synthetic estimators are studied: the 4 - 838% ™

count-synthetic and the ratio-synthetic. 4 regression model of the form

The count-synthetic estimator (COUNT SYN) p

requires the knowledge of Naigs» tie counts bl e T ib 2 W L o

for a given small area, industrial grouping aigk j=1 1 aigjk aigk

and 1ncome class cross-classifica:ion,
obtained from the larger administ-ative with error term ¢ . "
aig

file. It is given by:

3 -

G
ty (ai) = N TR (2.3) i Faigk ~ Yaigk | Vakig
g-
are the residuals., Here Zajgijk 1s the value
for the j-th auxiliary variagie Gi=1,...,p)
& on the k~th unit in the (aig)-th cell.
Estimates b: may be obtained using generali-
2 naig A zed least squares procedures taking into
; ) =(: r 2Rl M o account the distribution assumptions behind
51K aEl ka1 aigk a=] 218 eaijk and the sample design weights.
The generalized Tegression estimator
corresponding to the model
= y / n - o
-1g. -1g yaigk big ' caigk
. ; . Eitglhh )l B, vice IUIR 2
is thg over-all s§mp1e‘mean of Wages an aigk ’ aigk ig
Salaries for the i~-th industrial grouping r
and g-th income class, (the €'s are assumed independent throughout)
The ratio-synthetic estimator (RATIO w}ll be referred to as REG COUNT and is
SYN) requires totals of Gross-Business In- given by
come for a given small area, industrial c
grouping and inc?me ?lass cross-classifica- t(ai) = 3 (y . S
tion, Xajig. It is given by 5 g=1 918 ".1g.
9 = = +3 ( F . sl (O (2.6)
oy o -n . L SRy .
t, (ai) gfl xaig. (y‘ig_/x.ig‘) (2.4) n aig yazg. Y.ig.
L | where y . =y . /n .
where x jo  is the overall sample mean of axg. aig. aig.
GrOSS.BUSLHQSS Inc?me for the i-th ~ndustry The generalized regressian estichisor
grouping and g-th income class. corresponding to the model

2.3 Generalized Regression Estimators yaigk 5 big xaigk L Eaigk’

Sarndal (1981) Proposed asymptotically
sdesign unbiased estimators that incorporate Elle B9 =0, Vica ) = g? x . ,
‘auxiliary information through the generali- aigk ; aigk ig "aigk i
zed regression technique (or Design/}odel will be referred to as REG RATIO and is ;
technique). In the two special case; in- given by
cluded in our study, the estimators vielded r
by this technique (which can be adapted to . G S
any sampling design) are biased-corrected ta(al) il {xaig 5;5&; i g Raig
versions of the synthetic estimators (2.3) g=1 et S
and (2.4).
In the special case of simple random . .
sampling, the generalized Tegression (yaig.' 1B iai )}
estimator is of the form LT P’

118







- 4

2.

4

Note that the synthetic estimators (2.3) and
(2.4) appear as the first terms of (2.6) and
(2.7) respectively. In other words, the
estimators ts(ai) and tg(ai) correct :he
bias in the count-synthetic and ratio-
synthetic estimators, respectively. Rao
(1984) noted that these estimators can be
expressed as a convex combination of the
direct and synthetic estimators.

Mixtures of Direct and Synthetic Estimators

Since estimators t3 (ai) and t, (ai) do
not use the small area means yajp, directly,
it is natural to look for estimators that
are weighted averages of tj (ai) or tg (ai)
with t] (ai). The optimal composite esti-
mator of this form is given by

topt (ai) = ¢ tn (ai) + (1-c) t, (ai) (2.8)

where (m=3,4) and the optimal weight ¢ is
obtained by minimizing the MSE (tgpr (ai)),
(Schaible et al, (1979)). The estimat:ion of
¢ from sample data, however, is unrelizble
due to difficulties in estimating MSE o¢f the
biased synthetic estimators tj (ai) or
= (ai).

The empirical Bayes approach is an al-
ternative to the above-mentioned methods.
It provides sample-based weights that reflect
the uncertainty of a linear regression fit
over small area means. This method was
applied by Fay and Herriot (1979) as a means
to estimate income for small places in :he
UL SLA.

The empirical Bayes approach can be
summarized as follows. Suppose that
Vai, | Yog, - ind B (¥4 0 D) and ¥,
is the

- ind N (gai. Pi’ Ui)’ where Yai

population mean in the a-th area and i-th

industrial grouping, gai. = (xail’ 5 Xaip)

is the 1Xp vector of population means of
auxiliary variables in the ai-th cell ani b;
is the pXl vector of regression parameters
associated with the i-th industrial grouping,
and U. measures the uncertainty in the linear
fit to Y,; . The sampling variances Dpj are
assumed to be known, but U; is estimated from
the marginal distribution of ¥,i by solving
the following nonlinear equation in Uj:

A
LU EPTR 1
I Gy -0/ 4D ) =ap (2.9)
a=1
] o s T -1 -1, T -1=
PR W (o) T 0 B ) X Yy Y

and Vi is a diagonal matrix with a-th diago-
nal element v, ; = Daj + Uj, fi = (?11_.-- s
¥ai )T. The resulting estimator of Uj is
denoted by U:.

The empirical Bayes estimator (EB) of
Yai. 1s given by:

0.
N = ;’___1 s
SR M S a0
1 al

1y

ai o* }
0’y 5D
o a

(2.10)

i

Efron and Morris (1971, 1972) suggested a
modification of t;(ai) since the latter
could perform poorly for some individual com-
ponents (ai). The modification uses a res—
tricted estimator (EB/M) given by:

tg(ai) = tg(ai) if ¢ (ai) ~d < t,(ai) <

tl(ai) + d
= :l(ai) - d if t7(ai) < tl(ai) -d
= tl(ai) +d if t7(ai) > tl(ai) +d

(2.11)

1/2

where d = (Nai. Dai)
Using the empirical Bayes technique, it

must be noted that the computation of the
sampled-based weights is complex. Conse-
quently, it may be difficult to evaluate
their design bias and design variance by
aHalytical methods like the ones provided by
Sarndal. For this reason, Monte Carlo simu-
lation is a convenient route to study the
properties of different methods for small
area estimation.

is usually used.

2.5 Variance Estimation

Estimates of variance for the synthetic
estimators t3(ai) and t;(ai) can be readily
provided. However, since their mean square
error can be much larger than the variance,
no variance expressions for these estimators
will be given.

For the expansion estimator ti(ai) and
the regression estimators ts(ai) and tg (ai),
the form for the estimator of variance is:

) i (N~ n_,
o] - N Ly 2 e
nai 2
- -2 22 1; (w=1,5,6) (2.12)

whefe sgi and Eai.are the estimated domain
variance and mean for the variable Zajgk and
the variable Zaigk is given by yaigk for
t1(ai), Yaigk = ¥ e | for t,(ai), and Yaigk =
big Xaigk for t6(a1§. For ty(ai), the va-
riance expression (2.12) does not have the '2
nd' term. For domains with no sample units,
we have defined t;(ai) to be equal to zero.

For the empirical Bayes estimator, an
estimator of variance is given by

3 2
v[t7(a1)] = Nai-{[rai 4 (l-Pai) Yoai 2 Dai +

S 2
(1 Pai) b(#:) Vobi Dbi}’ (2.13)

h _—_-..'—t,.z_ 3
where Pal Ul/(Ll Dai) and Wobi 5 the






-

e SR A s
ab-th element of X, (?i Yi ?i) Xy Yi 3
The variance estimator (2.13) is ottained by
treating the U; as fixed numbers.

DESCRIPTION OF THE SIMULATION STUDY

In order to study the propertizs of the
various estimators discussed in the Previous
section, a simulation was undertaken. Thig
simulation mimicked the use of administrati-
ve data arising from several sourceg and
their subsequent combination to yield small
area estimates. Since the Statistics Canada
administrative file had all the required
information, it was used as the file for
drawing the samples required for the simu—

lation.
The province of Nova Scotia was chosen

as the population of tax filers for vhich
the simulation would be undertaken fcr
several reasons, Firstly, we have a
sufficient number of observations (1678) in
the population of unincorporated tax filers
whose Gross Business Income belonged to the
range of $25 K to $500 K to carry out a
simulation which could be handled in rerms
of computer time. Secondly, we have &
sufficiently good span of correlations bet-
ween Wages and Salaries, and Business Income
between the various major industrial group~
ings, to assess the use of Business Inzome
a8s an auxiliary variable. The small areas
of interest were the 18 Census Divisions
within Nova Scotia. The major industr-al
groups studied within these areas were
Retail (515 units in the population),
Construction (496 units in the population),
Accommodation (114 units in the population)
and the remaining industries grouped into
Others (553 units in the population). The
relative sub-domain sizes (Census Division
by major industrial group classification)
varied between 0.062 to 6.79%.

For the direct, synthetic and general-
ized regression estimators, we have con~
sidered two procedures: (1) G=3 income
classes given by $25 K - $50 K, $50 K -
$150 K, and $150 X - $500 K; (2) g=1 givan
by $25 K - $500 K. For the empirical Baves
estimation procedure, only the $25 K - $500 K
income class was considered. The overal]
correlation coefficients between Wages ard
Salaries and Gross Business Income were C.42
for Retail, 0.64 for Construction, 0.78 for
Accommodation and 0.61 for Others. For tie
empirical Bayes Procedure, the regression fit
between Wages and Salaries and Gross Business
Income was done within each major industrial
grouping, and anp intercept term was allowed
to enter into the model. Two versions of
the empirical Bayes estimator were obtained:
(i) For ong (EB/S) the sample estimate of
variance, Dai, for each subdomain mean of
Wages and Salaries was used, (ii) for the
other (EB/P), the Population variance, Dot
for each subdomain mean of Wages and Salarjes
was used. The ratio of ISE for versions (1)
and (ii) provides a measure of increase in
the MSE due to estimating Dai' In addition,
for both versions, the restricted estimator
given by (2.11) was also computed: those

120

modified versions are denoted as EB/SM for
(i) and EB/PM for (ii). Empirical Bayes
estimators could not be computed for cells
with fewer than 2 observations; for these
cells the REG RATIO estimator with three
income was used. This modification is la-
belled as NERB.

For the Monte Carlo sinulation we se-
lected 500 samples, each of size 429, from
the target population of 1,678 companies
(unincorporated) in Nova Scotia. The ex-
pected number of sample observations in a
subdomain ranged from 0.25 for the smallest
to 29.3 for the largest. The main findings
are discussed with respect to (a) relative
percentage bias of estimators; (b) relative
percentage efficiency; (c) relative per-
centage bias of the variance estimators;
(d) coverage rate of confidence intervals;
(e) coefficient of variation measures for the
various estimators. The relative percentage
bias of tn (ai) is computed as

A | £ (ai) -y .
g L I |n] ai..
= = 100
RB[t:m(a:.)J Y E Y\ X
a=1 ai..
A - .
A .
a=1 ai..

by averag§85 ovef the small areas where
tnai) = °5 £{" (ai)/500, and ¢{F)(ai) is
the value®of tm(ai) for the r-th Honte-Carlo
sample (r=1,...,500) and Yai.. is the (known)
Population total for the ai-th cell,

The relative percentage efficiency of
tm(ai) with respect tro the direct estimator
EXP is computed as

— 1/2
. A IMSE [t (ai)] X 100,

. 1
i [e,(a)] = & as1 [ E [eaDO]

m=l, ..., 8 where MSE [t (ai)] = z
o r=1

[:é”(ai) - Yai..]z £ 5an, syl S, §

is the Monte Carlo approximation of the MSE
of tm(ai).

The relative ercentage bias of the va-
riance estimator v%tm(ai)J is given by

A |V [t (ai)]
I j—E— "~ -1} X 100
a=1 | MSE [im(ai)1

B v[c (ai)] = L

>

- 0 ™ -
where v [fm(ai)J = | @ iR [tm(ai)J / 500.

r=1

The confidence Coverage rate for the
estimators tp(ai), m=1,2,5,6,7 is evaluated as

» A 500 ()
Talidi= & & WCE G0/ (so0a)) Bire
m m

a=l r=]

v AR






I;r)(ai) = 1 O EHe. A0 = M7
confidence interval given by

t;r)(ai) 1 212 {v(r)ltm(ai)l}% coatains

the true total Y . , and zero otherwvise.

Here, v(r)|tm (ai)i is the variance 2stimate
of tm(ai) for the r-th Monte-Carlo sample (b)
and 2,72 is the upper a/2 - point of

N(0, 1) -~ variate.
A measure of average coefficient of

variation is given by
re—— b
(MBELe_ DY L oo

= 1
cv itm (ai)| = W iy

Yo
ai..

Our empirical results, utilizing the

above stated measures, are as follows:

(a) Bias of estimates. Table 1 examines
the performance of the estimators
t (ai) in terms of percent relative
bYas. The unbiased estimator EXP, and
the approximately unbiased estimators
REG COUNT and REG RATIO show negligible
relative bias (<57), excepting taat it
is slightly higher for REG COUNT and
REG RATIO in the case of Accommodation
with G=3 (6.9 and 6.0 respectively).
The latter may be due to the smal.ler
number of observations in the 3 :ncome
classes (for Accommodation) which we
used to estimate the bias. In the other
cases, there is a very little difference
in the bias for the 1 domain and 3
domains, for the COUNT SYN and RATIO
SYN. The POS estimator has a large
relative bias for "Acommodation" but
this is due to a non negligible proba-
bility of getting no sampled units in

the cell. The empirical Bayes estima-
tors have significant relative (87 to
387) bias with the most bias showing
for the smallest industrial group in
terms of observations, namely "Accommo-
dation.' As expected, both the svn-
thetic estimators have the largest bias
(as large as 807) followed by the four
empirical Baves estimators.

Relative Percentage Efficiency of

estimators. All the estimators are

significantly more efficient than the

expansion estimator, EXP. The division
of the income classes into 3 domains as
opposed to 1 domain does not signifi-
cantly improve the efficiency of the
unbiased or the approximatelv unbiased
estimators, except in the case of the
REG COUNT estimator for Construction,
Accommodation and Others, and the REG
RATIO for Retails. The estimators
using the auxiliary variable x, (RATIO
SYN and REG RATIO) are substantially
more efficient than those using only
the counts (COUNT SYN and REG COUNT).
This is especially true for the indus-
trial grouping "Accommodation' where
the correlation between Wages and
Salaries and Gross Business Income is
fairly high. The RATIO SYN is the most
efficient, whereas REG RATIO (G=3) and
the empirical Bayes estimators have
comparable efficiency excepting that
the latter was somewhat more efficient
for "Retail." The difference in effi-
ciency among the four empirical Bayes
estimators is not significant. (See Table 2.)

Table 2: Percentage Efficiency of the Esti-

Table 1: Percentage Relative Bias for the

mator Relative to EXP.

Estimator
- Division No. of income Estimators
Division No, of income Estimators clasues
classes
pos | cownt | matio| mEc REG
exp | pos | counr| matio | Rec | mec syv | sww COUNT | RATIO
SYN |SYR | COUNT| RATIO
Retail 2hagl " 8. SWez0w) Baeale 101 e Retail 1.35 B33 SSRERQONS (1,521 | Flio0
Construction 1 1.9 5.6 173 157 1.3 0.8 Construction 1 1535 12:36. | JWOIR 1S58 2o
Ao datidon 3.6 26.% S8.4  41.4 3.4 2.8 Accomodation nd0: NS 3,45 1.30 2.78
oy 17 3.2 0.7 268 1.3 e Others 1.20 1.52  1.92  1.25  1.56
d

Retadl 20 iels2ece| (@29.50 " aaslh (ks Retail 135" 2006 i Q2 BRIRS AR S Ll
e on 3 - 1.9 5.4 17.8 16.0 1.1 0.9 Construction 3 185 | 2%2s 2.94 2.00 2.08
Accommodat ton 3.6 26.5 44.3 39.4 6.9 6.0 Accomnodation 140 SN2 RE IESISRS TN 2130 ZEE8
Others oLt F2200 etk 104, 1.0 Others oz OcCog BLL T2 Lol s

NEB/S  NEB/SM  NEB/P  NEB/PM NEB/S  NEB/SM  NEB/P  NEB/PM
Retall 17.6 17.3 18.9 1782 Retasl 1.72 1.72 1.82 1.82
Construction 1 11.6 10.5 10.8 8.3 Construction 1 2.04  2.04 2.7 2.13
Accommodat foa 8.0 36.5 36.7 3.4 Accommodation 2.70 2.78 2.38 2.44
Others 2182 17.2 21.0 14.9 Others 1.4% 1.5 1.52 1.54
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(c) Bias of variance estimators. Among the
unbiased or approximately unbiased pro-
cedures, POS displays the highest bias
with the MSE being System:tically under-
estimated, especially in the smallest
industrial group, Accommodation. The
bias associated with REG COUNT and REG
RATIO is essentially neglibible, with
the exception of significant negative
bias (-11% and -15%) introduced in es-
timating the variance for "Accommoda~
tion" in the presence of three income
domains. The empirical Bayes procedure
shows a smaller bias in the estimated
variance when the populaticn variance
Dai is used instead of the sample

variance ﬁai in the estimation, but the
underestimation is still high (-67 for

Construction to -37% for Accommodation).
(See Table 3L)

Table 3: Percent Relative Bias of the
Variance Estimators.
Division Ko. of income Estimatore
classes
£XP ros REG REC
COUNT RATIO
Recail 0.6 ~38.7 0.9 25
Coastruction 1 1.9 -39.4 15 0.05
Accommodat fon =2.7 ~66.6 0.3 -4.0
Other 2.8 -33.6 2.4 2.4
Retail 0.6 -38.7 1.0 C 0.8
Construction 3 1.9 -39.4 1.3 -1.5
Accommodation 2.7 ~66.6 ~11.1 ~14.6
Others 2.8 =-33.6 1.2 1.0
EB/S EM /P
Retatl -29.8 =-19.5
Construction b -30.8 =L 529
Accommodation -51.8 ~¥2.4
Othera -59.4 -34.5

d) Coverage rates. The coverage rates for

the confidence intervals are shown in
Table 4 for the estimators that have
variance estimators are associated with
them, for nominal levels of 90% anc 957.
All the Coverage rates fall short of
! their desired nominal level. The differ-
ences between the 1 domain and 3 domnains
cases for EXP, POS, REG COUNT and R3ZG
RATIO are small. The coverage rate:; for
EXP, REG COUNT and REG RATIO are approxi-
mately equal, and range from 79% to 85%
(nominal 90%Z). The Post-stratified esti-
mator (POS) falls significantly short of
its nominal level, (as low as 68.8%
compared to the nominal 907 in others,
for instance). The coverage rates for
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the empirical Bayes procedure are much
less than their nominal levels (as low ag
187 for Accommodation compared to nominal
90%), implying that the associated
variance formula (2.13) is not satisfac-
tory. The coverage rate, however, is
somewhat improved (287 to 672 for nominal
level 907) when the population variance

Dai is used (EB/P) instead of the esti-
mated variance 531 (EB/S). We are at

present, exploring alternatijve variance
estimators such as the jack-knife.

Table 4: Percent Coverage Rates for the

Estimates.

Nominal Levels 907 and (in brackets)

5%
Division No. of | Estimation

}mcne |
classes
’ I_r.xr l Pos I REG REG
COUNT RATIO0
Retail 6¢.067.3) 78.5(82.2) 85.1(89.6) 85.3(91.3)
Construction 1 2.3(85.1)  74.3(78.9)  B1.3(86.9) 82.9(87.8)
Accommodation 81.9(84.6) 73,5(74.5)  81,3(84.86) 77.9(81.3)
Others 77.4(80.4) 68.8(73.7)  80.8(85.6) 79.7(84.2)
Recatl 3.487.3) 77.7¢82.2)  84.8(8n.3) 86.2(87.9)
Coastruction 3 0.5(85.1) 73.6(78.9)  80.3(83.4) 80.3(86.9)
Accommodation 79.3(84.6) 72.0(74.5)  78.5(80,9) 79.0(81.1)
Othara 0.0(80.4) 70.9(73.7)  81.2¢83.5) 80.9(82.8)
EB/S EB/P

Retail 61.7(66.0) 66.9(72.0)
Construct on 1 54.5(58.7) 66.6(71.5)
Accowmodat fon 17.7(20.0) 28.3(32.0)
Others 32.7(36.1) 43.2046.1)

(e) Coefficient of variation measure.
Table 5 presents the values of the
coefficient of variation measure for
the different estimators in the four
industry 8roups. Using the expansion
estimator as the standard against which
the performance of the others is mea~
sured, it is evident that all the other
estimators reduce the error in the esti-
mation. On the basis of this measure,
RATIO SYN is the best in all the four
industry groups followed by empirical
Bayes. The REG RATIO has a somewhat
higher coefficient of variation measure
than the empirical Bayes ones. The es-
timators using the x-auxiliary informa-
tion have a significantly smaller
coefficient of variation measure than
those using the counts,







Table 5: Percent Coefficient of Variation
Measure for the Estimators.
—
Division No. of income Estimators
classes
EXP POS COUNT E 2710 REC RES
SYN l SYN COUNT | RATIO

Retatl 60 bé 23 35 s 52
Construction 1 L) 4l 20 18 35 25
Accoamodation 101 71 66 &4 89 65
Others 58 50 36 28 «7 36
Retail 60 44 29 29 40 &
Construction 3 55 &1 20 18 27 26
Accommodation 101 7 52 a4 bl 66
Others 58 50 30 29 4l 37

NEB/S NEB/SM NEB/F PEB/PH
Retail 35 35 3 <]
Construction 1 25 25 23 24
Accommodaticn 51 51 53 53
Others 37 s 3¢ k1]

CONCLUSIONS

Our study confirms the results obtained
by SHrndal and Rabdck (1983), as far as
their approximately unbiased procedures (REG
COUNT and REG RATIO) are concerned, viz.,
the use of auxiliary information can be used
to advantage to produce estimators for small
areas with calculable variance estimates.
For these approximately unbiased estinates,
coverage rates fall short of their nominal
level, especially for small domains. The
RATIO SYN is the most efficient estimator in
terms of MSE, followed by empirical Bayes
and the REG RATIO.

In terms of bias of the estimates,
coverage rates of the confidence interval
and bias of the variance estimates, th2 REG
RATIO appears superior to the empirical
Bayes estimator and the post-stratified
estimator. However, improved variance esti-
mates (confidence intervals) for the empiri-
cal Bayes, such as bootstrap, jack-knife,
and the variance estimator proposed by Morris
(1983) need to be examined.

Further work on empirical Bayes proce-
dures under the model appropriate for REG
RATIO (section 2.3) are currently being
eveloped along the lines of Battese and
Fuller (1984). The performance of the pro-
sedures, conditionally given the domain
sample sizes, is also under investigation.
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