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0 	SELECTION DE L'HORIZON DE PREVISION ARNMI OPTIMAL 

L'utilisation d'un horizon de prevision de 12 mois réduit les revisions 

associées aux facteurs sisonniers concourrants du programme de désaisonali-

sation X-11-ARMMI. Cependant du point de vue de la revision assoclée aux 

filt'±és, 1'horizon de prevision optimal n'est pas toujours de 12 mois. 

Cette étude projette de determiner pour chacune des 120 series choisies 

un horizon de prevision optimal en fonction de leurs composantes 1rr6gu1ire 

et de tendance-cycle. 

Des M.A.P.E. associés a different horizons de prevision sont calculés 
pour chaque série. Nous ommes ainsi en mesure d'établir la relation qui 

existe entre chaque horizon de pr61on,1'erreur de prevision et la contri-

bution des composantes irreguliare et de tendance-cycle a la variance totale 
de la série. 
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1. I)tXRODUCTIO 
It has been proven theoretically through the 

study of filters (Dagum 1982.a; 1982.b and 1983) 
and corroborated by several ampiricaj studies, 
among other., in Kuiper (1978), Kenny and Durbin 
(1982), Dagum and ?rry (198.4) that the usE of 
one year ahead ARZ31A extrapolation, reduce, the 
revision, of the concurrent seasonal factor, ob-
tained from the 2-11-AEtNA Program (Dagum, 1980). 

A set of four AEtNA models ((011)(011) 12 ,  (012) 
(011) 2' (022)(011) 2 and (210)(011) ) identified 
by Chu, Higginson And Huot (1985) fated and fore-
casted well a large variety of economic time 
series. These models were ranked on the basis of 
the one year ahead forecast error (as well as some 
other criteria concerning fit, parsimony, etc.) 
The inclusion of the four models in the X-ll-ARIMA 
program in the order of their ranking is to i2neure 
that a good set of extrapolated values can be pro-
duced even if the user has no expertise in AKIMA 
model identification. 

From the viewpoint of minimizing the filter re-
visions of the 2-11-AEtNA method, the maximum fore-
cast horizon should not be restricted to one year 
only for all series. Thue, it is necessary t 
investigate which factors would determine the 
length of the forecast horizon to be used in order 
to produce the best seasonally adjusted estimates 
(the ones with the saalle,t revision). Further-
more, it is also of interest to know how the 
varying foreca.t horizon affects the ranking of 
the models. 

The ultimate objective of a larger .tudy in 
preparation by the authors is to produce guide-
lines based on certain characteristics of the 
series regarding the number of forecast values 
necessary to yield seasonally adjusted estimates 
of minimal revi,ion. It is obvious that the re-
visions in these estimates will depend on the 
forecast error. (A perfect three-year forecast 
would result in estimates that do not get revised 
at all). Thus, as a first stage in this direction, 
this paper exines the relationship between ths 
forecast error at different time horizons and 
certain characteri,tjcs of the series namely, the 
amount of irregular variation present and, the 
pattern of the trend-cycle component. Other 
author. (Makridakis and Hibon, 1979) before us 
examined the relationship between forecast errors 
and the randomness present in a series. It should 
be pointed out, however, that the rsndomne.s in 
the context of 2-11-AEtNA is the variation in this 
irregular component as identified by the seasons.]. 
adjustment method, while in the quoted study, it 
referred to the variance of residuals left in the 
series after fitting a model. 

Section 2 describes the design of the experi-
ment; section 3 deals with the relationship bet-
ween the forecast error and the noise in the 
series; section 4 investigates the relationship 
between the forecast error and the pattern of the 
trend-cycle component and; finally, section 5 
gives the conclusions of this paper. 
2. THE DESIGN OF THE EXPERI),r 

In designing the experiment our main objectives 

are: (1) to have a representative sample of eco-
nomic time series in terms of the amount of irre-
gular fluctuations present In tham; (2) to elimi-
nate the dependence of the forecast error on the 
particular month of the year chosen as forecast 
origin; (3) to minimize the number of ARIMA fit-
ting and forecasting necessary in order to reduce 
costs. 

To achieve these objectives, the following 
design is adopted. A sample of 120 series Is 
selected from five sectors of the economy (Labour, 
External Trade, Manufacturing, Finance and Agri-
culture). These series fall into five classes 
(of 24 series each) according to the mount of 
irregular variation present as identified by the 
X-ll-ARIMA program in table P.2.8. The five 
classes are: 
Class 1 	0.0 - 5.0% irregular variation 
Class 2 	5.1 - 10.02 
Class 3 	10.1 - 20.0% 	" 
Class 4 	20.1 - 30.0% 	" 
Class 5 	30.1 - 50.0% 	" 

All the series begin in January 1970 but the 
last value of the serie. (which becomes the fore-
cast origin) varies between June 1977 to May 1978, 
for the first set of forecasts, to satisfy our 
second objective. Thus in each class there are 
two series that and in the same month. There are 
two ARIMJ1 forecasts of 24 observation, obtained 
for each series, with the forecasting origins one 
year apart. For example, the series that ends in 
June 1977 has a set of forecasts ending in June 
1979. The series is than extended with one more 
year of real data and a new set of 24 forecasts 
(based on the newly fitted ARIMA model) is pro-
duced with June 1978 an the foreca.ting origin. 
Thus the last time point for which a forecast is 
available is May 1981 coming from a series that 
ends in May 1979. 

Another (simpler) alternative would be to pro-
duce 12 Beta of forecasts per eerie, each starting 
at a different month of the year. This design, 
however, requires a much larger number of ARIMA 
fits and would increase subatantially the cost 
since the number of series cannot be reduced with-
out jeopardizing the representatjveness of the 
sample. 

Finally, May 1981 is chosen as the last fore-
cast time point to avoid the effect of the 1981 
recession on the forecast errors. 

The four ARIMA models described before are 
applied to each series and forecasts are generated 
from two time origins i.e. eight sets of forecasts 
are obtained from each series. 

The information obtained for each series in-
cludes the forecast errors for 24 time points for 
all eight sets, the AEtNA parameter values, the 
goodness of fit statistic, the forecasting origin, 
the class according to the amount of irregularity 
and the series identifier. This information Is 
merged with data collected previously from each 
•eries during the X-ll-ARIMA seasonal adjustment 
run concerning the anount of irregular, cyclical 
and seasonal variation in the series. 
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4. RELATIONSHIP BETWEEN M.A.P.E.'s OF ARIMA 
EXTRAPOLATIONS AND THE PAflERN OP THE TREND-
CYCLE a)MPONENT OF THE SERIES 

. 	In order to evaluate the effect of the trend- 
cycle on the forecasting performance of the four 
ARD4A models, we compare here the M.A.P.E.. of the 
forecasts with a measure H that provide. .nforma-
tion on the pattern of the trend-cycle component 
in the series. The measure H is defined by 

(T - T_1 ) 
I 
1-2 	1-1 

nIT-T 
i:_ I' 	 i-2 I 	T1 _1  

where T is the annual total of the originel 
series for year 1. H can take values between -1 
and 1. When N is equal to one, the series has a 
monotonicaily increasing annual trend. Fd: r values 
between 0 and 1, the series has reversals of 
direction in its annual rates of change (negative 
value.). The serie, is then assumed to be 
affected by the business cycle. 

Values between -1 and 0 will have a sim:.lar 
interpretation but the sample of series clxaen 
for this study has very few cases where H is 
smaller than .60. Table 1 show, the frequency 
distribution of the sample according to the values 
of N. 

Table 1 
Frequency Distribution of the Sample 

According to the Measure H 
t 

Intervals 2 	Total of Frequency 

-1.0 	. 0 0.00 
-.99 to .80 1 0.83 
-.79to-.60 0 O.)O 
-.59to-.40 1 0.33 
-.39to-.20 3 2.50 
-.19 to 	0 2 1.57 
.01 to 	.20 1 0.33 
.21 to -.40 7 5.33 
.41 to 	.60 13 10.33 
.61 to 	.80 11 9.17 
.81 to 	.99 34 28.:13 

4 1.0 47 39.18 

Total 120 100.002 

Figure 4 shows the M.A.P.E. of the forecasts 
from a (0,1,1)(0,1,1) 2  ARIMA model for the four time horizons versus Ieveral values of H. It is 
apparent that the average forecast error decreases 
with Increasing H. For the case of H-i. a per-
fectly monotonic trend, the M.A.P.E. is very 
small. There are no major differences for the 
four time horizons when N is close to 1. Series 
with more cyclical movamenta (.6M< .8) however, 
tend to have higher M.A.P.E.'s at Tonger time 
horizons i.e. the models pr.dictive power 
diminishes with time if the series are affected 
by cycles. The other models showed similar fore-
cast error pattern according to the H measur!. 

Finally, we looked at the relationship between 
the H.A.P.E. of the ARIMA extrapolations and the 
various aunt of irregularity in the series for 
fixed values of H. Figure S shows the M.A.P.E.'s 
for the (0,1,1)(0,1,1) 	model with a 12 month 
time horizon and ?11 aIu M<.99. 

F1n S. I4ns o(9is 12 month d*W twu...&, *sm s (011)(011)12 
ARNA meal for swime u,iss.ó of frmáw$, 	0.99 sid W • 1.0 

When H-i, the M.A.P.E.'s of the forecasts are 
small and change very little with increasing 
values of the irregular component. On the other 
hand, when the series have been cyclically affec-
ted such as for H<.99, the M.A.P.E.'s increase 
with increasing irregularity in the series. 
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3. THE RELATIONSHIP BETWEEN THE N.A.P.E, s of 
ARIMA EXTRAPOLATIONS AND THE NOISE IN THE 
SERIES 
We analyse here the relationship betwcen the 

forecasting performance of the ARIMA model, and 
the mount of irregularity present in the series. Figure 1 shows the mean absolute percentage error 
(M.A.P.E.) of the forecasts from a (0,1,1) 
(Ol,i), ARIMA mode.l for four time horizons 
against five classes of irregular variation.. 

a.*ss OF IRREGULARs 
LLO(I: FORECAST 	- I 	--- -. 12 

	

18 	— 24 

Fipi,. 1. Us .1 forsoob loin a (011X011)12 ARIM mode for êf- 
fount foss hobno for vioij, oinos.mb of lrsiorlty in Is. suile, 

It is apparent that the M.A.P.E. increases 
with the smount of noise present for each of the 
four time horizons of 6, 12, 18 and 24 .onth.. 
The increase is very large as we move from class 
2 to 3, that is for series with a maximum of 10% 
of irregularity to a maximum of 20% and similarly 
from 302 to 502. On the other hand, a decrease 
is observed between classes 3 to 4. This un-
expected behaviour can only be explained by the 
characteristics of the aemple series that rail in 
class 4. 

If the amount of irregularity is fixed, the 
dispersion of the P4.A.P.E.'s is very small smong 
the four time horizon, of 6, 12, 18 and 24 months. 
A similar pattern was observed for the M.A.P.E's 
of forecasts from the ARIMA models (0,1,2) 
(0,1,1)12 and (2,1,0)(0,1,1)12. 

On the other hand. Figure 2 shows a difierent 
pattern for the M.A.P.E.a of the extrapolat:ion, 
from a (O . 2 . 2)(O , l, 1 )model. The dispersilon of 
the M.A.P.E,', of the forecasts for the four time 
horizons is large within each class of irrsgular 
variation. However, similarly to the other 3 
models, the M.A.P.E. increases with increasing 
amount of noise in the series. 

a*ss OF IRP,ErJLARS 
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Figure 3 shows the predictive performance of 
the four ARIMA models for a time horizon of 12 
months (which is currently the only one included 
in the X-ll-ARIHA program). It can be seen that 
the M.A.P.E.'s (0,2,2)(0,1,1) 2 modal produces 
M.A.P.E. values which are muck higher than those 
of the other three remaining models at each class 
of irregular. In fact, the (0,2,2)(0,1,1) ARIMA 
model M.A.P.E.'s ranked first in the highest pro-
portion (33%) of the sample series with M.A.P.E.'a 
smaller than 52 but when it is ranked fourth, the 
M.A.P.E.'s of the forecasts ranged between 502 and 
702, such higher than the M.A.P.E. 'a of forecasts 
from the other models. 
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In fact, when the mount of irregularity in the 
series is larger than 102, the presence of the 
business cycle sea to be the main cause that 
affects the forecasting performance of the ARIMA 
models. 
5. CONCLUSIONS 

This paper has shown that the average forecast 
error from ARD(A models sea to be more i'ensjtjve 
to the presence of the business cycle in the 
series than to either the mount of irregularity 
or the length of the forecast horizon. This is 
particularly evident when the contributior of the 
irregulars to the total variance of the series is 
larger than 10%. 
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