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Résumé 

Dans cet article, nous analysons la performance prévionnelle 

des quatre modèles ARMM1 qui seront incorporés A la nouvelle 

version du programme de désaisonnalisation X-11-ARMr4I. Ces 

modêles sont le (01,1 )( 0,1 , 1 ) 1 21 le (01112) (0,1,1 )12 ,  le 

(0 ? 2,2) ( 0,1,1 ) 12  et le (2 1 1 1 0 )( 0,1 , 1 ) 12 , qui Sontajustés a 
un échantillon de 120 series macroéconomiques. La performance 

prévisionnelle des modèles est calculée en function de la structure 

globale des series ainsi que de la tendance-cycle et du bruit 

presents dans chaque série. La performance prévsionnelj.e 

est exprirnée en terme d'erreur pourcentuelle absolue moyenne 

calculée pour quatre horizons de prevision. 
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AND i 	 L•) 

Estela Bee [gum, Guy Huot, Marietta MDrty and Kim thiu 
statistics Canada 

It has been proven theoretically thrt*igh the study of filters (Egum 

1982.a; 1982.b and 1983) and corrthorated by several eitçirical studies, 

among others, in 1iiper (1978), Inny and I)irbin (1982), 1guni and W)rry 
(1984) that the use of one year ahead APJM extrapolations reduces the 
revisions of the ooxiirrent seasonal factors cbtainel from the X-11-ARI? 
program (tgum, 1980). 

A set of four ARIMk models ((0,1,1) (0,1,1), (0,1,2) (0,1,1), 

(0,2,2) (0,1,1), and (2,1,0) (0,1,1)) identified by thiu, Higginson and  

Huot (1985) fitted and forecasted well a large variety of eanctnic time 
series. These models were ranked on the basis of the one year ahead 
forecast error as well as some seven other criteria including fit and 
parsimony. The inclusion of the fcur models in the X-11-Rfl4jk program in 
the order of their ranking is to ensure that a good set of extrapolated 

values can be produced even if the user has no expertise in ARIMA model 
identification. 

Frctn the viewpoint of minimizing the filter revisions of the 
X-11-ARflIA method, the maxizmmi forecast horizon should not be restricted to 
one year only for all series. A study by Huot, thiu, Higginson and Gait 
(1986) shced that for the four ARIMA nxe1s and certain parameter values, 
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forecast horizons different fran 12 naiths still produce a significant 
reduction of the filter revisions. Thus, it is nssaxy to investigate 
which factors would determine the lerth of the forecast horizon to be used 
in order to produce airrent seasonally adjusted estimates with the smallest 
revision. Furtheniore, it is also of interest to know hcxi the varying 
forecast horizon affects the ranking of the nodels. 

The ultimate cbjective of a larger study in preparation by the  
authors is to produce guidelines based on certain tharacteristics of the 
series regarding the number of forecast values necessary to yield season-
ally adjusted estirates of minimal revision. It is cbv1c*.s that the 
revisions in these estimates will depeixi on the forecast error. (A perfect 
three-year forecast wild result in estimates that do not get revised at 
all). Thus, as a first stage in this direction, this paper ecandnes the 
relationship between the forecast error at different time horizons and 
certain characteristics of the series namely, the anint of irregular 
variation present aixi, the pattern of the trerri-cycle ccmiponent. 

Section 2 describes the design of the experiment; section 3 looks 
into the perfonnaix,e ranking of the fair ARIMA ntxlels acxording to the  
glcal structure of the series. In order to see why some series are fore-
casted with greater aracy than others, the performance ranking of the 
nodels is evaluated as a function of the  noise  and the treud-cycle in the 
series. Section 4 deals with the relationship between the forecast error 
and the noise in the series and section 5 with the relationship between the  
forecast error and the pattern of the trenl-cycle caiponent. Finally, 
section 6 gives the oonclusions of this study. 

I  

In designing the experiment our main thjectives are: (1) to have a 
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representative sanpie of econaraic time series in terme of the aiw*int of 
irregular fluctuations present in than; (2) to eliminate the dependence of 
the forecast error on the partioular nonth of the year chosen as forecast 
origin; and (3) to minimize the rnimber of ARIMA fitting and forecastir 
necessary in order to reduce costs. 

To achieve these objectives, the following design is adopted. A 
sample of 120 series is selected from five sectors of the econciny (labour, 

external trade, manufacturinj, finance and agriculture). 

All the series begin in January 1970 and for each series two 
sets of forecasts up to 24 steps ahead are generated fran different point 

origin (one year apart). The last time point for which a forecast is made 
corresponds to May 1981 cming fran a series that ends in May 1979. May 
1981 is chosen as the last forecast time point to avoid the effect of the 
atypical 1981 recession on the forecast errors. 

Another (sinpier) alternative would be to produce 12 sets of 

forecasts per series each starting at a different nnth of the year. This 

design, hcMever, requires a nuch larger number of ARIW fits and would 

increase substantially the cost since the number of series cannot be 

reducedwithout  jeopardizing the representativeness of the sample. 

The four ARIMA wdels described before are applied to each series 

and forecasts are generated fran two time origins; i.e. eight sets of 
forecasts are obtained from each series. 

The infoi:mation obtained for each series includes the forecast 
errors for 24 time points for all eight sets, the ?RIMA parameter values, 

the goodness of fit statistic, the forecasting origin, the class to which 

the series belong according to the anuunt of irregularity and the series 

identifier. This infoz:mation is merged with another collected previously 

fran each series during the X-fl-ARfl'IA seasonal adjustment run concernir 
the anint of irregular and trend-cycle variations in the series. 





The series fall into five clses (of 24 series eacth) acxxttuing to 
the anxxnt of irregular variation present as identifiel by the X-ll-ARfl 
program in table F.2.B. The five classes are: 

Class 1 	0.0% - 5.0% 	irregular variation 
Class 2 	5.1% - 10.0% 	of 

Class 3 	10.1% - 20.0% 	U 

Class 4 	20.1% - 30.0% 
Class 5 	30,1% - 50.0% 	" 

The anint of irregular variation in a series, hciever, is often 
nasured as a function of the residuals left after fitting a model. We 
therefore calailated the annt of irregular variation both ways, as 
identified by the X-11-AREMA program and fran the APflIA model fitting. 
Table 1 shcs the average irregular variation estimated from  the X-ll-
ARENA and from the ARIMA models. Except for class 1 where the to values 
are close, the moise estimated fr om  the  ARIMA models is always nucth smaller 
than the one thtained from the X-11-ARIMA program. 

Place table 1 about here. 

Each of the 120 series in the sanpie is fitted using the four ARIMA 
models. For a given series each model either ranks first, secor, third or 
fourth according to the mean absolute percentage error (MAPE) of the 
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forecasts. Figure 1 slis the perforinanca ranking of the fc*.ir nvdels when 
they ranked first. At a 6 nnths forecast horizon, nde1 (0,2,2) (0,1,1) 12 

ranked first 38% of the time fol].cwed by zxdels (0,1,1)(0,1,1), 

(0,1,2)(0,1,1) and (2,1,0)(0,1,1) with 27%, 19% and 16% respectively.12  

Figure 1 also irdicates that the ranking depeixs on the forecast horizon. 

The dispersion of the forecasting perfonnance of the fc*ir nde1s decreases 

with an increasing forecast horizon. For instance, the dispersion in the 
forecast perfonnance which ranges from 16% to 38% at a 6 nonths forecast 
horizon reduces to 21% to 29% at 24 nEnths. !breover the ranking of the 
first three nde1s dianges. Model (0,2,2) (0,1,1) now ocinas third at a 24

12 

UK)nths forecast horizon ranking first only 22% of the time while iTKxel 
(0,1,2) (0,1,1) which was third now ranks first.

12  

Place figure 1 abc*it here. 

The percentage of times each of the fcr nodels ranked secxxI is 
abont 5% for nodel (0,2,2) (0,1,1) and 31% for the reinairxlers with small

12  

dispersion in their forecast performance. The (0,2,2) (0,1,1) 	xrolel
12  

ranked third in 4% of all the cases, the (2,1,0) (0,1,1) nodel in 44% and  
12 

each of rnaining two nx1els ranked third in 26% of the cases. 

Figure 2 shcis the relative ranking of the nodels when they ranked 
fcurth. At a 6 nonths forecast horizon, imxlel (0,2,2) (0,1,1) 

fcurth in 50% of all the cases. This precentage increased to 68% at the 24 

nonths horizon, irdicating a dereriorating forecastirg performance. This 
suggests that nodel (0,2,2) (0,1,1) fits and forecasts well a class of

12 

series that is not adequately picked up by the other three iwxlels. In fact 
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the (0,2,2) (0,1,1) model either performed excallently or very poorly fran
12  

the view point of the MPEs. 

Placa figure 2 about here. 

The relationship between the HAPEs of the forecasts and the forecast 

horizon in figure 3 shc*s that when the four nx1els ranked first (as in 
figure 1), the  uer limit for the MPEs is 7% only and model 
(0,2,2) (0,1,1) Performed best. Figure 4 shows the NAPEs of the forecasts12  
of all the 120 series for each AIW4A model. As in figure 2, model 
(0,2,2) (0,1,1) is outperformed by the other three models which are almost12  
uivalent with respect to the NAPEs. 

Place figures 3 and 4 about here. 

I3 

Several authors have disssed the relationship between the anxint 

of irregular variation in the series and predictability of the series (see 
e.g. Maicridadis and Hibon, 1979; Grarer and Newbold, 1978 and Nelson, 
1976). This relationship is analysed here for ARENA models. Figure 5 shows 

the mean absolute percentage error (NAPE) of the forecasts fran an (0,1,1) 
(0 1 1 1 1) A1INA model for four time horizons against five classes of

12 

irregular variation. 





Place figure 5 about here. 

It is apparent that the MAPE increases with the annt of noise 
present for each of the four tima horizons of 6, 12, 18 and 24 nnths. The 

increase is very large as we n,ve fran class 2 to 3, that is for series 

with a maximum of 10% of irru1arity to a maxinum of 20% and similarly 
from 30% to 50%. On the other hanl, a decrease is thservel between classes 
3 and 4. This unexpected behavicur cx.i1d only be eq)lained by the 

characteristics of the sanple series that fell in class 4 given the 
relative small size of the sanpie. 

If the aimxirit of irrularity is fixed, the dispersion of the MAPEs 

is very small among the four time horizons of 6, 12, 18 and 24 ionths. A 

similar pattern was thserved for the MAPEs of forecasts fran the ARfl' 
nde1s (0,1,2)(0,1,1) 	and (2,1,0)(0,1,1).

12  

On the other hard, figure 6 shows a different pattern for the MAPES 

of the extrapolations from a (0,2,2) (0,1,1) nYdel. The dispersion of the
12 

MAPES of the forecasts for the four time horizons is large within each 

class of irregular variation. However, similarly to the other 3 ncdels, 

the MAPE increases with increasing annt of noise in the series. 

Figure 7 shows the predictive performance of the four ARTh mdels 
for a time horizon of 12 nnths (which is currently the only one inc1ed 

in the X-11-ARfl4A program). It can be seen that the MAPEs produc1 by the 
(0,2,2) (0,1,1) ndel are nuch higher than those of the other three12  
remaining nx1els for each class of irregular variation. In fact, the MAPEs 
of the (0,2,2) (011)12 RIMA nx1el ranked first in the highest proportion 
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(33%) of the sanpie series, with )'PEs smaller than 5% but when it ranked  
fourth, the PW'Es of the forecasts rana1 between 50% and 70%, nuth higher 
than the WPEs of forecasts fran the other ncdels. 

Placa figure 7 about here. 

In order to evaluate the effect of the trenl-cycle on the 
forecastirx perfonaxxe of the four ?RIMA imde1s, we conpare here the ?'PEs 
of the forecasts with a nasure M that provides information on the pattern 
of the trerx-cycle xmponent in the series. The neasure M is defin1 by 

n (T -T 
i 	ii 

i=2 	T 
i-i 

M = 	 (1) 
n T -T 

i=2 	T 
i-i 

where T 
I  is the annual total of the original series for year 1. M can take 

values between -1 and +1. When M is equal to one, the series has a nono- 



YTI 

1 

'V 



MM 

tcrLtcally izxreasinj annual trerxl. Pbr values between 0 and 1, the series 

has reversals of direction in its annual rates of daze (rative values). 
The series is then assumed to be affect& by the b.isiness cycle. 

Values between -1 and 0 will have a similar interpretation but the 

sanle of series chosen for this stixty has very few cases where M is 

smaller than .60. Table 2 shows the fruency distrihition of the sanpie 

according to the values of M. 

Place table 2 about here. 

Figure 8 shows the MAPE of the forecasts from an (0,1,1) (0,1,1) 12 

AR]Kk model for the four time horizons versus several values of M. It is 

apparent that the average forecast error decreases with increasing M. For 
the case of M = 1, a perfectly ianotonic trenl, the NAPE is very small. 
There are no major differences for the four tim horizons when M is close 

to 1. Series with more cyclical mvnts (.6 <M < .8) hcMever, tens to 

have higher MPEs at 1orer time horizons i.e. the nodels pr3.ictive power 
diminishes if the series are affect1 by cycles. The other nx1els shaed 
similar forecast error pattern accordirg to the M nasure. 

Place figure 8 about here. 

Finally, we looked at the relationship between the NAPE of the ARIM 
extrapolations and the various amount of irru1arity in the series for 
fix&1 values of M. Figure 9 shc*zs the ?PEs for the (0,1,1) (0,1, 1)12 nodel 

with a 12 nonth time horizon and M = 1 and M < . 99. 
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Place figure 9 about here. 

When M = 1, the MAFFs of the forecasts are small and charge very 
little with increasing values of the irregular cx1ponent. (i the other 
hand, when the series have been cyclically affectel such as for M < .99, 
the MAPES increase with increasing irregularity in the series. In fact, 
when the annt of irregularity in the series is larger than 10%, the 
presence of the bisiness cycle seems to be the main cause that affects the 
forecasting performance of the ?RIMA nxdels. 

IM 

This stndy analyzed the predictive performance of the four ARI? 
nx1els to be irirporated into a new version of the X-11-ARIMI seasonal 
adjustient ocmpiter program. The predictive performance of each ITdel is 
evaluated glcbally (the standard aproadi) for 120 macroencrdc series and 
also as a function of both the annt of irregularity in each series and 
the pattern of the trend. For each case the nan absolute percentage error 
(MAPE) of the forecasts are calculated for various time horizons. The 
results show that the MAPEs for these four ARIMA ndels are more sensitive 
to the presence of the business cycle in the series than to either the 
annt of irregularity or the lergth of the forecast horizon. This is 
particularly evident when the cntrilxztion of the irregulars to the total 
variance of the series is larger than 10%. 

An. 	I)j 

The authors would like to acknowledge the valuable catxiter suport 
providel by Helen Fung and Katherine Pashley. 
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Table 1. The average irregular variations in the series as identifies by 
the X-11-ARD, progm and ARIMA models 

Classes 	(1 - average R) x 100 

(ARIM models) 	(X-11-ARIMA) 
1 	2.56 	2.79 

2 	4.18 	7.50 

3 	5.58 	14.13 

4 	10.35 	23.50 

5 	28.65 	40.79 
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Table 2. Frequency Distril*ition of the Sauple According to the Measure M 

Intervals Freauency % of Total 
-1.0 0 0.00 

-0.99 to -0.80 1 0.83 

-0.79 to -0.60 0 0.00 

-0.59 to -0.40 1 0.83 

-0.39 to -0.20 3 2.50 

-0.19 to 	0.00 2 1.67 

0.01 to 	0.20 1 0.83 

0.21 to 	0.40 7 5.83 

0.41 to 	0.60 13 10.83 

0.61 to 	0.80 11 9.17 

0.81 to 	0.99 34 28.33 

1.00 47 39.18 

Total 120 100.00 
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