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SEASONAL ADJUSTMENT OPERATIONS OF CANADIAN SOCIO-ECONOMIC TIME SERIES 

Estela Bee Daguti, Statistics Canada 
Misako Kozono Gratton, Statistics Canada 

ABSTRACT 
This paper purports to discuss the opera-

tions involved in the production and dissemina-
tion of seasonally ad3ustcd data, with special 
reference to the key functions available in the 
X-Il-ARJMA seasonal adjustment method. This meth-
od has recently been developed as a SAS procedure 
PROC X11ARIMA. 

The topics discussed are: 
() Key functions involved in each of the follo-
wing three steps: (i) an ex-ante seasonal analy-
sis of the original series; (2 ) the seasonal 
adjustment per se; 	(3) an ex-post seasonal ana- 
lysis of the seasonally adjusted series. (B) Flow 
the seasonally adjusted series are disseminated 
by means of publications, CANSIM and TELICHART. 
(c ) A brief review of computerized tools includ-
ing PROC XI1ARIMA. 

1. 	INTRODUCTION 
The objective of seasonal adjustment is the 

elimination of variations in a time series which 
are attributable to predictable seasonal events. 
This clearly reveals the more important underly-
ing variations, trend and cycle. Figure 1 shows 
an original series, its seasonal factors and the 
corresponding seasonally adjusted series. The 
resulting adjusted series can then serve as a 
useful tool in analysis such as: in determining 
at which stage of the business cycle the economy 
stands; in relating the time series to other 
series or external events, and comparing month-to-
month changes of various series. 

The seasonal adjustment of a series is not 
always a straightforward procedure. For instance, 
the 1981-82 recession had a very great impact not 
only on the structure of the series but also on 
the estimation of the trend-cycle and seasonal 
components at the end of the series. Consequent-
ly serious problems may occur, such as the over-
or underestimation of the seasonally adjusted fi-
gures, leading to a false indication of a turning 
point. 

There are practical problems when a large 
number of time series must be seasonally adjusted 
on a regular basis. Such an environment requires 
computerized tools with appropriate infrastructure 
which enables automated procedures to function 
properly. For example, a series of check points 
is needed to ensure the accuracy of data produc-
tion and dissemination. From time to time, a 
problem may be discovered requiring further in-
vestigation and analysis. This may result in an 
additional explanation, suggestion for an alter-
native method uf computation, or a piece of a new 
problem leading to a new methodological develop-
ment. 

In response to the increasing interest in and 
need for the seasonal adjustment of a large nuni-
ber of time series, this paper tries to synthesize 
the seasonal adjustment operations practised over 
Canadian socjo-economic time series. Section 2 
identifies major steps and key functions within 
each step. Seiction 3 describes various aspects 
of data dissemination related to the seasonally 

adjusted data. Section 4 contains a brief re-
view of some of the computeri:ed tools related to 
Sections 2 and 3. 
2. 	STEPS IN SEASONAL ADJUSTMENT 
2.0 An Overview 

There are three major steps involved in the 
seasonal adjustment of_time series, namely: 
(Dagum, 1979): tl) an ex-ante seasonal analysis 
of the original series; t. 2) the seasonal adjust-
ment per se; 	(3) an ex-post seasonal analysis 
of the seasonally adjusted series. 

The results from the first step determine all 
the necessary parameters on the seasonality of 
the original series in question. A successful 
analysis requires close consultations between sub-
ject-matter specialists (who are familiar with 
the subject on which the series is observed) and 
methodological experts on seasonal adjustment 

The second step produces seasonally adjusted 
data on a regular basis. Operations in this step 
are very much dependent on a particular software 
to carry out the adjustment. As reviewed in 
Section 4, a majority of Canadian socio-economic 
time series are Seasonally adjusted using the 
X-ll-ARIMA Seasonal Adjustment Program (Dagum, 
1980). Subsequently, PROC XI1ARIMA, an equivalent 
SAN procedure was developed at Statistics Canada, 
(Gratton and Dagum, 1986a and 1986b). 

In the case of the X-ll-ARIMA program, the 
information for the third step can be obtained 
from the regular operations of the second step. 
With a large-scale mainframe computer, the cost 
of seasonal adjustment, including extensive output 
materials, has become negligible (less than one 
second to seasonally adjust a monthly series). 

in the remainder of this section, key func-
tions in each step are explained. 
2.1 Ex-Ante Seasonal Analysis of the Original 

Series 
2.1.1. Test for the Presence of Seasonality 

A test is available to assess the presence 
of seasonality in the original series. A series 
should only be seasonally adjusted if it has sig-
nificant seasonal variations. Failure to adjust 
a candidate series will seriously limit the use 
of data. On the other hand, an inappropriate 
seasonal adjustment will produce misleading in-
formation. 
2.1.2. Selection of a Decomposition Model 

Once it is established that seasonality is 
present, the correct decomposition model must be 
selected. A test is available to determine the 
correct model. Selection of the wrong decomposi-
tion model will yield an erroneous indication of 
a turning point. 
2.1.3. Prior Modifications before Attempting to 

Seasonally Adjust the Original Series 
The X-ll-ARIMA Program provides an option 

that enables users to make prior changes to the 
original series before its seasonal adjustment. 
Generally, these prior modifications are temporary 
(used to produce a better seasonal adjustment) 
and they are re-introduced with the final season-
ally adjusted values. For example, the replace- 
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ment of some ext rene values can be done by the 
incteaJ of letting the program do it auto-

mat ically. 
2.1,4. Trading Day Variations 

If signiiiant trading day variations are 
present in monthly series, these variations 
should be removed. Failure to remove them will 
produce larger irregular fluctuations in the sea-
sonally adjusted figures. There are several op-
tions available for estimating trading day varia-
tions. A new option allows the user to automati-
cally estimate, in both the additive and the mul-
tiplicative decomposition models the trading day 
variations before fitting an ARIMA mode] for data 
ext rapol at ion, 
2.1.5. çphical Displays for Exploratory 

Analysis 
Graphical displays of data are extremely use-

ful in time series analysis. They are particu-
larly effective in the ex-ante seasonal analysis 
of the original data. 

2.2 	Seasonal Adjustment - A Regular Operation 
2.2.1. Extrapolations from an ARJMA Model 

If a series can be fitted and extrapolated 
well by an ARJMA model of the Box and Jenkins 
(1976) type, this should be done in order to es-
timate correctly changing seasonal patterns and 
turning points in the trend-cycle at the end of 
the data. The use of ARIMA extrapolated values 
reduces the magnitude of revisions of the current 
seasonally adjusted values (Dagias, 1982.a). The 
model may be specified by the user or selected 
automatically from a set of three program-supplied 
ARIMA models according to a set of criteria for 
fitting and extrapolation (Dagum, 1981). The 
length of the forecast horizon is variable and 
the user can choose from 6 to 24 months. (12 
months being the default option.) 
2.2.2. Selection of the Length of Seasonal and 

Trend-Cycle Moving Averages 
The X-l]-ARIMA program allows the user to 

choose moving averages of different lengths to 
estimate the trend-cycle and seasonal factors. 
(The longer the moving average applied, the smoo-
ther the final output.) This program also en-
ables the application of different seasonal mov-
ing averages for different months. For instance, 
in some series, seasonality for a given month 
may be much less regular than for any other month, 
and the user may apply a longer moving average 
for that month while the default option operates 
for the remaining months. 
2.2.3. Automatic Identification and Replacement 

of Extreme Values 
The automatic treatment of extreme values is 

of great importance. The user should exercise 
great care in choosing the designated number of 
standard deviations (sigma limits) of the irregu-
lars to replace extreme values. Too much adjust-
ment will produce an artificially smooth series, 
too little, will produce large fluctuations and 
thus, a poor estimate of the seasonal factors. 
2.2.4. Strike Option 

The occurrence of a strike may affect diffe-
rent series in different ways. A strike-treat-
ment option is available in the X-ll-ARIMA which 
should be used with care similarly to the automa-
tic treatment of extreme values. 
2.2.5. Revised Annual Totals 

The \-11-APJMA metnod i., flon-lj!Ir cstj. 
mat ion rrcdurv thus, the annual total of the 
seasonally adjusted data will generally not 
equal the totals of the original data. Some 
series used for accounting purposes, for example, 
require the two annual totals to coincide. The 
X-11-AR1tA program has an option which forces the 
two totals to be equal without distorting the 
month-to-month changes of the seasonally adjusted 
series. 
2.2.6. c9psition of Series 

A composite series is one that results from 
the addition, subtraction, multiplication and/or 
division of several component series. The compo-
nent series can enter ..xnto the aggregation with 
equal or different weights. Because of the non-
linearities already discussed, the direct and in-
direct seasonally adjusted composites are usually 
different. In order to decide whether the compo-
site series should be seasonally adjusted using 
the direct or the indirect procedure, the crite-
rion of smoothness is often used. The wrong 
choice of method will produce highly varying sea-
sonal factors which are usually undesirable. The 
X-ll-ARIMA program offers two statistics to meas-
ure the degree of smoothness. 

In an indirect seasonal adjustment, some 
component series may have no significant seasona-
lity and in such cases, it is best to use the 
unadjusted figures in the total. 
2.2.7. Concurrent versus Forecast Seasonal 

Factors 
The current seasonal adjustment of a given 

series can be made using either a "concurrent" or 
a "forecast" seasonal factor. A concurrent sea-
sonal factor is obtained by running the X-ll-
ARIMA each time a new observation is added to the 
series whereas a forecast seasonal factor is gen-
erally obtained from a series that ended in the 
previous calendar year. A concurrent adjustment 
always produces a more accurate seasonally adjus-
ted series, hence subject to smaller revisions. 
(Dagum, 1982 and 1982.a). 
2.2.8. Frequency of Revision 

Users may have their own practices on revi-
sions. However, when concurrent adjustments are 
made, the best revision policy (best from the 
viewpoints of cost reduction and gain in accuracy) 
is to revise each monthly value when the next 
month appears, keep this estimate constant for the 
remainder of the year and then, revise annually 
when the first month of the next year is available 
(Dagum, 1986). By revising each month once, the 
reliability of the end point filter increases 
significantly. Thus changes in month-to-month 
comparisons can be ascribed to the new data only 
and not due to a change in the moving average. 
The annual revision usually provides a significant 
improvement in the seasonally adjusted figures. 
Furthermore, it is advisable to revise only the 
last three years of data given the properties of 
the moving averages used by the X-ll-ARIMA program. 

2.3 Ex-Post Analysis of the Seasonally Adjusted 
Series 
An ex-post analysis of the seasonally adjus-

ted series should be made to assess the reliabili-
ty of the adjustment. 

The most common criteria used and which are 
available as measures and statistics in the X-ll- 
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,R'4A proirJm are: 	11) testing The prscr1cc of 
reidual sasunJlitv; 	(2) te'.ting the random- 
ness of the residuals; (3) measuring the aver-
age revisicn of the seasonal factors for each - 
month; (4) measuring the relative contribution 
of the components to the total variance of the 
series; (5) measuring the number of months (quar-
ters) it takes the change in the trend-cycle to 
surpass the amount of change in the seasonals as 
compared to those of the irregulars; (7) measur-
ing the amount of stable seasonality relative to 
the amount of moving seasonalitv. These measures 
are produced by the X-ll-AR!MA in two major 
tables on Summary Measures and Quality Control 
Statistics. Their interpretation requires some 
level of expertise from the users and knowledge 
of the series in question. 

3. DISS4INATION OF SEASONALLY ADJUSTED DATA 
3.0. Background 

The demand for seasonally adjusted time se-
ries data changed dramatically when a new mr.athod 
of data dissemination became available. This 
new method was based on computer technology and 
created a large new market in addition to the 
existing one for usual printed publications. In 
Canada, Statistics Canada began distributing 
CANSIM Data Bank on magnetic tapes in mid 1960's. 
Then, the Data Bank was considered as a reposit-
ory of officially published time series which 
covered a wide spectrums of Canadian socio-econo-
mic statistics. Since then, CANSIM has evolved 
into one of the most, if not the most significant 
data dis5eminatjon machinery for Canadian statis-
tical data. 
3.1. Printed Publications 

Roughly speaking, several thousands time 
series are seasonally adjusted at Statistics 
Canada on a regular basis. A majority of these 
becomes a part of official publications. For 
example, the Labour Force [is] and New Motor Ve-
hicle Sales [16] are monthly publications. in 
each case, there is a clear explanation about the 
method of seasonal adjustment used to produce 
seasonally adjusted series. This kind of expla-
nation is helpful not Only for the data users but 
also for the purpose of data quality assurance. 

As described in 3.2, in a modern computing 
environment, data users can access a large vol-
ume of time series on publicly available data 
bases. However, it is not always easy for the 
user to ascertain: (a) that the series are the 
ones they are looking for; (b) that they are 
the appropriate ones for their purposes. 

For these and other redsons, printed publi-
cations are a necessary part of public data use. 
3.2. Electronic Dissemination Via CANSIM 

After seasonally adjusted series are offici-
ally published, some of them (approximately 
1,400) enter into the CANSIM MAIN BASE. This 
data base is a repository of Canadian socio-econo-
mic time series consisting of approximately 
400,000 time series. 

Since data on CANSIM MAIN BASE are not con.-
fidential, anyone can request a selection of 
series from Statistics Canada, or can obtain data 
via one of the ten secondary distributors. The 
secondary distributors are private computer ser-
vices firms under a contract with Statistics Cana-
da to distribute data to their clients. For 

exampl,- one of ther, I.P. Sharp Assoczjtes 10 
offers 47 economic data bases including CANSIM 
MAIN BASE. 

A subset of the MAIN BASE consists of about 
25,000 popular time series stored in a 
CANSIM MINI BASE. These series are also acces-
sible via secondary distributors. 

Both MAIN BASE and MINI BASE are updated 
any time a new observation of the time series 
becomes available. For those who have less time 
critical needs, UNIVERSITY BASE is offered 
(25,000 series) with quarterly updates. 

Another mode of data dissemination services 
offered by CANSIM is TELICHART Information Ser-
vices. This system consists of a data base si-
milar to the MINI BASE, TELIDON based graphics 
displays and user-friendly data retrieval faci-
lity. TELICHART Service is extremely effective 
for a rapid exploratory analysis of time series, 
which may occur at the beginning of the ex-ante 
seasonal analysis. 

4. C()4PUTERIZED TOOLS 
For the purpose of briefly reviewing compu-

terized tools, the following basic requirements 
emerge from sections 2 and 3: (1) flexible data 
retrieved facility for time series; (2) a com-
prehensive set of facilities for statistical and 
econometric data analysis; (3) a facility for 
graphical data displays; (4) a seasonal adjust-
ment program. 

If one is to look for an integrated environ-
ment, the SAS system from SAS Institute and 
SHARP APE for I.P. Sharpe Associates are the only 
ones which come close to satisfying most of the 
requirements. 

SAS/ETS G11 has PROCX1I, which is basically 
the same as the IC-Il Variant of the Census Met-
hod II (Shiskin, Young and Musgrave, 1967). A 
similar facility is also available in SHARP APE. 
However, most of the statistical agencies of the 
world are using the X-ll-ARIMA Seasonal Adjust-
ment Program for the production of their season-
ally adjusted data and a large number of these 
organizations uses the SAS System extensively, 
including Statistics Canada. Thus, PROC X11ARIMA 
was developed (Gratton and Dagusi, 1986a, 1986b), 
for the required functions to be performed with-
in the SAS System. Figure 2 shows functional re-
lationships of PROC X11ARIMA. 
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Figure 1. Original series, its seasonal component and the corresponding 
seasonally adjusted series. 
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