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ABSTRACT 

This paper discusses three problems that have been a major 

preoccupation among researchers and practitioners of seasonal 

adjustment in statistical bureaus for the last ten years. These 

problems are (1) the use of concurrent versus seasonal factor 

forecasts for current seasonal adjustment, (2) finding an 

optional pattern of revisions for series seasonally adjusted with 

concurrent factors and (3) smoothing highly irregular seasonally 

adjusted data. 

Keywords: concurrent vs forward seasonal factors, revisions, 

smoothing. 



RE S UME 

Cette étude traite de trois problèrnes qui ant été une 

source de preoccupations majeures au cours des dix 

dernires années pour les théoriciens et praticiens 

spécialisés en désaisonnalisation. Ces problêmes 

sont (1) de choisir entre l'utilisation de filtres 

conternporains ou de facteurs saisonniers extrapolés, 

(2) d'établir une procedure optionnelle de revisions 

des series désaisonnalisées 5 l'aide de filtres 

contemporains et (3) de lissage de series désaisonnalisées 

quand celles-ci sont très irrégulières. 



I:IToDucTIoN 

During the last decade, statistical bureaus, have focussed 

their attention on three important issues: 	(1) the seasonal 

adjustment of a current value; (2) the revisions 	of concurrent 

seasonali'z adjusted data; and (3) the smootht:c 	highly 

icegular seasonally adjusted series. 

The main purpose of this article is to discuss each of the 

above problems with respect to the X-11-ARI;1A seasonal adjusbnent 

oroyram developed by Dagurn (1983) and which is appiJed by 

Statistics Canada and otner statistical bur•aus of the world. 

Section 2 discusses the four modes in which the X-1l-AI:A 

computer package can be used to produce a curL- ent seasonally 

adjusted value. Section 3 analyses the revisions of concurrent 

seasonally adjusted data based on the linear filters of X-ll-

AIMA and Section 4 deals with the nature and characteristics of 

the smoothing (trend-cycle) fitters available in X-11-ARI14A. 
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2. SSONAL ADJUSTMENT OF CUR2.ENT VALUES 

There are four iod.s in which the x-il-A.I:i1A computer 

program can be app1i.d to produce a current (last obsersiation) 

seasonally adjusted value. These four modes are: 	(I) using 

ARI.4A extrapolations and concurrent seasonal factors, 	(II) 

i.sing AIMA extrapolations and seasonal factor focecasts; 

I[I) without the use of ARI4A extrapolations and only 

concurrent seasonal factors and (IV) without the use of AiIMA 

extrapolations and only seasonal factor forecasts. 

Statistical bureaus use the four modes to obtain current 

seasonally adjusted values but differ in their frequency. Thus, 

for example, the dominant mode in Statistics Canada is (I) 

followed by mode (III) whereas in the U.S. Bureau of Labor, the 

dominant mode is (II) followed by mode (IV) . The current 

seasonally adjusted value produced by each type of seasonal 

adjustment is varies and is subject to different degrees of 

error. 

A "concurrent" seasonal estimate (factor or effect 

depending on whether a multiplicative or addi.tive model is 

assumed) is obtained by seasonally adjusting each time a new 

observation is available, all the data available up to and 

including that observation. On the other hand, a seasonal 

forecast is obtained from a series that ended in the previous 

year. A common practise is to generate these seasonal forecasts 

say, for year t+l, from data that ended in December of the 

previous year t. 
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Jnder the assumption of an additive decomposition model, the 

seasonal adjustment of a curcent value Xt can be obtained by, 

(1) 011) 

where St( ) denotes a 

forward seasonal estimate. 

or 

(2)Xt 0 = < (0) 
	

where St (0) denotes a 

concurrent seasonal estimate. 

The current seasonally adjusted value will become "final" in the 

sense that it will no ]..onaer be revised after 42 more 

observations are added. Tius, 

(m) =x t_s t ( m ) ; 

	

	where St(m) denotes a final 

seasonal estimate. 

Therefore, the total revision of a concurrent and of a forward 

seasonal estimate can be written as, 

rt(O,m)=St(0).-t(m) ; 	m>O 

rt(,rn)=St 	(m )  ; 	m>O 
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tinder tiie assurnpton of an additive decomosition and no 

replacement of extreme values, S( m)  can be expressed by 

(6) (m) 	 X_=h(m) (B)Xt 

whece St(rn) is the final seasona.i, estimate from a series 

, ... ,Xt, ... ,Xt+m; and hm,jhm,-j are the 

symmetric moving average weights to be applied to the series. 

h(m) (B) denotes the corresponding linear filter using the 

backshift operator B, such that B=Xt_. Following equation 

we can express a concurrent seasonal estimate St 	 and a 

forward seasonal estimate S&I by 

h0, 	Xt-j = h(°) (3)Xt. m=42 

where h °  (3) denotes the asymmetric concurrent seasonal 

fitter. 

St 	
=
jhz j Xt-j = h( ) (BXt; m=42 

7here i 	(B) denotes the asymmetric forecasting seasonal 

filter and Z = 1,2,.. .,12 for a monthly series. 



The revision of a concurrent seasonal estimate depends on the 

distance between the concurrent and the final filter; that is, 

d[h 0)  (3), h(ifl) ()1 and the innovations of the new observations 

, ... ,Xt+m . 

Si:niiacly, the revision of a Eorwacd seasonal estimate depends 

on i.h 	(3) , h )  (3)1 and on the new innovations introduced by 

X t l•••Xt+m  

Theocetical studies by Dagum (1982.a and 1982.b) have shown that, 

d[h0B, h(m) 	1< d[h 2' (B), h(m) (B) I for .Q =1,2 .. 	1 
F 	•-t. 

Reiation () Is 	true whether .RI4A extrapolations are used or 

not. Furthermore, the two studies also showed that if ARI'IA 

extrapolations are used then 

dLh(0) (B), 	h(m)(B)J using ARIMA extrapolations 

<d[h(0)(B),h(m)(3)1 without ARIMA extrapolations 

and similarly 

d[h(Z) (B), h(m) (B)] using ARIMA extrapolations 

<dflh() (B), h(m) (B)] without ARIMA extrapolations. 

for 	= 1, 2,... ,l2. 
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veral stdias by Dagurn (1973) , 3a?ec and Wilcox(181) 

and Durbin (L982), McKenzie (1984), Dagum and Morry (1934) Pierce 

(1980) and Pierce and McKenzie (1985) have shown that 

r(0,m) 	< r( Q,m) 

xceot in a 	w cases where 

r(0,m) 	r( 4rn) 

The ra1ationshi2 (13) can be observed when the current 

observations of the latest year are strongly revised since X 

nets the Largest weLjht in the estimations of 	(0) 

From the vi3wpoint of the total revisions of te seasonal 

etimates,the results of the above empirical studies permit to 

rank the four modes as follows: Mode I (ARIMA extrapolations 

with concurrent seasonal estimates) gives the smallest total 

revision; Mode III (no ARIMA extrapolations with concurrent 

seasonal estimates) ranks second; Mode II (ARIMA extrapolations 

with forward seasonal estimates) ranks third and Mode IV (ARIIA 

extrapolations with forward seasonal estimates) ranks fourth. 
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3. REVISIONS OF CONCURRENT SEASONALLY ADJUSTED DATA 

Statistics Canada's practise of using concurrent seasonal 

adjustment was first established in 1975 for the Labour Force 

Survey series. Gradually other foreign statistical agencies 

followed it. The use of concurrent seasonal factors for current 

seasonal adjustment poses the problem of how often should the 

series be revised. Kenny and Durbin (1982) recommended that 

revisions should be made after one month and thereafter each 

calendar year. Dagum (1982.c) supported these conclusions and 

furthermore, recommended an additional revision at six months if 

the seasonal adjustment method is the X-ll-ARIMA without the 

RIIA extrapolation option. 

or any two points in time t+, t+ Q (k 	, the revision# of the 

seasonal estimates and consequently of the seasonally adjusted 

value is given by 

(14) 	rt(,k) = 2 t (  

This revision reElects: 	(1) the innovations introduced by the 

new observations 	Xt+k+l, Xt+k-4-2, . . . , Xt++/. ; and (2) 

the differences between the two asymmetric seasonal adjustment 

filters 	(B) and Y 	 (B). It one fixes k=O and lets Z vary 

from 1 to rn then the relation (13) gives a sequence of revisions 

of the concurrent seasonally adjusted values for difterent time 



spans or lags. The total revision of the concurcnt esbiiabe is 

given for 	if one fixes Z=k+i and ies k bake values from 0 

to rn-i, then relation (14) gives the sequence of sinle period 

revision of each estimated seasonally adjusted value and in 

particular, if one starts at k=0 one obtains the rn-i successive 

single-revision of each estimated seasonally adjusted value 

before it becomes final. If one fixes Z=+12 and lets k take 

values from 0 to m-12, then equation (14) gives the sequence of 

annual revisions. 

The revisions in which we are interested here are those 

introduced by filter discrepancies, and these can be studied by 

looking at the frequency response functions of the corresponding 

filters. Similarly to equation (6) , we can approximate the 

seasonally adjusted value, for recent years from the X-ll-ARILVIA 

program (r4ith or without ARIMA extrapolations) by, 

(15) 	(n) 	
Yn,j Xt-j = y(n) (3) Xt 

Equation (15) represents a linear system where X, 	is the 

convolution of the input X and a sequence of weights Y,j 

called the impulse response function of the filter. The 

properties of this function can be studied using its Fourier 

transform which is called the frequency response function, 

defined by 



-- 

(1o) () 	n J e 1 ; -1/2<<1/2 , 	-- J =-n 

Jhere 	is the frequency in cycles per unit time F 	 () fully 

describes the effects of the linear filter on the given input. 

4onthly and annual revisions of the concurrent fiLter of X-ll-

AIMA with and without the ARIMA extrapolations have been 

calculated by Dagum (1987) based on the mathematical distance 

been the various frequency response functions of the filters. 

The pattern is characterized by a rapid decrease in the size of 

the monthly revisions of the concurrent filter for . = 1,2, and 

3; and a slow decrease thereafter tilL Z= 11; then a large 

increase occurs at 	2.=12 followed by a decrease at 	1111=13 and 

then another large increase at 41 =24 followed by a decrease at 

Z25. Dagum (1987) showed that this pattern of monthly revisions 

is the same whether ARIMA extrapolations are used or not. 

The significant decreases for the first three consecutive 

revisions are due to the improvement of the Henderson (trend-

cycle) filter weights. The reversal of direction in the size of 

the filter revisions at Z=12 and Q= 13, is due to the 

improvements of the seasonal filter that becomes less 

asymmetrical from year to year until three full years are added 

	

to the series. The two largest revisions occur at 	=1 and 

=12. Given the non-monotonicity of single monthly revisions, it 

is not advisable to revise the concurrent estimate any time a new 

observation is added to the series. 
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r?vislon s ca ene often used by statistical 5ureaus 	r thei: 

concurrent seasonally adjusted series consists of keeping 

constant the concurrent estimate from the time it appears untiL 

the end of the year and then re'iising annually the current and 

earliest years. Therefore, first year revisions due to filter 

Lscreoaricies ar 	zen 	R(0,O) , R(l,0 , 	• , R:1l,0) 

second year revisions by R(12,O), R(13,l),... RF(23,L1), 

third year revisions by R24,12), R(25,13) and so on where R 

is defined by, 

(17) R(Q,k) = 	
1/2 

 (k) 	2 	l/2 [ 	C 

l ,2,... ,n 

k=0,l,2,. . ,n-12. 

where ri=42 for the X-11-ARIMA seasonal adjustrnent fitters. 

Table 1 shows the first, second and third year revisions of the 

concurrent seasonal adjustment filter for X-11-AIi1A without 

extrapolation and with extrapolations from two Ai?IiA models 

(other cases are shown in Dagum 1987) 
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Table 1 - First-Second and Third Year Revisions of the Concurrent 

Seasonal Adjustment Filter of X-11-AIUMA 

Rvisions 	Without ARIMA 	With ARIMA Extrapolations from a 

xtrapo1ations 	(),1,l)(0,1,1 Modej. 

r40 	T=.80 	=.80 	3=.80 

R(1,0) .12 .12 .06 
R(2 1 O) .13 .13 .08 
R 	(3,0) .13 .13 .08 
R 4 ' 0  .13 .13 .09 
R( 50 ) .15 .13 .09 
R(610) .17 .13 .09 
R 7 ' 0 ) .16 .1.3 .09 
R 80 ) .16 .13 .09 
R(9,0) .16 .L3 .09 
R(10,0) .16 .14 .09 
R(11,0) .16 .14 .09 

R(12,O) .29 .23 .26 
R (13 ' 1 ) .27 .27 .26 

.27 .27 .26 

R(23,11) .27 .26 .26 

R(24,12) .20 .16 .16 
R 24 ' 13  .18 .17 .16 

R 36 ' 2 ) .16 .17 .1.6 
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Since the largesc sing1 period revisions occur at '=l and 

=12 as mentioned above, a better revision scheme would be to 

incorporate monthly and annual revisions. It is expected that by 

(1) adjusting concurrently each month, say from January to 

November and revising only once when the next month is available, 

and (2) adjusting concurrently December when it first appears and 

then revising the first year and earlier years when January is 

added, should improve the reliability of the filtc applied 

during the current year while maintaining simultaneously the 

filter's homogeneity for month-to--month comparisons. 

The first-year revisions of the first month revised filter would 

then be R(l,l) , R(2,1) , . . . R(11,1) . 	Table 2 shows these 

revisions and although the pattern is very similar to that of the 

concurrent fitter, the size of the revisions are much smaller if 

no extra22!ations are used. On the other hand, the_im2vement 

is, less imQortant if ARIMA extrapolations are_used. Similarly, 

no major differences were observed for the second and third year 

revisions. 
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Table 2. First-Year revisions of the First-Month Revised 

Seasonal Adjustment Filter 

Revi3ions Without ARIMA 

xtrapo1ations 	- 

With A RIMA 

Exta2o13tions 

=.40 	=.30 	=.80 	0- =.80= 

.07 .10 	.06 

R(3U .07 .10 	.06 

R 4 ' 1  .07 .10 	.07 

.08 .10 	.08 

.10 .L1 	.08 
(7,1) .11 ii 	.08 

.11 .11 	.08 

.11 . 	 .08 

R 0 ' 1  .12 .LL 	.08 

.12 .12 	.08 

3.1 Estimation of Trading-day Variations and ARIMA Models with 

Concurrent Seasonal Adjustment 

Besides the type of revisions scheme to be applied, there are two 

other problems posed by concurrent seasonal adjustment associated 

with trading-day variations and ARIMA modelling. 
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'o series chich are flows in the sense that they esult from the 

accumulation of daily values over the calendar months, there is 

a systematic effect caused by trading day variations. Trading 

day variations arise mainly because the activity varies with the 

days of the week. Other sources are associated with accounting 

and reporting practices. For example, stores that jo 'chei 

bookkeeping activities on Friday tend to report higher sales in 

[nonths with five Fridays than in months with four Fridays. The 

trading day effects are estimated in the X-11-ARIMA program using 

:rdinary least squares on a simple deterministic regression 

itodel. Consequently, the weights estimated for each day change 

anytime a new observation is added to the series. Since 

egcession techniques are very sensitive to outliers, these 

changes can be sometimes unnecessarily large. 

When the series are seasonally adjusted concurrently, the 

trading day estimates change all the time. In order to avoid 

unnecessary revisions Statistics Canada's practice is to use the 

weights calculated by the program at the end of the previous 

calendar year or the weights provided by the users, as priors for 

the current year. The weights are then revised on an annual 

basis. 
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The effect of trading day vari3tions must be rcnoved from the 

series before ARIZ1A modelling for these type of models cannot 

adequately handle trading-day variations. In other 4ords, if the 

X-ll-ARIrvIA program is used with ARIMA extrapolations on series 

with trading day variations, these variations are estimated a 

priori and if significant, tney ar removed from the original 

series before the ARIMA modelling. 

Another problem associated with concurrent seasonal adjustment 

refers to how often should the ARIMA models be identified. The 

current practice at Statistics Canada is to use the automatic 

ARI4A model selection option once a year and if the model is 

accepted, then it is kept constant for a whole year, letting Ofliy 

the parameters change when more observations are added. In order 

to keep the model constant, the user's supplied model option 

should be applied. Maintaining the ARIMA model constant avoids 

unnecessary revisions that may result from changing of models 

hack and forth simply because of the presence of outliers. 
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4. SMOOTHING OF VOLATILE SEASONALLY ADJUSTED SERIES 

One of the main purposes of the seasonal adjustment of economic 

time series is to provide information on current economic 

conditions, particularly to determine the stage of the cycle at 

which the economy stands. Since seasonal adjust.nent means 

removing only seasonal variations, thus leavinq trend cycle 

estimates together with irregular fluctuations, it is often 

difficult to detect the short term trend or cyclical turning 

points for series strongly affected with irregular3. In such 

cases, it may be preferable to smooth the seasonallj adjusted 

series using trend-cycle estimators which suppress as much as 

possible the irregulars without affecting the cyclical component. 

The use of trend-cycle estimates or of smoothed seasonally 

adjusted data instead of a "volatile" seasonally adjusted series 

have been discussed by several writers and recently by Moore et 

ala (1981), Kenny and Durbin (1982), Maravall (1986), and Dagum 

and Laniel (1987) . Although not yet practised wideiy, some 

statistical agencies such as Statistics Canada and the Australian 

Bureau of Statistics smooth some of their series. 

The combined linear filters applied to the original series to 

generate a central (symmetric) trend-cycle estimate have been 

calculated by Young (1968) for Census Method II-X--ll variant. 

This filter is similar to that of X-ll-ARIMA with and without 

ARIMA extrapolations. Dagum and Laniel (1987) extended Young's 

(1968) results to include the estimation of the asymmetric trend 

cycle filters of X-11-ARII4A with and without the ARIMA 
extrapolations. 
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Figure 1 shows the gain functions of the central (symmetric) 

seasonal adjustment filters and smoothed seasonally adjusted data 

(trend-cycle) filters. It is apparent that the trend-cycle 

filters suppress all the noise present in the series, where the 

noise is defined as the power present in all frequencies 

j<.166. This frequency corresponds to the first harmonic of the 

fundamental seasonal frequency of a monthly series. This patt9rn 

r'3sults from the convolution of the seasonal adjustment filters 

with the 13-term Henderson trend-cycle filter. 

(Please place Figure 1 about here) 

Figure 2.a shows the gain functions of the concurrent and first-

month revised trend-cycle filters of X-ll-ARIMA without ARIMA 

extrapolations. Figure 2.b shows their corresponding phase-shift 

functions expressed in months instead of radians. We can observe 

that the gain for all 	.167 is much larger for these two 

asymmetric filters as compared with the central filter. 

Furthermore, there are large amplifications for frequencies near 

the fundamental seasonal. All this means that the concurrent and 

first revised smoothed seasonally adjusted values will have more 

noise than the final estimates. On the other hand, it is 

apparent that the phase shifts are very small, less than one 

month for the most important cyclical frequencies O<w< .055 (i.e. 
cycles of periodicities equal to and longer than 13 months) 

(Please place Figures 2.a and 2.b about here) 

Figure 3.a and 3.b show the gain and phase-shift functions of the 

concurrent and first-month revised trend-cycle filters of X-ll-

ARIMA with ARI14A extrapolations. The extrapolations are 

obtained from an IMA model (0,1,1) (0,1,1)12 
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with )=.40 and 	=.60. The gain functions are closer to the 

symmetric (central) filter than those of X-ll-ARIMA without the 

ARIMA extrapolations. There are no amplifications around the 

fundamental seasonal frequency and a similar attenuation of power 

at higher frequencies. On the other hand, there is more phase-

shift (being near to one month) for low frequencies and less 

phase shift for all high frequencies. 

(?lease place Figures 3.a and 3.b about here) 

Dagum and Laniel (1987) studied the time path of the revisions of 

the trend-cycle filters and compared with those of the seasonal 

adjustment fiLters. Their results, as summarized in Table 3 show 

that the total revisions of the trend-cycle asymmetric filtars 

converge to 0 much faster than those of the corresponding 

seasonal 3djustment filters. In fact, the total revision of the 

trend-cycle fitter 3 months after the concurrent filter is only 

.1 whereas a close value is achieved for the seasonal adjustment 

fitter only after 24 months have been added to the series. 

xcept for the total revisions of the concurrent filter which is 

larger for the trend-cycle filters compared with the 

corresponding seasonal adjustment filter, in all the other cases 

the total revisions are smaller for the trend-cycle fitters. 

Furthermore, the trend-cycle filter revisions converge much 

faster to zero as compared with those of the seasonal adjustment 

filters. 
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Table 3. Time Path of the total Revisions of the Trend-Cycle; 

and the Seasonal Adjustment Asymmetric Filters of 

X- ll-ARIiA 

Rev is i 0 ri S 

( , k) * 

Without 	With 

Extrapot3tions 	Extrapolations 
=.40 	O=.60 

Trend-Cycle 	Seasonal 	Trend-Cycle 	Seasonal 
Filters 	adjustment Filters 	Adjustment 

Filters 	- 	Filters 

R (48,0) 

R(48, 1) 

1,(48,2)  

R(48, 3) 

(48,4) 

R(48 ,12) 

R(48,24) 

R(48 ,36) 

.45 .36 .41 .32 

.27 .33 .26 .32 

.15 .32 .5 .32 

.11 .32 .Li. .31 

.12 .32 .11 .31 

.10 .23 .09 .20 

.07 .13 .05 .10 

.03 .35 .02 .04 

R(48,47) 	.01 	.01 	.01 	.01 

* =48 for the "final" trend-cycle filter and 9,=42 for the final 

seasonal adjustment filter. However, the values shown for the 

revision of the seasonal adjustment filters are also calculated 

for .Q=48 since after Z=42 the values are final and, thus, do not 
change. 
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FIGURE 3.a: Cn Fnctons of tne Corc;rrent 	d Frs—Month Revsed rrs 
of X-1 1—ARIMA with AFJMA extrapolaton5 (9=40 e=.60). 
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of X-11—ARIMA With ARiMA Extrapolatons. (9=40 e=.6o). 
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