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• 	
PREFACE 

In the 1980s the Advisory Committee on Statistical Methods of Statistics Canada recommended a thorough 
examination of benchmarking and interpolation practices in the Agency. The ensuing research aimed to 
develop and explore the feasibility of nethods, which would be based on statistical models (rather than often 
ad hoc numerical approaches); reflec: the fact that the survey errors are heteroscedastic and autocorrelated 
through time; provide the variance of :he benchmarked series; perform preliminary benchmarking of current 
years; and, reflect the fiscal character of benchmarks when applicable. 

Programme BENCH is the result of this research carried out at Statistics Canada and elsewhere on 
benchmarking, interpolation and ca1ndarization (benchmarking can also be used for interpolation and 
calendarization). It embodies the methods which were deemed most relevant and feasible; future versions 
of the programme will include more ;ophisticated methods. 

I am indebted to Estela Bee Daguir, Gordon Brackstone and David Binder, for having supported and 
encouraged the research; to Guy Hoot, Christian Nicol, BenoIt Quenneville, Marietta Morry and Norma 
Chhab, for having thoroughly examired and commented earlier versions in this document and tested the 
programme; and to Hew Gough, Nonnand Laniel, Milorad Kovaevi, ljaz Mian, Paul Wong, Helen Fung 
and Kim Chiu, for very appreciated comments. 

- résumé - 

Le present document présente un logic iel d'etalonnage et d'inrerpolation, pour les series socio-économiques. 
L'éralonnage est le processus qui cor1ibine de manière optimale des chiffres relatzfs a une même variable, 

• nais observes a desfrequences differenres (ex. mensuelle et annuelle). L'étalonnage classique, qui ajusre 
des données men suelles pour que lers sommes annuelles soient égales aux jalons annuels, est un cas 
particulier. L'interpolation consiste i ,  obtenir des estimations plus frequentes (ex. mensuelles) a partir de 
données moms fréquentes (ex. annue 'les). Le logiciel peut egalement effecruer Ia occalendrialisationm des 
series socio-économiques, par exemples l'annualisarion de chiffres d'annéesfinancieres, Ia trimestrialisation 
de chiffres de trimestres financiers, Ia mensualisation d'agrégals de chiffres hebdomadaires, etc. 

Le programme s'exécute sur les ordinateurs personnels. La niéthodologie est tirée de Cholette et Dagum 
(1991), dont la méthode de Denton (1971) est un cas particulier, et de Mian et Lan id (1991). Le logiciel peur 
trailer des chiffres décennaux, quinquennaux, annuels, rrimestriels, mensuels et quotidiens. 

- summary - 

This document presents a benchmarking and interpolation programme for socio-economic time series. 
Benchmarking is the process of combining data, which pertain to a same given variable, but are observed 
at different frequencies (e.g. annual v rsus monthly). Classical benchmarking, which adjusts monthly data 
so that their annual sums are equal to annual benchmarks, is a particular case. interpolation consists of 
obtaining more frequent estimates (e.g. monrhly)from less frequent data (e.g. annual). The programme can 
also operate calendarization, that is the conversion offiscal year data into calendar year values, offiscal 
quarter data into calendar quarter values, of aggregates of weekly data into monthly values, etc. 

The programme runs on personal co'nputers. The methodology is based on Cholette and Dagum (1989, 
1994), of which the Denton (1971) method is a particular case, and on Mian and Laniel (1991). The 
programme can handle decennial, qunquennial, annual, quarterly, monthly and daily data. 
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O 	1. INTRODUCTION 
Benchmarking and interpolation techniqucs are widely used in statistical agencies and other organizations producing 
or using time series. Programme BENCEr provides three benchmarking-interpolation methods; calendanzation is 
achieved as a by-product of benchmarkin, (or interpolation). 

Programme BENCH was developed in Fortran 77, under the DOS operating system. However it will work under OS/2 
(in the built-in DOS compatibility box) and under UNIX with DOS emulation software (e.g. DOS Merge and VP/IX). 
It does not require a mathematical co-processor; however, if one is available, it will significantly speed up processing. 

The programme diskettes also contain an auxiliary programme LISTR (Buerg, 1990), which is a general browsing 
utility programme. We recommend LIST (a public domain software) for browsing, searching and examining the 
various files produced by BENCH. 

To get acquainted with the concepts and notions related to benchmarking, interpolation and calendarization, the 
reader is advised to examine sections 2 and 3. Section 2 describes the various situations where benchmarking, 
interpolation and calendanzation are applicable. Section 3 presents the statistical methodology and features available 
in the programme. Sections 4 to 6 explair in detail how to use BENCH. Section 7 is a tutorial which explains how 
to load and apply the programme to the test examples supplied on the diskettes. 

PART 1: FOUNDATIONS OF THE BENCHMARKING-INTERPOLATION METHODS IN THE 
PROGRAMME 

2. OVERVIEW OF BENCHMARKING, INTERPOLATION AND CALENDARIZATION 
• 

	

	This section defines and explains the relationships between benchmarking, interpolation and calendarization, and the 
situations where these techniques are relevant. 

- Benchmarking - Benchmarking arises in the following situation. Two sources of data are available for the same 
target variable with different frequencies, for example a monthly source versus an annual source; furthermore the 
two sources of information do not agree, the annual sums of the monthly measurements of a variable are not equal 
to the corresponding annual measurements. Benchmarking is then the process of optimally combining the two sources 
of information, to achieve improved monthly and annual estimates of the variable. Similarly benchmarking arises in 
the presence of quarterly versus annual data, monthly versus quarterly, annual versus quinquennial, daily versus 
weekly, daily versus monthly, etc. 

Generally, one source of information (tpically the less frequent) is more reliable than the other, because one 
originates from a sample survey (for instance) and the other from a larger survey, from a census or exhaustive 
administrative records. Such is the case 01 the Canadian Wages and Salaries: The monthly estimates originate from 
the Survey of Employment, Payrolls anc Hours; and the annual benchmark measurements of the same variable 
originate from exhaustive administrative records, namely the Income Tax forms filed by Canadians and 
(confidentially) compiled by Revenue Canada. These benchmarks are believed to be absolutely reliable, compared 
to the monthly survey estimates. The bechmarking process consequently adjusts the monthly data so that they 
annually sum to the annual benchmarks. Under the widely used proportional Denton (1971) benchmarking method, 
the benchmarked monthly values are as proportional as possible to the original monthly values, or put differently 
preserve the proportional month-to-month movement of the original series. 

- Interpolation - Benchmarking is also used to interpolate and extrapolate more frequent values from less frequent 
data. It is common, for instance, to benchmark a quarterly indicator, deemed to behave like the target variable, to 
annual data on the target variable. The resulting benchmarked values are interpolations (and extrapolations), in the 

S sense that no genuine quarterly measurements existed for the target variable. Similarly, monthly interpolations are 
obtained by benchmarking a monthly indicator to quarterly or annual data; and annual interpolations, by 
benchmarking an annual indicator to quinquennial data. In some cases, the indicator is in fact a weighted combination 



of related variables available at the desired frequency (where the weights originate from a regression model, e.g. 
Chow and Un, 1971). The indicator may also be a seasonal pattern, a seasonal-trading-day pattern or a daily pattern. 
in percentage. Some authors (e.g. Ibid.) distinguish between interpolation, where the benchmarks refer to discrete 
points of the more frequent values, and distribution, where the benchmarks refer to several points collectively, like 
in the case of annual totals. We use interpolation to cover both cases, because in many applications, the two types 
of benchmarks are present at once. 

- ARIMA Interpolation - It is also possible to specify that the desired monthly (say) interpolations follow an 
AutoRegressive Integrated Moving Average model (Box and Jenkins, 1976) and satisfy some annual, quarterly or 
other benchmarks (Cholette, 1982; Guerrero, 1989, 1991; Hillmer and Trabelsi, 1989). One can generate ARMA 
interpolations and extrapolations with programme BENCH, provided that the ARMA model is stationary in mean. 
However, the model may tend to non-stationarity; one example being a seasonal autoregressive model (1 ,0)( 1,0) with 
parameter values 0.99 and 0.99. Interpolations which are non-stationary in mean may also be achieved by 
benchmarking an original series behaving linearly, exponentially, etc. 

- Calendarization - In situations where the data cover four or five weeks, instead of calendar months, one can use 
benchmarking and interpolation tocalenclarize such data. A daily pattern (of relative activity of days within the week) 
is benchmarked to the data covering four or five weeks; the resulting daily interpolations are then combined into 
monthly values by taking the monthly sums (Cholette and Chhab, 1991). Similarly, calendar year values may be 
obtained, by benchmarking a sub-annual indicator (or pattern) to the fiscal year data and by taking the calendar year 
sums of the interpolations. Calendar quarter values may also be obtained by benchmarking a monthly indicator to 
fiscal quarter data and then taking the calendar quarter sums. In many cases, calendarization is accomplished as a pure 
by-product of benchmarking (in the sense that calendarization was not the goal at the outset). This happens when a 
target variable needs to be benchmarked to benchmarks referring to fiscal periods; the calendarized values are then 
the appropriate sums of the benchmarked series. This situation occurs with governmental and other institutional data 
with common fiscal years, e.g. school, hospital, banking data. In all those cases, calendarization may also be achieved 
by generating more frequent ARIMA interpolations and by recombining these interpolations as desired. 

One concludes that benchmarking methods are also applicable for the purposes of interpolation and calendarization. 
In fact, a variety of benchmarking, interpolation and calendarization techniques - many ad hoc and not even thought 
as being related to benchmarking and interpolation - are widely used across statistical agencies. 

11 



3. METHODOLOGY USED 
This section presents the benchmarking methods available in programme BENCH and their features. For simplicity, 
it is assumed that the original series to b benchmarked is sub-annual and that the benchmarks are annual, unless 
otherwise specified. 

3.1 MODELS FOR BENCHMARKING 
Programme BENCH provides three statistical models to benchmark or interpolate: they will be referred to as the 
additive model, the multiplicative model and the mixed model; their solutions are presented in Appendix A, B and C 
respectively. All three models improve over most currently used benchmarking methods, because 

the variance of the benchmarked series is calculated, 
an explicit bias parameter in the $ub-annual series is calculated, 
the sub-annual error may be heteroscedastic and follow an ARMA process. 

- The Additive Model - The Cholette and Dagum (1991) method, developed in the regression framework, consists 
of two linear equations: 

	

= a 	0, 	e,, E(e,) = 0, E(e, el_k) = 0 e 0 e, Pk' t=l ..... T, 	 (la) 

	

Zn = ( 	0 g) 1Pm + Wm  E(Wm) = 0, E(w,) = a, m=l.....M. 	 (lb) 
Irm 

In equation (la), the observed sub-annuk:l series s, is the sum of the true but unknown sub-annual values 0,, an 

unknown constant bias a and autocorrelated errors e,. The estimates of 0, will be the benchmarked (or interpolated) 
series. The bias parameter may optionally be omitted from the model. In some applications, the errors e, will be 

	

• 	interpreted as the sampling errors. 	(Generally the latter is just one component of the global error.) These errors may 
be heteroscedastic, i.e. their variance or may vary with time t. The autocorrelations P&  correspond to those of a 
stationary and invertible AutoRegressive Moving Average (ARMA) processes, supplied by the users with the 
parameter values. This is equivalent to assuming that e, follows a process given by 

= 

where e, follows the selected stationary ARMA process 

= (?i(B)/cD(B))v,, 

where q(B) and ç(B) are the moving average and the autoregressive polynomials respectively and v, the white noise 
generating the ARMA process. (For simplicity, the rest of this document will refer to the ARMA process followed 
by e,, although strictly speaking the process is that of e,.) 

The benchmarks Ym  in equation (ib) correspond to the sums of the true sub-annual values over the reference periods 
of each benchmark. For the time being, the values of p  are set to 1 and will be discussed again in connection to flow, 

stock and index series. The benchmarks are subject to uncorrelated errors Wm  with heteroscedastic variancec. The 

errors e, and Wm  are mutually uncorrelated. 

Under model (1), benchmarking optimally combines the sub-annual observations s, and the benchmark observations y, 
to estimate the true values 0,. 



-The Multiplicative Model - The multiplicative model is a logarithmic variant of model (1). The model states that 
the bias, the errors and the true sub-annual values multiply to generate the sub-annual observations: s, = axO,xe,, 
Taking the logarithmic transformation, the model becomes 

In s, = In a + In 0, + In 
(2a) 

E(In e,) = 0, E(ln e, In el _k) = Olne M e  P&' t=1. ... . T, 

Ym  = ( 	0 ;)'Pm  + wm, E(wm) = 0, E(w) = 	, ,n=l,...,M, 	 (2b) 
tErn 

where Pk'S  are as in model (1) and where as,, e, = 	The errors in the benchmarks are additive, but may in fact 

behave multiplicatively if their variance is defined in terms of coefficients of variation. 

- The Mixed Model - In the mixed model proposed by Laniel and Fyfe (1990) and Mian and Laniel (1991), the bias 
is multiplicative but the error is additive. Subject matter experts of series often think of the bias as a percentage of 
the sub-annual series. The model is as follows: 

	

= a x 0, + e,, E(e) = 0, E(e, e,k) = ae,c e,  Pk' t=1.....T, 	 (3a) 

U,)/p 	+ IV,,, , E(w,,) = 0. E(w,) = 	tti = 1 .....M, 	 (3b) 

where the autocorrelations p are as in model (1). The additive errors may in fact behave multiplicativcly, if their 
variance is defined in terms of coefficients of variation. (In that case, the estimates could be very close to those of 
the multiplicative model.) 

- The Hifimer and Trabelsi Benchmarking Method - In the Hillmer and Trabelsi benchmarking (1987) method, 
the true series follows an ARIMA process: (1_B) i(l_B)D [0, - ,] = [(B)/qi(B)]v, where ju, incorporates a known 
deterministic behaviour of 0, (e.g. deterministic trend and seasonality, trading-day variations) and where d and D 
are the degrees of regular and seasonal differencing. This feature can be incorporated in the additive model, by adding 
the following equation to (Ia) and (ib): 

(1 B)'(l -B)'L, = (1 _B)d(l  -B)0, + e,, E(e, e,) = 

where 	= [ (B)fç(B)]v; and the autocorrelations p are given by the ARMA process of e and where av  . is the 
variance of input white noise of the process. In principle, this ARIMA feature improves the estimates, namely by 
giving structure to the series to be estimated and by increasing the degrees of freedom in the estimation. It is hoped 
that future versions of programme BENCH will incorporate the Hilimer and Trabelsi method as another optional 
model. 

Note however that, even without the ARIMA process for 0,, the additive model (1) already implies an indirect (so 
to speak) stochastic behaviour for 0,. Indeed, equation (la) can be written s, = a + 01 + which 
implies the heteroscedastic process with non-stationary mean (s, - a): 0, = (s, a) - a,(ti(B)/c(B)) v, 

n 
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3.2 FEATURES OF THE MODELS 
Most of the features described here are shared by the three benchmarking models in the programme, for instance the 
ability to deal with flows, stock and index series, with fiscal benchmarks; a few features are particular to individual 
methods. 

- Flexible Reference Periods for the Benchmarks - In order to accommodate all the situations described in 
Section 2, the three models allow for benchmarks of any frequency, e.g. annual, bi-annual, quinquennial, quarterly, 
monthly, weekly, daily, etc. This is achieved by reference periods, specified by the starting year, the starting month, 
the ending year and the ending month, covered by each benchmark. Thus, one benchmark may cover 15 months and 
the next benchmark 12 months; benchmarks may be bi-annual and suddenly quinquennial. Some sub-annual periods 
may even be covered by more than one benchmark, for instance by a quarterly benchmark and an annual benchmark. 

- Fiscal Benchmarks - As a particular cate of this feature, the benchmarks may be fiscal, i.e. refer to fiscal (instead 
of calendar) years, to fiscal quarters, and to periods of four or five weeks. In the latter case the reference periods are 
specified by the starting year, the starting month, the starting day, the ending year, the ending month and the ending 
day of each benchmark. 

- Sub-Annual Benchmarks - Benchmark; covering only one sub-annual period of the original series will be referred 
to as sub-annual benchmarks. Such benc marks are very useful: 

To force a benchmarked series tc Start from a specific value, in order to avoid revisions to values deemed 
"historical" or "final" prior to a crtain date (Helfand, Monsour and Trager, 1977). 
To force a benchmarked series to run through a specific value. 
To force a benchmarked series to end at a specific value. This feature may be used to link an 'old' survey 
with a "new" survey, pertaining tD the same socio-economic variable, by specifying one new value (or the 
average of a few new values) as r. sub-annual benchmark on the overlapping periods of the two surveys. 

• 	 4) To accommodate stock series. 

- The Types of Series - Flow, stock and index series are now defined for the purpose of benchmarking, interpolation 
and calendanzation. 

Flow Series - A flow series is a series whose annual values correspond to the annual sums of quarterly (or 
monthly) values in the year and the quarterly values correspond to the sum of the monthly values in the quarter, etc. 
For example, the amount of gasoline sold in July 1990 is the sum of the amounts sold on each day in that month. 

Stock Series - A stock series is a scries whose annual values correspond to only one sub-annual value. For 
instance, the annual values of inventorie; usually correspond to the December 31st values; the Canadian annual 
population values correspond to the July 1 7irst values. The reference periods of each benchmark determine whether 
the series is a flow or a stock: if the benchmarks refer to one sub-annual period, the series is a stock. 

Index Series - An index series is a series whose annual values correspond to the average of the sub-annual 
values. For instance, the annual values of the Consumer Price Index, of the Index of Industrial Production and of 
Unemployment are all defined as the averages of the monthly values; the quarterly values of Interest Rates may be 
defined as the average of the corresponding monthly values. Note that the Consumer Price Index, Unemployment and 
Interest Rates are conceptually stock sent s, i.e. levels; and the Index of Industrial Production, a flow series; but all 
are index series for the purpose of benchinarking, because the annual values are expressed in terms of averages of 
the corresponding sub-annual values. 

For flow series, the p,,s of equation (b), (2b) and (3b) are equal to 1, and the summations take place over more 
than one sub-annual period t ; for stock series, the Pm's  are equal to 1 and the summation takes place over only one 

• 

	

	sub-annual period t (i.e. the summations are trivial). For index series,the Pm's  are the number of sub-annual periods 
covered by each benchmark (e.g. for annut,l benchmarks and monthly sub-annuals, the Pm's  would all be equal to 12). 



- Heteroscedasticity - Models (1) to (3) weight each sub-annual and annual observation with the inverse of its 
variance. In programme BENCH, this variance may also be supplied in the form of the standard deviation or the 
coefficient of variation (which are internally transformed into variance). As a rule, the benchmarked series will run 
closer to the observations with lower variance. 

- Binding and Non-Binding Benchmarks - A benchmark is binding (classical case) when its variance is zero; and 
non-binding, otherwise. The benchmarked series exactly sums (Or averages) to a binding benchmark over the 
reference periods of the benchmark. Some values in a set of benchmarks may thus be binding; and others, non-
binding. Benchmarks should be specified as binding when they provide fully reliable measurement of both the level 
and of the super-annual (trend-cyclical) movement, of the target variable. On the other hand, benchmarks should be 
specified as non-binding, when they collectively provide a reliable measurement of the (average) level of the target 
variable but not of the super-annual movement. A benchmark which do not measure the level nor the movement 
reliably should not be used. In the example of Wages and Salaries in section 2, all the benchmarks were binding; the 
annual sums of the benchmarked series therefore summed exactly to the annual benchmarks. 

' 

corrections: 	= - (d + ê,) 

$ 1,450 

0 
0 

1,250 	 •,•, ,, 	. . sets 

0 
0 
0 

----ba,c4--------------------------------- - -- 

..... ..... 	
II••• of 	annual discrepancies 

t150 
1985 	1988 	1987 	1988 	1989 

Th 

Figure 1: Example of Monthly Corrections Made to an Original Series under the Additive Model (1) with ARMA 
Process e = a, [11(1 -O.8B)]v, and Heteroscedasticity 

- Preliminary Benchmarking of Current Values - The annual benchmark of a given year usually becomes available 
some months after that year is over; thus, there is typically no benchmark for the current (most recent) sub-annual 
values. The expression preliminary benchmarking refers to the adjustment made to the current sub-annual 
observations. Preliminary benchmarking should be such that 

the preliminary benchmarked values are in continuity with past benchmarked values and 
the revisions of the preliminary benchmarked values, when the benchmark does become available, are 

minimal. 

• Treatment of Years without Benchmark in General - First it must be pointed out that the benchmarking 
models (1) to (3) 'spontaneously" find estimates for all years, whether they have benchmarks or not, and whether they 
are current or not. (In other words, no special treatment is required for years without benchmark.) The corrections 
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, made to the sub-annual series to obtain the benchmarked series, are equal to minus the estimated bias d plus the 
fitted ARMA values e',: e, = - (a +e). The corrections are 

such that e follows its ARMA process and 
additionally foryears with benchniarks, such that the benchmarked series satisfies the benchmark (if binding). 

For years without benchmark, the second requirement simply does not apply. 

Treatment of Current Years without Benchmark - The treatment of the current years without benchmark 
is just a particular case of what was stated in the previous paragraph. Furthermore, the corrections C, = - (a + e,) 
eventually converge to minus the bias "alue -a, because the ARMA process is stationary. This convergence, 
illustrated in Figure 1, assumes that the e.pectation of next annual discrepancy, between the next benchmarks and 
the annual sum of the sub-annual series, is given by the bias. This assumption makes sense since the bias is an 
average of the past discrepancies; and, of the last few discrepancies, if moving estimation intervals were used (see 
next). (The corrections do not behave vety smoothly in the figure, because the errors were heteroscedastic.) 

- Estimation Intervals - Programme BENCH can process all the sub-annual and annual observations of the series 
as a whole, or a subset of the observations in a moving average manner. 

Estimation over the Whole Series - Models (1), (2) and (3) may be specified for the whole length of the series. 
This option should be used 

for short series or 
when the reference periods of some benchmarks overlap or 
when choosing a seasonal ARMA process for the error e, (otherwise the seasonal pattern would be dropped 

between the intervals or a spurious seasonal pattern can be introduced), 

.
. Estimation over Moving Esthnatkin Intervals - Programme BENCH optionally performs benchmarking in 

a moving manner, i.e. on successive esuimcrion intervals. By default, each estimation interval covers five benchmarks; 
for shorter series, the interval covers th whole series. For example, for a 20-year monthly series with annual 
benchmarks, the 5-year moving estimaticn intervals operate as follows: 

The first 5-year estimation intervil covers years 1 for 5 (whether calendar or fiscal) and provides estimates 
for years 1 for 3. 
The second estimation interval covers years 2 for 6 and provides estimates for year 4. 
The third estimation interval covrs years 3 for 7 and provides estimates for year 5. And so on. 
Finally the last estimation interval covers years 16 for 20 and provides estimates for years 18 for 20. 

When sub-annual values are not covered by benchmarks at the start or the end of the series, the first and last 
estimation intervals respectively begin am d end with the first and last time periods of the sub-annual series. 

For long series, this moving estimation geatly reduces the calculations, without noticeable effect on the estimates 
if the benchmarks are binding or nearly l:inding. Moving estimation intervals also reduce revisions: with a 5-year 
moving interval for instance, the estimates of year m automatically become final when the benchmark of year m+2 
is incorporated in the estimation. 

With moving estimation, the estimate of the bias becomes stochastic, i.e. evolves through time according to the 
innovations (information) incorporated iii, and dropped from, the estimation interval. 

• Links between the Moving Estim2.tion Intervals - Links between the estimation intervals can optionally be 
imposed to ensure continuity between the estimates from the different intervals. Reverting to the 5-year moving 
estimation example: 

• 	 (1) The first estimation interval covers years I to 5 and provides estimates to years ito 3 (as before). The last 
monthly estimate of year 3 is set aside for the second interval. 

(2) The second estimation interval covers the last month of year 3 (whose estimate was set aside) and years 4 
to 6 and provides estimates to yea: 4. The last monthly estimate of year 3 is specified as a sub-annual binding 



(see above) benchmark, which forces the monthly estimates to start from the last monthly estimate of year 3. 
The last monthly estimate of year 4 is set aside for the third interval. 
The third estimation interval covers the last month of year 4 (whose estimate was set aside) and years 5 to 
7 and provides estimates to year 5. The last monthly estimate of year 4 is specified as a sub-annual binding 
benchmark, which forces the monthly estimates to start from the last monthly estimate of year 4. The last 
monthly estimate of year 5 is set aside for the fourth interval. And so on. 
Finally, the last estimation interval covers the last month of year 17 and years 18 to 20 and provides estimates 
to years 18 to 20. The last monthly estimate of year 17 is specified as a sub-annual binding benchmark, which 
forces the monthly estimates to start from the last month estimate of year 17. 

These links and the moving estimation are described in Cholette and Chhab (1988, 1991). Links are desirable when 
the moving interval is shorter than five benchmarks. With daily data such linked intervals reduce the calculations. 
However with these links, no variance is estimated for the benchmarked series, because the variance would be 
underestimated in the neighbourhood of the link points. 

- Preserving the Movement of the Original Series - As just explained, links between moving estimation intervals 
ensure continuity between the estimates from the different intervals; similarly preliminary benchmarking preserves 
continuity between past years with benchmarks and the current year. Generally speaking, the benchmarks tend to 
drive the level of the benchmarked series; and the ARMA process chosen for e, to drive the modification of the sub- 

annual movement of s,. The reasons are that the e 1 's are usually correlated and the Wm'S  are not, and the s,'s are the 
ones subject to the bias (when specified). The benchrnarking methods of the Denton type were specifically designed 
to preserve the movement of s as much as possible. 

- Benchinarking Methods of the Denton type - Results virtually identical to those of both the additive and the 
proportional Denton methods can be achieved with the additive model (1), by selecting the appropriate options. Two 
things should be pointed out here. First in the Denton approach, the e 1 's in (1) should be interpreted as the bias in the 
original series which evolves through time like a first difference process (the 'random walk"), e, = 	+ v,, or as a 

second difference process, e = 2e, 1  - e, 2  + v; and, that there is no survey error as such. (This does not mean 
however that the bias is out of control, since the innovations to the random walk are in fact the annual discrepancies, 
which benchmarking distributes over the sub-annual values.) Second, under its Denton variant, as well as under its 
growth preservation and pro-rating variants described below, model (1) collapse to a numerical (as opposed to 
statistical) method, because it does not use all the statistical information (variances) of the original series and merely 
preserves its movement. However this Denton "option' in the programme should satisfy many practitioners who need 
more general benchmarking-interpolation methods without having to give up the widely used Denton approach. 

• The Additive Denton Method - The additive model (1) approximates the additive Denton results with first 
differences, if (i) the constant bias parameter is omitted, (ii) the benchmarks are binding (with zero variances), 
(iii) the variances of the sub-annual series are constant and (iv) the ARMA chosen for e 1  (which now plays the role 
of the bias) approximates a random walk process. In fact, if the user supplies no ARMA process, the programme uses 
the virtual random walk process, e, = c [0.999999e, 1  + v,]. (This idea originates from Bournay and Laroque (1979)). 
Like in the additive Denton method, the resulting benchmarked series is as parallel as possible to the original series 
and therefore preserves the period-to-period movement of the original series. 

• The Proportional Denton Method - The additive model (1) above approximates the results of the proportional 
Denton results with first differences if: (i) the bias parameter is omitted, (ii) the benchmarks are binding (have zero 
variances) (iii) the coefficients of variation (CVs) of the sub-annual series are constant and (iv) the ARMA chosen 
approximates a random walk process, for instance e = o [0.99999e,1 + v i], where the values of o are given by the 
CVs. The resulting benchmarked series is then as proportional as possible to the original series and therefore 
preserves the proportional period-to-period movement of the original series. The mixed model (2) also reproduces 
the results of the proportional Denton method, under the same conditions. 
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The Denton Methods with Second Differences - Both the additive and the proportional variants of the Denton 
approach with second differences can be approximated by the additive model (1) by selecting a stationary process 
which approximates second d fferences- instead of the random walk, for instance 
e, = a, [(0.99 +O.99)e,1 - (0.99x0.99)e, 2  + v,]. 

- Growth Rate Preservation - It has been argued that a benchmarking method should preserves the period-to-period 
growth rates (Smith, 1977) of the original series. The multiplicative model (2) achieves this (i) if the CVs of the sub- 
annual series are constant and (ii) if the ARMA chosen for e, approximates a random walk, for instance 

= a, [0.99999e,. 1  + v,], where the values of a, are given by the constant CVs. The ratios of the growth rates of the 
benchmarked series to those of the original series are then as close to 1.0 as possible. The results are also similar to 
those obtained with the proportional Denton method (Helfand, Monsour and Trager, 1977). Proportional 
benchmarking has in fact been seen as at approximation to the growth rate approach. 

- Pro-Rating - The simplest benchmarking method of all is pro-rating, which consists of applying the proportional 
annual discrepancy to the sub-annual valies in the year. For instance, if the annual benchmark of one year is 10% 
higher than the sum of the monthly values in the year, these monthly values are raised by 10%. Pro-rating can be 
carried out by programme BENCH, by (i) selecting the additive benchmarking model above, (ii) omitting the bias 
parameter, (iii) specifying constant CVs :or the sub-annual series and zero CVs the benchmarks and (iv) selecting 
a first order autoregressive process for the error with parameter equal to zero: e, = a, [0.0 e, 1  + v,J. 

33 ASSESSMENT OF THE BENCHMARKED SERIES 
In order to assess the results of benchmaring or interpolation, programme BENCH produces various statistics and 
plots. 

S 	- Significance of the Estimated Bias Prameter - For the three models discussed in section 3.1, the programme 
displays the estimate of the bias and its calculated standard deviation. A large standard deviation indicates that the 
bias estimate is not significantly different from zero (or 1 in the multiplicative and mixed models) and could be 
removed from the model. 

- Statistics on the Discrepancies and M avement Preservation - The statistics on the discrepancies, between the 
annual benchmarks and the annual sums i or averages) of the sub-annual series, and on movement preservation are 
rather empirical. They are especially meaningful with the methods of the Denton type, which aim at preserving 
movement. They retain usefulness, as lon, as the ARMA process chosen preserves some of the movement from the 
original series, e.g. any first order autoregressive processes with positive parameter, with constant variance or CVs. 

• Statistics on the Discrepancies 
The statistics on the discrepancies are displayed with respect to both the original and the benchmarked series. The 
average of the discrepancies measures the level difference between the benchmarks and the original series, or 
between the benchmarks and the benchmarked series. In the latter case, the discrepancies are actually residual 
discrepancies, which are null in case of binding benchmarks (and this should be monitored). Benchmarking with the 
Denton methods may be successful despite very large discrepancies with respect to the original series, because two 
series with different frequency may display perfectly compatible movements but very different levels. 

The minimum and the maximum of the disrepancies measure the dispersion of the discrepancies. A low dispersion 
of the discrepancies thus indicates that benchmarking with the Denton methods is probably successful. The 
occurrence of scattered, i.e. erratic, discrepancies implies that in the process of satisfying the benchmarks, 
benchmarking distorts the movement of the original series. The reason is that benchmarking consists of distributing 
these discrepancies over the original series. Scattered discrepancies may mean one of the following: 

Some of the benchmarks are not reliable and should be specified as non-binding. 
The super-annual (e.g. trend-cyclical) movement of the original series is not reliable. If the benchmarks are 
reliable and binding, the benchmarked series would incorporate the super-annual movement of the 
benchmarks, thus producing an improvement over the original. 
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(3) Both the benchmarks and the original series are not reliable. In this case, the resulting benchmarked series 
will be an optimal combination of the information available at all frequencies (if the appropriate variances 
are specified for each annual and sub-annual observation). 

Statistics on Movement Preservation 
- The information provided by the discrepancies is reflected by the average absolute change in movement between 
the original and the benchmarked series. The two following statistics are calculated: 

C 	
= r=2 	

[(/) / (:' f )1 - 1.0 I (T-1), 

Ca = 	J (â- 1 ) - ( s - s) / (T-l), 

The first statistic Cm  measures the change in the period-to-period growth rates; and the second Ca , the change in the 
period-to-period differences. The former is more relevant to multiplicative and proportional benchmarking; and the 
latter, to additive benchmarking. 

High values of these statistics correspond to erratic discrepancies and low values to relatively constant discrepancies. 
Low values mean that the original series does not have to be distorted much to satisfy the benchmarks (if binding) 
or put differently the movements of the benchmarks are consistent with those in the original series. 

- Plots - Time series analysts like to examine series graphically. A first plot displays the original and the 
benchmarked series, accompanied by the benchmarks. A second plot displays the corrections made to the original 
series to obtain the benchmarked series, along with the discrepancies. The flatter these corrections, the more the 
benchmarked series preserves the original movement of the sub-annual series. 

- Interpreting the Statistics and Plots - The interpretation of the above statistics and plots should vary with the 
situation considered. If the original series and the set of benchmarks are both supposed to directly measure the same 
target variable, scattered discrepancies and poor movement preservation should be interpreted more critically. (The 
target variable is that measured by the benchmarks and eventually by the benchmarked series.) A large dispersion 
of the discrepancies and a large change in movement implies a contradiction between the less frequent benchmark 
measurements and the more frequent measurements of the variable. 

If, on the other hand, the original series does not measure the target variable and is a seasonal pattern (e.g. 
percentages) used for interpolation, scattered discrepancies and poor movement preservation should not be interpreted 
as critically. The statistics originate from the fact that the benchmarks - and not the original series - contain the super-
annual movement (e.g. trend and business cycle); benchmarking then forces the super-annual movement onto the sub-
annual series. Or put differently, the seasonal pattern provides only the sub-annual movement; and the benchmarks, 
the level and the super-annual (e.g. trend-cycle) movement. 

In some situations, the original series is an indicator or proxy variable deemed to behave more or less like the target 
variable. The proxy is the best substitute measurement of the target variable and is the best available. It is important 
to note that in such cases, the benchmarks are deemed to contain the business cycle (and the super-annual) 
information and not the proxy, because only the benchmarks directly measure the target variable. We would then 
recommend the following. The proxy indicator variable should be transformed into a seasonal-trading-day pattern 
(possibly including an irregular component reflecting special events). This transformation can be achieved with time 
series decomposition methods, like the X-1 l-ARIMAJ88 seasonal adjustment method (e.g. Dagum, 1980, 1988) and 
the X-1 1 procedure in SAS/ETS (SAS Institute, 1984). The resulting benchmarked series then adopts the sub-annual 
(e.g. seasonal, trading-day) movement of this transformed proxy and the super-annual movement of the benchmarks. 
Without such a transformation, the benchmarked series combines the business cycle movements present in the proxy 
(which may either be absent in the benchmarks or be present with a different timing) with those in the benchmarks. 
In other words, the business-cycle in the benchmarked series may be more complex than that in the benchmarks, 
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hecause it combines two different trend-cycles into one. This recommendation is even more crucial if the proxy is 
iionthly and the benchmarks of the target variable are quarterly. 

For the same reasons, if the original serie is a non-seasonal proxy indicator (with no trading-day variations either), 
we recommend replacing the proxy indicator by any constant. Such an "indicator" combined with a first order 
autoregressive ARMA process (with positive parameter) yield a smooth benchmarked series which satisfies the 
benchmarks and incorporates their level end super-annual (e.g. business cycle) movement. (See Cohen, Muller and 
Padberg, 1971.) 

3.4 CRITERIA FOR SELECTING THE BENCHMARKING MODELS AND THE ARMA PROCESSES 
This sub-section provides broad guidelines regarding the appropriateness of the three benchmarking models under 
various situations and regarding the selection of the ARMA processes for e,. 

- Choosing between the Additive, the Multiplicative and the Mixed Models - The following criteria could be used 
to choose among the additive, the multiplicative or the mixed models. 

(1) If the original series and the benchmarks measure the same target variable, the choice of the model could be 
governed by the following criteria: 

If a bias parameter is desired, choose the model for which the bias parameter is most significant, i.e. has 
lowest standard deviation. 

If movement preservation is a goal, choose the model which minimizes the movement preservation 
statistics. 

If the variances of the original series are rather constant through time, the additive model is usually 
appropriate. If the CVs are constant (which implies moving variances), the multiplicative or the mixed 
models are probably appropriato. 

S (2) If the original series is a seasonat andlor trading or a weekly pattern in percentage, the multiplicative model 
is appropriate. The resulting interpolated series displays the desired seasonal pattern with amplitude proportional 
to the level of the series. 

If the original series is trivial (arty constant), like in Boot, Feibes and Lisman (1967) and in Cohen, Muller, 
and Padberg (1971), the additive model is appropriate. The resulting interpolated series displays no sub-annual 
(e.g. seasonal) movement, just a smooth trend-cycle movement compatible with the benchmarks. 

- Choosing the ARMA processes - In principle the survey, which produces the values of the sub-annual series, also 
provides the autocovariance of the errors, along with their variances. From the autocovariance, an ARMA model is 
derived and used in the benchmarking procedure. In many situations however, the variances are available (typically 
in the form of CVs) but not the autoco'iariances (in some cases they may occasionally be available and for a few 
selected lags only). Our recommendation would be the following. 

Use the variances available from the survey, so that they are reflected in the benchmarked series. 

Choose an ARMA model which preserves the month-to-month or same-month-to-same-month movement of 
the original series. An autoregress:ve model of order 1 with positive parameter (lower than 1.0) preserves the 
month-to-month movement. The closer to 1.0 the parameter, the more movement preservation occurs. When a 
bias is present in the model, we would recommend a value around 0.8 and 0.9, because the resulting benchmarked 
series retains much of the original movement and the preliminary benchmarked values converge to the original 
series corrected for bias (if applicable), as displayed in Figure 1. (See discussion of preliminary benchmarking.) 
This implicity assumes that the next annual discrepancy will be close to the average of the actual annual 
discrepancies. which is measured by the bias. 

0 



PART 2: USERS MANUAL OF THE PROGRAMME 	 40 
4. DESCRIPTION OF FILES AND OPTIONS IN PROGRAMME BENCH 
This section describes the input files required and the output files produced by the benchmarking and interpolation 
programme BENCH. 

Programme BENCH requires up to five input files (depending on options selected): 
a file called "bench. f ii', which contains the file names and record layouts (formats) of the other files used 
by the programme, 
the option file, which contains the options used for each pair of original series and set of benchmarks, 
the file a/the original series, which contains the values to be benchmarked, 
the file of the benchmarks, 
and - if applicable - the file of the calendarization dates, which contains the dates for which calendarized 
values are desired. 

The programme produces up to three output file: 
(I) a log output file called "bench. log", which contains statistics, piots and error messages, 

thefile of the benchmarked series, which contains the benchmarked (or the interpolated) values, 
and thefile of the calendarized values if applicable. 

This section will rely heavily on one example - that of the Canada Total Retail Trade series - to illustrate the 
programme. A more typical job would process more than one series; such examples will be provided in the tutorial 
section 7. 

4.1 THE FILE "bench. f ii" 
The file called "bench. f i 1" supplies the file names and record layouts of all files used by programme BENCH. This 
file must exist. The record layouts are described by means of Fortran format statements. (More information about 
these can be found in a Fortran manual, e.g. MicroSoft, 1985). 

Table 4.1 displays an example of file "bench. f ii". Table 4.1: Example of File "bench. fil' 
Each record of this file has 80 columns. The first record 
(line) of the file pertains to the option file. The next retail oPt 

to the file 	the 	series, the three records pertain 	of 	original retail.ori (a10.216.t16.15,tll.215.t16.15.flO.O.f5.0) 
retail ben 010.2i5.t16,15,01.2i5,t26,i5.f15.O.flD.0) 

file of the benchmarks and the file of the benchmarked retail.out (alO,6i4.f10.0,f5.2) 

series, respectively. The last two records 	to the pertain retail.cal 010,2i5,t16.I5,t21.215,t26.15) 
retail .cao (cansln') 

file of the calendarization dates and the file of the  
calendarized values calculated. These two records are not mandatory; their absence will indicate to the programme 
that no calendarization is to be performed. 

- The File Names 
The first part of each record of file "bench. f ii" provides the file names of each file to be processed by the 
programme. The file name must start in column 1 and may consist of up to 20 characters. The file name may contain 
directory information. For instance in the file name " C: \usera\retail .opt", " C: '  means disk drive C, the first 
"\" means the root directory, "usera\" means sub-directory usera and "retail . opt" is the actual file name. In 
most cases however, such information should not be necessary if the computer is appropriately configured. (Tips of 
configuration are given in section 7.) 

- The Record Layouts or Formats 
The second part of each record of file "bench. f ii" provides the record layout or format of each file to be processed. 
The format statement starts with a left bracket (" ("), located anywhere after the file name, and may contain up to 60 
characters. For the option file, no format is required, as it is internally set to "(80a].) "). For the other files, the 
formats supplied must meet the following requirements: 
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1) each record must contain only on observation of the input or output series (as opposed to 12 for instance); 
.  2) each record must bear a series identifier; the reference periods covered by the observation on the record, 

namely the starting year, the sta.ting month, the starting day (if applicable), the ending year, the ending 
month and the ending day; the observation of the series; and other information (e.g. CV's) depending on the 
file. 

This characterization of the reference periods (in terms of starting and ending year, month and day) allows the 
programme to process a wide range of sod -economic data: daily, monthly, quarterly, semi-annual. annual, bi-annual, 
quinquennial, decennial data, etc.; and even data with capricious reference periods, like data coering sometimes 4 
and sometimes 5 weeks (such examples .re given in section 7). 

For quarterly data, the term 'tmonth" may actually mean quarter. Indeed, the reference periods of quarterly data may 
be specified in terms of quarters or montF s. For example a quarterly observation for the third quarter of 1981 could 
have the following starting year, starting "month", ending year and ending "months": 1981, 3, 1981, 3; or the 
following starting year, starting month, eiding year and ending months: 1981, 7, 1981, 9. The reference periods of 
annual (quinquennial, etc.) data, may similarly be specified in terms of months or quarters. 

In some applications, the starting and ending days are irrelevant, like in the two examples just given. Although 
programme BENCH requires them, they may be set equal to the starting and ending months respectively. In other 
applications, the ending year and month coincide with the starting year and month, like in the first of the two 
examples just given. The coding of unnecessary or irrelevant information may be avoided by specifying the format 
statement appropriately (this will be illustrated in section 4.2). 

Programme BENCH can interface witl' Statistics Canada's CANSIM (Canadian Socio-Economic Information 
Management System) databank and X-11-ARIMA seasonal adjustment programme (see section 6). This feature 
comes at a price however, because CANSIM and X-1 1-ARIMA do not describe the reference periods of the data as 
fully as BENCH, among other reasons. 

4.2 THE OPTION FILE 
The first record of file "bench. fi:L" Table 4.2: The options file "retail.opt" for the Retail Trade Series 
pertains to the option file. The first 20 
columns of the record provide the file name ti t-Carada Total Retail Trade - link to October 1989 - liscal Years. 

of the option file, "retail . opt" in the 	idsRetai 1. ysf-1984. nsf-i, 
1db-Retail. ldi-Retail2. idc-RetailC, 

example of Table 4.1. This file contains the Basic options: net-U, mt-U, cvs-0. cvb-U. cvi-0. CvC-O. 

options to be used in benchmarking each 	 bial. pls-1. plc-i. 

pair of original and benchmark values. A$i# tlons: 	p-r-I. 0.80: 

Each record of the option file has 30 
columns. The format is always" (8 Oa 1) 'and is not supplied after the file name, as in the case of the other input and 
output files. Table 4.2 displays the opticn file "retail . opt" of the Canada Total Retail Trade series. 

- Syntax of the Keywords 
The options in the option file are keyword-driven. The syntax of the keywords is the following. 

Each set ofoptions, used for one pair of original and benchmark values, may occupy up to 6 records and must 
end with a semi-colon (" ; "), which marks the end of the set of options. 
Each keyword in the set of options consists of a string of 4 characters ending with the equal sign ("="). As 
much as possible, the first 3 characters correspond to the 3 first letters of the option considered, for instance 
the keyword "bi a =" controls the bias option. For the keywords, the programme does not distinguish between 
lower-case and upper case characters. Thus the following keywords are all valid and equivalent: "bia=", 
"BIA=", "Bia=", "bla=", etc. 
Each keyword is followed by an entry. The entry starts with the first character following the "=" sign of the 

S  keyword and ends with the character preceding the first comma " , "encountered. Depending on the keyword, 
the entries may be alpha-numeric or numeric. All entries may contain blanks; thus the following keywords 
and entries are all valid (and equivalent): "bia= 1, ", "bia=l, ", "bia=Ol, ". In the case of alpha-numeric 
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entries, the programme does distinguish between lower-case and upper-case characters: thus 
"IdS=First Series," is notequivalent to "IdS=first series,". 
A few keywords may require more than one entry; the number of extra entries is determined by the value of 
the first entry. In such cases, the extra entries follow the first entry and are separated by commas, for instance 
"p-r=2, 1.10, -0.20, 
Only 4-character strings ending with "=" are examined as potential keywords. Strings ending with "=", but 
not corresponding to any valid keyword, will generate an error message and abort the programme. However, 
strings of any length not containing "=" are acceptable and may be used to document the file, e.g. "ARr"IA 
options: "in Table 4.2); 
The last entry of a set of keywords may end with a semi-colon instead of a comma. 
When applicable a numerical entry of "0" means "no"; and of "1", "yes". Thus 'bia=l," and "bia=O,' 
respectively mean do calculate and do not calculate the bias parameter. 
The maximum length of the entries is 10 for numeric entries, 20 for alpha-numeric entries, and 70 for the 
entry of the title keyword "tit=". Entries of length 0, e.g. as in "bia=, ", are interpreted as zero or blank 
depending on the keyword. 
For numerical entries, blanks are interpreted as zeroes. Thus "mt = 1 , " would be interpreted as "mt = 10, 
and "bia= 1, ", as "bia=l, ". 

The options are now presented in four groups: the identifier options, the control date options, the basic options and 
the ARMA options. They are displayed under those headings in the log output file. 

- The Identifier Options 
The identifier keywords are used to identify the pairs of series to be processed and to match the set of options to the 
appropriate pairs of series in the input files, or triplets of series if calendarization is requested. 

• The Title Option: "tit=" 
The keyword "tit=" sets the title (displayed on the log output file) for the pair of series being processed. 

The entry of keyword "tit=", i.e. the title, may contain up to 70 alpha-numeric characters and blanks. Table 4.2 
provides an example. 

Note: The title may not contain commas as this would truncate the entry. 

• The Control Series Identifiers: "ids-", "idb-", "idi", "idc=" and "ida-" 
The keyword "ide =" provides the control identifier for the original series; the keyword "idb=", for the set 

of benchmarks; "idi=", for the benchmarked series; "idc=", for a set of calendarization dates; and 'ida", for a set 
of calendanzed values. The entry, i.e. the control series identifier, may Contain up to 20 alpha-numeric characters 
including blanks, but no commas. Valid examples are: "IdS=Monthly Autos,", "IdB=FisYear Autos,", 
"IdI=Bench. Autos," "IdC=Calyear Autos, ". 

Note: If the identifiers of the benchmarked series and of the calendarized values are not supplied, they are set to the 
identifiers of the original series and the calendarization dates respectively. 

• The Search Option: "sea=" 
The search option determines whether only some series or all series in the input files will be processed. The 

search option is grouped with the identifier options, because the series identifiers are the key to any file search. 
When ' sea= 1, "is used, (i) each pair (or triplet) of control identifiers in the options file is read, (ii) the input 

files are searched for the series with matching series identifiers and (iii) each pair is processed according to the 
specific set of options chosen for that pair in the option file. Processing stops when the programme hits the "end-of-
file" in the option file. 

The search option ("sea=l, ") is appropriate when the user wants to (i) process only a subset of the series 
in the input files or(ii) process the same pair of series more than once (presumably with different options) and/or (iii 
process the same original series with different sets of benchmarks. 
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When "sea=O," is used, (i) the fi -St original series is paired with the first set of benchmarks, (ii) the second 
original series is paired with the second set of benchmarks, etc. Each pair (or triplet) is processed according to default 
options (see below); or according to speci lic options, with matching control identifiers, provided the specfic sets of 
options are in the same order in the option file as the pair of series in their respective input files. Processing stops 
when the programme hits the "end-of-file" on any one of the input files, except for the option file. 

The default entry for the search cption is "0", i.e. no searching. This option is appropriate in a production 
environment where all series are in the same pre-determined order and require more or less the same processing 
options. The example of the Wholesale Trade system of series presented in section 7 illustrates this. 

Note: Matching occurs when the series identifiers in the input files are identical to the corresponding control 
identifiers in the option file. Since the programme distinguishes between lower and upper-case, the series identifier 
"Series 1" (say) does not match the control identifier "series 1" 

Note: The search option may only be chosen on the first set of options in the option file. Once chosen, it cannot be 
changed. The programme will ignore any attempt to change it. 

Note: When the search option is used ("sea=l, "), the sets of specific options may be in any order in the option file, 
because the input files are rewound after the processing of each pair of series. 

- The Control Date Options 
The control date options are used to seleci a range of dates (from the available dates) for the series in the input files. 

• The Control Dates for the Original Series: "yaf-", "mafu", "dsf=", "yal-", "ins].-" and "dal." 
The keywords "ys f =", "msf =", "dsf =", "ysl=', "msl=" and "da 1=" respectively specify the control starting 

S year, starting month, starting day and the control ending year, ending month and ending day to be processed for the 
original series. For example "ysf=81, nsf=3, dsf=1, ysl=91, nisl=9, ds1=30." processes the original 
series from March first 81 to September 3091. One may specify only the ending or the starting dates; in the example 
of Table 4.2, the Retail Trade series is prc.cessed starting in January 1984 onwards. The default 'value of the control 
dates is "o"; the programme processes thn observations for all dates. 

Note: When the day identifiers are absent on the input file (see section 4.3), the control starting days and ending days 
must be left unspecified (or set to "0"). 

Note: When the control starting or ending years are equal to a number N lower than 100, they are interpreted as 
(1900+N). For instance the entry "1" in " sf=1," is interpreted as 1901. 

The Control Dates for the Benchmarks: "ybf-", "mbf-", "dbf=", "yb].-", "mb].." and "dbl." 
The keywords "ybf =", "mbf=", "cLbf =", "ybl=", "rnbl =" and "d.bl =" respectively specify the control starting 

year, starting month, starting day and the ontrol ending year, ending month and ending day to be processed for the 
benchmarks. The control dates of the benchmarks work exactly like those of the original series. 

- The Basic Options 
The basic options are mainly methodologi zal in nature. They specify which of the three benchmarking models to use, 
whether to estimate the bias parameter, e':c. 

S 
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• The Benchmarking Model Option: "met- 
The keyword "met=" determines which of the three henchmarking models described in Section 3 to estimate. 

An entry of "a" ("met=O, ") requests the additive model; an entry of "1", the mixed model; and an entry of "2", the 
multiplicative (log-additive) model. 

Note: Non-positive values in the original series or in the benchmarks, combined with the multiplicative or the mixed 
model ("met=2," or "met=1, "), produce an error message and programme abortion. 

• The Index Option: "ind=" 
The index option specifies whether the series is an index series or not. For an index series, the benchmarked 

series averages to the benchmark values over the reference periods of the benchmarks, instead of summing. An entry 
of "i" ("ind=l,") indicates an index series; and other numeric entries, a non-index series. 

Note: No stock series option is required: if the reference periods of the benchmarks cover only one period of the 
original series, the series is a stock series. (More details in section 4.4) 

• The Moving Estimation Option: "int-" 
The moving estimation option determines the length of the moving estimation intervals, in number of 

benchmarks, as described in section 3. An entry of' 0" (" int=O, ") specifies no moving interval; in other words, the 
interval covers the whole series. An entry of "7" ("int=7, ") specifies that each estimation interval covers the 
reference periods of 7 benchmarks: the interval begins with the starting year, month and day (if applicable) of the 
first benchmark and finishes with the ending year, month and day of the seventh benchmark in the interval. At the 
end of the series however, the interval finishes with the last time period of the original series; and at the start of the 
series, the interval begins with the first period. The default value is 5. 

The entry would normally be an odd number; for series shorter than the length specified, the estimation 
interval will cover the whole series. A moving estimation interval of 2 is appropriate for stock series, if the ARMA 
model selected (see below) is first order autoregressive. The estimates are then identical to those obtained on longer 
intervals. 

The maximum interval depends on the capacity of the programme (see sub-section 4.3 §Maximum number of 
observations). At the time of writing, the maximum interval is 42. Entries larger than capacity are replaced by the 
maximum interval, e.g. "42". 

Note: If the ARMA model chosen for the error is seasonal, the moving estimation interval should be set to cover the 
whole series, e.g. by entering 'int=O, 

Note: If the reference periods of two or more benchmarks overlap, that is some periods or the original senes are 
covered by more than one benchmark, e.g. one annual and one sub-annual benchmark, the moving estimation interval 
should be set to cover the whole series (e.g. "int=O, 

• The Link Option: "un-" 
The link option determines whether links are made between estimation intervals, as described in section 3. 

An entry of "1" ("lirt=l, ") specifies a link; and "0", no link. 

Note: With the link option, no dispersion (e.g. variance) is calculated for the benchmarked series. The reason is that 
the dispersion of the benchmarked series would be under-estimated at - and in the neighbourhood of- the link points. 

S 
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The Measure of Dispersion Options: "eva-", "cvb-", "cvi- "  and "cvc=" 

S 	As explained in section 4.3, each observation is read (and written) with a corresponding measure of 
dispersion (i.e. of reliability). The measure of dispersion options determine whether the dispersion values read from 
the files are coefficients of variation, sttndard deviations or variances. With keyword 'cvs=', an entry of '0' 
specifies that the dispersion values read fcr the original series are coefficient of variations; an entry of "1", standard 
deviations; and '2', the variances. Keyword "cvb=" controls the measure of dispersion of the benchmarks in the same 
manner; keyword "cvi =", that of the benclimarked (interpolated) series; and "cvc =", that of the calendarized values. 
The coefficient of variation is defined a;; the standard deviation of the observation divided by the value of the 
observation, times 100%. 

Note: Non-positive values in the original eries, combined with the coefficient of variation as measure of dispersion 
("cvs=O, "), produce an error message and abortion of the programme; and similarly negative values in the 
benchmarks. (The benchmarks may have zero dispersion, but the original series must have positive dispersion.) 

The Bias Option: "bia-" 
The bias option determines whether the programme estimates a bias parameter on each interval. An entry of 

11 1" ("bia=l, ") requests bias estimation; and of "0" , no such estimation. 

The Plot Options: "pis-", "plc-" 
The plot options determines whetl er plots will be produced. Keyword "pls =" controls the plot of the original 

and benchmarked series; and "p1 c=", that of the corrections made to original series to obtain the benchmarked series. 

If "pls=l,"is used, the original and the benchmarked series are plotted along with the benchmarks. 
If "plc=l,"is used, the corrections made to the original series are plotted along with the discrepancies 

between the benchmarks and the corresponding sums of the original series. If the multiplicative or the mixed 

S  benchmarking model ("met=2, "or "met= 1, ") were used, the corrections and the discrepancies are proportional, i.e. 
the corrections are then the ratios (instead of the differences) of the benchmarked to the original series. The 
corrections and the discrepancies are also proportional, if the additive benchmarking model was used, without bias 
estimation and with coefficient of variation as measure of dispersion of the original series ("bia=O, cvs=0,"). 

The graphical examination of the corrections is often more informative about the effect of benchmarking, 
than that of the original and benchmarked series, because the seasonal, trend-cyclical and irregular fluctuations are 
usually absent from the corrections. The default values of the plot options are therefore "pls=O," and "plc=., 

Table 4.9 and 4.10 of section 4.8 illustrate and explain the plots in more detail. 

- The ARMA Options: "p-r-", "q-r-", "p-a-", "q-s-" and "n-a-", 
The ARMA options set the ARMA model (not to be confused with the benchmarking model) for the error in the 
original series. The ARMA model is specified by 5 keywords, "p- r=", "q-r=", "p-s=", "q-s=" and "n-s=", which 
respectively control the number of regula5- autoregressive parameters (maximum 25), the number of regular moving 
average parameters (max. 25), the number of seasonal autoregressive parameters (max. 3), the number of seasonal 
moving average parameters (max. 3) and the periodicity of seasonality (i.e. the number of seasons). The keywords 
"p - r=", "q- r=", "p-s =" and "q- s=" may require more than one entry: the number of parameters and the values of 
those parameters. In this example, "p - := 2, 1 . 10, -0 . 20, "., the first entry is the number (2) of regular 
autoregressive parameters and the second and third entries are the values of the two parameters, 1.10 and -0.20. The 
following exemplifies how a full seasonal autoregressive moving average model with seasonal periodicity 12 could 
be entered: "p-r=2, 1.10, -0.15, q-r'1, 0.30, p-s=1, 0.95, q-s=1, 0.40, n-s=12,". 

ARMA models are often denoted as (p,q)P,Q); and the parameters, as ço 1 ..... ço, 01  .....0,,, 1i, ,..., 	and 0, ,..., €1,,. 
(Symbol 0 does not stand for the true original series in this sub-section.) The entries to keywords "p-r=", "q-r=", 
"p-s=", "q-s=" and "n-s=" respectively set the values of p, q, P, Q and s. 
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Note: Programme BENCH allows only for seasonal ARMA models which are multiplicative (the regular part 
multiplying the seasonal part). However, non-multiplicative seasonal models may be achieved by specifying regular 	is autoregressive (and/or moving average) polynomials of orders larger than s (p ,q>s). 

Note: Parameter c°k (or  Ok)  is assumed to be of order k; however the value of c°k may be set equal to zero. 

Note: For seasonal models, the estimation should not be carried out on moving intervals; this would cause 
discontinuities in the estimated seasonal pattern. One should use "int=O,". 

- The Internal Default Options 
The option file may be empty (or blank), but it must exist. If the file is empty, internal default options are used by 
BENCH. if the file is not empty, but some of the options are not specified, the internal default values are used for 
these options. For some of the options, unacceptable entries will be replaced by default values. 

The internal default identifier options are: 
no title ("tit=, "), i.e. blank title, 
control series identifiers equal to the series identifiers read from the various input files (e.g. the control 

identifiers of the original series are set equal to the series identifiers on the input file of the original series), 
no search of the input files ("sea=O, "). 

The internal default control dates are all equal to zero, which means the series are processed for all available dates. 

The internal default basic options are 
• additive benchmarking model ("met=O, 
• moving estimation interval equal to 5 (" int=5, 
no link between the estimation intervals ("lin=O, 
coefficients of variation as measures of dispersion ('cvs=O, cvb=O, cvi=O, cvc=O, ), 
no bias estimation ('bia=O, '), 
non-index (i.e. flow) series ("ind=O, 
no plot of the series ("pls=O, "), 

• plot of the corrections ("plc=l, "). 

The internal built-in default ARMA options are 
one regular autoregressive parameter, with value 0.999999 ("p - r= 1, 0 . 999999, ") 
no regular moving average parameter (q-r=o, 
no seasonal autoregressive parameter ("p - s=0, 
no seasonal moving average parameter ("q-s=O, 
number of seasons equal to 1 ("n-s=l,"). 

In the (p,q)(P,Q) mathematical notation, the internal default ARMA model is (1,0)(0,0) with autoregressive 
parameter go =0.999999. The resulting ARMA model e, = 0.999999e 1  + v 1  is virtually equivalent to the "random 
walk" model. If the coefficients of variation are constant and the benchmarks binding (with dispersion values equal 
to 0), the benchmarked series obtained, on one estimation interval, with the internal default options, virtually 
coincides with the benchmarked series obtained with the Denton first difference proportional variant. 

- The User-Supplied Default Options 
Users may supply their own default options, by entering a set of options with control series identifier equal to 
"default" for the original series or for the benchmarks or forboth (e.g. "ids=defaul t, "),as the first set of options 
in the option file. 

If the search option is not used ("sea=O, "), the series with no matching set of options are benchmarked according 
to those user-supplied default options. This is particularly useful when all, or most, series are to be benchmarked 
using the same options. The user-supplied default options are entered once at the beginning of the option file; 
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followed by the specific sets of options, with matching control series identifiers, for the few "atypical" series, if 

S 	applicable. However, the specific sets of options must be in the same order as the original series. This will be 
illustrated with the system of Wholesale Trade series. 

If all series are to be processed with different options, users-supplied default options may still be useful. The user-
supplied default options reflect the options most common to the various series; and the specific sets of options, need 
only specify the options which depart from the user-supplied options. Indeed, the options not entered in the specific 
sets of options would default to the corresponding user-supplied default values. 

The options and the keywords and the default values are tabulated in Table 4.3 for quick reference. 

Table 4.3: Summary of the Options in Programme BENCH, with the Internal Default Values 

Table 43 A: The Identifier Options 

Keyword 	Entry 	Description 	 Internal Default Values 

"tit=" 	any 	Title for :he benchmarking problem considered 

"ids=" any Control identifier for the original series 
any Control identifier for the benchmarks 
any Control identifier for the benchmarked series entry of 'tids=" 
any Control identifier for the calendarization dates 
any Control identifier for the calendanzed values entry of "idc=" 

"a' No input file search for control identifiers "sea=O," S 'i" Input file search for control identifiers 

Table 4.3 B: The Control Date Options 

"ysf=" numeric Control starting year for the original series "ysf=O, 

"msf=" numeric Control starting month 	" 	 " 	 " 	 " "msf=O, " 

"dsf=" numeric Control starting day""" 	" "dsf=O, 
" 

"ysl=" numeric Control cnding year for the original series "ysl=O, 

"msl=" numeric Control tnding month 	" 	 " 	 " 	 " 'msl=O, " 

numeric Control tmdrng day" 	" 	 " 	 " "dsl=O, " 

numeric Control starting year for the benchmarks "ybf=O, " 
"rnbf=" numeric Control starting month 	' 	 ' 	 " "mbf=O, " 

numeric Control starting day" 	" 	 " "dbf=O, " 

numeric Control onding year for the benchmarks "ybl=O, " 
numeric Control cnding month 	" 	 " 	 " "mbl=O, " 
numeric Control onding days' "dbl=O, " 

entry "0" means all years, or all months or all days 

S 
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Table 4.3 C: The Basic Options 

Keyword Entry 

"0" 

2" 

"int=" numeric 

"iin="  
fl j fl 

II cvs = 	II 

• i" 
"2" 
n o n 

,, 1 n 

I 

It 	 = 11 
	 "o" 

1 1 

"2" 
cvc = 	1h1 

I, 	
II 

"bia=" 
	

11 0 ti 
 

"i" 

"ind=" 
"1" 

"pie 	IlI 

"plc=" 
	• Q  

i n  

Descnption 	 Internal Default Values 	. 

Additive model 	 "met=O," 
Mixed model 
Multiplicative (log-additive) model 

Length of the moving estimation interval 

No link between estimation intervals 
Link between estimation intervals 

Coeff. of var. as dispersion of the original series 
Standard deviation" 
Variance"" 
Coeff. of var. as dispersion of the benchmarks 
Standard deviation" 
Variance" 
Coeff. of var. as dispersion of the benchmarked series 
Standard deviation 
Variance" " 

11 

Coeff. of var. as dispersion of the benchmarked series 
Standard deviation 
Variance""" 

No calculation of a bias parameter 
Calculation of a bias parameter on each estimation interval 

Non-index series 
Index series 

No plot of the benchmarked series 
Plot of the benchmarked series 
No plot of the corrections 
Plot of the corrections 

mt = 5 , 

1 iri= 0, 

cvs=o 

"cvb=O," 

cri=0 , 

cv'c = 0 , 

"bia=O," 	S 
"ind=O, 

''Il s=0 , 

It 	
, 

I, 

Table 43 D: The ARMA Options 

"p - r=" numeric1  Number of regular autoregressive parameters "p - r= 1, 	0 . 999999," 
"q-r=" numeric1  Number of regular moving average parameters 

"p - s=" numeric1  Number of seasonal autoregressive parameters "p - s = 0," 
"q- s=" numeric1  Number of seasonal moving average parameters "q- 8=0," 

numeric Number of seasons "n- s=1, 

Numeric cntry, followed by the number of specifiedarameters. e.g.'p- r=2, 	1 	10, -0 	20," 
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4.3 THE FILE OF THE ORIGINAL SERIES 

IN The second record in file "bench. f i].' pertains to the file of the original series to be benchmarked. The explanations 
given here also hold for the remaining infut and output files and will not be repeated in as much detail. 

According to the file "bench. f ii" of Table 4.1 for instance, the original Retail Trade series is read from a file 
named "retail . on". As explained in section 4.2, the file name may consist of up to 20 characters and may contain 
directory information. 

The Record Layout 
The record layout must be such that on eazth record the information is read in the following order: series identifier; 
reference periods, i.e. starting year, starting month, starting day, ending year, ending month and ending day; value 
of the original series and dispersion (standard deviation, variance or coefficient of variation) of the original value. 
For example, the format statement " ( a2 0, 6 i 5, f 10 . 0, f 5. 0)" would cause BENCH to read the series identifier 
in columns ito 20 (item "a2 0" in the format statement); the starting year, month and day and the ending year, month 
and day, in the following 6 fields of 5 cclumns ("6i5"); the original value, in the following field of 10 columns 
('f 10 . 0"); and the dispersion value, in the following field of 5 columns ('f 5 . 0'). Each entry must be right-justified 
in its field. As will be illustrated, the information on the records may, in fact, be in any order, provided it is read in 
the expected order. 

• The Series Identifier 
The maximum length of the senes identifier is 20 characters. The identifiers may contain blanks. The 

identifiers must be different from one series to the next, because the programme detects the end of one series and the 
start of another series, by the change in the identifiers. 

• The Starting and Ending Years, Months and Days 
• 	 As explained in section 4.1, programme BENCH requires that the reference of each value (of a series) be 

identified by a starting year, month and day and by an ending year, month and day. In practice, the starting year and 
month are often equal, as in the case of a monthly value covering from February 92 to February 92 for instance. In 
such cases, one can select a format which reads the fields of the year and month twice, the first time as the starting 
year and month and the second time as the ending year and month. Similarly, the starting and ending days are often 
irrelevant, as in the case of monthly values always covering from the first day to the last day of the month. In such 
cases, the starting and ending days must be set equal to the starting and ending months respectively. In order to do 
that, one can select a format statement which reads the field of the starting month twice, the first time as the starting 
month and the second time as the starting day; and similarly for the field of the ending month. Both these format 
specification techniques are now illustrated, with the example of Table 4.4. 

Table 4.4 displays a sample of the file of the original Retail Table 4.4: Sample of File of the Original Series 
Trade series. (The full file is available with the programme ("retail.ori), for Retail Trade 
diskettes.) 	According 	to 	the 	format 	statement 
"(alO,2i5,t16,i5,tll,215,t16,i5,flO.0,f5.0)" 	in 
the second line 	of Table 	4.1, 	the record layout of file Retail 	1980 	3 	6127963 0.8 
"retail .ori" of Table 4.4 is the following. The series Retail 	1980 	12 	9081377 0.7 

identifier occupies the first 10 columns of each input record 
(item "alO' in the format statement). The starting year and the Retail 	1989 	8 	14584459 0.9 
starting month occupy the next two fields of 5 columns ("2 i5"), Retail 	1989 	9 	14521628 0.8 
i.e. columns 11 to 15 and 16 to 20. The starting day is set equal 
to the starting month by reading the field of the starting month Retail 	1989 	12 	17909814 1.4 
(columns 16 to 20) a second time (t16, :L5'). The ending year, 
the ending month and the ending day are set equal to the starting 123456789 123456789 123456789 123456789 
year, month and day respectively by read:ng the latter fields a second time ("til, 2i5, t16, i5"). The value of the 

94 	original series occupies the following 10 columns ('f 10. 0"), i.e. columns 21 to 30; and its dispersion value, the 
following five columns ('f 5. 
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Note: The information on the records may be in any order, provided it is read in the expected order. This is 
accomplished by means of "tabs" (i.e. the "t"s) in the format statement. 	 0 

• The Maximum Number of Original Observations 
In principle, the capacity of the programme is tailored to the need of the user. The programme displays its 

capacity (on the log output file) after the heading. The version which produced Table 4.8 allowed for 732 original 
observations in any one series; and for 190 original observations in any moving estimation interval. (This implied 
that series comprising more than 190 observations must be processed in a moving manner). Users requiring more (or 
less) capacity may contact the author. 

• The Maximum Number of Series 
In principle, programme BENCH may process any number of series. 

• The Year, Month and Day Identifiers 
The year, month and day identifiers must be entered in integer numeric values, for instance "88 11 21" or 

"1988 11 21" meaning year 1988, month 11 and day 21. As explained earlier in this section, the day identifier may 
be irrelevant; in such cases, the user should specify its field to coincide with that of the month identifier. 

• The Dispersion Values of the Original Series 
Depending on the entry of keyword "cvs=" in the option file for the series considered (see section 4.2), the 

input dispersion values are either coefficients of variation, standard deviations or variances. In the example of 
Table 4.4, the dispersion values are coefficients of variations, read in columns 31 to 35. The benchmarked series 
tends to run closer to the original values with relatively lower dispersion. If no dispersion values are available, a zero 
or blank field may be specified in the format statement; the resulting zero entries are interpreted as 1.0 (e.g. the 
coefficient of variation is 1.0%). 

Note: if some of the observations are equal to zero and the coefficient of variation was used ("cvs=O, '), the 
programme prints an error message and stops. 

Order of the Records 
Programme BENCH requires the records to be in chronological order. The programme performs checks for 

ascending chronological order, but not for missing records, e.g. a missing day in a daily series, or for duplicate 
records. 

4.4 THE FILE OF THE BENCHMARKS 
The third record of file "bench. f ii" pertains to the file of the benchmarks. According to Table 4.1, the benchmarks 
of Retail Trade are located in the file named "retail .ben". The record layout must be such that the information 
on each record is read in the following order: series identifier; reference periods of the benchmark, i.e. starting year, 
starting month, starting day, ending year, ending month and ending day; value of the benchmark and dispersion of 
the benchmark. For example, the format statement '(al 0, 6 i4, f 10 . 0, f 5. 0)' would cause BENCH to read the 
series identifier in columns ito 10 (item "a 10" in the format statement); the starting year, month and day and the 
ending year, month and day, in the following 6 fields of 4 columns ("6i4"); the value of the benchmark, in the 
following field of 10 columns ('f 10.0'); and the dispersion value, in the following field of 5 columns ("f 5 .0"). 
More details are given in section 4.3. 

Table 4.5 displays the file of the benchmarks for the 
Retail Trade series. According to the format of the file 
"(alO,2i5,t16,i5,t21,2i5,t26,i5,fl5.0,fl 

0.0)" (on 3rd line of Table 4.1), the series identifier 
occupies the first 10 columns of each record ("ala"); 
the starting year and month occupy the next 2 fields of 
5 columns ("2i5"); the starting day coincides with the 
starting month ("t16, i5"); the ending year and month 

Table 4.5: File "retail.ben" referred to in Table 1 

Retail 1985 2 1986 1 142965400 003276 
Retail 1986 2 1987 1 154377100 0.03055 
Retail 1987 2 1988 1 169944600 0.19263 
Retail 1988 2 1989 1 181594000 0.13728 
Retail 
Retail 

1989 
1989 

10 1989 
11 	1989 

10 
11 

15584920 
16430621 

0.5 
0.6 

Retail 1989 12 1989 12 19182630 0.5 

123456789 123456789 123456709 123456789 123456789 (rd 
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occupy the next 2 fields of 5 columns ('2± E "); the ending day coincides with the ending month ('t2 6, iS"); the value 

is of the benchmark occupies the next 15 coumns ("f 15. 0"), and its dispersion, the next 10 columns ("f 10. 0"). 

In the case of Table 4.5, the first four benchmarks are annual, because they cover 12 consecutive months. However 
the years are fiscal, covering from February of one year to January of the following year. The three last benchmarks 
are monthly, covering the months of October, November and December respectively. 

• The Series Identifiers 
The rules set for the identifiers of the original series still apply for the benchmarks. Namely, the identifiers 

of the benchmarks must be different from one series to the next. 

Note: The series identifiers of the benchmarks need not be equal to those of the original series, as in the example of 
Retail Trade. 

• The Starting and Ending Years, Months and Days 
The rules set for the reference pe:iods of the original series still prevail. For example a fiscal benchmark 

could have reference periods "88 4 4 89 3 3" (where" 4" and" 3" refer to April and March); a weekly 
benchmark covering five weeks could ha'e reference periods "1988 10 31 1988 11 27", where "10" and "11' 

refer to October and November and "31" and "27" refer to the day of each month. 

Note: The reference periods of the benchmarks must be embedded in those of the original series. In other words, the 
periods covered by the benchmarks must not extend beyond the periods covered by the original series. 

Note: The reference periods specified for each benchmark must exist for the corresponding original series. 
Consequently, if the reference periods of tie original values are described in terms of years, months and genuine days, 

is this must also be the case for the benchmarks. 

Note: The records must be in chronological order. If one period is covered by more than one benchmark (e.g. by an 
annual and sub-annual benchmarks), the benchmark with the earliest starting reference periods must come first in 
the file. 

Note: For a stock series, the reference periods of the benchmarks cover only one time period of the original series. 
If the benchmark is binding (zero dispersion), the benchmarked series will coincide with it at that time period. 

Note: Two or more benchmarks may cover exactly the same reference periods, if they have non zero dispersion, i.e. 
if they are non-binding. (See next note below.) 

• The Dispersion Values of the Benchmarks 
Depending on the entry of keyword "cvb=" in the option file for the series considered (see section 4.2), the 

input dispersion values are either coefficients of variation, standard deviations or variances. If no dispersion values 
are available, a blank field may be specified in the format statement; the resulting entries are interpreted as 0.0 (e.g. 
the coefficient of variation is 0.0%). A benchmark with dispersion equal to 0.0 is binding; the benchmarked series 
fully complies with a binding benchmark, in other words the discrepancy between a binding benchmark and the 
benchmarked series is zero. 

Note: Two or more benchmarks may cover exactly the same reference periods, if they have non zero dispersion, i.e. 
if they are non-binding. However the estimation interval should then be set to cover the whole series. If more than 
one such benchmark has zero dispersion a Fortran "run-time error" message will occur as a result of a singular matrix. 

The Maximum Number of Benchmarks 

19 	The version which produced Table 4.8 allowed for 106 benchmarks; and, for 42 benchmarks on any 
estimation interval. (This implied that series comprising more than 42 benchmarks must be processed in a moving 
manner). More details in Section 4.3 under Maximum Number of Original Observations. 
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4.5 THE FILE OF THE BENCHMARKED SERIES 
The fourth record of file "bench. f ii' pertains to the file of the benchmarked series, which contains the estimated 
benchmarked (or interpolated) series. According to Table 4.1, the benchmarked Retail Trade values are located in 
file "retail . out". Programme BENCH writes the information on each record in the following order: series 
identifier, reference periods (starting year, month and day and ending year, month and day), the value of the 
benchmarked series and its dispersion. More details are given in section 4.3. 

In the case of the Retail Trade series, the format Table 4.6: Sample of the File of the Bench-marked Series 
statement "(alO, 6i4, f 10. 0, f5 .2)" (on line 4 of ("retail.out') for Retail Trade 
Table 4.1) causes BENCH to write the series identifier 
in columns 1 to 10 (item "alO" in the format); the Retail 	1984 1 11984 1 1 8948998. .85 

starting year, month and day and the ending year, month Retail 	1984 2 21984 2 2 9125989. .91 

and day, in the following 6 fields of 4 columns ("6 i4"); Retail 
	1984 3 31984 3 310359992. .97 

the benchmarked value, in the following field of 10 
columns ("f 10. 0"); and the dispersion value, in the 
following field of 5 columns ("f5 .2") with 2 decimals. Retail 	1989 3 31989 3 3 14923096. . 76

Retail 	1989 4 41989 4 4 15654382 .78 
In the example, the dispersion values are coefficients of Retail 	1989 5 51989 5 5 16737529. .70 

variation. 	 Retail 	1989 6 61989 6 6 16845388. .77 
Retail 	1989 	7 	71989 	7 	7 15547353. .73 
Retail 	1989 	8 	81989 	8 8 15825313. .67 Note: The series identifier of the benchmarked series is Retail 	1989 9 91989 9 9 15757788. .50 

given by the control series identifier of the benchmarked Retail 	1989 10 101989 10 10 15577800. .45 

series (by means of keyword "idi=") in the option file. Retail 	1989 11 111989 11 1116440204. .47 

If no such control series identifier was entered, the Retail 	1989 12 121989 12 12 19175235. .43 
 

series identifier is set identical to that of the original 123456789123456789123456789123456789123456789 - 
series. 

4.6 THE FILE OF THE CALENDARIZATION DATES 	 S 
In programme BENCH calendarization merely consists of taking the sums - or the averages in the case of index 
series - of the benchmarked or interpolated series, over the dates specified in the file of the calendarization dates. The 
fifth record of file "bench. f ii" pertains to the file of the calendarization dates. According to Table 4.1, the 
calendarization dates of the Retail Trade example are located in file "retail . cai". If the file of the calendanzation 
dates is absent from file "bench.fil", i.e. the file contains only four records, no calendarization is performed. 

The programme expects the information on each record of the file in the following order: series identifier; the 
reference periods of the calendarized value, i.e. starting year, starting month, starting day, ending year, ending month 
and ending day. For example, the format statement "(a20, 6i5, f 10.0, f 5.0)" would cause BENCH to read the 
series identifier in columns ito 20 (item "a20" in the format statement); the starting year, month and day and the 
ending year, month and day, in the following 6 fields of 5 columns ("6 i 5"). 

The file of the calendarization dates of Retail Trade is Table 4.7: File of the Calendarization Dates 
reproduced in Table 4.7. According to its format ("retail.cai") for Retail Trade 
(alO, 2i5, t16, i5, t21, 2i5, t26, iS) " ( given by the fifth 

line of Table 4.1), the series identifier is read in columns ito 10 pro-12. 11981 
	12 

(item "alO" in format statement); the starting year and month RetailC 	1992 	1 1992 12 

are read in the next 2 fields of 5 columns ("2 iS"); the starting 123456789 123456789 123456789 (col no.) 
day is read in the same field as the starting month ("tl6, iS"),  
i.e. is set equal to the starting month; the ending year and month are read in the next 2 fields of 5 columns 
("t2 1., 2 i5"); the ending day is read from the same field as the ending month ("t2 6, iS"). The second record of file 
"retail . cai' in Table 4.7, starting with ". . . ", specifies that records are to be inserted between the first record 
and the third record; that the reference periods are in terms of months ("typ=m, ") and that the progression will be 
12 months ("pro=12, "). This feature of the programme, designed to avoid repetitious coding, will be fully explained 
in section 5. 
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The calendarization dates in file "retail. cai" specify that calendar year values of the benchmarked series are to 

40 be taken. The annual benchmarks of Retal Trade (Table 4.5) reflected fiscal years covering from February of one 
year to January of the following year; the calendarized values will reflect the calendar year. The calendarization of 
the fiscal year values emerges as a by-proziuct of benchmarking. 

4.7 THE FILE OF THE CALENDARIZED VALUES 
The sixth record of file "bench. fil", pertains to the file of calendarized values. According to Table 4.1, the 
calendarized values of the Retail Trade are located in file "retail . cao". Programme BENCH writes the 
information on each record in the followirg order: series identifier, reference periods (starting year, starting month, 
starting day, ending year, ending month end ending day), calendarized value and its dispersion. For instance, the 
format statement "(al0,66,f12.0,3.2)" would cause programme BENCH to write the series identifier in columns 1 
to 10; the reference periods, in the next 6 lIelds of 5 columns; the calendarized values, in the next field of 12 and its 
dispersion in the next field of 5 with 2 decimals (15.2"). 

Note: At the time of writing, no dispersio:i is calculated for the calendarized values, zeroes will appear in the field. 

In the case of the Retail Trade series, a built-in CANSIIM format is used. The statement" (cans imA) " of the sixth 
line of Table 4.1 specifies that the calendarized values will be written in the CANSIM format. The CANSJIM and 
X-1 1-ARIMA formats will be explained in section 6. 

S 
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4.8 THE LOG OUTPUT FILE 
The log output file 
"bench, log" produced by 
programme BENCH basically 
contains statistics and plots 
about the benchmarking-
interpolation exercise. Table 4.8 
shows a sample of the file for 
the Retail Trade series. The 
screen monitor displays a subset 
of the file during execution. 

- Options Used and Statistics 
The log output file displays a 
heading, the names and record 
layout of the files processed (i.e. 
the contents of file 
"bench. f ii"), the options used 
for each pair of original and 
benchmark series processed, the 
estimation intervals processed 
with the bias estimate on the 
interval, the assessment 
statistics described in section 3 
and error and warning messages 
if applicable. 

The keywords and options 
displayed in the log output file 
reflect the interpretation by the 
programme of the keywords and 
entries supplied by the user; the 
options not used appear with 
their (internal or user-supplied) 
default values 

Like in any other programme, 
the error messages do not 
anticipate all potential errors; 
also a message may be the result 
of a previous detected or 
undetected error. Con-sequently, 
the error messages should not 
always be interpreted too 
literally. The error messages are 
presented in Appendix E, with 
the possible remedy. 

Table 4.8: Sample of the log output file ("BENCH.LOG") for Retail Trade 
*** Proqrarrnm BINCH 

to Benchmark. Interpolate and Calendarize Time Series Data 

by Pierre A. Cholette 
Time Series Research and Analysis Division 

STATISTICS CANADA 
Ottawa. Canada. KIA 0T6 

(613) 951-1601 

Version 1.00 
Decenter 23. 1992 

Capacity of version: 	732 origInal obs. and 190 per estimation Interval 
106 benchmarks and 42 per estimation interval 

Decenber 23 1992: 14 hr 6 mm. 50.53 sec. 

Files and formats in file Rench.Fil: 
retail opt 
retail on 	(a10,2i5,t16.i5,tll,2iS.t16,iS,flO.0,f5.0) 
retail ben 	(alO.2i5,t16,i5.t21,215.t26.15,f15.0.flO.0) 
retail.out 	010.614.1`10.0.f5.2) 
retail cam 	(alO,2i5,t16.l5,t21.215,t26,i5) 
retail .cao 	(cansinA) 

Problem 1 

Original series 	Retail available from 1980 1 1 
to 	1989 12 12 

Set of benchmarks 	Retail available from 1985 2 2 
to 	1989 12 12 

Identifier options: 

tit- 	Canada Total Retail Trade - link to October 1989 - Fiscal Years 

ids-Retall 	. 1db-Retail 
idc-RetallC 	. ldi-Retall2 	sea-fl. 

Control date options: 
ysf-1984. msf- 	1. dsf- 	1. ysl- 	0. rsl- 	0. dsl- 	0. 
ybf- 	0. ntf- 	0. dbf- 	0. ybl- 	0. thl- 	0. cbl- 	I 

Basic options: 
mat- 	0. md- 	0. Int- 42. lin- 	0. cvs- 	0. cvb- 
cvi- 	0. cvc- 	0. bia- 	1. pls- 	1. plc- 	1. 

ARMA options: 
p-r- 	I a-n- 	0 p-s- 	0. q-s- 	0. n-s- 	1. 
rrnxiel: (1 U)(0 0) 1, 
parareters in p q P Q order: 	.800 

Additive node) 	No. 	Additive bias 

	

I-- Estimation interval -.1 	iter. esti ma te and std dev 

	

1: 1984 1 1 to 1989 12 12 	1 	-.11992911+07 .44436981+05 

Average. mm. and max. of the proport. discrepancies of the 
original series: 	.10915531+01 .10710681+01 .11030981+01 
benchmarked series: 	. 1000149E+01 .99941711+00 .10004571+01 

Average. mm. and max. of the additive discrepancies of the 
original series: 	.89232501:~07 .12477611+07 .16000191+OE 
bencflmarked series: 	.20572191+05 - .95827811+04 .8304106E+0E 

Avg. abs. change between the original and the benchmarked series 
in period-to-period growth rates: 	.81919861-02 
in period-to-period differences: 	.13100401+05 

Benchmarked values in file: retail.out 
Calendanized values (If applic.) in file: retail.cao 
Statistics in file 	bench.log 

Decenter 23 1992: 14 hr 6 mm. 51.57 sec. 

Programsie took 0 hr 0 mm. 	0.88 sec. 

fl 
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- Plot of the Series 
The log output file 
"bench. log" also contains the 
plots produced by programme 
BENCH. As shown in Table 4.9, 
they are 'character" or "printer" 
plots (as opposed to screen piots 
with continuous curves). Time is 
displayed on the vertical axis 
and the values of the variables 
on the horizontal axis. Although 
not very sophisticated, such 
plots are useful here, because 
the time axis is never 
compressed, since each period 
of time occupies one line and 
the plot occupies as many lines 
as necessary. (The compressing 
of both axes in screen plots 
often requires that each plot be 
done ad hoc, i.e. separately.) 

In order to maximize the visual 
impact, the values are displayed 
in "pages" containing49 periods 
of time (each page starts with 
'units="), and all pages have a 
common scale but different 
locations. (This is like a set of 
maps showing different 
geographical areas with a 
common scale, e.g. 1 cm2  for 
1 km2 .) In order to link the pages 
together, each page repeats the 
last time period of the previous 
page: thus in Table 4.9, the first 
page ends with January 88; and 
the second page starts with 
January 88. (This is like the set 
of maps overlapping at the 
edges.) 

S 

Table ..9: Plot of Original and Benchmarked Series produced by BENCH 
Plot, of the series idi-Retail2 	. i-Retail 

Original: r: Benchmarked: 1.2 .... : Benchmarks: b: Coincidence; - 

Units-10( 4). idi-Retail2 	. 1db-Retail 
775.153 	915.289 1055.420 1195.551 1335.682 1475.813 1615. 

841 	- ------ 1 
84 2 	r ....... 2 
843 --r------3 
84 4 --r------4 
845 ..r-----5 
846 --r ......6 
847 --r------7 
848 --r -------8 
84 9 ..r------9 
8410 --r------0 
8411 --r- -----N 
8412 ----r--- --8 
85 1 	r----1 
852 	--- r ----- -2 	b 
853 ---------r------3 b 
854 ---------r-------4b 
85 5 ------------- ---r-b-- .5 
856 ---------------r .....b6 
857 --------------r------lb 
85 8 -------- -----------b-8 
859 --------------r------9 b 
8510 
8511 -  ---------  ------- ---- rb-- -.N 
8512 --------- --------------b-- ----r------0 
861 --------- --------------b 
862 	---------r------2 	b 
863 	---------- -------- f-----3 	b 
864 	---------- ---------- ---- r----- -4b 
865 	---------- ---------- ---------- -rb ----- 5 
866 	---------- ---------- ----- r---- - -b6 
867 	-  --------- ---------- ------ r--- -bl 
868 	---------- ---------- ------ r----b8 
869 	---------- ---------- ---- r ----- - 9b 
8610 	---------- ---------- -------- r--b--0 
8611 	-......... -......... -....... r 	-b--N 
8612 	---------- ---------- ---------- - ------- -------o 
871 	---------- ------ r------ -I 	b 
872 	---------- ---- r ----- -2 
873 	---------- ---------- ---r ....... 3 	b 
87 4 	---------- ----------- ---------- ---------- 
87 5 	------------------------------- 

 ----- r 
... b- --5 

876 	-------------------------------  ------ r--b ---- 6 
877 	-------------------------------  ---- r ---- b--7 
878 	-------------------------------r ------- 8b 
879 	--------------------- --------- r ------- 9b 
87 10 	-  --------- --- 

 
 ------- ---------- -------- r - b - ---0 

8711 
8712 	----------------------------------------b --------- ---r---- 
881 	---------------------r ....... I 	b 

Units-10( 4), idi-Retail2 	. 1db-Retail 
1055.420 1195.551 1335.682 1475.813 1615.944 1756.07 

31 	--- r ----- -- I 	b 
82 	--r ------ -2 	b 
B3 	- --------- - -----r--------3 	b 
84 	- --------- - --------r--------4b 
85 	- ---------------------r-----bS 
86 
87 	-  --------- ---------- r ------- b 
88 	-------------------- r -------8b 
89 	- -------------------r-------9b 
810 	-  --------- ---------- - r -------  - 
811 	-  --------- ---------- ---- r ----b --N 
812 	-  --------- ---------- --------- b ---------- ----- r----  
91 	r --- ---- 1 	b 
9 2 	---- r ---- - --2 
93 	- ------------------r - ------3 
94 	---------- -----------  --- r ----- ..4 
95 	-  --------- ---------- ---------- - F ------- S 
96 	---------- ---------- ---------- -r ------- 6 
97 	---------- ---------- ---r ------ -7 

r.---9 

1756.1 

I0 

1896.206 2036.337 

I---0 

S 

	

98 	---------- ---------- ----- r ---- ---8 

Under the plot series option 	y 	::::::::: ::::::::: ::::::: ------- 
("pls=l, "), 	the 	programme 	89 12 	----------------------------------------------r------- - 

displays the original series  
(symbol "r"), the benchmarked 
series and the benchmarks against time. The benchmarked series uses the ending month as symbol ('i 2 . . . 9 

0 N D 1 2. . . "). The area under tho benchmarked series is "shaded" with dashes ("-"); this is a fairly good 
substitute to joining the points. The benchmarks (symbol 'b") are represented by their average over their reference 
periods. This confers the benchmarks the same order of magnitude as the benchmarked series and also indicates their 
reference periods, namely that the bench riarks cover fiscal years covering from February to January in the example. 
Benchmarks with value zero are not displayed. The time axis is labelled with the ending year, month and day (if 
applicable) of each time period. 

27 



- Plot of the Corrections 
When the plot correction option 
is chosen ("plc=1, "), the 
programme displays the 
corrections made to the original 
series to obtain the benchmarked 
series. Flatter corrections imply 
stronger movement preservation 
from the original series. 
Table 4.10 contains such a plot. 
At the start and at the end of the 
series, the corrections converge 
to the estimated bias parameter 
(1,199,291 according to 
Table 4.8). That convergence 
takes place according to the 
ARMA model chosen for the 
error (a heteroscedastic auto-
regressive model of order 1, 
with parameter 0.8 in the 
example). 

The plot also exhibits the 
discrepancies between the 
benchmarks and the original 
series. For binding benchmarks, 
the surface under the corrections 
is equal to that under the 
discrepancies (and this also 
holds for Table 4.9 mutatis 
mutandis). Discrepancies equal 
to zero are not plotted. 

As in Table 4.9, the corrections 
are displayed in pages, with 
common scale but different 
location. (For more explanation 
refer to previous sub-section.) 

4 	b 
Sb 

7 
8 	b 

9b 
Gb 

b-D 
b-i 

1385 
	

1470.606 1513.311 

Table 4.10: Plot of the Corrections produced by BENCH 
Plot of the corrections: Retail? 	 Retail 

Additive corrections: 1.2,3.. : Discrepancies: b: Coincidence: = 

Units -10( 3) idi-Retai12 
1086.274 1128.97 3 1171.681 1214 
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S 	5. AUTOMATED DATA GENERATION 
In order to minimize coding, programme BENCH provides a way to automatically generate input data. This is 
especially useful when the needed data cor sist of a seasonal pattern or a daily pattern to be repeated. The feature was 
used to generate the calendarization dates i ri section 4.6, without much explanation. The automatic generation cannot 
be used with the CANSIM and X-1 1-ARPvIA formats. 

The automatic generation occurs when a record in any one of the input files starts with". . . "; the programme then 
inserts records between the previous record of the file and the next record. The insertion begins with the reference 
periods (starting year, month and day and ending year, month and day) of the previous record and ends with those 
of the next record. The insertion requires a certain number of parameters, which specify the type of dates desired, 
the progression of the dates, the repetition factor, and the slope of the series values; these parameters are entered by 
means of keywords 'typ=", 'pro=", 'rep=' and "slo=" respectively, which obey the syntax established in 
section 4.2. 

The Type of Dates Desired: "typ-" 
Keyword "typ=" specifies the type of reference dates desired for the data to be generated. Keyword and entry 

typ=m, specifies the reference dates to e monthly; "typ=q, ",quarterly; and 'typ=d, ",daily. The default entry 
is 'rn". The type of dates may be easier to understand as that to which the progression of the dates applies. 

• The Progression of the Dates: "pro-" 
Keyword "pro=" determines the progression of the dates. An entry of "1" specifies that the progression of 

the dates (of the type specified by keywrd "typ=") is 1. For instance, if the type of dates is monthly and the 
progression is 1 (°typ=m, pro=1, "), the starting and ending months on the previous record are incremented by 1; 
if the progression is 3, the starting and ending months are incremented by 3; if the type of dates is daily and the 

• progression is 7 ("typ=d, pro=7, '), the starting and ending days on the previous record are incremented by 7. In 
the example of Table 4.7, the type of date was monthly and the progression was 12 ("typ=rn, pro=1 2, "); given that 
the starting and ending months on the previous record referred to the calendar year ("1981 1 1981 12"), the 
procedure inserted the reference dates of calendar years from 1982 to 1991. The default entry for the progression is 

• The Repetition Factor: "rep.' Table 5.1: Repeating a Quarterly Seasonal Pattern 
Keyword "rep=' 	sets the repdition factor, which 

determines how many of the preceding records are repeated. The Seriesl 81 1 1 81 3 31 105 0.7 

example in Table 5.1 repeats a percent se.sonal pattern and the Seriesl 
Seriesi 

81 
81 

4 
7 

1 
1 

81 
81 

6 
9 

30 
30 

110 
95 

0.8 
0.7 

coefficients of variation from 1981 to 1992 for series (with Seriesl 81 10 1 81 12 31 90 0.8 

identifier) 'Series 1" and a different seasonal pattern for series •. 	typm, 	pro3, rep-4. 

"Series2".NotethatalthoughthedatagefleratedareqUarterly, Seriesi 92 10 1 92 12 31 90 0.8 

their reference periods are expressed monthly. The default entry 
Series2 
Sen es2 

81 
81 

1 
4 

1 
1 

81 
81 

3 
6 

31 
30 

103 
107 

0.6 
0.5 

for the repetition factor is "1". Senies2 81 7 1 81 9 30 93 0.5 
Series2 81 10 1 81 12 31 98 0.6 

Note: When attempting to repeat 12 reccrds (say), at least 12 typ-n'. pro-3. 
Series2 	92 	10 

rep-4. 
1 	92 12 31 98 0.6 

records must precede the record bearing". . .". If this is not the 
case, the programme prints an error message and aborts. 

Note: The automatic data generation may be used more than once within a given series. For instance, one could 
generate one seasonal pattern from 1981 tj 1987, then a (presumably slightly) different seasonal pattern from 1988 
to 1992. 
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• The Slope: "alo-" 
Keyword "elo=" sets the slope of the series values 

to be generated, that is the change from one time period to 
the next. In the example of Table 5.2, the data generated, 
101, 102, 103, •.., 124, from January 1981 to December 
1982 have a slope of 1.0 (and dispersion 0.9); and the data 
generated, 125.5, 127.0, 128.5,..., from January 1983 to 
December 1992 have a slope of 1.5 and dispersion 0.8. (The 
programme will put the right values in December 1992.) TI 

Table 5.2: Generating Values Evolving Linearly 

Series2 	81 	1 	1 81 	1 31 	101.0 0.9 
• .. typ-m, sb-i. 
Serles2 82 12 	1 82 12 31 	124.0 0.9 
Series2 	83 	1 	1 83 	1 31 	125.5 0.8 
• . typ-m, pro-i. sio-1.5, 
Series2 92 12 	1 92 12 31 	0 	0.0 

ie default entry for keyword 'slo=" is "0". 

Note: It is possible to combine the repeat factor and the slope to generate data with linear trend and additive 
seasonality. 

Table 5.3: Generating Monthly Data Pertaining to Table 5.3 illustrates the generation of monthly data which 
One Day in the Month 	 pertain to the 15th of each month. However if that day is 

greater or equal than 28, it will be set to the last day of the 
Seriesld 81 1 15 81 1 15 	500 0.7 	month. (In combination with "typ=m", the programme resets 

	

typ-m. pro-i, Si 0-50. 	 a starting or an ending day value greater or equal to 28 to the 
Seriesld 92 12 15 92 12 15 	500 0.7 last day in the month.) 

Table 5.4 illustrate the generation of weekly data. The Table 5.4: Generating Weekly Data 
second point will cover from January 10 1981 to January 16 
1981; the programme will put the right dates on the last Seriesld 81 1 3 81 1 9 	100 

record generated. With "pro=2 8,." the data would cover 4 	typd. pro-7. 

weeks instead of I. 	 Seriesld 92 12 15 92 12 21 	100 

Table 5.5: Generating a Daily Pattern 	 Table 5.5 illustrates the generation of daily data, by 
repeating a daily pattern over the range selected. 

DailyAS 	88 	10 	31 	1.400 
081 1 YAS 	88 11 	1 	1400 	The test data on the diskettes provide more examples of data

400 

Dali yAS 	88 11 	3 	11400 	
generation. Table 5.6 summarizes the options related to data 

DailyAS 	88 	11 	4 	1.400 	generation. 
DaI1yAS 	88 	11 	5 	0.001 
DaI1yAS 	88 	11 	6 	0.001 

typ-d. pro-i, rep-7: 
DaliyAS 	89 	10 	1 	0.001 

Table 5.6: Summary of the Data Generating Options in Programme BENCH, with the Default Values 

Keyword 	Entry 	Description 	 Default values 
"typ=" 	'rn" 	Type of reference dates: monthly 	 "typ=rn," 

Type of reference dates: quarterly 
Type of reference dates: daily 

"pro=" 	numeric 	Progression of the dates 	 "pro=l," 

	

numeric 	Repetition Factor 	 "rep=l," 

"elo=" 	numeric 	Slope of series values 	 "slo=O . 0, 

S 
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Table 6.1: Summary of the CANSIM and X-1 1-ARIMA formats and keywords 

S Keyword Entry Description 

"(cans imm)" none CANSIM format and monthly data 
(cans imq)" none CANSIM format and quarterly data 

"(cans ima)" none CANSIrV[ format and annual data 

"(xllmO) ' none X-11-ARIMA monthly format "0" 
(xllm2)" none X-11-ARIMA monthly format "2" 

"(xllm3)" none X-11-ABIMA monthly format "3" 
"(xl1m4)" none CANSIIM format and monthly data 
"(xllm5)" none X-11-ARIMA monthly format "5" 

"(xllqO)" none X-11-ARIMA quarterly format "0" 
"(xllq2)" none X-1l-AREMA quarterly format "2' 
"(xllq3)" none X-ll-ARIMA quarterly format "3" 
"(xllq4)" none CANSIM format and quarterly data 
"(xllq5)" none X-1 1-ARIMA quarterly format "5" 

Fortran statement 

(a8, 6i2, 12e16 .10, 18x) 

(12f6 .0, i2, a6) 
(6f12 .0,!, 6f12 .0, i2, a6) 

(a6, i2, 12f6 .0) 

(a6,i2,6f12.0,/,8x,6f12.0)' 

(4(12x,f6.0) ,i2,a6) 
(4f12.0,24x, i2,a6) 

(a6,i2,4(12x,f6.0)) 

(a6, i2, 4f12 .0) 

. 

"ref =" 	"ymm" 	Reference periods in terms of year, month and month 
Reference periods in terms of year, month and day 

"yqq" 	Reference periods in terms of year, quarter and quarter 

numeric 	Lag or lead (-) of the data in number of months or quarters 
(for a lead a negative number is entered) 

'sto=" 	"o" 	Not a stock series 
"1" 	Stock series 

numeric 	Dispersion value to be assigned to the input series 

numeric 	Number f decimal 

Default value 

"ref=ymm," 

lag= 0 , 

"sto=0," 

"dis=l 

"dec=l," 

S 

• These formats imply two records per year - even for incomplete years; and consequently, an even number of records 
in the file 

6. CANSIM AND X-11-ARIMA INTERFACE 
As mentioned earlier, programme BENCH has a few built-in formats to interface with Statistics Canada's CANSIM 
databank and the X-1 1-ARIMA seasonal adjustment programme. The use of these formats entails some loss in the 
flexibility of the programme, because they only allow monthly, quarterly and annual data, and for other reasons to 
be mentioned. 

- The CANSIM and X-11-ARIMA Formats Keywords 
As explained in section 4.1, each record of file "bench. f ii" provides a file name and a format statement. If the file 
name is followed by one of the first 13 keywords displayed in Table 6.1, the file is deemed to be in a CANSIM or 
X- 11 -ARIIMA format. The keywords starti ig with " ( cans im" specify the CANS[M format; and the keywords starting 
with "(xli", one of the X-1l-ARIMA formats. 
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In the case of the CANSIM format, the ending of the keyword (starting with ' ( cans irn" ) specifies the penodicity 
of the data: ending 'rn)' specifies monthly data; ending "q) ",quarterly data ; and ending 'a) ', annual data. With the 
CANSIM formats, the series identifier can only have 8 (left-most) characters; and each record contains 12 series 
values. (For readers who need to know, the CANSIM Fortran format statement is (aS, 6i2, 12e16 . 10, 18x). 
The item "62" is used to read the year, month and day of the first value on the record and the year, month and day 
of the last value.) 

In the case of the X-1 1 (-ARIMA) formats, the letter following the first part of the keyword "(xli" specifies the 
periodicity of the data: letter 'rn' specifies monthly data; and "q" quarterly data. The number following "rn' or "q", 
specifies which of the 5 monthly or quarterly X-1 1 formats displayed in Table 6.1is used. With the X-1 1 formats, 
the series identifier can only have 6 (left-most) characters; and each record contains 12, 6 or 4 series values 
(depending on the exact format). 

Note: The use of the Xli monthly or quarterly formats implies that the data are monthly or quarterly respectively; 
the use of the CANSIM format implies monthly, quarterly or annual data. This holds in both input and output. For 
instance, attempts to output monthly data in a quarterly format will result in errors in the output files, which will be 
unmonitored by the programme. 

Note: One can use uppercase or lowercase characters, or both, for the keywords and their entries. 

- Related Options 
For CANSIM and X-11-ARIMA each series values technically refers to one time period, whereas in programme 
BENCH each value generally covers a number of periods beginning with the starting year, month and day and ending 
with the ending year, month and day (although the starting and ending periods may coincide). The CANSIM and X- 11 
records do not carry dispersion values (e.g. coefficients of variation). In order to circumvent some of these limitations, 
the format keywords may be followed by option keywords. 40 

The Reference Period Options: "ref =", "lag-", "sto.", 
Keywords "ref =", "iag=" and "sto=" assign more descriptive reference periods to the input data. 

Keyword "ref =" determines the kind of the reference periods assigned: entry of "ymd" (i.e. 'ref =ymd, ") 
assigns reference periods in terms of year, month and day; entry of "ymm", in terms of year, month, month; and "yqq", 
in terms of year, quarter, quarter. With "typ=yrnd." (and with "iag=O, sto=0, ") a monthly value for November 
1981 (say) would receive starting year 1981, starting month 11, starting day 1, ending year 1981, ending month 11 
and ending day 1; and, 1981, 11, 11, 1981, 11, 11, with "typ=yrnrn, ". With "typ=yrnd, ", a quarterly value for the 
four quarters of 1981, would receive starting year 1981, starting month 10, starting day 1, ending year 1981, ending 
month 12 and ending day 31; and 1981, 4,4, 1981,4, 4 with "typ=yqq, ". 

Keyword ' lag=" determines the number of months or quarters (depending on the entry on keyword "ref =") 
by which the input data should be lagged. The combination "ref =ymci, lag=l, sto=0, "would cause quarterly 
data to be lagged by 1 month. Under that combination a value for the first quarter of 1992 (say) would receive 
reference periods: 1991 12 ito 1992 2 29; under combination "ref =ymd, iag=-1, sto=0, ", the same value 
would receive reference periods 19922 Ito 1992430. Under combination "ref =yqq, lag=-1, sto=0" a value 
for year 1991 would receive reference periods 1991 22 to 1992 11 (from second quarter of9i to first quarter of 92); 
under combination "ref =ymrn, lag=-3, sto=0," the same value would receive 1991 44 to 1992 3 3 (from April 
1991 to March 1992). 

Note: The lag option is relevant in the case of quarterly and annual data only. Furthermore quarterly data cannot be 
lagged if their reference periods were specified in terms of year, quarter, quarter ("ref =yqq, ') 

32 



Note: For annual data the acceptable entres of the lag option range from -11 to 11 (months) with "ref =yrnm," and 
"ref =ymd, "; and from -3 to 3 (quarters) with "ref =yqq, ". For quarterly data the acceptable range is -2 to 2 
(months). 

Keyword "sto=" determines whel her the input series is a stock, i.e. whether it covers only one time period. 
Programme BENCH sets the starting yeas, months and days of stock series equal to the ending years, months and 
days. For instance the combination "re:=ymd, lag=o, sto=1 ," would cause data for year 1992 to receive 
reference periods 1992 1231 to 1992 122 ,  J. The combination "ref =ymd, lag= 0, sto=1," would cause data for 
February 1992 to receive reference periods 1992 2 29 to 1992 2 29. 

The Dispersion Option: "die." 
The dispersion option attributes ta CANSIM and X-1 1 input series a dispersion value. The dispersion is the 

same for all observations in the series and for all series in the file. For instance, the combination 'tdis=l . 5, "in the 
file of the original series, with "cvs=O,' in the option file, would assign a coefficient of variation of 1.5% to the 
original series. The default value is 1.0. 

Note: The CANSIM and X-1 1 formats do not work properly on output, if the data refer to fiscal periods (e.g. fiscal 
quarters, aggregates of weekly data), or if the reference periods of the data are irregular (e.g. some points referring 
to years, other points referring to months), or if the data are quarterly with reference periods in terms of months (e.g. 
October to December, instead of 4th Qu.rter). 

Note: The options just described apply or input only and are ignored on output. This implies for instance that output 
fiscal year or fiscal quarter values (using the appropriate CANSIIM formats) would have the wrong year and wrong 
month identifier. The year and month identifiers given on output are the ending year and ending month. 

• The Decimal Option: "dec-" 
W 	 The decimal option sets a number of decimals to the X-1 1 input and output files. Keyword and entry 

'dec=2 ,' would cause the values to be read or written with 2 decimal places. 

7. TUTORIAL: INSTALLING AND RUNNING THE PROGRAMMES 
This section shows how to load programme BENCH onto the hard disk of a microcomputer operating under DOS. 
The section is also a tutorial through whLch the user applies the programme to sets of examples provided. 

7.1 INSTALLING THE PROGRAM1IE 
First make sure there is at least two megabytes of space on the hard disk. The ASCII files produced by BENCH may 
be quite large. The space occupied by the programme itself depends on the version. 

Installing BENCH 
The following steps load programme BENCH on the hard disk, in a directory called 'BENCHMAR": 

On the hard disk, create directory "BENCHIMAR", by entering the following DOS commands: 

" C: ", "cd \" and "md benchrnar', 

where only the characters between quotes are entered (by hitting key <Enter> on the keyboard). 

Load the programme in directory "BENCHMAR" by entering 

"c:' "cd \benchmar" and "b : program", 

0 	where "b:' stands for floppy disk drive B. (If you are using drive A, replace all "b:' by 'a:"in this section.) 
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- Installing the Browsing Utility Programme LISTR 
The utility programme LISTR is a public domain programme by V.D. Buerg (1990). LISTR allows one to quickly 
browse and examine very large ASCiI files (up to 16 MB) of any width, to search them for strings of characters, to 
split them, to print part of them, etc. The following steps load LISTR onto the hard disk drive in a directory called 
'BROWSE': 

On your hard disk, create directory BROWSE, by entering the following DOS commands: 

"C:", 'cd \", and "md browse". 

Load the browsing utility in directory BROWSE, by entering 

" C: " , "cd \browse" and "b:browse". 

You have now loaded LISTR and the supporting documentation and other accessory files and programmes which 
came with LISTR. Although only the file called "LISTR.COM' is used in this tutorial, you may want to examine the 
other programmes as well; if this is not the case, you may eventually delete the other files. 

- Making the Programmes Accessible 
The following steps make the programmes BENCH and LISTR available from any other directory, by creating "batch 
files". (Another result will be to make it unnecessary to supply the paths of the files, if the files are all located in the 
directory in which the programmes are executed.) 

On your hard disk, go to the DOS directory (or preferably to an existing pathed directory containing batch files 
accessible under any configuration), by entering: 

"C:" and 'cd \dos'. 
	 is 

Load the batch files in the DOS directory by entering: 

"C:" and "b : batches". 

7.2 INSTALLING AND RUNNING THE EXAMPLES 
The programmes are now loaded and accessible; you are now ready to load and run the examples. 

- Installing the Examples 
The following steps load the example files on to the hard disk drive C into a personal sub-directory: 

On your hard disk, go to a personal (as opposed to a programme) directory, by entering: 

"C:" and "cd \Person \DirName", 

where "Person\DirNarne" is an existing directory (e.g. "userA\projectl") 

Load the examples, by entering: 
"C:" and "b:examples" 

The examples are now loaded; you are now ready to run them, in order to test programme BENCH and to learn how 
to use it. 

- First Exercise: Benchmarking the Canadian Retail Trade Series 	 0 The first exercise consists of running the Canadian Retail Trade series used as example in many of the tables in the 
above sections. 
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Examine file "retail.fil", by entering "1 istr retail. f ii". The content of Table 4.1 should appear on the screen. 
The file contains the names and the formats of the input and output file required by programme BENCH: File 
"retail.opt" is the (name of the) option file; file "retail.ori" is the file of the original series: "retail.ben", the file of the 
benchmarks; "retail.out", the file of benc imarked series; "retail.cai", the file of the calendarization dates; and file 
"retail .cao", the file of the calendanzed vilues. 

Make the files named in file "retail.fil" available to programme BENCH by entering: 

"copy retail.fil bench.fil" 

Do not rename "retail.fil" as this would eventually lose the file. 

Examine the file of the original series by mtering "listr retail .ori". The content of Table 4.3 should appear 
on the screen. The right-most column contains the coefficients of variation of each original value; the original values 
are in the second right-most column. Browse through the file by entering '<Pg Dn>" (page down), "<Pg Up>" (page 
up), "<-'>" (right arrow), "<'->" (left arrow), "< I >" (down arrow), 1<1 > (up arrow), "<End>" (end of document), 
"<Home>" (start of document), etc. (Key "<F!>" triggers on-line help; key "<Enter>" terminates the help.) Enter 
"<Esc>" to exit the utility programme. 

Examine the file of the benchmarks by enlenng "listr retail .ben". The content of Table 4.5 should appearon 
the screen. The right-most column contains the coefficients of variation of each benchmark: the benchmarks are 
located in the second right-most column. Notice that the first four benchmarks refer to fiscal years ranging from 
February to January of the following year; and that the last three benchmarks are monthly benchmarks referring to 
only one month. Enter "<Esc>" to exit LISTR. 

• 	Examine the option file by entering "1 ist:r retail . opt". The content of Table 4.2 should appear on the screen. 
The entry following "t i t=' determines th title which will appear on the log output.; "ys f= 1984, ms f= 1," means 
that only the original values starting from January 1984 will be used. Keyword "met=O," requests the additive 
benchmarking model. Keywords "cvs = 0, cvb= 0, cvi = 0, " specify the measure of dispersion of the original series, 
of the benchmarks and of the benchmarked series to be the coefficient of variation. Keyword "bia=l, " means a bias 
parameter will be estimated; "mt = 0, ", that the estimation will not be done in on moving intervals but on the whole 
series. The options not specified will be set equal to their internal default values displayed in Table 4.3. Enter 
"<Esc>" to exit LISTR. 

Benchmark the Retail Trade series by entering: 
"bench". 

Programme BENCH then reads the input files and creates the output files referred to in file "bench.fil". The 
programme also produces the log output file "bench.log" containing the statistics and plots. 

Examine the file of the benchmarked series by entering "listr retail .out". The content of Table 4.6 should 
appear on the screen. The right-most column contains the coefficients of variation of each benchmarked values; these 
are located in the second right-most colurin. Enter "<Esc>" to exit LISTR. 

Examine the log output file by entering: 

"listr bench, log". 

The content of Table 4.8 should appear on the screen, namely the title page of programme BENCH, the names and 
formats of the files processed, the options used, the statistics and plots, as described in section 4.8. Find the plot of 

S the series by entering "f plot" (find string "plot"). The content of Table 4.9 should appear on the screen. Display 
43 lines on the screen (instead of 25) by entering "<Alt> e"; this mode is more appropriate to examine the plots. Note 
that the benchmarked series leads to the nionthly benchmarks at the end of the series. Enter "<Esc>" to exit LISTR. 
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You may want to preserve file "bench.Iog" ; this may be achieved by entering "copy bench.Iog retail.log' (for 
instance). 	 0 
You may want to examine the calendarized values in file "retail.cao", i.e. the calendar year sums of the benchmarked 
series. They were written in the CANSIM format. 

Part of any of the files maybe printed within programme LISTR by using the "<Alt> m", "<Alt> b" to mark the start 
and the end of an area; and "<Alt> p" to print the marked area. 

- Second Exercise: Benchmarking a System of Series 
The second exercise consists of benchmarking the system of Canadian Wholesale Trade series, which comprises nine 
"Trade Group" Totals and eleven Province Totals and the grand Canada Total. The series in the system are 
benchmarked individually and not as a whole. As a result, the sum of the nine benchmarked Trade Group values for 
a given month may differ slightly from the benchmarked grand Canada Total value for that month; and similarly, for 
the eleven Province Totals. (This problem also arises in seasonal adjustment. Future versions of this programme may 
provide options for benchmarking a system of series as whole in order to maintain additivity.) 

Examine file "whole.fil", by entering "listr whole. f ii". The file contains the names and formats of the input 
and output file required by programme BENCH. File "whole.opt" is the (name of the) option file; file "whole.ori" 
is the file of the original series; "whole.ben", the file of the benchmarks; "whole.out", the file of benchmarked series; 
"whole.cai", the file of the calendarization dates; and file "whole.cao", the file of the calendarized values. 

Make the files named in file "whole.fil" available to programme BENCH by entering 

"copy whole.fil bench.fil' 

Examine the file of the original series by entering "listr whole.ori". Notice that the series identifiers 	le 
(e.g." a 0") have blanks; the first digit indicates the trade group and the other digit(s) the province. According 
to the format of the file, (A10,215,T16,15,T11,215,T16,15,F20.0,F2.0), the dispersion values, 
coefficients of variation in this case, will be read in the empty field following the original values in the right-most 
column. This will result in a default dispersion value of to 1.0%. 

Examine the option file by entering "1 istr whole . opt". Notice that the user-supplied default options at the start 
of the file, namely mixed benchmarking ("met = 1, ") and no plots ("p1 s = 0, plc= a, "). These user-supplied default 
values will be used for the 21 series, except for 3 series. Canada Total with identifier" 0 0" (see "ids= 0 
0") will be plotted ("pls=l, plc=l, "),Prince Edward Island and Yukon and North-West Territories with identifier 
11 0 ia" and'• 0 60" will use multiplicative benchmarking ("met=2, "). (If the search feature were used in the 
default set of options at the beginning (by having "sea= 1," instead of "sea=O,") then only the three series with specific 
options would be processed.) 

Examine the file of the calendarization dates by entering "listr whole.cai". Notice the data generation commands". 
typ=m, pro=3, "; the dates generated will pertain to calendar quarters. Thus calendar quarter values will be 
produced as a by-product of bench marking. 

Benchmark the system of series, by entering 
"bench". 

Programme BENCH then reads the input files and creates the output files referred to in file "bench.fil". The 
programme also produces the log output file "bench.log" containing the statistics and plots. 

Examine the file of the benchmarked series by entering "1 istr whole . out". The right-most column contains the 
coefficients of variation of each bench marked value located in the second rightmost column. 

36 



Examine the log output file by entering: 

0 	 "listr bench.log'. 

Notice the user-supplied default options, by entering 'f user-sup'. Find the first pair of original series and 
benchmarks processed, by entering 'f problem"; string "Problem 1" should appear at the top of the screen. The 
first pair of series pertains to Canada Tota . Examine the statistics for Canada Total (by entering "< I >"), namely the 
estimated bias, the annual discrepancies before and after benchmarking. Enter "<Alt> e", to get more lines on the 
screen, and examine the plot for Canada T tal. Find the plot of the proportional corrections, by entering '<Home>', 
"f corrections". Notice that the corrections are smooth; this is due to the constant coefficients of variation. 

Find the second pair of series processed, by entering "f problem"; string "problem 2" should appear at the top 
of the screen. The second pair of series pertains to the province of Newfoundland for which the user-supplied default 
options were used (see "WARNING" message). 

Find the third pair of series, by entering "f problem" or "<F3>" (find again). The third pair pertains to the province 
of Prince Edward Island. Notice that the multiplicative model was used instead of the mixed, because this province 
had specific options in the option file. 

Find the fourth pair of series processed, by entering "f problem'. String "Problem 4' should appear at the top 
of the screen. The fourth pair pertains to t e province of Nova Scotia; notice that the programme has now reverted 
to the (user-supplied) default options (see "WARNING" message). Find the fifth pair of series by entering "<F3 >" (find 
again). Find the sixth and the seventh pair;, by entering "< F3>" and "<F3 >'. Enter "<Esc>" to exit browsing utility 
LISTR. You may want to preserve file "b:nch.log", by entering 'copy bench. log whole. log" (for instance). 

• 	
- Third Exercise: Transforming Aggregate of Weekly Data into Monthly Values 
The third set of examples consists of six cases of conversion of data covering 4 and 5 weeks into monthly values. The 
calendarization will be carried out in two different ways, directly and indirectly. In the direct approach, programme 
BENCH benchmarks a daily pattern to i.he weekly aggregates (covering 4 or 5 weeks), which produces daily 
interpolations; these interpolations are then converted into monthly values (by taking the monthly sums). The indirect 
calendarization consists of two parts, first t weekly pattern is benchmarked to the weekly aggregates, which produces 
weekly interpolations; second, the daily pattern is benchmarked to the weekly interpolations, which produces daily 
interpolations, then these daily interpolations are converted into monthly values. 

• Direct Calendarization 
The following steps perform the direct calendarization of the weekly aggregates. 

Examine file "weekly.fil", which contain the names of the files involved in the exercise, by entering 
"listr weekly. f ii". Make those files available to programme BENCH, by entering 

"copy weekly.fil bench.fil" 

Examine the daily pattern to be benchmarkd by entering, 'li str daily. pat",by entering "listr daily.pat". Notice 
the automatic data generation commands ... . typ=d, pro=l, rep=7;' designed to repeat the daily pattern. 

Examine the benchmarks, which cover 4 or 5 weeks, by entering "1 istdr weekly. agg". Notice that the starting 
years, months and days and the ending years, months and days are essential to exactly describe the reference periods 
of each benchmark. 

Examine the options, by entering 'listdr weekly.opt'. The estimation intervals will cover 3 benchmarks 
("int=3, "), and there will be links between the intervals ("lin=l, "). The multiplicative model will be used 
("met=2, 
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Examine the calendanzation dates, by entering, 'listr month.ref". Notice the automatic data generation 
commands". . . typ=m, pro=l, ", designed to generate the reference periods of months. 	 0 
Interpolate the daily values from the weekly aggregates, by entering 

"bench". 

Examine the daily interpolations, by entering "listdr daily.int". The coefficients of variation of the 
interpolations in the last column were set to zero, because the link option was used (see section 4.2). 

Examine the monthly values by entering "listdr month.val". These values were written in X-1l-ARIMA monthly 
format "5". The asterisks mean missing values. 

Examine the log output file by entering: 	
"lietr bench. log". 

Notice the user-supplied default options, by entering 'f user-". Find the first pair of series processed, by entering 
"f problem"; string "Problem 1" should then appear at the top of the screen. The first pair of series pertains to 
respondent A with identifier "RESP_A". Notice the reference periods of each estimation interval displayed under 
-- Estimation interval - - i". Examine the plot of the daily interpolations, by entering "<Alt> e" and 

"<Pg Dn>" or "<I>"; the interpolations are smooth and behave proportionally to the daily pattern. Find the second 
pair of series, by entering "<Alt> e" and "f problem". Find the next pair of series by entering "<zF3>" (find again). 
Enter "<Esc>" to exit LISTR. 

• Indirect Calendarization 
The following steps perform the indirect calendarization of the weekly aggregates, in two parts. 

Examine file "weeklywl . f ii", which contains the names of the files involved in the first part of the indirect 
calendarization, by entering "listr weeklyw 1 .fil". No calendarization will be done in this part because the file contains 
no file name for the calendanzation dates (i.e. contains only 4 instead of 6 records). Make those files available to 
programme BENCH, by entering 

"copy weeklywl.fil bench.fil". 

Examine the weekly pattern to be benchmarked by entering "listr weekly.pat". Notice the automatic data generation 
commands"... TYP=D, PRO=7, ". Coding these by hand would be extremely laborious and subject to error. 

Benchmark the weekly pattern in file "weekly.pat" to the weekly aggregate in file "weekly.agg", by entering 

"bench". 

Examine the log output file by entering: 
"listr bench. log". 

Notice that the estimation interval is 5 ("int=5") instead of 3 in the direct calendarization. Notice the smoothness 
of the weekly interpolations, by entering "<Alt> e" and "<Pg Dn>" or "< I >"; 

Examine file "weeklyw1fil", which contains the names of the files involved in the second part of the indirect 
calendarization, by entering "listr weeklyw1fil". Make those files available to programme BENCH. by entering 

"copy weeklyw2.fil bench.fil" 

Benchmark the daily pattern in file "daily.pat" to the weekly interpolations in file wcckly.int, by entering 
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"bench". 

Examine the log output file by entering: 
"listr bench. log". 

Notice the smoothness of the daily interpi)lations, by entering "<Alt> e" and "<Pg Dn>" or "< I>". 

Examine the indirectly obtained calendar zed values, by entering "ii str month2 . val 

The indirect calendarization offers the oçportunity to specify a weekly pattern analogous to a 12-month seasonal 
pattern. For some retail trade series for instance, that 52-week weekly pattern could have its peak in the weeks 
preceding Christmas and its trough in January. This should improve the calendarization. (In the examples supplied, 
the weekly pattern consisted merely of values equal to 100.) 

- Fourth Exercise: Calendarizing Fiscal Year Data 
The fourth exercise consists of calendariiing fiscal year data on capital expenditures, covering from the second 
quarter of one year to the first quarter of the following year. These fiscal year data will be calendarized in three 
different manners (in the same job). First a quarterly original series equal to 1000 will be benchmarked to the fiscal 
year data; second, a quarterly original seriis equal to a straight line will be benchmarked to the same fiscal year data; 
and finally a quarterly seasonal pattern wii be benchmarked; in each case, the calendarized yearly values will be the 
calendar year sums of the quarterly interpolations obtained by benchmarking. 

Examine file "capital . f ii", which contains the names of the files involved in the exercise, by entering 
"listr capital.fil". Make those files availalle to programme BENCH, by entering 

• 	 "copy capital.fil bench.fil" 

Examine the options, by entering "listr capital .opt". User-supplied default options are specified by 
ids=default, met=0, int=5, bia:'l, p-r=l, 0.95, pls=1, plc=0, sea=l,".ThesearchoptiOflUSed 

("sea - = 1, ") will cause the benchmarks with identifier" F i sYearVal" to be processed three times, the first time with 
original series with identifier "Quartlntl", the second time with original series "Quartlnt2', and finally with 
original series "Quartlnt3". 

Examine the file of the original series by entering "listr capital .ori". Notice the three original series with 
identifiers "Quart Intl ", "Quart Int2" and "Quart Int3" and the data generation commands (e.g.". . . typ=q, "). 

Examine the file of the benchmarks by entering "listr capital . ben'. Notice their fiscal reference periods. 

Calendarize the fiscal year data by entering 

"bench". 

Examine the plots of the quarterly interpclations in the log output file, by entering 

"Iistr bench.log", 

and "f plot" (find plot), "<Alt> e" (43 lines on screen), '<1>', examine the 1992-1993 values of the first 
interpolations, do the same for the second interpolations and third interpolations, by entering "<F3>" (find again) 
<l>, etc. Exit LISTR, by entering <Esc>. 

0 	Examine the calendarized values by entering "listr capital .cao". 

- Other Exercises 
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The programme diskette provides a few more examples, namely a case of ARIMA interpolation (files starting with 
"arimaint. "), a case of combining monthly ARIMA forecasts of unemployment with an annual econometric 
forecast (files starting with "unemploy. "), cases of interpolation and benchmarking annual and monthly 
demographic values to quinquennial benchmarks (files starting with "demog'), cases of calendarization of banking 
data covering from November to October of the following year (files starting with 'banks') 

In order to run those examples, copy the appropriate file ending with ". f ii' to "bench. f ii" and then execute 
programme BENCH. 
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Appendix A: Estimation of the Additive Benchmarking Model 
This appendix presents the solution of the additive benchmarking model. The solution found for the additive model 
is to a large extent applicable to the other models. 

The two equations (la) and (ib) of sectiofl 3 are written in matrix algebra 

s 	= 	ia + I,.O + e, 	'(e) = 0, '(e e') = Ve 	 (A.1) 

y = .1 0 + w, '(w) = 0, dr(w w') = V, 	 (A.2) 

where 'T  is a T by T identity matrix,i is a T by 1 vector of ones, I is a M by T design matrix of zeroes and ones: 

J 	 Ii, tm, 

MxT 	 = to, tim, 
' 	 (A.3) 

where p,, is equal to I for flow and stock series and equal to the number of periods covered by benchmark Ym  for 

index series. 

Equations (A.!) and (A.2) can be written as a single equation 

~ Sj 	tI. 	a 	~ e j  

y = oJ Ow 

or 	
ic 	

Ve  0 
Y 	= Xflu,(u)=O,'(uu5=V= 	, 	 (A.4) 

S
0 

where Y, X fl and u are defined implicitly. The General Least Squares solution of model (A.4) is 

= H = (X'V'X) - ' X'V'Y, covjI) = (X'VX)-' 
= Fa V00j 	 (A.5) 

Defining Q = (I VeJ' + v,y ' , Cholette and Dagum (1991) show that 

V. = 1 / ( , 'JQJ:), 	 (A.6) 

v, = v 	= 	T - VJ'Q J)sv0 , 	 (A.7) 

V0 = (V - VeJ ' Q JVe) + (' - VeJ'Q J)iVa i ' (lr - VCJ'Q I)', 	 (A.8) 

= 
- ViJ Q (y -Is), 	 (A.9) 

ii = + VJ '  Q (y-Js'), s' = s - sd, (A.1O) 

where s contains the sub-annual observations corrected for the estimated bias. The calculation of matrix Q requires 
the inversion of aM by M matrix (Mfl;  this inversion is the only one needed. The only matrices actually stored are 
(Ve J) Q and (ii). 
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When the bias parameter is dropped from the model, equations (A.8) to (A.lO) remain valid, if the terms in v,, and d 

are ignored. 	 0 
Appendix B: Estimation of the Multiplicative Benchmarking Model 
This appendix presents the solution of the multiplicative benchmarking model. The two equations (2a) and (2b) of 
section 3 are written in matrix algebra as 

ins 	= , ma + J. mO + me, X (mne) = 0, e (ine me') = V e 	 (B.!) 

y = JO + w, r (w) = 0, r (w w) = V,,,, 	 (B.2) 

where I, i and J are as in Appendix A. 

Equations (B.l) and (B.2) can be written as a single equation 

y 	
/ 	V 0 	 (B.3) 

where 

insin a 	un a +in 0 	In e 
,fi= 	,f(j1)= 	 ,u= 	 (B.4) 

y 	mO 	 jo 	w I  
If the disturbances are normally distributed, the solution to (B.3) may be obtained by maximizing the log-likelihood 
function 	 0 

In p(p) = (N12)in 27r - (N12) in I V - SS(J3) / 2, 	 (B.5) 
where 

SS(JJ) = [Y-fl/J)]'V'[Y-flji)], 	 (B.6) 

is the minimized sum of squares of the residuals. 

In the additive model fiji) was linear and equal to X/J. Under the Gauss-Newton method (Harvey, 1981), fiji)  is 
linearized by first degree Taylor expansion at the initial values of the parameters, /10 = [ In a0  In Oh] '  (by taking the 
first derivatives): 

.M) =f0 +X0 (/I-/10), 	 (B.7) 

where 
i In a0  + In 0 	I 	

o 	
I 0 , tam, 

= ftJ1) = 	 X0  = 	1  = Jm)m ' ,n P 	f: =  1 0.1 	 (B.8) , 	
J JO0 	0 	 0, tim, 

where p is equal to 1 for flow and stock series and equal to the number of periods covered by benchmark Ym  for 
index series. 

SLibstituting (B.7) in (13.6) gives a linearized sum of squares: 
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. 

is 

S 

SS(fi) Z {}. _[+ X0 fl_fi0)])'V 1 {y_EJ+X0 (#_fi0)]} 
(B.9) 

= {yt_x}v-i(}rt_x} 

where 
IIns - tin a0  -In 00 1 	 [(In a -In a0)1 	a1 

Yt=Y_f0 =[ 	 I,o=[j1-/101=I 	1=1 I. 	 (B.l0) 
y -JO0 	j 	 [(In 0- In 0)j [o0  

Equation (B.9) shows that the sum of sqiares may be minimized with respect to 5; the generalized least squares 
estimate of ö is 

S = (X0 VX0) - ' XV - hYt 	 (B.11) O 

Since 5 = (/1 - 	the revised estimates o" the parameters are given by /1 = 	+ S. Letting the revised estimates play 

the role of the initial estimates, /, matrix X0  and vector Yt  are revised and the next step, ô, is estimated. This 

process is carried out until the steps S ar arbitrarily small. 

Since matrix X0  has the same structure (and to a large extent the same content) as X in the additive model, the matrix 

formulae developed for the latter hold for the multiplicative model. Defining Q =(J VJ0 +V) - ', 

sl = (Ins - In 0 - In a0) and y = (y - JO0), the formula (A.6) to (A. 10) are usable with a few modifications 

v 	1/ (,'J0Qt so') , 	 ( B.12) (1 

= 	(17- - VJ0Qt  jø)Iia 	 (B.13) 

V0  = ( V - VeJOQt  JOVe) + (' T - VCJOQ Jo ):V4i'(I 1' - VJoQt 	 (B.14) 

= - Va t J0 Qt y f _ J05 t) , 	 (B.15) 

= S '  + VJ0 Qt (yt..J05•), 	= St - I, 	 (B.16) 

Equations (B.12), (B.15) and (B.16) are used to estimate the steps, i.e. the change in the parameters; and after 
convergence, (B.14) is used to estimate the variance of the benchmarked series. If the bias is omitted from the model, 
only (B.16) with S=o is used to estimate the steps; and only the first term of (B.14), to estimate the variance. 

Appendix C: Estimation of the Mixed llenchmarking Model 
This appendix presents the solution of the mixed benchmarking model. 

The two equations (3a) and (3b) of sectio 1 3 are written in matrix algebra as 

= 	Oa + e, '(e) = 0, r(e e') = V, 	 (C.1) 

y 	= .1 0 i- w, 	'(w) = 0, r (w w') = V,,,, 	(C.2) 
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where J is as in Appendix A. 

Equations (C.!) and (C2) can be written as a single equation 

	

/ 	 V 0 	(C.3) 

where 

ic 	a 	Oa 	e 

= 	

,/i = 	,fiji) 	 (C.4) 
0 	JO 	w 

If the disturbances are normally distributed, the solution to (C.3) may be obtained by maximizing the log-likelihood 
function (B.5), which is achieved by minimizing the sum of squares of the residuals: 

SS(JJ) = [Y - flfi)]'V[Y - flfi)J, 	 (C.5) 

Following the same approach as for the multiplicative model, fiji) is linearized by first degree Taylor expansion at 

the initial values of the parameters, /i = [a0  Ol ' : 

ftp) f0 +X0 (fl - fl0), 	 (C.6) 

where 
00a0 	~ 00 a0 ®! 

f =ft/) = 	
, 	

= 	

T 	 (C.7) 

Substituting (C.6) in (C.5) gives a linearized sum of squares: 

SS(/J) = {Y - [f0 +x0 (P -P0)]}'V{Y - 1f0+X0(Pfl0)l} 
(C.8) 

= (Y_X0 6)'VI{Yt_X0 ô}, 

where 
 

- ooaol 	[(a-ao)1 	1 a1 
rt =v-f0 	 p -p] =I 	,o= =i 	1 1 	I 

	

o
. 	 (C.9) 

y - JO0 J 	[(0- 00)j = 	
j 1  

Equation (C.8) shows that the sum of squares may be minimized with respect to ö; the generalized least square 
estimates of ô is 

S = (X0 V'10Y' XV'Y' 	 (C.1O) 

Since = (/1 - /0) the revised estimates of the parameters are given by ii = /i + S. Letting the revised estimates play 

the role of the initial estimates, 00 , matrix X0  and vector Y are revised and the next step, 5, is estimated. This 

process is carried out until the steps S are arbitrarily small. 

Since matrix X0  has the same structure as X in the additive model, the matrix formulae developed for the latter hold 

for the multiplicative model. Defining V = ((l/a)®V), Qt = (J V I' + V) -1, 
= 11a0)®00), s = (s - 00  a0) and 

y1 =(y - JO0), the formula (A.6) to(A.1O) are usable with a few modifications 
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. 	

V = I / (s JQ• Jit), 	 (Cli) 

= 	= - (1 - V J') Q J ) i V, 	 (C 12) 

ye  = (V: - V:J'Q' JV) + (1, - V:J' 	J)It Va It' (I T  - v:jQtJ)' 	 (C.13) 

= - vIJ( Qf (yt -J0 s), a = a0 + a' 	 (C.14) 

= 	+ VJ Qt (f-J0s), s = s - 00 4, 	 (C.15) 

Equations (C. 11), (C. 14) and (C. 15) are used to estimate the steps, i.e. the change in the parameters; and after 
convergence, (C. 13) is used to estimate the variance of the benchmarked series. If the bias is omitted from the model, 
the additive model is used without bias. 

[1 
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Appendix D: Perpetual Calendar 

Calendars from 1871 to 2050 Calendriers de 1871 a 2050 
Look for the year required in the index Choisir I'année désirée dans lindex ci- 
below. The number opposite each year is dessus. Le numéro du calendrier 
the number of the calendar to use for that approprié apparaIt après chaque année. 
year. The last numbers provide the date Les derniers chiffres donne Ia date de 
of Easter, when available. Pâques, Iorsque disponible. 

1871: 1 1901: 3 0114 1931' 5 05/4 1961 1 0214 1991 3 31/3 2021: 6 04/4 
1872: 9 1902: 4 30/3 1932: 13 27/3 1962: 2 2214 1992: 11 	19/4 2022: 7 17/4 
1873: 4 1903: 51214 1933: 1 	16/4 1963: 314/4 1993: 611/4 2023: 109/4 
1874: 5 1904 130314 1934: 701/4 1964: 11 29/3 1994: 7 	3/4 2024: 931/3 
1875: 6 1905: 12314 1935: 32114 1965: 6 1814 1995: 1 16/4 2025: 420/4 
1876: 14 1906: 215/4 1936: 11 	1214 1966: 71014 1996: 9 	7/4 7026: 6 
1877 2 1907 3 31/3 1937: 6 28/3 1967: 1 26/3 1997: 4 30/3 2027: 6 
1878: 3 1908: 11 	19/4 1938: 71714 1968: 914/4 1998: 51214 2028: 14 
1879: 4 1909' 6 11/4 1939: 109/4 1969: 4 	6/4 1999: 6 	4/4 2029: 2 
1880' 12 1910: 7 27/3 1940' 9 24/3 1970 5 29/3 2000: 14 2314 2030: 3 
1881' 7 1911: 1 16/4 1941: 4 13/4 1971: 6 11/4 2001: 2 15/4 2031: 4 
1882' 1 1917' 90714 1942 505/4 1972' 14 	214 2002: 331/3 2032: 12 
1883: 2 1913: 4 23/4 1943: 6 25/4 1973: 2 2214 2003: 4 2014 2033: 7 
1884: 10 1914' 5 1714 1944: 14 0914 1974: 3 14/4 2004: 12 1114 2034: 1 
1885' 5 1915 604/4 1945' 201/4 1975: 430/3 2005: 727/3 2035 2 
1886: 6 1916: 142314 1946: 321/4 1976: 12 18/4 2006: 1 	16/4 2036' 10 
1887' 1 1917 2 08/4 1947: 406/4 1977: 7 10/4 2007: 2 08/4 7037 S 
1888 8 1918' 3 31/3 1948: 12 28/3 1978: 1 26/3 2008: 10 23/3 2038: 6 
1889: 3 1919: 42014 1949: 7 1714 1979: 2 15/4 2009: 51214 2039: 7 
1890: 4 1920: 12 04/4 1950: 1 09/4 1980' 10 	614 2010: 6 04/4 2040: 8 
1891: 5 1921: 7 2113 1951: 225/3 1981 5 19/4 2011: 7 24/4 2041: 3 
42 13 1922: 1 	16/4 1952: 1013/4 1982: 6 11/4 2012: 8 0814 7042: 4 
H3 1 1923: 201/4 1953: 505/4 1983: 7 	3/4 2013: 331/3 2043: 5 

IRY4' 2 1924: 10 2014 1954: 6 18/4 1984: 8 2214 2014: 4 2014 2044: 13 
2F 3 1925: 5 1214 1955: 7 18/4 1985: 3 	714 2015: 5 05/4 2045: 1 

1596 11 1926: 6 04/4 1956: 8 01/4 1986: 4 30/3 2016: 13 27/3 2046: 2 
1891: 6 1927: 717/4 1957: 3 2114 1987: 5 1/4 2017: 1 	16/4 2047: 3 
1898' 1 1928: 808/4 1958: 406/4 1988' 13 	3/4 2018: 20114 2048: 11 
1899: 1 1929: 331/3 1959: 529/3 1989: 126/3 2019: 321/4 2049: 6 
1900: 2 1930: 4 2014 1960: 13 17/4 1990: 2 15/4 2020: 11 	1214 2050: 7 

CALENOM 	1 / CALE)CRIER 	1 
S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S 
D 	L 	M 	M 	J 	V 	S DLMHJVS D 	L 	M 	M 	J 	V 	S DLPIMJVS 

January 	Janvier February 	Iévrier March 	 Mars April 	Avril 
1234567 1234 1734 1 
8 	9 10 11 	12 13 14 5 	6 	7 	8 	9 10 11 S 	6 	7 	8 	9 10 11 2 	3 	4 	5 	6 	7 	8 

15 16 17 18 19 20 21 12 13 14 	5 16 17 18 12 13 14 15 16 17 18 9 10 	11 	12 13 14 15 
22 23 24 25 26 27 28 192021?2232425 19 20 21 22 23 24 25 16 17 18 19 20 21 22 
29 30 31 26 27 28 26 27 28 29 30 31 23 24 25 26 27 28 29 

30 

May 	 Hal June 	 Juin July 	Juillet August 	AoOt 
123456 123 1 12345 

7 	8 	91011 	1213 4 	5 	6 	7 	8 	910 2 	3 	4 	5 	6 	7 	8 6 	7 	8 	9101112 
14 15 16 17 18 19 20 11 	12 13 14 15 16 17 9 10 11 	12 13 14 15 13 14 15 16 17 18 19 
21 22 23 24 25 26 27 18 19 20 21 22 23 24 16 17 18 19 20 21 22 20 21 22 23 24 25 26 
28 29 30 31 25 26 27 28 29 30 23 24 25 26 27 28 29 27 28 29 30 31 

30 31 

Septenter 	Septetthre October 	Octobre Novetrber 	Novetitre Decenber 	Deceirbre 
12 1234567 1234 12 

3 	4 	5 	6 	7 	8 	9 8 	9 10 1112 13 14 5 	6 	7 	8 	9 10 	11 3 	4 	5 	6 	7 	8 	9 
10 	11 	12 13 14 	15 16 15 16 17 18 19 20 71 17 13 14 15 16 17 	18 10 11 	12 13 14 15 16 
1: 	18 19 20 21 22 23 22 7324 25 26 27 28 19 20 21 22 23 24 25 1718 1970 21 22 23 
24 2 1) 26 77 28 79 30 29 30 31 76 77 78 29 30 24 75 26 27 28 29 30 

31 
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CALENDM 	2 / CALENDRIER 	2 
S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S 
OMMJVS OLMMJVS 0MMJVS OLMMJVS 

January 	Janvier February 	Février March 	 Mars April 	Avril 
123456 123 123 1234567 

78910111213 45678910 45678910 891011121314 
14 15 16 1718 19 20 11 	12 13 14 	15 16 17 11 	12 13 14 15 16 17 15 16 17 18 19 20 21 
21 22 23 24 25 26 27 18 19 20 21 22 23 24 18 19 20 21 22 23 24 22 23 24 25 26 27 28 
28 29 30 31 25 26 27 28 25 26 27 28 29 3031 29 30 

May 	 Hal June 	 Juin July 	JuIllet August 	AoOt 
12345 12 1234567 1234 

6 	7 	8 	9 10 11 12 3 	4 	5 	6 	7 	8 	9 8 	9 10 11 	12 13 14 5 	6 	7 	8 	9 10 11 
1314 15 16 17 1819 10111213141516 15 16 17 18 19 20 21 12 13 14 15 16 17 18 
2021 22 23 24 25 26 17181920212223 22232425262778 19202122232425 
27 28 29 30 31 24 25 26 27 28 29 30 29 30 31 26 27 28 29 30 31 

Septeater 	Septecthre October 	Octobre Noventer 	Noventre Oecenber 	Décentre 
1 123456 123 1 

2 	3 	4 	5 	6 	7 	8 7 	8 	9101112 13 4 	5 	6 	7 	8 	910 2 	3 	4 	5 	6 	7 	8 
9 10 11 	12 13 14 15 14 15 16 17 18 19 20 11 	12 13 14 15 16 17 9 10 11 	12 13 14 15 

16 17 18 19 20 21 22 21 22 23 24 25 26 27 18 19 20 21 22 23 24 16 17 18 19 20 21 22 
23 24 25 26 27 28 29 28 29 30 31 25 26 27 28 29 30 23 24 25 26 27 28 29 
30 3031 

CALENDAR 	3 / CALENDRIER 	3 
SMTWTIS S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S 
DIMMJVS D 	L 	M 	M 	J 	V 	S OLMMJVS DLMMJVS 

January 	Janvier February 	Février March 	 Mars April 	Avril 
12345 12 12 123456 

6 	7 	8 	9 10 11 	12 3 	4 	5 	6 	7 	8 	9 3 	4 	5 	6 	7 	8 	9 7 	8 	9 10 11 	12 13 
13 14 15 16 17 18 19 10 11 	12 13 14 15 16 10 11 	12 13 14 15 16 14 15 16 17 18 19 20 
20 21 22 23 24 25 26 1718 19 20 21 22 23 17 	10 10 2021 	22 23 21 	22 23 24 26 26 27 
27 28 29 30 31 24 25 26 27 28 

May 	 Hal June 	 Juin : 	v 
1234 1 123466 123 

567891011 2345678 78910111213 4567891)) 
12 13 14 15 16 17 18 9 10 11 12 13 14 15 14 15 16 17 18 19 20 11 	12 13 14 15 16 17 
19 20 21 22 23 24 25 16 17 18 1920 21 22 21 22 23 24 25 26 27 18 19 2021 22 23 24 
26 27 28 29 30 31 23 24 25 26 27 28 29 28 29 30 31 25 26 27 28 29 30 31 

30 

Septenter 	Septeebre October 	Octobre Noveeber 	Noveebre Deceeter 	DAceivbre 
1234567 12345 12 1234567 
8 	9 10 11 	12 13 14 6 	7 	8 	9 10 11 12 3 	4 	5 	6 	7 	8 	9 8 	9 10 11 	12 13 14 

15 16 17 18 19 20 21 13 14 15 16 17 18 19 1011 	12 13 14 15 16 15 16 17 18 19 20 21 
22 23 24 25 26 27 28 20 21 22 23 24 25 26 17 18 19 20 21 22 23 22 23 24 25 26 27 28 
29 30 27 28 29 30 31 24 25 26 27 28 29 30 29 30 31 

S 
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S 

May 	 Mai 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
26 26 27 28 29 30 31 

Septeber Septentre 
123456 

7 8 9 10 11 12 13 
14 15 16 1718 19 70 
21 22 23 24 25 26 27 
28 29 30 

CALENDAR 5 / CALENDRI 
S M T W T IS 
DI 1IMJ VS 

January 	Janvier 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 31 

May 	 Mal 
12 

3456789 
10 11 12 13 14 15 16 
17 18 19 20 21 22 23 
24 25 26 27 28 29 30 
31 

Septenber Septeebre 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 78 29 30 

June 	 Juin 
1 23 	567 
8 9 1011 12 13 14 

15 16 17 IE 19 20 21 
22 23 24 2E 26 27 28 
29 30 

October 	Octobre 
1234 

5 6 7 8 9 10 11 
12 13 14 15 16 17 18 
19 20 21 22 23 24 25 
26 27 28 29 30 31 

ER 5 
S M T W T F S 
D L M M J V S 

February 	Février 
1234567 
8 9 1011 12 13 14 

15 16 17 18 19 20 21 
22 23 24 25 26 27 28 

June 	 JuIn 
123456 

7 8 9 10 11 12 13 
14 15 16 1718 19 20 
21 22 23 24 25 26 27 
28 29 30 

October 	Octobre 
122 

4 5 6 7 8 910 
11 12 1314 15 16 17 
18 19 20 21 12 23 24 
25 26 27 78 19 30 31 

SMTWTIS 
DLMMJVS 

March 	 Mars 

2345678 
9 1011 12 13 14 15 

16 17 18 19 20 21 22 
23 24 25 26 27 28 29 
30 31 

July 	JuIllet 
12345 

6 7 8 9 1011 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 28 29 30 31 

Noveriter 	Novefrtre 

2345678 
9 1011 12 13 14 15 

16 17 18 19 20 21 22 
23 24 25 26 27 28 29 
30 

S M T W T FS 
DFMMJVS 

March 	 Mars 
1234567 
8 9 10 11 12 13 14 

15 16 1718 19 2021 
22 23 24 25 26 27 28 
29 30 31 

July 	Juillet 
1234 

6 6 7 8 9 10 11 
12 13 14 15 16 17 18 
19 70 21 22 23 24 25 
26 27 28 29 30 31 

Novetther 	Novetthre 
1234567 
8 9 1011 12 13 14 

15 16 1718 19 70 21 
22 23 24 25 26 27 28 
29 30 

SMTWTFS 
D L M M J V S 

April 	Avril 
12346 

6 7 8 9 10 11 12 
13 14 16 16 1718 19 
20 21 22 23 24 25 26 
27 28 29 30 

August 	AoOt 
12 

3456789 
10 11 12 13 14 15 16 
1718 19 20 21 22 23 
24 25 26 27 28 29 30 
31 
Decenter 	Déceetre 

123456 
7 8 9 10 11 12 13 

14 15 16 17 18 19 213 
21 22 23 24 25 26 27 
28 29 30 31 

SMTWTIS 
01 M M J V S 

April 	Avril 
1234 

5 6 7 8 9 1011 
12 13 14 15 16 11 18 
19 70 21 22 23 24 26 
26 27 28 29 30 

August 	AoOt 

2345678 
9 1011 12 1314 15 

16 17 18 19 20 21 22 
23 24 25 26 27 28 29 
30 31 

Deceeter 	Déceetre 
12345 

6 7 8 9 10 11 12 
13 14 15 16 1718 19 
20 21 22 23 24 25 26 
27 78 29 30 31 

CALENDAR 4 / CALEN[ 
11 T W I F S S 	0 F M N J V S 

J,nuary 	Janvier 
1734 

5 6 7 8 9 1011 
12 13 14 15 16 17 18 
19 20 21 22 23 24 25 
26 27 28 29 30 31 

LIER 	4 
S M T 4 T F S 
D L M IJ VS 

February 	Février 

2 3 4 h 6 7 8 
9 1011 1.' 13 14 15 

16 1718 1 1 1 20 2122 
23 24 25 26 27 28 

is 
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CALENDAR 6 / CALE#1D 
S M T W T F S 
DLMMJVS 

January 	Janvier 
12 

3456789 
10 11 12 13 14 1516 
1718 19 20 21 22 23 
24 25 26 27 28 29 30 
31 

May 	 Mal 

2345678 
9 10 11 12 13 14 15 

16 17 18 19 20 21 22 
23 24 25 26 27 28 29 
30 31 

Septeeter Septeithre 
1234 

5 6 7 8 9 10 11 
12 13 14 15 16 17 18 
19 20 21 22 23 24 25 
26 27 28 29 30 

ER 6 
S M T W T F S 
OLMMJVS 

February 	Février 
I 23456 

7 8 9 1011 12 12 
14 15 16 1718 19 20 
21 22 23 24 25 26 27 
28 

June 	 JuIr 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 16 
20 21 22 23 24 25 26 
27 28 29 30 

October 	Octobre 
12 

3456789 
10 11 12 13 14 15 16 
17 18 19 20 21 22 22 
74 25 26 27 28 29 30 
31 

S M T W T F S 
DLMMJVS 

March 	 Mars 
123456 

7 8 9 10 11 12 13 
14 15 16 17 18 19 20 
21 22 23 24 25 26 27 
28 29 30 31 

July 	JuIllet 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 31 

Noventer 	Noventre 
123456 

7 8 9 10 1112 13 
14 15 16 17 18 19 20 
21 22 23 24 25 26 27 
78 29 30 

S M T W T F S 
DLMMJ VS 

April 	Avril 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 

August 	AoOt 
1234567 
8 9 10 11 12 13 14 

15 16 17 18 19 20 21 
22 23 24 25 26 27 28 
29 30 31 

Deceiter 	Decentre 
1234 

5 6 7 8 9 1011 
12 13 14 15 16 17 18 
19 20 21 22 23 24 25 
26 27 28 29 30 31 

CALENDAR 7 / CALENDRIER 7 
S M T W T F S 	S M T W T F S 	S M T W T F S 	SMTWTIS 
OLMMJVS 	OLMMJVS 	D L M M J V S 	DtMMJVS 

January 	Janvier 	February 	Fevrler 	March 	 Mars 	April 	Avril 

	

1 	 12345 	 12345 	 12 
2 3 4 5 6 7 8 	6 7 8 9101112 	6 7 8 9101112 	3 4 5 6 7.8 9 
9 10 11 12 13 14 15 	13141516171819 	13 14 15 16 17 18 19 	1011171314 1515 

16 17 18 10 20 21 27 	20 21 27 23 74 25 76 	20 21 22 23 24 2526 	17 18 10 20 21 22 22 
2324 :.2.1 2'2520fl31 	242L7(,27?182230 
30 31 

May 	 i 	 ii 1 1 	 y 	 iii I 	IM 	/',IJl 	t. 

1234061 	 1234 	 1? 	123456 
8 9 10 11 12 13 14 	5 6 7 8 9 10 11 	3 4 5 6 7 8 9 	7 8 9 10 11 12 13 

15 16 17 18 19 20 21 	12 13 14 15 16 17 18 	10 11 12 13 14 15 16 	14151617181920 
22 23 24 25 26 27 28 	19 20 21 22 23 24 25 	17 18 19 20 21 2223 	21 22 23 24 25 26 27 
29 30 31 	 26 27 28 29 30 	24 25 26 27 28 29 30 	.28 29 30 31 

31 

Septenter Septethre October 	Octobre 	Noventer 	Noventre 	Decenter 	Decentre 

	

123 	 1 	 12345 	 123 
45678910 	2345678 	6789101112 	45678910 

11 12 13 14 15 16 17 	9 10 11 12 13 14 15 	13 14 15 16 17 18 19 	11 12 13 14 15 16 17 
18 19 20 21 22 23 24 	16 17 18 19 20 21 22 	20 21 22 23 24 25 26 	18 19 20 21 22 23 24 
25 26 27 28 29 30 	23 24 25 26 27 28 29 	27 28 29 30 	 25 26 27 28 29 30 31 

30 31 

S 
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S M T W T F S 
DL N P13 VS 

March 	Mars 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 31 

July 	Julllet 
1234567 
8 9 10 11 12 13 14 

15 16 17 18 19 20 21 
22 23 24 25 26 27 28 
29 30 31 

Noveeber 	Noveetre 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 

S M T W T F S 
Dl M M J VS 

March 	Mars 
1? 

3456789 
10 ii 12 13 14 15 16 
1718 19 20 21 22 23 
24 25 26 27 28 29 30 
31 

July 	Juillet 
123456 

7 8 9 10 11 12 13 
14 15 16 17 18 19 20 
21 22 23 24 25 26 27 
28 29 30 31 

Noveeber 	Novent,re 
12 

3456789 
10 11 12 13 14 15 16 
1718 19 20 21 22 23 
24 25 26 27 28 29 30 

SMTWTFS 
DL MP1J VS 

March 	Mars 

2345678 
9 10 11 12 13 14 15 

16 1718 19 20 21 22 
23 24 25 26 27 28 29 
30 31 

July 	Juillet 
12345 

6 7 8 9 10 II 17 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 28 29 30 31 

S M T W T F S 
DLMMJVS 

April 	Avrll 
1234567 
8 9 10 11 12 13 14 

15 16 1718 19 20 21 
22 23 24 25 26 27 28 
2930 

August 	AoOt 
1234 

5 6 7 8 9 1011 
12 13 14 15 16 17 lB 
19 20 21 22 23 24 25 
26 27 28 29 30 31 

Deceetier 	Deceetre 

2345678 
9 1011 12 13 14 15 

16 17 lB 19 20 21 22 
23 24 25 26 27 28 29 
30 31 

S M T W T FS 
DL M M J VS 

April 	Avril 
123456 

7 8 9 10 11 12 13 
14 15 16 1718 19 20 
21 22 23 24 25 26 27 
28 29 30 

August 	AoOt 
123 

4 5 6 7 8 910 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 31 

Decenber 	04centre 
1234567 
8 9 10 11 12 13 14 

15 16 1718 19 20 21 
22 23 24 25 26 27 28 
29 30 31 

SPIT WI IS 
DL MPIJ VS 

April 	Avrll 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 28 29 30 

August 	 AoUt 
12 

3456789 
10 11 12 13 14 15 16 
17 18 19 70 21 27 23 
74 75 26 77 78 29 30 
31 

CALENDM 	8 / CALENORIER 	8 
SMTWTFS 
III 	MMJVS 

SPITWTFS 
D 	L 	M 	M J 	V 	S 

Irifluary 	Janvier February Février 
234567 1234 

8 	9 10 II 	12 13 14 5 	6 	7 	8 9 10 11 
15 16 1718 19 20 21 12 13 14 15 16 17 18 
22 23 24 25 26 27 28 19 20 21 22 ,3 24 25 
29 30 31 26 27 28 29 

May 	Mai June Juin 
12345 12 

6789101112 3456789 
13 14 	15 16 17 18 19 1011121341516 
20 21 22 23 24 25 26 17181920; 1 12223 
2728293031 24252627282930 

Septeeber 	Septeebre October Octobre 
1 123456 

2345678 7891011213 
g 1011 	12 13 14 15 14 15 16 17 8 19 20 

16 1718 19 20 21 22 21 22 23 24 '5 26 27 
23 24 25 26 27 28 29 28 29 30 31 
30 

CALENDN1 	9 / CALEPIDRIER 	9 
S 	M 	T 	W 	T 	F 	S S 	M 	T 	W T 	F 	S 
DLPIMJVS DtMMJVS 

January 	Janvier February Ievrier 
123456 123 

7 	8 	910 11 	12 13 4 	5 	6 	7 8 	9 10 
14 15 16 17 10 19 20 11 	12 13 	14 15 	16 	17 
21 722324252627 10192071 '22374 
28 ?) 30 31 25 26 27 20 '9 

. 	
Mdy 	 Mai 

1 2 3 4 
5 6 7 8 9 1011 

12 13 14 15 16 1718 
19 20 21 22 23 24 25 
26 27 28 29 30 31 

Septeeber Septeebre 
1234567 
8 9 10 11 12 13 14 

15 16 17 18 19 20 21 
22 23 24 25 26 27 28 
29 30 

CALENDAR 10 / CALENOR 
SMIWTFS 
DL M M J VS 

January 	Janvier 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 28 29 30 31 

May 	Mal 	June 	Juin 

	

123 	1234567 

	

45670910 	891011121314 

	

11 171314151617 	15 16 17 18 19 20 21 

	

10192021222324 	22 23 24 25 26 27 28 

	

25 26 27 28 29 30 31 	29 30 

june 	liii C 

2345678 
9 10 11 12 13 14 15 

16 1718 19 20 21 22 
23 24 25 26 27 28 29 
30 

October 	Octobre 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 27 73 24 25 26 
27 28 29 30 31 

ER 10 
S PP T WI FS 
DL PP NJ VS 

February 	Février 
12 

3456709 
10 11 12 13 14 15 16 
1718 19 20 21 2223 
24 25 26 27 28 29 

Decenber 	Décentre 
123456 

7 8 9 1011 12 13 
14 15 16 1718 19 20 
21 22 23 24 25 26 27 

	

;cnter Septeebre 	October 	Octobre 	Novenber 	Novenbre 

	

23456 	1234 	 1 

	

/8910111213 	567891011 	2345678 

	

151617181920 	12 13 14 15 16 17 18 	9 10 11 12 13 14 15 

	

/1227324252627 	19 20 21 22 23 24 25 	16 17 18 19 20 21 22 
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28 29 30 26 27 28 29 30 31 

CALENOM 11 / CALENDRIER 	11 
S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S 
OLMMJVS DMMJVS DLMN 

January 	Janvier February 	Février March 	 Mars April 	Avril 
1234 1 1234567 1734 

5 	6 	7 	8 	9 10 11 2 	3 	4 	5 	6 	7 	8 8 	9 1011 12 13 14 5 	6 	7 	8 	9 10 11 
12 13 14 15 16 17 18 9 10 	11 	12 13 14 	15 15 16 17 18 19 20 21 12 13 14 15 16 17 18 
19 20 21 22 23 24 25 16 1718 19 20 21 22 22 23 24 25 26 27 28 19 20 21 22 23 24 25 
26 27 28 29 30 31 23 24 25 26 27 28 29 29 30 31 26 27 28 29 30 

May 	 Mal June 	 Juin July 	Juillet August 	AoOt 
12 123456 1234 1 

3 	4 	5 	6 	7 	8 	9 7 	8 	9 10 11 	12 13 5 	6 	7 	8 	9 10 11 2 	3 	4 	5 	6 	7 	8 
10 11 	12 13 14 15 16 14 15 16 17 18 19 20 12 13 14 15 16 17 	18 9 10 11 	12 13 14 15 
17 18 19 20 21 22 23 21 22 23 24 25 26 27 19 20 21 22 23 24 25 16 17 18 19 20 21 22 
24 25 26 27 28 29 30 28 29 30 26 27 28 29 30 31 23 24 25 26 27 28 29 
31 3031 

Septenter 	Septentre October 	Octobre Noveither 	Nnveithre Deceither 	Décetthre 
12345 123 1234567 12345 

6 	7 	8 	9 10 11 12 4 	5 	6 	7 	8 	9 10 8 	9 10 11 12 13 14 6 	7 	8 	9 10 11 	12 
13 14 15 16 17 18 19 11 	171314151617 15 16 17 18 19 20 21 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 18 19 2021 22 23 24 22 23 24 25 26 27 20 20 21 22 23 24 25 26 
27 28 29 30 25 26 27 28 29 30 31 29 30 27 28 29 30 31 

CALENDAR 12 / CALENDRIER 	12 
S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S S 	M 	T 	W 	T 	F 	S 
OLMMJVS D 	L 	M 	M 	J 	V 	S I)FMMJVS DIMMJVS 

January 	Janvier February 	Févrler March 	 Mars April 	Avril 
123 1234567 123456 123 

4 	5 	6 	7 	8 	9 10 8 	9 10 11 	12 13 14 7 	8 	9 10 11 	12 13 4 	5 	6 	7 	8 	9 10 
11 	12 13 14 15 16 17 15161710192021 14 15 16 17 18 19 20 11 	12 13 14 15 16 17 
18 19 2021 22 23 24 22 23 24 25 26 27 28 21 22 23 24 25 26 27 18 19 20 21 22 23 24 
25 26 27 28 29 30 31 29 28 29 30 31 25 26 2728 29 30 

May 	 Mal June 	 JuIn July 	Juillet August 	Aoit 
1 12345 123 1234567 

2 	3 	4 	5 	6 	7 	8 6 	7 	8 	9 10 11 	12 4 	5 	6 	7 	8 	910 8 	9 10 11 12 13 14 
9 10 11 	12 13 14 15 13 14 15 16 17 18 19 11 	12 13 14 15 16 17 15 16 17 18 19 20 21 

16 17 18 19 20 21 22 20 21 22 23 24 25 26 18 19 20 21 222374 22 23 24 25 26 27 28 
23 24 25 26 27 28 29 27 28 29 30 25 26 27 28 29 30 31 29 30 31 
30 31 

Septenter 	Septentre October 	Octobre Noventer 	Noventre Deceirter 	Décentre 
1234 12 123456 1234 

5 	6 	7 	8 	9 10 11 3 	4 	5 	6 	7 	8 	9 7 	8 	9 10 11 	1213 5 	6 	7 	8 	9 10 11 
12 13 14 15 16 17 18 10 11 12 13 14 15 16 14 15 16 17 18 19 20 12 13 14 15 16 17 18 
19 20 21 22 23 24 25 1718 19 20 2122 23 21 22 23 24 25 26 27 19 20 21 22 23 24 25 
26 27 28 29 30 24 25 26 27 28 29 30 28 29 30 26 27 28 29 30 31 

31 

. 
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CALENDAR 13 / CALENI 
S M T W T F S 

. 	
11 I P1 P1 J V S 

Fr)nuary 	Janvier 
12 

:1 4 5 6 7 8 9 
10 Il 12 13 14 15 16 
17 18 19 20 21 22 23 
24 25 26 27 28 29 30 
31 

May 	 Mai 
1234567 
8 9 10 11 12 13 14 

15 16 17 18 19 20 21 
22 23 24 25 26 27 28 
29 30 31 

IER 13 
S M T W T F S 
DIMMJVS 

February 	Fvrier 
123456 

7 8 9 10 11 12 13 
14 15 16 1718 19 20 
21 22 23 24 '5 26 77 
28 29 

June 	 Juin 
1234 

5 6 7 8 9 10 11 
1213 14 15 6 17 18 
19 20 21 22 73 24 25 
26 27 28 29 30 

. 

Septenter Septerthre 
123 

4 5 6 7 8 910 
11 1213 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 

CALENDAR 14 I CALENOR 
S M T W T FS 
DL M M J VS 

January 	Janvier 

2345678 
9 10 11 12 13 14 15 

16 17 18 19 20 21 22 
73 24 25 26 27 28 29 
30 31 

May 	 Mai 
123456 

7 8 9 10 11 12 13 
14 15 16 1718 19 20 
21 22 23 24 25 26 27 
28 29 30 31 

October 	Octobre 

2345678 
9 1011 12 13 14 15 

16 1718 19 .F0 21 22 
23 24 25 26 7 28 29 
30 31 

ER 14 
S M T W T F S 
DLMMJVS 

February 	Février 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 28 29 

June 	 Juir 
123 

4 5 6 7 8 9 10 
11 12 13 14 15 16 17 
18 19 20 21 22 23 24 
25 26 27 28 29 30 

S M T W T F S 
D L M M J V S 

March 	 Mars 
12345 

6 7 8 9 1011 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
77 28 29 30 31 

July 	JuIllet 
12 

3456789 
10 11 12 13 14 15 16 
17 18 19 20 21 72 23 
24 25 26 27 28 29 30 
31 

Noventer 	Noventre 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 22 23 24 25 26 
27 28 29 30 

S M T W T IS 
DL M M J V S 

March 	 Mars 
1234 

5 6 7 8 9 10 11 
12 13 14 15 16 17 18 
19 20 21 22 23 24 25 
26 27 28 29 30 31 

July 	JuIllet 

2345678 
9 1011 12 13 14 15 

16 17 18 19 20 21 22 
23 24 25 26 27 28 29 
30 31 

Noventer 	Noventre 
1234 

5 6 7 8 9 10 11 
12 13 14 15 16 17 18 
19 70 71 22 23 24 25 
26 27 28 29 30 

S M T W T ES 
DL M M J VS 

April 	Avril 
12 

3456789 
10 11 12 13 14 15 16 
1718 19 20 21 22 23 
24 25 26 27 28 29 30 

August 	AoOt 
123456 

7 8 9 10 11 12 13 
14 IS 16 17 18 19 20 
21 22 23 24 25 26 27 
28 29 30 31 

fleceirber 	Deceithre 
123 

4 5 6 7 8 910 
11 12 1314 15 16 17 
18 19 20 21 22 23 24 
25 76 27 28 79 30 31 

S M T W T F S 
D L M M J V S 

April 	Avril 

2345678 
9 10 11 12 13 14 15 

16 1718 19 20 21 22 
23 24 25 26 27 28 29 
30 

August 	AoOt 
12345 

6 7 8 9 10 11 12 
13 14 15 16 17 18 19 
20 21 22 23 24 75 26 
77 28 29 30 31 

Decenber 	Déceithre 
12 

3456789 
10 11 12 13 14 15 16 
1718 19 20 71 22 23 
24 25 26 27 28 29 30 
31 

1] 

Septerrber Septerrbre October 	Octobre 
12 	1234567 

3456789 	891011121314 
1011 12 13 14 15 16 	15 16 17 18 19 20 21 
17 18 19 20 21 22 23 	22 23 24 25 26 27 28 
24 25 26 27 28 29 30 	29 30 31 
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STATISTICS CANADA 
BIK 'HI -IEQj STATISTP 	ii 

101 0386856 
	

. 

1 %ATF 

0 


