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THE QUALITY OF STATISTICAL PRODUCTS

GLJ.CL Hole, October 2, 1585

ABSTRACT
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QuUaiily neaiis [or users aild producers of statistical wformation. It descrices the current
state OF mhadwirdne, current practices in describip and rneasuring guelity Snd Sracioy:
ProSicins 1 aCluevily ideal goals in this regard. Desirabie attribiuzes of Gudiily data are
presented. A totai survey model for mean square error tnar inciuges SAMPLAE J4Nd non-

SAMPhiNgG errors s discussed along with 1is limitations.

There is discussion on the difficulties encountered in presenting quality indications to users
for derived statistics such as National Accounts and Price Index numbers or when estimates
are mocel based {for example in demographic and economic procjections, smail arez or
synthetic estimation), or are the results af seasonal adjustment of economic and social tim
series.

Finaily conditional inference and the conditions that should obtain for statistical agenc:es w
use this technique are presented. The conclusion presents issues relating to guality whick
statistical agencies have to address in spite of the scarcity of resources.

LA GUALITE DES PRODUITS STATISTIQUES

G.J.C. Hole, 2 octobre 1985

RASTMA

Le document vise 3 stimuler la discussion sur la facon de définir la cnlitéd
et ce qu'elle signifie pour les utilisateurs et les proxlucteurs de
l'information statistique. Il décrit 1'état actuel des connaissances, les
pratiques courantes de description et de mesure de la qualité et les proplémes
pratiques que pose la réalisation des objectifs idéaux A ce titra. Iles
caractéristiques souhaitables des données qualitatives sont présentées. Le
document expose un modele d'enquéte global pour 1l'erreur quadratique moyenne
qui comprend les erreurs d'échantillonnage et d'observation, ainsi que ses
limites.

Le document expose les difficultés de la présentation d'indications
qualitatives aux utilisateurs pour des statistiques calculdes telles que les
comptes nationaux ou les indices de prix, ou lorsque les estimations sont
basées sur un modéle (projections démographiques et économiques, estimations
de petites régions ou synthétiques, etc.) ou sont le résultat de la
désaisonnalisation de séries chronologiques économiques et sociales.

Enfin, le document met en doute 1l'inférence conditionnelle et les
circonstances dans lesquelles les organismes statistiques peuvent utiliser
cette technique. Ia conclusion expose les problémes se rattachant 3 la
qualité que les organismes statistiques doivent résoudre en dépit de la rareté
des ressources.
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THE QUALITY OF STATISTICAL PRODUCTS

G.J.C. Hole, September 1985

Introduetion

Thte cohjective of this paper is to stimulate discussion on how to define quality, anu wnat
quality means for users and producers of statistical information. [t describes the current
state of krowledge, current practices in deseribing and measuring quality and praetical

problems in achieving ideal goals in this regard.

Desirable attributes of quality data will be presented. A total survey model for mean
square error that includes sampling and non-sampling errors will be discussed along with

its limitations.

The papar will touen on gquality of derived statistics such as National Aceounts and Price
Index numbers where data are inserted in a formula to estimate concepts which otherwise

have no physical realizaticn.

The penultimate section is concerned with difficulties in presenting quality indicaticns to
users when estimates are model based (for example in demographic and economic
proiections, small area or synthetic estimation), or are the results of seasonal adjustment
of economic and social time series. This section asks essentially what a statistical ageney

should be doing in this area.

Finally there is a section concerned with conditional inference and the conditions that
should obtain for statistical agencies to use this technique based on identifiable subsets in

selected samples which often will allow more precise inferences.
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[I. How to define quality? What does it mean?

Quality may, like beauty, lie in the eye of the beholder. For statistical agencies, the
"beholder" will be the data users, primarily those involved in public policy decisions who

make use of the data they produce.

Ivan Felliagi (1979) distinguishes between the ideal concept required for input to decision
making (anything from a decision model through tempering by judgement to arn
unstructured accumulation of experience) of a particular user, and that operational
concept which can be measured (datum) and summarized (statistic) that may meet the
user requirements in his model. In so doing he distinguishes between three qualities:
validity, relevance and accuracy. His definitions and discussions of these follow together

with that on misleading data.

Before doing so it is interesting to compare Fellegi's taxonomy with that of Savage's
(1976). Savage points out that statistical texts are much concerned with quality of data
but the context is usually too narrow for the work of statistical agencies. Data can be
collected. processed, and disseminated in many ways. The quality of the data will depend
on the potential uses and benefits from the data. From the viewpoint of a statistical
agency Savage outlines three aspects of data quality: documentation, timeliness and
balance. Savage believes that data users should be able to locate properties of the data:

(a) What methods were used for collecting the data? (b) How are the terms
defined? (c) How were the data processed? (d) What is the error structure of the
data, known biases, standard errors? (e) What are the available formats for the

data? (f) How do these data fit in terms of definitions to related data?

Providing the answers to such questions he calls documentation. Documentation is

essential for informed use. Timeliness of data is important to decision makers and in
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planning preset timing of data releases. Where appropriate there may be a trade-off
between timeliness and accuracy. Savage's balance is similar to Fellegi's relevance
though the former empnasizes that the system must also have balance in the amounts of
data for different purposes. Delicate questions arise of how to divide statistical budgets
among data packages and of how large shouid the budgets be for the overall data program.
The usual problem in setting statistical oriorities is how muech of what kind ot data to

collect; not, whether some data should be collerted.

One further aside is perhaps necessary. Besides defining the concept, definition and
measurement for each piece of data it is extremely useful for users and designers to have
access to the data model assumed for specific economie or social domains. These models
may be displayed in flow-chart, mathematical or other ways. Users will be assisted in
deciding whether the resulting data will serve a particular purpose. Designers will be
assisted in ensuring that component series do contribute and integrate properly when
aggregated for different purposes (eg. econcmic data for an industry sector and Industry

Accounts). An example is the basic model of Health,

i Risk | ! Health i ‘ — .
! Factors, — | Status | — > | equences .
| | | | |

which underlies the Canada Health Survey (Health and Welfare Canada, Statistics Canada,

1981). Another example is provided by "Les Comptes Satellites" (France, 1972).
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[II. Some key concepts

1. Validity
Data collection typically involves compromises between the concept a decision maker
might wish to measure (the "ideal concept') and what is possidble and practical to
measure (the "operationalized concept"). For example, one may have an ideal concept
in mind as to how unemployment status should be defined in the context of a decision
problem at hand. Different users faced with different decision problems may well
have different ideal concepts. However, those involved in actually conducting a
household survey may decide that a concept, in order to be measurable with reasonabie
accuracy, must be related to some concrete activities of individuals which, if they are
questioned about them, they are likely to remember. The respondent not only has to
be able to remember his activities, he should also be disposed to respond, willing to
accept the burden of response, ete. All of these considerations may lead a survey

taker to accept compromises in the concept to be measured. In Statistics Canada this
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consideration was a significant reason for the development of the activity-based
concept of employment used by the Labour Force Survey (LFS) over a long period of
time. The distance between a given user's "ideal" concept and the operationalized
concept actually used measures the validity of the data for the given use. For
example, the operationaiized concept of unempluyment used in the LFS is not ideal {or
the purposa of monitoring the number of persons suffering economic hardship as a

result of unemployment, thus affecting the validity of the LFS for this purpase,

It is eritical to understand that, if the resulting data is to have required vaiidity for a
decision maker, the underlying concept must be a close enough approximation within
his decision model, of an aspect of the real world. Thus "ideal" concepts arise within a
decision context. The unemployment concept mentioned above is decisively affected
by the decision context in which this concept was defined -- monitoring the labour

market as opposed to monitoring social or economic well-being. This has clearly major

"y

statistical policy implications: concepts have tc be updated either as a result ¢
changes in the real world, or changes in the decision problems addressed.
Furthermore, often a single concept related to a particular phenomenon carnot fit
exactly the needs of important but different decision problems; in such cases the job
of a statistical agency is either to find the best available compromise, or to collect
(as, for example, in the case of unemployment) sufficient detail to permit the
construction of estimates for alternative definitions of the concept. Given resource

constraints, the latter alternative is only rarely feasible.

Relevance
As indicated above, data only has the potential of becoming information. If the
utilization of data by a decision maker would reduce the uncertainty associated with

his decision, we say that the data are of relevance to him. Clearly, relevance is a
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property of the data in relation to a class of users or uses, not a property of the data
alone. It is a very broad concept. A decision maker with a well articulated decision
problem may, for example, need data on the unemployed. In this case the relevance of
existing data on the unemployed essentially depends upon the distance hetween the
particular concept of unemployed he needs and the one that is availabie. Thus in this
particular case relevanee become synonymous with validity. However, relevarnce is
the broader concept. A decision maker concerned with "general well-being" might
consider data on health, income, housing, cultural activities, etc. all relevant --
depending on the operationalized concepts used. A statistical agency wishing to
render its data as widely relevant as possible must therefore acquire consicderable
knowledge of the decision issues and models of its users, as well as skills in
operationalizing the concepts most useful to decision makers. Such knowledge is

acquired -- except in the case where data are collected by the end users themselves --

through a variety of analytical activities shedding light on the end users' decision

end users. Once again, the notion of relevance has major policy implications for a

statistical agency.

A neeessary (although rot sufficient) condition for data to be relevant in a decision
context is their explanatory power or relatedness with respect to the object of the
decision. In the case of micro data, the inclusion of more than one (carefully chosen)
variable can often exponentially increase the explanatory power (relevance) of the
retrievable statistics. Data on the distribution of the unemployed by age is clearly
vastly more relevant for most purposes than separate data on the age distribution of
the population plus the number of unemployed. Thus the potential relevance of a
micro data base is strongly affected not only by the choice of the concepts measured

but also by the richness of the data base. Furthermore, given the fact that most
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models have to use data from several sources, the useability of a given datum in a
model strongly depends on the ease with which it can be used inintly with other data.
Thus another prerequisite for increasing the relevance of data emerges:

standardization of concepts,

Accuracy

The accurzey of data, broadly defined, is the difference between the actual
measurement of the operationalized concept and the desired (relevant ard valid)
hypothetical, error-free counterpart. It includes the well known components of

measurement and, when applicable, sampling errors.

Furthermore, accuracy is also affected by the extent to which the reference entity is
correctly identified. For example, by failing to include in a group persons who
according to the group definition belong to it, the accuracy of a statistic reiating to
the group is decreased. Accuracy whieh is inadequate for a particular application may

render data irrelevant. Put differently, accuracy commensurate with a given

substantive objective is one of the many attributes of relevant data.

Misleading data

The notions of validity and accuracy lead us to other desirable properties of data. The
concept which is measured is often described only very vaguely or briefly (such as
through the use of a term like "unemployment"). In that case the data user or receiver
of the message may assume the concept to correspond to his or her notion of what
"unemployment" is -- which may or may not be the same as that which was actually
and explicitly implemented. Similarly, urless an explicit statement about accuracy is

provided, the user is free to assume any level for it, including "complete accuracy".
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The result may clearly be potentially misleading. Thus potentiallv misleading data are

data whose concepts and acuracy are inadequately or incompletely described.

Misleading data are those whose concepts and accuracy are incorrectly described.

5. Other possibie aspects of quality (Following U.S. Government, 1373).

(i) Timeliness
a) Quick access to data
b} Minimizing the delay between reference dates and data availability
¢) Capacity to develop new surveys or adept surveys with minimum delay

d) Ability through anticipatory planning to provide for future data needs.

(ii) Preliminary data requiring minimum revisions

This may require a trade-off between timeliness and acuracy, for example, by

rapid fellow-up of a subsample of neon-respondents.

(iii) Consistency

Comparability with similar data collected in another series or consistency of

"signals" from related series.

(iv) Models for Survey Error

This deserves more extensive treatment which is given in the following Section.

IV. Models for Survey Error

The following summary follows Coulter (1984).
Early papers on total survey error, such as that by Deming (1944), outlined the potential

sources of error and discussed the need to consider their varying effects when planning
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data collection operations. As the study of survey error developed, general models were
proposed by Hansen et al. (1951), Sukhatme and Seth (1952), Hansen, Hurwitz, and Bershad
(1361), and others to describe the components of sampling and non-sampling errccr.
Studies were conducted on the correlations between errors which result from influences
such as interviewers or coders, and methods were deveioped {or measuring their cffects.
Feilegi (1964) presented a detailed model whieh included correlations between numerous

error sourees,

Other models have followed which consider both simpie and response variances and
propose methods for evaluating them. Some examples include the U.S. bureau of the
Census survey error model described by Nisseison and Bailar (1976), the discussion of
measurement errors by Cochran (13977), and the model of survey error presented by
Andersen et al. (1979) which was based on an earlier model by Kish (1965). In a recent
paper Hartley (1981) described a model with terms for interviewer, coder, and respondent
csed a sample design to facilitate estimation of these errors. Biemer and
Stokes (1985), based on a general linear model set up provided by the Hartley-Rao (1978)
procedure, dealt with Fellegi's (1374) interpenetrating-noninterpenetrating design for the
census and studied the efficiency of Fellegi-type estimates of correlated response

variance.

It is beyond the scope of this paper to elaborate on the survey models developed; here a
brief presentation of the decomposition of the Mean Square Error for a simple random
sample will be presented following Hansen et al. (1964) and Lyberg (1385). In terms of
this model, the mean S of a simple random sample of size n would be unbiased, with
variance cg/n (ignoring the finite population correction), if all measurements were fully

accurate.



-10 -

As a result of various errors of measurement, the mean may be subject to a bias of
amount B8, and its means square error is

2

MSE(5) = SV « RV + 2CRY + 8

The first term is the sampling varianea, the second is the total responce variance, the
third is twice the covariance between the response and sampling deviations and the fourth
is the squared bias. In case of a compiete census both first and third terms are zero. The
third term may be zero even for certain sampling situations, e.g., when the sample of
units is fixed. It is important to remember that the sampling variance measures
variations induced by the sampling process, while the response variance measures
variations assumed to characterize the measurement operation. An important feature of
the model is its broad applicability: it may be applied to any sequence of survey
operations, i.e., either the full sequence or a subset of operations (for instance,
interviewing and coding). Applied to the full sequence, the response variance refllects
contributions from all operations such as interviewing, coding, editing and so forth.
Applied to coding alone, for instance, the response variance reflects only the coding

variance.

The response variance (RV, the second term) may be split into three main components

namely

RV = SRV + WRV + BRV

where RV = SRV (simple response variance) if response deviations are uncorrelated. In the

presense of correlations, WRV reflects the correlated response deviations effect from
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within the 'operations modules' and BRV reflects the effect from between the modules.
An operations module, like the inerpenetrating sub samples, refers to operations on only a
subset of units but may include the full sequence of operations involved in statistical
production, starting from data eccllection through processing of survey, census or

administrative data.

Further, if all the units in the survey do not respond, which is usually the case, then the
total variance will have additional term (IV) involving contribution due to imputation
(Platek and Gray, 13978). Thus

TV =SV + RV + [V

[Imputation variance, like RV, can further be split into three components namely

VRR being the variance due to the response status of units and WRR and BRR
are the covariances due to the response status of pairs of units within the moduie and

between the module respectiveiy.

If the entire data set is collected and processed through k independent modules giving Xy

..., X, estimates then

y K

2’

will give an unbiased estimate of T*V, where
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T*V =SV +SRV+ WRV+VRR + WRR

=TV - (BRV + BRR ).

Thus if the effect of correlated response deviations and response status between the
'moduies’ is negligible then U unbiasedly estimates the total variance. [t is important to
note that the eombined variance is conceptually estimable from the survey data under the
"right" design, although designs attempting to measure variance components other than
those due to sampling can be 2xcruciatingly complex and expensive. The combined bias is
conceptually not estimable on the basis of the survey data alone. Carefully designed error
assessment programs might permit the estimation of typically lower bounds for some of

the bias components - almost never all of them (Fellegi 1981).

It may also be noted that this model could easily, at least conceptually, be extended to
statisties obtained by using data from administrative files or for statistics obtained by
some Somipmiibn of capsus, survey and administrative filess |Just as in the case 2f =
complete census, an administrative file source would lead to zero contribution from
sainpling variance if the complete set of files are used. What is more important is the
creation of a suitable aumber of independent (or nseudo independent) operations modules
tirough which data are obtained, edited and processed. [f such modules could ve created
it wonld be feasible to get estimates of total variance {(TV) for composite statistics such
as GNP (Gross National Product), CPI (Consumer Price Index). In the following sections

some problems with the assessment of the quality of derived data are discussed.

Conceptually the MSE model is useful in considering the total survey design and the best
allocation of resources to various steps in data collection and processing. In particular
the MSE is useful for deciding between different estimators to select the one with the
smallest MSE. Especially in decision making and other analytical use of data, information
about the bias is required, in order to construct meaningful confidence intervals and tests

of hypotheses.
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All total error models have limitations in that their components are difficult to estimate
without building in an expensive "experimental design" into a survey design but their
strength is that they do draw attention to sources of error which are worth minimising in

design.

. Quality of composite or derived statisties such as National Accounts or Price Index

Numbarg
The paper to this point has been mostly concerned with the quality of data arising direetly

from surveys, censuses, administrative sources or combinations of these sources.
Concern has also been expressed regarding derived statistics such as GNP (Gross National
Product), CPl (Consumer Price Index), Balance of Payments, since we know very little

about the quality of these.

A. National! Accounts Data

Kirkham (1975) discusses some approaches to devising measures of error in GNP. He
points out that if the individual sub-components of the Accounts were directly
measured, then GNP might be expressed as X =.]; X; where X represents GNP and X; is
the ith additive component of GNP. He gives fcla;rlnulae for the bias and variance in the
MSE which could theoretically be estimated, the bias by summing over component

biases and the variance by summing their variances and covariances.

He says this approach suffers from the difficulty of estimating all these components

and the fact that non-linear projection techniques are in fact used in the acecounts.

Kirkham also notes some methods for analysis of the statistical discrepancy (or

"residual error') between GNP and GNE (Gross National Expenditure). He also
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discusses choice of optimum weight p to combine X, a GNP measure and, Y, a GNE
measure to yield T the measure of GNE (=GNP)

T=g% t{l-p)¥
Though not explicitly stated this could be based on estimates of MSE of X and Y. In
practice Canada acdopts p = ; .  Kirkham provides some suggestions for further

research in the hope of stimulating research on this problem by mathematical

statisticians.

An applied mathematician looking at the problem of estimating MSE for National
Accounts estimates might be willing to make use of an additive model to at least
estimate the variance component. Summing over aggregates that are derived from
independent (or what might be assumed to be independent) survey or other sources
would require only a sum of variances. Looking from the design point of view this
approach reveals the importance of unbiased component estimates. Another
pragmatic approsch in the industry accounts might be to model variance arising in
different SIC's. One possibility would be to simply model using size (i.e. the X; above)
as the independent variable, i.e.
var(x)) = A(x)”

and estimate A and a based on available estimates of Var(xi).

In a technical note McDougall (1984) gives some elements of description of data
quality for National Accounts data as follows. For data from the System of National
Accounts the measurement concepts of data quality which have been used most
frequently are accuracy and reliability. They were defined by Johnson (1982) as
follows: accuracy is the proximity of an estimate to a notional true value; reliability
is the proximity of successive estimates for a particular period to the 'final' estimate
for that period (where the 'final' estimate is not necessarily an accurate estimate, i.e.

it may only approximate the notional true value).
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Accuracy

Each of the components of the System of National Accounts is built up from a
large number of series whose accuracy varies from item to item as weil as over
time. The degree of error in @ major aggregate represents a combination of errors
which in practice cannot be completely identified or quantified. Therefore,
assessments of the accuracy of national aceounts estimates must be made largely

cn the basis cf subjective judgements and qualitative assessments,

A quantitative measure of accuracy which is available for two components of the
System of National Accounts is the statistical diserepancy. The Residual Error of
Estimate in the case of the National Income and Expenditure Accounts and the Net
Errors and Omissions in the Balance of Payments measure the statistical
discrepancy in each set of accounts. Areas of concern regarding the statistical
discrepancy are its size, its variability, whether it is biased, and whether it displays
seasonality. [t does not necessarily fcllow, however, that a zerc statistical

discrepancy indicates the absence of measurement error.

Reliability

The measures of reliability of most interest are those which compare the
preliminary estimate for a period (usually in percentage change rather than
level form) with the final estimate for the same period since it is the estimate
as it first appears (or after the first few revisions) that receives the most
attention from economic analysts and policy-makers. The following statistical

measures are useful in assessing the reliability of a series Johnson (1982):

MEAN BIAS = ﬂ%—F)—
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RELATIVE Bias = =B=FL + 100
ZIF|
| pP-
MEAN DISPERSION (absolute) = Z'pnF'
, ‘ _gip-F|
RELATIVE DISPERSION = S7=C x 100
STANDARD DEVIATION = ’ﬂn—r’—

where P = Preliminary estimate
F = final (latest available) estimate
both expressed in terms of percentage changes
n = number of estimates

The absence of revisions to a series is not necessarily an indication of its
reliability but more a reflection of the lack of more accurate information.
Quantitative measures of data guality other than those described sabove are
required for aggregate data compiled from numerous sources. One suggested
method of measuring the variability of an aggregate series over time is to
model the time series with an ARIMA (Autoregressive Integrated Moving
Average) model. Since a model of this type uses only the information contained
in the series itself, the confidence intervals about the estimated values can be

used as measures of the total variability in the series regardless of its source.

Index Number Data

Allen (1975) points out the difficulties in moving from a concept that an index
is intended to measure in a particular application first to select a measure or
estimator of the concept and then to estimate and display the sampling and
other errors. Little appears to have been done on non-sampling errors in this

area.
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L. Sampling Aspects: Price Quotations (taken from Allen, Ch. 7)

An extensive analysis of the sampling prablem in index-number constriction
is in a staff paper by P.J. MeCarthy in Stigier (1961), following eariwer work
by Mudgert {1931} Adelman (1958) and Barerii {1959%.  The general
rasn r‘v—:-\vpx}jf.“:' s “‘ b e =X »\t:..'\. ind ..‘f‘ oy oy -\f or e i W e s g el s

practice, perhaps ot the design stage, but certainly w1 the coniinding price
Coliection wiich keeps the index running. Purposive seicction can hardly se
avoided at this stage 1n getting the commodity make-up of the 1ndex down 1o
section level, but there are possibilities of probability sampling worth
exploration in the selection of specific items for pricing. There would be
difficulties in sampling design, e.g. on stratification of items by such factors
as substitutability, but they are not insurmountable. In the continuing price
collection, the initial selection of retail outlets for reporting needs to be
supported by precise provision for substitution over time as 'sirzis' ang
'deaths' of outlets occur. Despite the rather lazy position mMany couniries
adopt, it is here that probability sampling can be used to great eifect. Retail

Re5 2

outlets are easily stratified by e.g. area and type. certainly enough
stratified random sample of a fairly elaborate kind. Anv good census of
distribution outlets or a comprehensive system of registration (e.g. for VAT)

provides the essential frame.

Once probability sampling is used, a good part of the error in a price index
calculation comes under control and a measure of precision for sampling
variation can be attached to the index. It is only a matter of getting the
sampling distribution, and its variance, for the estimator used (e.g. a price
relative). The following results are taken from Cochran (1962). Write P, and

py as the base and current price reported by a particular outlet for a
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specified item. Assume that a random sample of n outlets is drawn from an
infinite frame and that the reported price quotations from each outlet are ‘
adjusted for quality changes. Write ;30 and s in base period, and f)t and s,
curcently, for the mean and standard deviatior of priees over the n oytiets.
Then the best estimator of the price relative for the item from tne sampie ot

outlets is:

ot " Ft'Fo

and for large n (say n > 100) the sampling distribution of Rot is

approximately normal with sampling variance given approximately by:

R?_[s? S S S

var R =Ot—°+-—t—20°*
ot il =T =2 A=

po pt popt

(2) ‘

where p is the correlation coefficient between o, and o, over the outlets.
In practice, price collections give all the data needed for (1) and (2) except
(usually) for the value of 0 . The sample design is such that p is certainly
positive and quite large; in the absence of other information, take o = % in
order not to understate the sampling variance. Then the 93% confidence
interval for the (approximately) normal distribution of Ro+ can be written

.

from (1) and (2) as:

2 ==
Rot + 1.96 SE where SE“ = var Rot

The precision of the all-items index can be built up in this way; it allows for

sampling errors in the selection of outlets. There is, in addition, a great ‘
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variety of non-sampling errors which have traditionally been treated by
survey statisticians in the context of errors of response and non-respense. It
was not until Hansen, Hurwitz and Bershad (1961) that an attempt was made
to treat sampling and response errors together, to construct a model of their
combined variances. The model nas since been extended to give conditivos
for minimum mean-square errar of ail kinds. The generai idea, rapidly

]

s to 'trade off"

sueh non-sampling errors as theose

-

bocoming Drackiceie)

a3

arising from inaccurate respcnse against the well-documented sampling

errors; see Fellegi and Sunter (1973) and Jabine and Tepping (1973).

Sampling Aspects: Weights (a summary based on Allen, 19753, Ch. 7)

The main result on the effect of errors in weights can be set out simpiy as

follows:

iven : a set of n observations on a variable x

Seriemoe oy A~ ¢ Yl ot eanAaw
iviig medll X and 5.andara

0y

deviation Sy and on an associated weight w giving mean w and

standard deviation S

Assume: each x comes from an independent sample from its own population
but with common variance, var x; similarly for w with a common

variance, var w; and no correlation between x and w.

Then : the sampling distribution of the weighted mean:
y = Lwx/IZw (1)
is approximately normal for large n and under certain (quite usual)

circumstances has the approximate variance:
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vary = Avar x + Bvarw

where

(52}
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Allen interprets (2) for convenience in terms of a Laspeyre's price index
where x is the price relative of a typical item and w is its expenditure
weight. He notes that A > B in all cases, so that the errors in weights (var w)

have less effect on y than the errors in price relatives (var x).

The effect of weights cannot be ignored if there is correlation between
weights and price relatives. This can happen if there are one or two
preponderant weights or (more usually) if items with large weights have

marked price changes either way.

3. Further work on estimation of variability in index data

The work of Sande et al. (1983) is illustrative of recent work at Statisties Canada and

makes use of a re-sampling method.

Sande et al consider the structure of the New Canadian [ndustry Selling Price Index.
Basic indexes are produced at the Principal Commodity Group (PCG) level. The basic
PCG indexes are chained, fixed-weighted indexes. A sample of producers of the given
PCG is selected and each producer supplies a small number of "quotes", i.e. prices of

specified items in selected commodities, on a monthly basis.
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If wj is the weight associated with the i'th producer, i = 1...[;
g 5 the number of quotes coliected from the i'th nroducer;
p? is the price of the j'th quote supplied by the i'th producer in month m;
r',%'/m = Pi% / pi:'n » the price relative (of month 2 to menth m) of the ij'th quote;

and T(t) = the December preceding month t;
then the index at time t, assuming chaining each December, is
t_ VT, (T

[

where

£ £ /0 &)
e/meey i M by Ty £
I = .
(2.2) iy ¥

Sande et al estimate variability of price-relatives based on a jackknife procedure for
estimating "variance". However, the jackknife adopted is not an orthodox one and so they
hesitate to claim that they are estimating a variance, although they treat the estimates

as if they were variance estimates.

They anticipated that the samples of producers, being in general quite small, might suffer

considerable trauma in the course of a year. One or more producers might disappear (i.e.
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stop producing the relevant commodities) along with all their quotes and it might be some

time before new producers could be initiated to replace the deaths.

Another consideration is that the methodological specifications for the estimation system
should be kept as simple as possible, since the estimation was obviously going to be quite

complex in view of the chaining feature.

Conseguently, they did not jackknife establishments. Each sample is divided into a
maximum of 6 panels, the panels being assigned so as to preserve the clustering of price

quotes within PSU's (Primary Sampling Units) while producing panels of roughly equal size.

Since one could not depend on the number of panels remaining constant throughout the
life of the index (because of sample changes), complicated (and approximate) combination
formulae are used to calculate the variance of the index relative to the base year, the

variance of annual change (or of arbitrary change), etec. Thus, for exampie:

V;r(It) = (Et)z rVar(It/T(sll " Var(IT(t))l
At T t AT t )
a formula which ignores the correlation between it/T(t) L iT(t) Peln oo o O3

negligible) mainly because it is too troublesome to estimate. If one could depend on
stable panels, one could jackknife the estimate ft, rather than just jackknifing it/T(t)
separately each year. It did not seem feasible, moreover, to specify that a variance would

be calculated one way in one set of circumstances and another way in other

circumstances, which led to the adoption of the "worst-case" solution across the board.
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The variance of aggregations of basic indexes (composite indexes -- i.e. indexes at higher
levels than Principal Commodity Group level) relative to the base year are calculated by
the usual variance aggregation formula; but the formula for the variance of the annual

change of 2 composite index is very complicated.

Simulation studies suggest that estimates of variance of the basic indexes mayv not be
badly biased. However, the variance of the variance estimate is high. Also, experimaents
with historic data show high month-to-month variation, indicating that smoothing is in
order. Proposals for smoothing employ weighted averages of the monthly estimates, with

greater weight on the recent past. However, the smoothing procedures need to be studied

in more detail and are still open to refinement.

Quality of model based estimates

The presentation in this section closely follows Brackstone (1983) which focussed on
evaluaticn ¢f mcdel based estimates for small area data. Similar considerations apply in
connection with use of models in projections of National Accounts or demographic data

and seasonal adjustment of economic data.

A general problemn arising in utilizing most of these methods is the problem of evaluation.
How can one assess the quality of the resulting estimates? This is a real problem for a
statistical agency that has to decide whether or not to issue particular estimates, and, if
so, with what caveats. This problem of quality evaluation is not unique to small area
estimates but is magnified and pervasive in this area. There is perhaps a more
fundamental question of what we mean by quality, and how we should characterize
quality, for estimates that utilize modelling methods. For survey-based estimates
sampling error measures are normally supplied. These are extended in some cases to

cover bias and variance arising from non-sampling sources. In the case of model-based
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estimates, it is usually a model variance that is quoted. Often, in the small area context,
this variance represents an average measure of reliability over many small areasl. We
run the risk of confusing users who may be woefully indifferent to quality measures

anyway.

VIl. Conditional inference in Survey Sampling

Consideration of quality also lead a statistical agency to consider when use of conditional

inferences would be appropriate in estimation of parameters and their mean square errors.

Rao (1985) has eritically examined conventional methods of inference in survey sampling.
The need for conditioning the inference on recognizable subsets of the population is

emphasized with some illustrative examples.

The comparison of unconditional mean square errors is appropriate at the design stage but
the reference set S (the sample space of possible samples s under the sample design) may
not be relevant for inference after a particular sample, s, has been drawn, if this sample

contains "recognizable subsets".

Poststratification is an example of conditional inference which is accepted. However Rao
points out that conditional inference has attracted considerable attention and controversy
in classical statistics since Fisher. Rao notes that the choice of relevant reference set is

not always clear-cut, but the following guidelines look reasonable:

(1) Conditional procedure should be chosen before observing the data, especially in the
public domain.
One can provide variance estimates (model-based) which are not averaged over Small

Areas (Battese-Fuller's, 1981, nested error regression model; Fay-Herriot, 1977, empirical
Bayes method are examples).
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(2) Conditional partition of S should be chosen in such a way that the partition contains no
(or little) information on the parameters of interest, i.e. the statistic indexing the

partition should be an ancillary statistic.

(3) If the sample sizes are random (e.g. domain sample sizes) and their population
distribution is eompletely known (or at least partially known), then the inferences
cenditional on the observed sample sizes seem more appealing than unconditional

procedures on grounds of common sense.

At Statistics Canada in the Survey of Emplovment Payroll and Hours conditional
inference is used in estimating domain totals to make use of the known current

population size, N', as follows:

~

NQyQ if N, < N

'
= S -
1 3 L]
(1) [N gy B [Fg BN
where NQ is the estimate of "live" units based on the sample of n units containing
" 4 " 4 = - =
ny live" units, N?. = oMy and m E yi/nl ;

i=1

Rao (1985) shows that (1) has a smaller conditional mean square error than the

customary unbiased estimator

]
I
3|
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Though conditional procedures with unconditional properties cause no controversy
there are questions whether a statistical agency like Statistics Canada should or should
not restrict itself to unconditional inferences. [f not at the infererice stage, when is
it appropriate to use conditional infererce? Are there any ground rules, such as those

proposed by Rao, that shouid be followed?

Vil, Conelusion

The objective of this paper was to stimulate discussion on how to define quality and what
quality means for users and producers of statistical information. Data and documentation
on quality tends to be far from ideal primarly because of the cost of determining quality
in evaluation studies. Indeed statistical agencies tend to dedicate scarce resources to
production and the design (or redesign) of surveys with prescribed quality specifications

rather than to evaluate or document the quality of existing data producing vehicles.

[ssues would seem to be:

(1) What proportion of its resources should a statistical agency devote to evaluating and

documenting the quality of its products?

(2) How feasible are total error models?

(3) What relative levels of resources should be applied to sampling and non-sampling

errors?

(4) How should one measure the quality of complex statistics that are not entirely survey

based (e.g. GNP, population projections, model-based estimates)?
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(3) How to present measures of data quality?
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