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## SUMMAPY


#### Abstract

Standard chi-squared $\left(\because^{2}\right)$ or likelihood ratio ( $G^{2}$ ) test statistics for logistic regression analysis, involving a binary response variable, are adjusted to take account of the survey design. These adjustments are based on certain generalized design effects (deffs). Logistic regression diagnostics to detect any outlving cell proportions in the table and influential points in the factor space are also developed, taking account of the survey design. Finally, the results are utilized to analyse some data from the October 1980 Canadian Labour Force Survey (CFS).
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## 1. INTRODUCTION

The analysis of variation in the estimated proportions associated with a binary response varlable is $c \neq$ considerable interest to researchers in social, behavioural and lealti sciences. Logistic regression models are extensively used for tins Furrsse isee, For example, the books by Cox (1970). and McCullagh and Nelder (1983)). However, the standard statistical methods
for binomial :roportions are often inappropriate for aralysing sample survey data due to clustering and stratification used in the survey design. For instance, the standard chi-squared $\left(X^{2}\right)$ and likelihood ratio $\left(G^{2}\right)$ test statistics greatly inflate the type I error rate when a strong, positive clustering is present. As a result. some adjustments to the classical methods that take account of the survey design are necessary in order to make valid inferences from survey data. Section 2 provides adjustments, based on certain generalized design effects (deffs). to standard statistics for tosting goodness-of-fit of tie model and for testing subhypotheses given a model. A valid estimate of the asymptotic covariance matrix of fitted cell proportions is also obtained.

In addition to formal statistical tests, it is essential to develop diagnostic procedures to detect any outlying cell proportions and influential points in the factor space. Regression diagnostics for the standard linear model have been extensively developed in the literature (see the book by Cook and weisberg (1982)). Pregibon (1981) developed similar methods for logistic regression with binomial proportions. In section 3 , some of these methods have been modified, by making necessary adjustments to account for the survey design. Finally, the results are utilized in Section 4 to analyse some data from the October 1980 Canadian Labour Force Survey (LFS).

Derivations of asymptotic variances and covariances and of adjustments to test statistics are sketched in the Appendix: details are given in G. Roberts' 1985 PM.D. thesis at Carleton University.

The metiods developed in this article require access to the estimated covariance matrix of cell response proportions. The calculation of standard Errors for estimates of regression parameters, fitted cell proportions and
residuals (Section 2.1) requires knowledge of the entire estimated covariance matrix. On the other hand, simple bounds for some adjustments have been developed to facilitate secondary analysis from published tables (Rao and Scott, 1985). These bounds require knowledge only of estimated cell deffs or certain generalized deffs not depending on any hypothesis; reporting of these should be feasible.

Holt and Ewings (1985) have studied the effect of survey design on standard logistic regression analysis under a general cluster effects superpopulation model.

Although a logistic regression (logit) model for binary data can be viewed as an alternative specification of a suitable loglinear model, the objectives behind the two approaches are quite different; hence, the logit model should not be discarded merely as a special case (McCullogh, 1980). In particular, the loglinear models which correspond to logit models are eliminated at an early stage in the usual approaches to loglinear modelling, so that the final loglinear model usually does not correspond to any logit model (Kalbfleisch, 1984). Moreover, the standard errors or parameter estimates and the adjustments to $x^{2}$ in the loglinear set-up depend on the covariance matrix of the cells in the extended table appropriate for loglinear model analysis. This covariance matrix may not be available since the computer program is usually set up to provide only the estimated cell response proportions and their estimated covariance matrix.

## 2. TEST STATISTICS

Suppose that the population of interest is partitioned into I cells (domains) according to the levels of one or more factors. Let $\mathbb{N}_{i}$ denote
the survey estimate of the $i-t h$ domazn size, $N_{i} \quad\left(i=1, \ldots, I ; E N_{i}=N\right)$. The corresponding estimate of the $i-t h$ domain total. $N_{i l}$, of a binary (0,1) response variable is denoted by $\hat{\mathbb{N}}_{i 1}$. The ratio estimate $\mathrm{p}_{\mathrm{i}}=$ $\hat{N}_{i 1} / \hat{N}_{i}$ is often used to estimate the population proportion $\pi_{i}=N_{i l} / N_{i}$. Standard sampling theory provides an estimate of the covariance matrix of the $p_{i}$ 's.

A logistic regression (logit) model for the proportions $\pi_{i}$ is given by $T_{i}=f_{i}(\hat{\sim})$, where

$$
\begin{equation*}
v_{i}=\ln \left\{f _ { i } ( \because ) \left(1-E_{i}(\because):=x_{i}, i=1, \ldots, I .\right.\right. \tag{2.1}
\end{equation*}
$$

In (2.1), ${\underset{\sim}{x}}^{i}$ is an s-vector of known constants derived from the factor levels and $\frac{8}{\sim}$ is an s-vector of unknown parameters. Under independent binomial sampling in each domain, the maximum likelihood estimates (m.l.e.) $\hat{\sim}$ and $\hat{\sim} \hat{\sim}^{f}\left(\underset{\sim}{f}(\underset{\sim}{\hat{E}})=\left(\hat{f}_{1}, \ldots, \hat{f}_{I}\right)^{\prime}\right.$ are obtained from the following likelihood equations through iterative calculations:

$$
\begin{equation*}
X^{\prime} D(\underset{\sim}{n / n}) \underset{\sim}{\hat{E}}=X^{\prime} D(\underset{\sim}{n / n)} \underset{\sim}{q} . \tag{2.2}
\end{equation*}
$$

where $x^{\prime}=\left(\underset{\sim}{x} 1, \ldots,{\underset{\sim}{x}}^{\prime}\right), D(\underset{\sim}{n} / n)=\operatorname{diag}\left(n_{1} / n, \ldots, n_{I} / n\right),{\underset{\sim}{q}}^{q}$ is the vector of sample proportions $q_{i}=n_{i 1} / n_{i}, n_{i}$ is the sample size from the $i$-th domain $\left(\sum_{n_{i}}=n\right)$, and $n_{i l}$ is the $i-t h$ sample domain total. For general sample designs, we do not have m.l.e. due to difficulties in obtaining appropriate likelihood functions. Hence. it is a common practice to use a "pseudo m.l.e." of obtained from (2.2) by replacing $n_{i} / n$ by the estimated domain relative size $w_{i}=\hat{N}_{i} / \hat{N}$, and $q_{i}$ by the ratio estimate $p_{i}$ :

$$
\begin{equation*}
X^{\prime} D(w) \hat{f}=X^{\prime} D(w) p \tag{2.3}
\end{equation*}
$$

where $D(\underset{\sim}{w})=\operatorname{diag}\left(w_{1}, \ldots, w_{I}\right)$ and $\underset{\sim}{p}=\left(p_{1}, \ldots, p_{I}\right)^{\prime}$. The resulting asttmats: $\hat{B}$ and $\underset{\sim}{f}=f(\hat{B})$, are asymptotically consistent. Equation (2,3) may suen ze written as

$$
\begin{equation*}
\cdot \hat{N}_{1}(m)=X^{\prime}{\underset{\sim}{N}}_{1}, \tag{2.4}
\end{equation*}
$$

where $\hat{N}_{1}$ is the vector of estimated counts $\hat{N}_{i l}$ and $\hat{N}_{1}(m)$ is the veceror of "pseci*s m.1.e." $\hat{\|}_{i 1}(m)=\hat{N}_{i} \hat{\mathbf{f}}_{i}$ of $N_{i 1}$
2.1. Estimated asymptoti = variances and covariances

Let $n^{-1} \hat{V}$ denote the survey estimate of the covariance matrix of $\underset{\sim}{p}$. Then cis estinatuc asymptotic ocvariance matrix of $\hat{g}$ is given by

$$
\begin{equation*}
\hat{\gamma}_{2}=\frac{1}{n}\left(\therefore^{\prime} \hat{\Delta} x^{-1}\left(x^{\prime} D(w) \operatorname{To}\left(w^{\prime}\right) X\right)\left(x^{\prime} \Delta x\right)^{-1}\right. \tag{2.5}
\end{equation*}
$$

where $\hat{\Delta}=\operatorname{diag}\left(W_{I} \hat{f}_{I}\left(1-\hat{\mathbf{I}}_{1}\right) \ldots W_{I} \hat{\mathbf{f}}_{I}\left(1-\hat{f}_{I}\right)\right)$ (see Appendix $I$ ). In the binomial case, (2.5) reduces to the standard formula $\left(X^{\top} \hat{A}_{b} x\right)^{-1}$, where $\hat{\Delta}_{D}=\operatorname{diag}\left(n_{1}^{-1} \hat{f}_{I}\left(1-\hat{f}_{l}\right), \ldots, n_{I}^{-1} \hat{f}_{I}\left(1-\hat{f}_{I}\right)\right)$.

The estimated asymptotic covariance matrix of the fitted cell proportions $\hat{\sim} \hat{f}$ is given by (Appendix I)

$$
\begin{equation*}
\hat{\mathrm{v}}_{f}=D(\underset{\sim}{w})^{-1} \hat{\Delta}_{x} \hat{v}_{B} x^{\prime} \hat{\Delta} D(\underset{\sim}{w})^{-1} \tag{2.6}
\end{equation*}
$$

The smoothed estimates $\hat{\sim}$ can be considerably more efficient than the survey estimates $\underset{\sim}{p}$, especially for cells with a small sample, if the model (2.1) provides an adequate fit to $\hat{\sim} \hat{p}$ (see section 3.3). It may be remarked that the estimates ${\underset{i}{i}}$ are similar to the so-called synthetic estimates employed in small area estimation.

The estimated assmptotic covariance matrix of the residual vector
$\underset{\sim}{r}=\underset{\sim}{p}-\underset{\sim}{f}$ is given by (Appendix I)

$$
\begin{equation*}
\hat{V}_{I}=n^{-1} A \hat{V} A^{\prime} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
A=I-D(\underset{\sim}{w})^{-1} \hat{\Delta} X\left(X^{\prime} \hat{\Delta} X\right)^{-1} X^{\prime} D(w) \tag{2.8}
\end{equation*}
$$

and $I$ is the identity matrix. The diagonal elements $\hat{\mathrm{V}}_{\text {ii, }}$, of (2.7) are needed to calculate the standardized residuals $r_{i} / \hat{V}_{i i} \frac{1}{2}$ which are useful in detecting outlying cell proportions (Section 2.4).

### 2.2. Goodr.ess-of-fit of the model

The standard $X^{2}$ and $G^{2}$ tests of goodness-of-fit of the model (2.1) are given by

$$
\begin{equation*}
x^{2}=n \sum_{i=1}^{I}\left(p_{i}-\hat{f}_{i}\right)^{2} w_{i} /\left[\hat{f}_{i}\left(1-\hat{f}_{i}\right)\right]=\sum_{i=1}^{I} x_{i}^{2}(\text { say }) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{align*}
G^{2} & \left.=2 n \sum_{i=1}^{I} w_{i}\left[p_{i} \ln \left(p_{i} / \hat{E}_{i}\right)+\left(1-p_{i}\right) \ln i\left(1-p_{i}\right) /\left(1-\hat{E}_{i}\right)\right\}\right] \\
& =\sum_{i=1}^{I} G_{i}^{2}(\text { say }) . \tag{2.10}
\end{align*}
$$

Note that $G_{i}^{2}$ is defined at $p_{i}=0$ and 1 , respectively,by the quantities $-2 n w_{i} \ln \left(1-\hat{f}_{i}\right)$ and $-2 n w_{i} \ln \hat{f}_{i}$. Under independent binomial sampling, it is well-known that both $X^{2}$ and $G^{2}$ are asymptotically distributed as a $X^{2}$ variable with I-s degrees of freedom (d.f.) when the model (2.1) holds, but for general sample designs this result is no longer valid. In fact. $X^{2}$ (or $G^{2}$ ) is asymptotically distributed as a weighted sum $\sum \delta_{i} Z_{i}$ of independent $x^{2}$ variables $z_{i}$, each with 1 d.f. (see Appendix III). Here,

## ,

the weights $\delta_{i}(i=1, \ldots, I-s)$ are estimated by ${ }_{i}$, the eigenvalues of $\hat{\mathrm{V}}_{O \phi}^{-1} \hat{\mathrm{v}}_{\phi}$, where

$$
\begin{align*}
& \left.\hat{\mathrm{V}}_{\phi}=\pi^{-1} H^{\prime} \hat{\Delta}^{-1} D \underset{\sim}{w}\right) \hat{\mathrm{V}} D(\underset{\sim}{w}) \hat{\Delta}^{-1} H,  \tag{2.11}\\
& \hat{\mathrm{~V}}_{O \phi}=\pi^{-1} \dot{H}^{\prime} \hat{\Delta}^{-1} H \tag{2.12}
\end{align*}
$$

and $H$ is any $I \times(I-s)$ matrix of rank $I-s$ such that $H^{\prime \prime} X=0$. The matrix $\hat{V}_{O \phi}^{-1} \hat{v}_{\phi}$ and $\hat{i}_{i}$ are termed a "generalized deff matrix" and a "generalized deff" respectively since they reduce to $I$ and 1 respectively under binomial sampling.

An adjustment to $X^{2}$ or $G^{2}$ is obtained by treating $x_{c}^{2}=x^{2} / \hat{\delta}$. or $G_{C}^{2}=G^{2} / \hat{\delta}$. as a $x^{2}$ variable with $I-s$ d.f.. where $\hat{i} .=\sum \hat{\delta}_{i} /(I-s)$ may be computed from the following expression:

$$
\begin{equation*}
(I-s) \hat{\bar{b}}=n \sum_{i=1}^{I} \hat{v}_{i i}, r w_{i} /\left[\hat{f}_{i}\left(1-\hat{f}_{i}\right)\right] \tag{2.13}
\end{equation*}
$$

The adjusted statistics $X_{c}^{2}$ or $G_{c}^{2}$ should be satisfactory if the coefficient of variation (CV) of the $\delta_{i}$ 's is small. A better adjustment, based on the well-known Satterthwaite approximation, treats $x_{S}^{2}=x_{c}^{2} /\left(1+\hat{a}^{2}\right)$ or $G_{S}^{2}=G_{C}^{2} /\left(1+\hat{a}^{2}\right)$ as a $X^{2}$ variable with $(I-s) /\left(1+\hat{a}^{2}\right)$ d.f.. where

$$
\begin{equation*}
\hat{a}^{2}=\sum_{i=1}^{I-s}\left(\hat{\delta}_{i}-\hat{\delta}_{0}\right)^{2} /\left[(I-s) \hat{\delta}^{2}\right] \tag{2.14}
\end{equation*}
$$

is the $(C V)^{2}$ of the $\hat{j}_{i}$ 's, and $\sum \hat{\delta}_{i}^{2}$ is obtained from

$$
\begin{equation*}
\sum_{i=1}^{I-s} \hat{\delta}_{i}^{2}=\sum_{i=1}^{I} \sum_{j=1}^{I} \hat{V}_{i j, r}^{2}\left(n w_{i}\right)\left(n w_{j}\right) /\left[\hat{\mathcal{E}}_{i} \hat{\mathbf{E}}_{j}\left(1-\hat{\mathcal{E}}_{i}\right)(1-\bar{\eta}),\right. \tag{2.15}
\end{equation*}
$$

where $\hat{v}_{i j, r}$ is the $(i, j)-$ th element of $\hat{v}_{r}$. The test statistics $X_{S}^{2}$ and
$\bullet$
$G_{S}^{2}$ take account of the variation in the $\delta_{i} ' s$ unlike $X_{C}^{2}$ and $G_{C}^{2}$.
A Wald statistic, which also takes the survey design into account, is given by

$$
\begin{equation*}
x_{W}^{2}=\hat{\underline{v}}^{\prime} H \hat{v}_{\phi}^{-1} H^{\prime} \hat{\underline{v}} \tag{2.16}
\end{equation*}
$$

where $\underset{\sim}{\hat{v}}$ is the vector of logits $\hat{v}_{i}=\ln \left\{p_{i} /\left(1-P_{i}\right)\right\}$. The statistic $X_{W}^{2}$ is asymptotically distributed as a $X^{2}$ variable with $I-s$ d.f. when the model (2.1) holds. This result follows from the fact that testing the fit of the model (2.1) is equivalent to testing the hypothesis $H \cup=0$, where $\underset{\sim}{0}$ is a vector of zeros and $\underset{\sim}{v}=\left(v_{1}, \ldots, v_{I}\right)^{\prime}$. The statistic $X_{W}^{2}$. however, is not defined if $\underline{D}_{i}=0$ or 1 for some $i$, as in the case of LFS data (Section 4). Moreover, it becomes unstable when any $p_{i}$ is close to 1 (see Section 4) or when the number of degrees of freedom for $\hat{v}$ is not larga relative to I-s (Fay, 1985).

### 2.3. Nested hypotheses

Suppose that the matrix $X$ is partitioned as $\left(X_{1}, X_{2}\right)$, where $X_{1}$ is $I \times r$ and $X_{2}$ is $I \times u \quad(r+u=s)$. The logit model (2.1), say $M_{1}$, may then be writter as

$$
\begin{equation*}
\underset{\sim}{v}=\underset{\sim}{B}=x_{1}^{B} \underset{\sim}{B}+x_{2}^{B} \sim_{2} . \tag{2.17}
\end{equation*}
$$

where ${\underset{\sim}{~}}_{B}$ is $r \times 1$ and $\underset{\sim}{B}$ is $u \times 1$. We are often interested in testing the null hypothesis $H_{2.1}: B_{2}=O$, given $M_{1}$. Denote the reduced model under $H_{2.1}$ as $\because_{2}$. The pseudo m.l.e. $\hat{\hat{E}}$ of $\hat{Z}^{2}$ under $M_{2}$ can be obtained from the equations

$$
\begin{equation*}
x_{1}^{\prime} D(v) \hat{\hat{f}}=X_{1}^{\prime} D(w) \underset{\sim}{p} \tag{2.15}
\end{equation*}
$$

agaio by iterative calculations, where $\hat{f}=f(\hat{\hat{R}})$. The standard $\mathrm{X}^{2}$ and $\mathrm{G}^{2}$ tests of $\mathrm{H}_{2.1}$ are given by

$$
\begin{equation*}
x^{2}(2 \mid 1)=n \sum_{i=1}^{I}\left(\hat{f}_{i}-\hat{\hat{f}}_{i}\right)^{2} w_{i} /\left[\hat{\hat{f}}_{i}\left(1-\hat{\hat{f}}_{i}\right)\right] \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
G^{2}(2 \mid 1)=2 n \sum_{i=1}^{I} w_{i}\left[\hat{f}_{i} \ln \left\{\hat{f}_{i} / \hat{\hat{f}}_{i}\right\}+\left(1-\hat{f}_{i}\right) \ln \left\{\left(1-\hat{f}_{i}\right) /\left(1-\hat{\hat{f}}_{i}\right)\right\}\right] \tag{2.20}
\end{equation*}
$$

respectively. Under $H_{2.1}, X^{2}(2 \mid 1)$ or $G^{2}(2 \mid 1)$ is asymptotically distributed as a weighted sum, $\sum \delta_{i}(2 \mid 1) z_{i}$. of independent $x^{2}$ variables $z_{i}$, each with 1 d.f. Here the weights $\delta_{i}(2!1)(i=1, \ldots, u)$ are estimated by $\hat{B}_{i}(2 \mid 1)$, the eigenvalues of the generalized deff matrix

$$
\begin{equation*}
\left(\tilde{x}_{2}^{\prime} \hat{\Delta} \tilde{x}_{2}\right)^{-1}\left(\tilde{x}_{2}^{\prime} D(w) \hat{v} D(\underset{\sim}{w}) \tilde{x}_{2}\right) \tag{2.21}
\end{equation*}
$$

where $\hat{X}_{2}=\left[I-X_{1}\left(X_{1}^{\prime} \hat{\Delta} X_{1}\right)^{-1} X_{1}^{\prime} \hat{\Delta}\right] X_{2}$ (see Appendix II). In the case of binomial sampling, $\delta_{i}(2 \mid 1)=1$ for all $i$ so that we get the well-known result that $x^{2}(2 \mid 1)$ or $G^{2}(2 \mid 1)$ is asymptotically distributed as a $x^{2}$ variable with $u$ d.f. under $H_{2.1}$.

An adjustment to $G^{2}(2 \mid 1)$ or $\mathrm{X}^{2}(2 \mid 1)$ is obtained by treating $\mathrm{G}^{2}(2 \mid 1) / \hat{\delta}$. (2|1) or $x^{2}(2 \mid 1) / \hat{\delta} .(2 \mid 1)$ as $x^{2}$ with $u$ d.f. under $H_{2.1}$, where $\hat{\delta} \cdot(2 \mid 1)=u^{-1} \leq \hat{\delta}_{i}$ (2|1) may be computed from

$$
\begin{equation*}
u \hat{\delta}^{\prime}(2 \mid 1)=n \sum_{i=1}^{I} \tilde{v}_{i i}, r_{i}^{w} /\left[\hat{\hat{f}}_{i}\left(1-\hat{\hat{f}}_{i}\right)\right] \tag{2.22}
\end{equation*}
$$

and $\vec{v}_{i i, r}$ is the $i$ th diagonal element of the estimated covariance matrix of residuals, $r_{i}(2 \mid 1)=\hat{f}_{i}-\hat{f}_{i}$, given by

$$
\begin{equation*}
\hat{v}_{r}=n^{-1} D(w)^{-1} \hat{X}_{2} \hat{A} \dot{x}_{2}^{\prime} \dot{\Delta} D(w)^{-1} \tag{2.23}
\end{equation*}
$$

(see equations (A.11) and (A.13) in Appendix II) and

$$
\begin{equation*}
\tilde{A}=\left(\tilde{x}_{2}^{\prime} \hat{\Delta} \tilde{X}_{2}\right)^{-1}\left(\tilde{x}_{2}^{\prime} D\left(\tilde{w}^{\prime}\right) \hat{D D}\left(\underset{\sim}{w} \tilde{x}_{2}\right)\left(\bar{x}_{2}^{\prime} \hat{x}_{2}\right)^{-1}\right. \tag{2.24}
\end{equation*}
$$

The standardized residuals $r_{i}(2 \mid 1) / V_{i i, r}^{\frac{1}{2}}$ can also be computed. As in the case of goodness-of-fit, a better adjustment based on the satterthwate approximation can be obtained, utilizing the elements of $\tilde{v}_{r}$.

A wald statistic for testing $\mathrm{H}_{2} .1$ is given by

$$
\begin{equation*}
x_{N}^{2}(2 \mid 1)=\hat{亏}_{2}^{1} \hat{v}_{2}^{-1} \hat{b}_{2} \tag{2.25}
\end{equation*}
$$

where $\hat{v}_{2 \hat{3}}$ is the principal submatriz of (2.5) corresponding to $E_{2}$ Under $H_{2.1}$, the statistic $X_{W}^{2}(2 \mid 1 ;$ is asymptotically distributed as a $x^{2}$ with $u$ d.f. In particular, if $\beta_{2}$ is a scalar, then we can treat $\hat{B}_{2} /$ s.e. $\left(\hat{\beta}_{2}\right)$ as $N(0,1)$ or $\hat{B}_{2}^{2} / \operatorname{var}\left(\hat{B}_{2}\right)$ as $x^{2}$ with 1 d.f.. under $H_{2.1}$. Note that $X_{W}^{2}(2 \mid 1)$ is well-defined even if $p_{i}=-0$ or 1 for some $i$, unlike $X_{W}^{2}$. The wald statistic (2.25) is computationally simpler than the adjusted $\mathrm{X}^{2}$ or $\mathrm{G}^{2}$ statistics.

### 2.4. Diagnostics

It would be desirable to make a critical assessment of the logit fit by identifying any outlying cell proportions and influential points in the factor space. For this purpose, the vector of residuals, $\underset{\sim}{r}$, and a projection matrix in the factor space provide useful tools. However, the residuals can be definea on different scales, unlike in the case of the standard linear mojel. A natural choice that takes account of the survey design is the vector of standardized residuals $e_{i}=r_{i} / \hat{v}_{i, 1}^{t} r^{\prime}$

Since tio e are syoroximaceig N(U, 1) undes ind majel, the expectec numbers of $\mid e_{i}$ exceeding $1.96,2.33$ and 2.55 are roughly equal to $0.05 I, 0.02 I$ and $0.01 I$ resptctively, where $I$ is the number of residuals (cells). These expectei numbers provide a rough quide for identifying any outlying cells. Ignoring the design and renze using standardizer residuals under binomial sampling could lead to erroneous diagnostics.

The standaraizej residuals $e_{i}$, however, become unreliable for these
 suggest the use $c=$ components of $X_{c}^{2}$ or $G_{c}^{2}, \forall 1 z . \dot{x}_{i}=x_{i}, \vdots$ or $G_{i}=G_{i} i^{t}, \quad i=1, \ldots . I^{\prime}$, Eor residual analysis: pregibon (1981) used $X_{i}$ or $G_{i}$ in the binomial case. In either sase, large individual components should roughly indicate cells poorly accounted for by the model. Index plots $\tilde{X}_{i}$ vis. $i$ and $\tilde{G}_{i}$ vs. i are useful for displaying these components. A normal prodability plot of $\tilde{X}_{i}$ or $\tilde{G}_{i} \quad$ i. $\vec{e}^{\prime}$, the ordereci values plotted against standard normal quantiles; is also useful for detecting deviations from the model, i.e., deviations from a straight line configuration.

Following Pregibon (1981), we suggest the use of diagonal elements, mii , of the projection matrix

$$
\begin{equation*}
M=I-j^{\frac{1}{2}} X\left(X^{\prime} \hat{\Delta} X\right)^{-1} X \hat{\Delta}^{\frac{1}{2}}=I-T, \quad \operatorname{say} \tag{2.26}
\end{equation*}
$$

to detect influential points. The matrix M arises naturally in solving the likelihood equations ( $2 . i)$ by the method of iteratively rewelghted least


 does not come into the picture with mii since we are using pseudo m. 1.e. basei on binomial sampling.

Another useful plot which effectively summarises the information in tr. 1 rdex plots $X_{i} v s . i$ and $m_{i i} v s . i$ is given by the scatter plut of $\ddot{X}_{i}^{2} / X_{c}^{2}=x_{i}^{2} / X^{2}$ vs. $t_{i i}$, where $t_{i i}$ is the i-th diagonal element of $T$ given by (2.26). Aqair, the deff does not come into the p1=ture.

The diagnostac measures $e_{i}, X_{i}$ (or $G_{i}$ ) and $m_{i}$ are useivi for detecting extreme points, but not for assessing their impact on various aspects of the zit, including parameter estimates, $\hat{\beta}$, fitted values, $\hat{\sim}$, and goodness-of-fit measures $X^{2} / \hat{\jmath}$ and $G^{2} / \hat{\delta}$. or others. Following Fregibon (1981), we suggest three measures which quantify the effect of extreme cells (points) on the fit. These measures take account of the desigr. eḟEect.
(1) Coefficient sensitivity. Let $\hat{\beta}_{j}(-\hat{\ell})$ denote the pseudo m.1.e. of $E_{j}$ obtained after deleting the $\hat{k}$-th cellfrom the data. Then the quantity $\hat{A}_{j}(i)=\left\{\hat{B}_{j}-\hat{i}_{j}(-\hat{x})\right\} / s \cdot e \cdot\left(\hat{B}_{j}\right)$ provides a measure of the j-th coefficient sensitivity to the $\hat{x}$-th cell (point). The index plots $\Delta_{j}(\hat{\lambda})$ vs. i for each $j$ provide useful displays, but the task of "looking" at the index plots could become unmanageable unless the number of coefficients ir. Che model is small.
(..) ミんrsitivit: JI Eitted values. Sianizicant charges in coefficis.i. estindtes when the i-Et point is dilleted Erom the data set does no:
aecessarily imply that the fitted values $\dot{\sim}$ also vary significantl $\because$ Erom $\underset{\sim}{f}(-\ldots)=f(\hat{f}(-\hat{f}))$, where $\hat{\mathcal{B}}(-\hat{\sim})$ is the estimate of $\underset{\sim}{\mathcal{B}}$ obtained by deleting the $\ell-t h$ cell: i.e. $\|\hat{f}-\hat{f}(-\ell)\|$ could be small. We therefore use $\left\{G^{2}-G^{2}(-i)\right\} / \hat{d}$. or $\left.X^{2}-X^{2}(-x)\right\} ; \cdots$ to assess the impact of the $?-$ th point on the fitted values $\hat{E}$, where $\dot{G}^{2}(-x)$ and $\dot{x}^{2}(-f)$ are given by (2.10) and $(2.9)$ respectively when $\hat{f}=f(\hat{\dot{i}})$ is replaced by $\hat{f}(-\hat{i})$.
(こ) Goconess-of-fit sensitivity. A measure of goodness-of-fit sensitivity is $G i v e n$ by $\left\{G^{2}-G^{2}(-\hat{x})\right\} / \hat{\delta}$. or $\left\{X^{2}-X^{2}(-i) j / \hat{i}\right.$. whexe $X^{2}(-i)=$ $\cap=\left\{p_{i}-\dot{f}_{i}(-\hat{i})\right)^{2} w_{i} /\left\{\hat{f}_{i}(-\hat{\imath})\left(1-\hat{f}_{i}(-\hat{\gamma})\right)\right\}$ and $G^{2}\left(-\hat{x}_{1}\right)$ similarly defincâ using $(2.10)$. Note that $x^{2}(-l) \neq \tilde{x}^{2}(-\hat{l})$ and $G^{2}(-i) \neq \tilde{G}^{2}(-l)$.

## 3. APPLICATION TO LFS DATA

We have applied the methods in section 2 to some data from the October 1980 Canadian Labour Force Survey (LFS). The sample consisted of males aged 15-64 who were in the labour force and not full-time students. We have chosen two factors, age and education, to explain the variation in nonemployment rates via logit models. Age-group levels were formed by dividing the interval $[15,64]$ into ten groups with the $j-t h$ age group being the interval $[10+5 j, 14+5 j], j=1, \ldots, 10$ and then using the midpoint of each interval. $A_{j}=12+5 j$ as the value of age for all persons in that age group. Similarly, the levels of education, $E_{k}$, were formed by issigning to each person a value vased on the median years of schooling resulting in the following six levels: 7, 10, 12, 13, 14 and 16 . The resultant age by education cross-classificatin provided a two-way table ci $I=60$ cell proportions (employment rates), $\pi_{j k}$.

The LFS design employed stratified multi-stage cluster sampling with two stages in the self-representing (SR) urban areas and three or four stages in the non-self-representing (NSR) areas in each province. The survey estimates, D $j k$, of ${ }_{j k}$ were adjusted for post-stratification using the projected census age-sex distribution at the provincial ievel. The estimated covariance matrix, $\dot{V} / n$, of the estimates $P_{j k}$ was based on more than 450 iirst-stage units so that the degrees of freedom for $V$ wias large comparea to $I=60$. A detailed descrimtion of the sarioing plan and associated estimation procedures for the LFS is given in Statistics Canada (1977).
3.1. Formal tests of hypotheses

Scatter plots of the logits $\hat{v}_{j k}=\ln \left\{p_{j k} /\left(1-p_{j k}\right)\right\}$ against age levels $\therefore$, at each education level $E_{k}$, indicate that $\hat{V}_{j k}$ increases with age to a maximum and then decreases. Hence, the following model might be surtable to explain the variation in the $\pi_{j k}$ :

$$
\begin{array}{r}
\nu_{j k}=\ln \left\{\pi_{j k} /\left(I-\pi_{j k}\right)\right\}=B_{0}+B_{1} A_{j}+B_{2} A_{j}^{2}+B_{3} E_{k}+B_{4} E_{k}^{2} . \\
j=1, \ldots 10 ; k=1 \ldots, 6 . \tag{3.1}
\end{array}
$$

Some previous work in the sociological literature also supports such a model (Block and Smith, 1977). Applying the results of Section 2 , we obtain the following values for testing the goodness-of-fit of the model (3.1):

$$
\begin{aligned}
& x^{2}=6.5, G^{-}=101.2 \\
& x^{2} \hat{G}=52.2, G^{2}, \hat{A}=53.7 \text { and } \hat{i}=2.88 .
\end{aligned}
$$

Since the value of $\mathrm{X}^{2}$ or $\mathrm{G}^{2}$ il iarger than $0.05(55)=77.3$, the upper 5 i point of $X^{2}$ with $I-s=55$ d. f. we would reject the model (3.1) if the sample design is ignored. On the other hand. the value of $\mathrm{K}^{2}$. or $G^{2} / \hat{o}$. indicates that the model is adequate, the significarics level (or p-value) being approximately equal to 0.52 . The value of Satterthwaite's statistic $x_{3}^{2}$ when adjusted to refer to $\quad 2 \quad 0.05(55)$ is戶ual to 47.7 which is also rot significant at the $5 \%$ level. Moreover. in the present context with $s(=\bar{F}$, relatively small compared to if=il, the simpie correction $\hat{d}=\ldots i_{j k} / 60$, the average cell deff, is very close to $\quad: \dot{\hat{d}}=1.905$ comparej to $\hat{\imath}^{0}=1.88$, where $\hat{d}_{j k}=$ $\operatorname{var}\left(p_{j k}\right) /\left(\left(n w_{j k}\right)^{-1} p_{j k}\left(1-P_{j k}\right)\right] \quad$ is the estimated cell deff and wik is the estimated relative size for the (j,k)-th cell. Rao and Scott (1985) have siown that $\hat{b}$. $\equiv \hat{a}$. when $I /(I-S) \doteq 1$.

The wald statistic $x_{w}^{2}$ is not cefined here since two of the cells have $P_{j k}=1.1 . e . a l l$ employed. We made miror perturbations to the estimated counts to ensure that $P_{j k}<1$ for all cells and then computed $X_{W}^{2}$. The resulting values of $X_{w}^{2}$ are all large compared to $X^{2}, \hat{i}$, at least 30 times larger than $x^{2} / \hat{\delta}$. and vary considerably (1715 to 3061). We thus concluded that the wald statistic is very unstable for testing goodness-of-fit in the present context. If the two cells having $P_{j k}=1$ are deleted, then $x_{w}^{2}=68.4<x_{0.05}^{2}(53)=71.0$, indicating that the model (3.1) is adequate. However, it is not a good practice to delete cells just to accommociate a chosen statist:こ. The uther orablem inith x ${ }^{2}$, noted hoy Fay (1985). does not arise here since the d.f. for $V$ is large as cominarei to the number of celis in the tanle.

The peuco m.l.e. of the $\%_{i}$, their standard arrors and the corrosponding standard errors under binomial sampling, all obtained under the model (3.1), are given in Table 1. The wald statistic $x_{W}^{2}(21)$ and the $G^{2}$ statistic $G^{2}(2 \mid 1) /:(2)$ for the hypotheses $H_{2.1}::_{2}=0$ and $H_{2.1}: \hat{z}_{4}=0$ =onditional mociel (3.1), are also given in Tatie ?. As expected, the true standard crecs are larger than the corresponding binomial standara errors. The hipothesis $\hat{E}_{4}=0$ (i.e., no quadratic HQuation efzect is not rejectea at the 5 ? level eqther by the walz statistic or the $G^{2}$-statistic $(0.05(1)=3.84)$. On the other hand, the coefficient $\vec{B}_{2}$ of $A_{j}^{2}$ is highly significant, indicating a cuadratic age efiect.

We have also tested two more nested hypotheses given the model (i.1): $H_{2.1}: \hat{B}_{3}=B_{4}=0$ (i.e.. no education ef£ect); $H_{2.1}: B_{2}=$ $y_{4}=0$ (i.e., no quadratic effects). Both hypotheses are rejected at the 1's level:

$$
\begin{aligned}
& G^{2}(2 \mid 1) / \hbar .(2 \mid 1)=282.2 / 1.64=172.1 \cdot x_{W}^{2}(2 \mid 1)=165.6 \text { for } H_{2.1}: B_{3}=B_{4}=0 \\
& G^{2}(2 \mid 1) / \hbar .(2 \mid 1)=242.2 / 2.29=106.3, x_{W}^{2}(2 \mid 1)=162.1 \text { for } H_{2.1}: B_{2}=B_{4}^{2}=0
\end{aligned}
$$

as compared to $\chi_{0.01}^{2}(2)=9.21$. Note that the wald statistic is stable for testing nested hypotheses, unlike in the case of goodness-of-fit, and leads to values close to the corresponding values of $G^{2}(2 \mid 1) / \hat{\hat{E}} .(2 \mid 1)$.

By the aiove tests of goodress-of-fit and nested hypotheses, we arrivad ot tin zollowing simble model involving raly four parameters:

$$
\begin{align*}
\operatorname{sr}\left\{\frac{\xi}{1-\frac{1}{d}}\right\}= & -3.10+0.211 A_{j}-0.00218 A_{j}^{2}+0.1509 E_{k}  \tag{3.2}\\
& (0.247) \\
(0.013) & (0.000172)(0.0125)
\end{align*}
$$

The standard errors of parameter estimates are given in brackets in (3.2). The diagnostics in Section 3.2 will be based on the fitted model (3.2).

### 3.2. Diagnostics

We now apply to the LFS data the diagnostics developed in Section 2.4.

## (i) Residual analysis

The sixty cells in the two-way table were numbered lexicographically and the standardized residuals $e_{i}$ were computed under the model (3.2). The cells numbered $\overline{0}$ and 54 with $p_{i}=1$ lead to very large $e_{i}$ values: (66.2 and 6.2 respectively, which are unreliable as noted earlier). Among the remaining $e_{i}$, the residuals numivered 7,27 and 59 have values $3.34,2.73$ and 2.52 respectively, whereas the expected number of $\mid e_{i}$ exceeding 2.33 is roughly $60 \times 0.02=1.2$. Hence, there is some indication that cells 7 and 27 might correspond to outlying cell proportions.

The normal probaiility plot of $\tilde{G}_{i}=G_{i} / \hat{\vdots}$. displayed in Figure 1 indicates no significant deviations from a straight line configuration. The index plot of $G_{i}$. Figure 2, is consistent with Figure 1. The plots of $\tilde{x}_{i}$ are not given to save space but they are similar to those of $\tilde{G}_{i}$. We thus conclude that there is no evidence of outlying cell proportions when the components $\tilde{G}_{i}$ or $\tilde{X}_{i}$ are used for residual analysis.
(ii) Influential cells

The index plot of $m_{i i}$ displayed in Figure 3 clearly points to cells 2. 3 and 55. Figure 4 gives the plot of $\tilde{x}_{i}^{2} / x_{c}^{2}=x_{i}^{2} / x^{2}$ vs. $t_{i i}$, where the inne with slose -1 is given by $x_{i}^{2} / x^{2}+t_{i i}=3 a v e\left(t_{12}^{*}\right)$. Here $t_{i i}^{*}=t_{i i}+x_{i}^{2} / x^{2}$, and the values of $t_{i i}^{*}$ near to unity correspond to cells which are outlying or influential or both (Pregibon, 1981) and appear above the line in Figure 3. It is clear that cells 2, 3 and 55
waradmt Eusther esamination.

## (iii) Coefficient sensitivity

The index plots for measuring coefficiency sensitivity $\left(\Delta_{j}(\hat{i})\right.$ vs.
l) are displayed in Figures $5,6,7$ and 8 for $\sum_{0}{ }^{\circ}{ }^{\circ} E_{2}$ and $E_{3}$ respectively. It is clear from these plots that cells 2 and 3 cause instability in $\hat{E}_{0}$, $\hat{\tilde{B}}_{1}$ and $\hat{B}_{2}$, whereas $\hat{E}_{3}$ is affected by cell 7. (iv) Sensitivity of fitted values

Figure y displays the plot of $\left[G^{2}-G^{2}(-i) j \%=0=c \quad\right.$ vs. $\hat{i}$. for assessing the impact of individual cells on fitted values. significant peaks in this iigure correspond to cells 2 and 3 and to a lesser extent to cell 7. Folloming Cook (1977) and Pregibon (1.81), it may be noted that the comparison of $c_{\hat{x}}$ to the percentage point of $x^{2}$ with $s$ d.E. $(s=4$ in the model (3.1)) gives a rough guide as to which contour of the confidence region the pseudo m.l.e. is displaced due to deletion of the $f$-th cell. The value $c_{\ell}=2.1$ for cell 2 roughly corresponds to the $78 \%$ contour of the confidence region.
(v) Goodness-of-fit sensitivity

Figure 10 displays the plot of $\left\{G^{2}-G^{2}(-\ell)\right] / \hat{c}$. vs. $\ell$; the plot of $\left[x^{2}-x^{2}(-l)\right] / \delta$. is similar here but the former plot is preferred (Pregibon, 1981). Significant peaks in this figure correspond to cells 2, 3, 7, 27 39 and 54 (values - 3), the most significant being cell 7 with the value 5.4. By deleting cell 7 and recomputing the adjusted statistic $G_{c}^{2}(-7)=$ $G^{2}(-7) / \hat{i} \cdot(-7)$ where $\hat{i} \cdot(-7)$ is the corresponding estimate of $\delta$. we get $G_{C}^{2}(-7)=43.43$ with 55 d.f. compared to $G^{2} / 3 .=55.3$ with 56 d. $=$.

```
    Our 2rvestigation insikates on the wnole trat celis %, 2 and 3 are
possible candidates for deletion, but we feel that their impact is not
significant enough to warrant this action.
3.3. Smoothec estimates
    The coefficient of variation of survey estimates, l-pjk, of
unemployment rates is quite large for cells with small samples, ranging
from 6.8% (for cell 3) to ?3.5% (for cell 59). Because of this, we
computed the coefficient of variation of smootred estimates, 1-\hat{f}}\mathrm{ jk ,
under the model (3.1), using formula (2.6). The smoothed estimates lead to a
dramatic reduction in coefficlent of variation: the coefficient of variation of
I-E jk ranges from 3.3% (cell 8) to 12.4% (cell 60); the coefficlent of variation
fur cel. 59 1z rebuced from 98.5% to 11.0%. The average coefficient of variation of
1-phk (wer ti& 5% cells with l-pjk>0) is 32.1多 compared to 6.2%, the average
coefficient of variation of l-f
the bias of smoothed estimates should be relatively small since model
(3.1) provides an adequate fit to the data.
```


## APPENDIX

## Outline of derivation of main results

## I. Asymptotic variances and covariances

The pseudo m... $\epsilon$. are obtained from the binomial likelihood, $L(E)$, Eay, by replacliç bi by nw $_{i}$ and nil by inwifi and then minimizing with respect to $\mathcal{E}$. It is easily seen that

$$
-2 \ln L\left(\tilde{\sim}^{\beta}\right)=2 \pi G^{2}\left(a^{*}, b^{*}(\underline{Q})\right)+\text { terms not involvang } \Leftrightarrow \text {, }
$$

where ${\underset{\sim}{a}}^{*}=\left\{w_{1} p_{1}, \ldots, w_{I} p_{I} ; w_{1}\left(1-p_{1}\right), \ldots, w_{I}\left(1-p_{I}\right):\right.$ and ${\underset{\sim}{b}}^{*}=b^{*}(\hat{l})=$ $\left.\left\{w_{1} f_{1}, \ldots, w_{I} f_{I} ; w_{1}\left(1-f_{1}\right), \ldots, w_{1}\left(1-f_{I}\right)\right)\right\}$ and $G^{2}\left(a_{1}^{*}, b^{*}\right)=\operatorname{Sa} a_{1}^{*} \ln \left(a_{1}^{*} / E_{1}^{*}\right)$ $\sum_{a_{i}^{*}}=\Sigma \sum_{i}^{*}=1$. Hence, noting that maximizing $I\left({ }_{i}\right)$ is equivalent to minimizing $G^{2}\left(a^{*}, b^{*}(3)\right)$, we can use the results of Birch (196i) to get

$$
\begin{equation*}
\sqrt{n}(\hat{B}-\underline{2})-\sqrt{n} i(B \cdot B)^{-1} B \cdot D(\underbrace{2})^{-\frac{1}{2}}(a-E(\hat{z})) \tag{A.1}
\end{equation*}
$$

where ~ denotes "asymptotic equivalence". Here a ani b are derived from ${\underset{\sim}{*}}^{*}$ and b* $^{*}$ respectively by replacing $w_{i}$ with $w_{i}=N_{i 1} / N_{i}$, $w_{i}-w_{i}=o_{p}(1), D(b)=\operatorname{diag}\left(b_{1}, \ldots, b_{I}\right)$, and $B=D(b)^{-\frac{1}{2}}(3 b / 3 b)$. In the case of logit model (2.1). Birch's (1964) regularity conditions are satisfied and (A.1) reduces to

$$
\begin{equation*}
\sqrt{n}(\underset{\sim}{\hat{B}}-\underset{\sim}{B}) \sim\left(X^{\prime} \underset{\sim}{x}\right)^{-1} x^{\prime} D(\underset{\sim}{W})\{, \bar{n}(\underset{\sim}{p}-\underset{\sim}{f})\}, \tag{A.2}
\end{equation*}
$$

where $\quad \Delta=\operatorname{diag}\left\{W_{1} f_{1}\left(1-f_{1}\right), \ldots, W_{I} f_{I}\left(1-f_{I}\right) ; \quad\right.$ and $\quad D(\underset{\sim}{ })=\operatorname{diag}\left(W_{1}, \ldots, W_{I}\right)$. Now assuming that $\sqrt{n}(p-£)$ converges in distribution to $N_{I}(O, V)$, we get, from (A.2), the asymptotic covariance matrix of $\widehat{\sim}$ :

$$
\begin{equation*}
{\underset{\sim}{B}}^{B}=\frac{1}{n}\left(X^{\prime} \Delta X\right)^{-1}\left(X^{\prime} D(\underset{\sim}{W}) V D(\underset{\sim}{W}) X\right)\left(X^{\prime} \Delta X\right)^{-1} . \tag{A.3}
\end{equation*}
$$

Replacing the parameters in (A.3) by their estimates, we get (2.5).
Similarly, noting that

$$
\begin{align*}
\bar{n}(\hat{E}-\underline{f}) & \left(\frac{\beta f}{\hat{G}}\right)\{\sqrt{n}(\hat{R}-\hat{E})\}  \tag{A.4}\\
= & D(W)^{-1} \Delta x\{\sqrt{n}(\hat{B}-\hat{B})\}
\end{align*}
$$

and

$$
\begin{equation*}
\sqrt{\therefore}(p-\hat{f})=\sqrt{n} r-\left\{I-D(w)^{-1} \Delta x(x \cdot \Delta i)^{-1} x D(w):(\sqrt{n}(p-f))\right. \tag{A.3}
\end{equation*}
$$

we get (2.6) and (2.7).
II. Asymptotic null distribution of $x^{2}(2 i 1)$

The statistic $x^{2}(2 \mid 1)$ (given by (2.19)) for testing the nested
hypothesis $H_{2.1}: E_{2}=0$ is asymptotically equivalent to

$$
\begin{equation*}
n(\hat{f}-\hat{\hat{f}})^{\prime} D(W) \Delta^{-1} D(W)(\hat{f}-\hat{\tilde{f}}) \tag{A.E}
\end{equation*}
$$

under $\mathrm{H}_{2.1}$. Now, similar to (A.4) we have

$$
\begin{equation*}
\left.\sqrt{n}(\underset{\sim}{\hat{f}}-\underset{\sim}{E}) \sim D(\underset{\sim}{W})^{-1} \Delta x_{1}\left\{\sqrt{n} \hat{\hat{n}}{\underset{\sim}{\hat{B}}}_{1}-{\underset{\sim}{E}}_{1}\right)\right\}, \tag{A.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\sqrt{n}\left(\hat{\hat{G}}_{1}-\hat{\beta}_{1}\right) \sim\left(x_{1}^{\prime} \Delta x_{1}\right)^{-1} x_{1}^{\prime} D(\underset{\sim}{w})\{\sqrt{n}(\underset{\sim}{p}-\underset{\sim}{f})\} \tag{A.B}
\end{equation*}
$$

Hence, from (A.4) and (A.6),
under $\mathrm{H}_{2.1}$. Now, following Rao and scott (1984), we express $\mathrm{X}^{\prime} \Delta \mathrm{X}$ as a partitioned matrix

$$
x \cdot \Delta x=\left(\begin{array}{cc}
x_{1}^{\prime} \Delta x_{1} & x_{1}^{\prime} \Delta x_{2} \\
x_{2}^{\prime} \Delta x_{1} & x_{2}^{\prime} \Delta x_{2}
\end{array}\right)
$$

and then use the standard formula for the inverse of a partioned matrix to get, after simplification,

$$
\begin{equation*}
\sqrt[r]{n}\left(\hat{\dot{\beta}}_{1}-{\underset{\sim}{\beta}}_{1}\right) \sim \sqrt[r]{n}\left({\underset{\sim}{\hat{E}}}_{1}-{\underset{\sim}{\beta}}_{1}\right)+\left(x_{1}^{*} \Delta x_{1}\right)^{-1}\left(x_{1}^{\prime} \Delta x_{2}\right) \sqrt{n}{\underset{\sim}{\beta}}_{2} \tag{A.10}
\end{equation*}
$$

- 

Subytituting (A.20) Into (A. 9) we get

$$
\begin{equation*}
\bar{\pi}\left(f-\xi ; \quad D(W)^{-1} \dot{\Delta} X_{2} \cdot \bar{n}{ }_{2}\right. \tag{A.11}
\end{equation*}
$$

where

$$
x_{2}=x_{2}-x_{2}\left(x_{1}^{\prime} x_{1}\right)^{-1}\left(x_{1}^{\prime} x_{2}\right.
$$

$A \equiv$ a result, we get the "ulluinig ssymptotic resicesentation Exom (A. ミ) and (A.21):

$$
\begin{equation*}
\therefore-12, \quad n \vdots_{2}^{\prime}\left(x_{2}^{\prime} \dot{x} x_{2} \vdots_{2}\right. \tag{A.12}
\end{equation*}
$$

Also it follows from (A.3) and the formula for the inverse of a partitioned matrix that the asymptotic covariance matrix of $\dot{E}_{2}$ may be written as

$$
\begin{equation*}
V_{\theta_{2}}=\frac{1}{r}\left(\tilde{X}_{2}^{\prime} \Delta \dot{X}_{2}\right)^{-1}\left(\tilde{X}_{2}^{\prime} D(W) V D(W) \tilde{X}_{2}\right)\left(\tilde{X}_{2}^{\prime} \dot{=} \tilde{X}_{2}\right)^{-1} \tag{A.13}
\end{equation*}
$$

 asymptotically distributed as $=C_{i}(2 \mid 1) Z_{i}$, using a standard result on the distribution of a quadratic form in normal varzables, where the $\varepsilon_{i}(2 \mid 1)$ are eigenvalues of $\left(\tilde{X}_{2}^{\prime} \ddot{X}_{2}\right)^{-1}\left(\tilde{X}_{2}^{\prime} D(W) V D(W) \tilde{X}_{2}\right)$. Replacing $A$, $W$ and $v$ by their estimates $\dot{i}$, $\underset{\sim}{w}$ and $\hat{v}$ respectively, we get (2.21). It can be shown that $G^{2}(2 \mid 1)$ is asymptotically equivalent to $X^{2}(2 \mid 1)$ under $\mathrm{H}_{2.1}$ so that the above result also holds in the case of $\mathrm{G}^{2}(2 / 1)$.

A Wald statistic under binomial sampling is sometimes used, instead of $X^{2}(2 \mid 1)$ or $G^{2}$ i2lli, to test $H_{2.2}$. Noting that $H_{2.1}$ is equivalent
 matrix of rank $u$ with $H^{\prime} X_{1}=0$ and $H^{\prime} X_{2}$ nonsingular, the wald statistic is given $E \because$

$$
\begin{equation*}
\hat{x}_{w}^{2}(2 i 1)=\hat{i}^{\prime} \hat{v}_{0 \downarrow}^{-1} \hat{\imath} \tag{2.14}
\end{equation*}
$$

 given below. As in the case of $x^{2}(2 \mid 1)$ the true asvmptotic null distribution of $\mathrm{X}_{\mathrm{w}}^{-2,2 ;}$ is a weighted sum, $\mathrm{Y}_{1}(2 / 1) z_{i}$, of incieperdert $x^{2}(1)$ variables with weigints $\gamma_{1}(2 \mid 1) \ldots \gamma_{u}(2 \mid 1)$ given by the eigenvalues
 corresponding expression under binomial sampling. The formula for $V$ : follows from the approximation

$$
\begin{equation*}
\sqrt{n}(\hat{¢}-\phi) \sim H^{\prime} U^{-1} D(\underset{\sim}{W})\{\sqrt{n}(\underset{\sim}{\hat{E}}-\underset{\sim}{f})\} \sim H^{\prime} X\{\sqrt{n}(\underset{\sim}{\hat{S}}-\hat{S})\}, \tag{A.15}
\end{equation*}
$$

using (A.4). It follows from (A.14), (A.15 $)$ and $(A .12)$ that $\tilde{x}_{W}^{2}(2 \mid 1)$ is asymptoticelly equivalent to $X^{2}(2 / 1)$ under $H_{2.1}$, noting that $H^{\prime} X(\underset{\sim}{\hat{B}}-\underset{\sim}{B})=H^{\prime} X_{2} \underset{\sim}{\hat{Z}}$ and $H^{\prime} X\left(X^{\prime} \Delta X\right)^{-1} X^{\prime} H=H^{\prime} X_{2}\left(\tilde{X}_{2}^{\prime} \Delta \tilde{X}_{2} ;^{-1} X_{2}^{\prime} H 2\right.$. This result implies that

$$
\begin{equation*}
\left\{\gamma_{1}(2 \mid 1), \ldots, \gamma_{u}(2 \mid 1)\right\} \text { is identical to }\left\{\delta_{1}(2 \mid 1) \ldots, \delta_{u}(2 \mid 1)\right\} \tag{A.16}
\end{equation*}
$$

III. Asymptotic null distribution of $x^{2}$

The asymptotic null distribution of $X^{2}$ (or $\mathrm{G}^{2}$ ) car be obtained as a special case of the result for nested hypothesis $H_{2.1}$, by treating the model $M_{1}$ as a saturated model. We have $\hat{f}=p$ in the saturated case so that from (A.15) $\quad V_{\phi}=n^{-1} H^{\prime} \Delta^{-1} D(\underset{\sim}{W}) V D(\underset{\sim}{W}) \Delta^{-1} H$ and $V_{O \phi}=n^{-1} H^{\prime} S^{-1} X$. Hence, from (A.16), $x^{2}$ is asymptoti=ally distributed as $i_{i} Z_{i}$, where $\hat{c}_{1}, \ldots$, I-s are the eigenvalues of $v_{0 \phi}^{-1} v_{\phi}$.
-
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$$
\begin{aligned}
& \text { Table 1. Pseudo maximum likelihood estimates } \text { ind corresponding }^{\text {i }} \\
& \text { standard errors for the LFS data u..ier model (3.1). Also, } \\
& x_{W}^{2}(2 \mid 1)=\hat{\hat{R}}_{i}^{2} / \operatorname{var}\left(\hat{E}_{i}\right) \text { and } G^{2}(2 \mid 11 / \vdots(2 \mid 1) \text { for the } \\
& \text { nested hypotheses } H_{2.1}: \beta_{2}=0 \text { and } H_{2.1}: R_{4}=0 \text {. } \\
& x_{W}^{2}(2 \mid 1) \quad G^{2}(2 \mid 1) / \hat{\hat{b}} \cdot(2 \mid 1) \\
& 0 \quad-2.76 \\
& 1 \\
& 0.209 \\
& 0.013 \\
& 0.012 \\
& 2 \quad-0.00217 \\
& 0.000173 \\
& 0.000136 \\
& 0.068 \\
& 4 \\
& 0.0913 \\
& 0.089 \\
& 0.0041 \\
& 0.0030 \\
& 0.45
\end{aligned}
$$




Figure 2: Index Plot of $\tilde{\mathrm{G}}_{\mathbf{i}}$


Figure 3: Index Plot of $m_{i}$
-


Figure 4: Scatter Plot of $x_{i}^{2} / x^{2}$ vs $h_{i j}$


Fiqure 5: Index Plot of $\left\{\hat{B}_{0}-\hat{B}_{0}(-\ell)\right\} /$ s.e. $\left(\hat{B}_{0}\right)$


Fiqure 6: Index Plot of $\left\{\hat{B}_{1}-\hat{B}_{1}(-l)\right] / s . e \cdot\left(\hat{B}_{1}\right)$


Fiqure 7: Index Plot of $\left\{\hat{\beta}_{2}-\hat{\beta}_{2}(-\ell) \mid /\right.$ B.e. $\left(\hat{\beta}_{2}\right)$


Fiqure 8: Index Plot of $\left\{\hat{\beta}_{3}-\hat{\beta}_{3}(-\ell)\right\} /$ s.e. $\left(\hat{\beta}_{3}\right)$


Fiqure 9: Index Plot of $\left\{\sigma^{2}-\widetilde{G}^{2}(-\ell)\right\} / \hat{\delta}$


Finure 10: Index Plot of $\left\{G^{2}-G^{2}(-\ell)\right\} / \hat{\delta}$


$\cdots$

