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Abstract 

The application of random noise to the micro data of a business survey is a method of 
disclosure control. The method has a useful operational advantage: it is a "set it and 
forget" approach. Once random noise has been applied, cell totals can be prepared as 
required with confidentiality protected. This approach is compared with the traditional 
suppression approach used at Statistics Canada. The impact of random noise on the 
quality of totals is investigated. An experiment using data from the Industrial Water 
Survey is used to illustrate characteristics of random noise. 



In practice determining a valid and optimum set of complementary cells is far too complex to do 
by hand. The suppression approach has been implemented and used at Statistics Canada for 
decades using a comprehensive algorithm and analysis package called CONFID. This web site 
provides more information on CONFID: 

http://gensys/DcsktopDefault.aspx?lapgen&tahid253  or 
http://gensy/csktopDefault.aspx?lang=fr&tabid=253  

In the illustration below, Table 2 shows that three complementary cells are suppressed to protect 
the single sensitive cell. 

Table 2 
Industry 

Province A B 	 C  D E 
I T1,, TIB 	Tic T 0  Row I Total 
2 TM 89 	 I T2C T20 _ Row 2 Total 
3 T3A T3B 	 T3c T30  T3E Row 3 Total 
4 T4A IN 	T4C T41) ] Row 4 Total 

Column A 	Column 	B 	Column C 	Column D 	Column E 	Grand Total 
Total Total 	Total Total Total 

Fhe P% Rule: 

One suppression rule (that will be mentioned again later) is the P% Rule. This rule is described in 
Cox (1981 and 2001), in Robertson Ct al (2003) and in many other places. The rule is based on 
the understanding or realisation that a respondent (intruder) may subtract its owii value X 1  from 
the published total to estimate the response of another respondent. Therefore, the goal of the 
method is to prevent a respondent (intruder) from being able to guess "too accurately", another 
respondent's value. Appendix A provides more detail. 

The smallest error occurs when the 2nd  largest respondent subtracts its response from T and uses 
the difference as an estimate of the largest respondent's data response, X 1 . 

- x2 = x1 +X I  

The last term is the error and so the relative error is 

PREL = 	x/x 1  orP(T-X2 -X i )/X 1 . 

This is the basis for the P% Rule: the statistical agency determines the threshold P. which may 
vary from survey to survey, and says "If the relative error is less than P. then suppress T; 
otherwise T is safe to publish." 

3. Methods of disclosure control: random noise 

In this approach, following Massell (2006, 2007a, 2007b) random noise is added to the X, (and 
thus the suni T becomes perturbed). Let Z, be the amount of random noise added to X. Thus the 
data series becomes X 1 +Z 1 , X 2 +Z2  ... X+Z, ... XN+ZN. 



And the perturbed total is: T* = 	+ 

The table would look like this where each 'l' s  is published and none are suppressed. 

Table 3 

I rid nsf ry 
Province A B C D E 
I I A T 111  T 1  I) T IF Folal (I) 
2 T 2A T 211 T 2C I 	2!) T 2E RF)taI (2) 
3 T'A 3(3 F 3C T'311 13E Rrotai (3) 

4 T4A T413 1 4C [4!) 1 4E RTot (4 )  

JIaI (A) CToca (I!) CToaI (C) Cioiai (1)) CTo taI (F) 'total 

The expected value of Z, (and thus also the sum of the Z, ) should equal zero otherwise a bias is 
introduced to the estimates. Therefore, if the distribution of Z 1  is symmetric the distributions of 
negative and positive noise balance each other (and are a mirror image of each other) and the 
expected value of Z is zero. It is convenient if the random noise applied to X, is a percentage or 
proportion which is then multiplied by X. Thus X 1+Z 1  = (X1 + (RNI*X I )). 

There are endless potential distributions for RN. Massell (2007) suggested the split triangle 
distribution as illustrated below. The purpose of the "split" is to add raiidoin noise that is at least a 
certain minimum percentage distance away from X this ensures an amount of disclosure control 
for each X1 . 

1)iagrarn 3.1 

75 	 .85 	1 	1.15 	 1.25 

This distribution can be derived using the RANTRI function in SAS which creates random 
tiumbers on [A. BJ where C is the mode (highest point of the triangle). 
The SAS code is: R = (B-A) * RANl'Rl (seed, (C-A) / (B-A)) + A. 

If we use C = 0, A = -0.1, and B = 0.1 then R will he on the interval [-0.1. +0.11 with the highest 
point (mode) at 0. This implies that R is most likely to be 0 and it angles away with less 
probability towards -0.1 or +0.1. Next we want to split the triangle away from 0 by a minimum 
distance (minimum amount of perturbation) of L and also make it into a multiplier. 

. 	If R <0 then we want RN to fall in [I-L-0.1, 1-1-01. 

• 	If R > 0 then we want RN to fill in [1+1 ,+0, 1 + L+0. 11. 



Suppose we take I.15 (thus we want at least 15% perturbation). Then we want [0.75. 0.851 
when R < 0 and [1.15, 1 .25] when R > 0. Since R varies from -0.1 to +0. I. the SAS code to get 
this split range is RN = ((R<O)*(0.85+R))+((R>O)*(I.15+R)). The perturbed value of X, is 
RN*X, and using addition this is X, - (RN—I )*X, meaning that Z, = (RN-1).X1 . 

Although the expected value of Z, is zero, it is possible that the sum of the Z, is sign ificantly 
different from zero, especially if N is small. The method of balanced noise addresses this 
difficulty: it is described in Section 7. 

The amount of random noise 

I lov, much noise should one use? (What should the values of the parameters of the split triangle 
distribution he':') The amount of random noise should be enough to protect confidentiality yet no 
more than that to preserve as much quality as possible. As noted above in the Suppression 
Approach, there is subjectivity in determining the amount of protection; nevertheless a degree of 
protection is chosen. Since the P% Rule is often used perhaps the same analytical and somewhat 
subjective process can be used to determine the amount of required protection. 

here is where the P% Rule is useful in the Random Noise approach. Again following Massell 
(2006), suppose that N=l (i.e. there is only one respondent in the cell). And the statistical agency 
has decided on a P15% Rule in Suppression. Therefore if we choose 1.=.15 in the Random 
Noise then the perturbation will be at least 15% and therefore the T*  would pass the P Rule in the 
sense that the "error" of T is at least P%. 

If N2, then there is a 50% chance that both X, will be perturbed in the same direction and thus 
T would pass the P Rule, again in the sense that the "error" of T' is at least P?"o. If the two are 
perturbed in opposite directions then they balance each other to some extent and the P-Rule may 
"fail". 1-lowever, if X 1  is very dominant over X2  . then the perturbation of X 1  may be enough for 
T to "pass" the P Rule. 

If N > 2 (and perhaps much greater than 2) and if X 1  is dominant (i.e. it is an outlier in its cell) 
and the rest are not outliers then we can expect Z2  + Z + ... Z, + ... ZN to be close to zero (it is 
zero in its expectation). Z 1 , the perturbation associated with X 1 , will dominate since Z is a 
percentage change to X. This may be enough to significantly perturb T. enough so that the P Rule 
"passes". 

More generally, if we set L = P then we know that the largest respondent has received a 
perturbation of at least P. In this sense there is some sort of connection between the P Rule and 
the Random Noise approach. 

It makes sense that if a particular P is chosen by the statistical agency in Suppression (see section 
2). then L should be at least equal to P. and more likely a hit larger. Again (as with Suppression) 
subjective analysis is required to determine the amount of protection. 

A sample survey 

The foregoing has concentrated on a census. But in a sample survey n<N and an estimate T of T 
is published. This estimate is generated by a random process through the sample design and the 
estimation method (and to some extent the edit and imputation process). It is also a perturbed 
version of T. In the end, from the view of confidentiality, is there a difference between a sample 
survey and the Random Noise approach? 
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Both apply a random process to generate a perturbed version of T: i)o both approaches protect 
confidentiality? The motivation behind a sample survey is based on cost, response burden, and 
target levels of accuracy. and as a by product, the approach helps to protect confidentiality. [Note: 
In a sample survey the usual or standard approach for disclosure control is this: Unless the weight 
of a unit is less than 3, confidentially measures are not required. (A weight of less than 3 implies 
that that there are only 2 units or I unit in a stratum.) The implication is that the uncertainty 
generated by the sample survey process protects confidentiality]  

The Random Noise approach has much the sanie impact on data users as a sample survey. The 
ditTerence T - T* is known only by the statistical agency. Unless the statistical agency provides 
details about the amount of noise and its parameters, a confidence interval for T cannot he 
derived by any person exterior to the agency. In a sample survey, the difference T - T is not 
known by anybody, although confidence interval provides some information. Therefore T - (P + 

), the combined impact of the sample process and the random noise reinforces the uncertainty 
around T. 

Each sample survey must be examined to see if a particular domain is in fact a census (i.e. all 
units come from the take-all). Note also that in a sample survey, the 2" d  largest respondent (that 
may or may not be in the sample) can subtract its own value from i the difference being its guess 
for the largest respondent. 

Does this imply that a statistical agency should consider the issue of confidentiality in deciding 
between a census and a sample survey? Should it never use a census in a business survey? One 
might argue that if random noise is to be used in a census, save money and do a sample survey 
instead! (Even the Suppression approach is a perturbation method because a deterministic 
minimum and maximum range for T can be calculated (CONFID provides that option). Thus any 
value within that calculated range can or could be "the" perturbed T!) 

Protecting confidentiality - in a business survey where there are almost always dominate 
businesses - - requires degrading in some way the quality of 1', thus any approach—random noise, 
suppression. or a sample survcv--leads to perturbed value for 1'. 

6. The Unified Enterprise Survey (U ES) 

The Unified Enterprise Survey (IJES) at Statistics Canada is a business survey that integrates the 
economic surveys. The purpose of analysing the UES was to consider the impact of random noise 
when there are a large number of units and cells. There are about 1.2 million units in UES frame. 
Cells (there are 988 of them) are at the 3-digit NAICS (North American Industry Classification 
System). 

Then random noise was applied to the revenue size field of the UES in-scope Frame. The split 
triangle distribution was used and with parameters so that each datum was split away from itself' 
at least 15% to a maximum of 25%. 

Then the percentage difference between the unperturbed cell total and the perturbed cell total was 
calculated (Celll)elta 10). Also, on the unperturbed data the P rule with P= 15% was calculated for 
each cell (PS). 1)iagram 6.1 illustrates the impact of dominance (measured by PS, on the accuracy 
of the perturbed cell total. Diagram 6.2 illustrates the size of CeilDelta 10 compared to the log of 
the number of units in a cell (logN3). 
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Diagram 6.1: When the sensitivity of a cell is low (i.e. the PS is a high) it is likely that random 
noise has little impact on changing the cell total (i.e. cellt)eltalO is close to zero). 
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Balanced Noise 

One way to assign the Z, is by the order of the X, as they appear in the file (or one might sort the 
X, in random order, though that would not be necessary). if the statistical agency releases a basic, 
standard table—as is almost always the case—the perturbation of T can be limited by the method 
of balanced noise, Massell (2007). 

I. Sort the N data values in descending order by X, 

2. Then apply random noise: the direction of the largest response is chosen randomly and 
from then on, one by one, from the 2 nd largest to the smallest, the direction is the opposite 
to the direction of the current cumulative sum of the Z 1 . 

o Thus for example suppose Z 1  is arbitrarily set to +13%, then Z 2  has to he 
negative. Suppose it is -6%. The current cumulative surn of the Z, becomes 
(+7%) and so Z1 has to be negative again. Suppose it is -1 M. The current 
cumulative sum of the Z, is now negative (4%) and so Z 4  is chosen to be 
positive. This technique ensures that the sum of the noise Z i  keeps close to a sum 
of zero. 

Balanced noise can also he used (and this would he the usual case) for a table with cells; that is 
we wish to balance noise within each cell total, rather than the grand total T. 

Therefore sort the X, in descending order within each cell and in Step 2 apply balanced random 
noise within each cell. This helps to protect the quality of the cell totals. 

This process optimises balance for a particular table (i.e. the basic and standard table released by 
the statistical agency). Therefore if other tables are later requested by users, balancing will not he 
optilrlum. 

Use of Random Noise at the US Bureau of the Census (USBC) 

I lere is a list of current and forthcoming surveys From the USBC that use the random nOISC 
approach (based on conversations and emails with Paul Massell of the (JSBC). 

• 2005 Nonemployer Statistics (NE) - already released on 7/12/07 for 2005, to he released 
on 8/14/08 for 2006, to be released on 6/25/09 for 2007, 

• County Business Patterns (CBP) - to be released on 7/10/08 (2006), to be released on 
7/30/09 (2007) 

• 2007 Commodity Flow Survey ((ITS) - Preliminary to be released by 12/31/08 
• 2007 ('ensus of Island Areas (IA) - CNMI to be released by 3/31/09 
• 2007 Survey of Business Owners (SBO) - Company summary to he released by 7/3 I / 10 

Paul Massell's observation is that those new to Random Noise commonly have one of two 
reactions. The old timers who "grew up on the Suppression approach (precise rules based on 
mathematics) are generally opposed to random noise. They find it difficult to accept the 
pLiblication of perturbed totals that would have been suppressed under a suppression rule. But 
others are much more amenable to the idea, feeling the statistical uncertainty inherent random 
noise and the T*  is a valid way of protecting respondents. 



9. The Industrial Water Survey (Mines): an application of random noise at Statistics 
Canada 

This section describes the experiences in using random noise for the bi-annual 2005 Industrial 
Water Survey (IWS). The IWS collects detailed information on water use across Canada. The 
information collected included the sources of water used, what purposes industry used the water 
for, whether or not water was re-used, where the water was discharged and what treatments were 
used for water brought into the facility and discharged from the facility. Also, water acquisition 
costs and operating and maintenance expenses related to water intake and discharge were 
collected. It covers three industries: manufacturers, nuclear plants, and mines. The Mines portion 
of the IWS questionnaire contains about 60 questions representing more than 100 measured 
variables Many are highly correlated although a few such as water consumption are not. 

The context of this survey is entirely different to the discussion above where random noise was 
applied to a single variable of a one-time survey. In the IWS disclosure control is more complex 
since quality must he maintained within a periodic (biennial) sample survey where there are 
strong correlations between most (but not all) variables. 

The IWS currently uses a suppression method (CONFID) to protect the confidentiality of 
respondents. Unfortunately, due to the limited sample size, many cells are suppressed from 
publication. For the mines portion of the survey 21 tables are published representing about 3,400 
cells. About 35% of them were suppressed to protect confidentiality, from which some of them 
are key to users. 

It was decided to explore the use of balanced random noise with the goal of improving the 
usefulness of the survey results. The split triangle distribution was used with parameters so that 
perturbation varied between 5% (the minimum) and 15% (the maximum). Random noise was 
applied only to units where the sampling weight was less than or equal to 3. (In the case of the 
IWS for Mines, almost all units had a weight < 3.) 

For details about the final tables of results, please contact the authors 

•1 Challenges 

The first approach in experimenting with the IWS applied random noise independently for each 
variable. This created inconsistencies. The relationships (correlations) among variables were not 
preserved. Similarly balancing did not work as the relationships among tables were not preserved. 
And for IWS, those relationships between variables and tables are very important. If they are 
broken, the results don't make sense anymore. 

Preserving relationships requires that the amount of random noise be constant within a record. 
Thus the same amount of random noise. Z, = (RN 1 — I) *X 1 , needs to be applied to each variable 
within a particular record. 

Balancing needs to be based upon one variahle.That is, the sequence of applying random noise 
from record to record is based on a single variable: the variable water intake was chosen since it 
was central to most of the other variables. Thus water intake is the proxy balancing variable for 
all variables. 

The experiment showed that balancing is most useful in preserving quality if it is done within 
sub-groups of the sample. For the IWS, balancing was done at the provincial level as that 
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approach (rather than balancing at the national level, industry level, or provincial/industry levels) 
preserved the most quality. 

Given the strategy above (which seems essential to maintain the relations between variables and 
published totals) several di Iliculties in maintaining quality emerged. 

Balancing: Several variables are not highly correlated with the balancing variable. An example is 
water consumption. The result is that balancing based on water intake leads to a total for water 
consumption that is Further from its original total than would have been hoped. 

Seed: In a business survey often a very few units (sometimes just one) dominate a cell. Thus the 
amount of noise applied to the largest unit strongly influences the perturbed total. In applying 
random noise a seed begins the process. The SAS code is: R = (B-A) * RANTRI (seed, (C-A) / 
(13-A)) + A. In repeating the application of random noise (during the experimentation for the 
IWS) it became clear that the seed itself greatly influenced the perturbed total. The remedy during 
experimentation is to select a seed once and reuse it always. This made the experimentation in the 
IWS much easier to understand. But consider using random noise in a production environment 
where a single seed will he selected. it is somewhat perturbing to know that the final value of a 
perturbed total (when there is a dominate unit) is influenced so greatly by the seed. That seems 
artificiaL Yet this is similar to the concept of a sample survey, where (if we were to repeat a 
sample survey many (imes even though we do the sample survey only once) the mean of the 
survey estimates would be much closer to the true value. 

l'eriodicity: The IWS is a periodic survey (every two years) and therefore estimates of change as 
well as level are important. Consider a dominate unit, say company "ABC": in the first year it 
might receive random noise of (for example) +6.8% and then two years later might receive 
random noise entirely difThrent: say -7.4%. The vastly differing directions of random noise ruin 
the estimate of change! The remedy requires that each unit receive a "permanent, unchanging, 
and constant" amount of random noise. Thus in the first iteration of the survey and for all births 
in later iterations of the survey, each unit is assigned a "permanent random noise amount' that 
will always be used for the unit in each iteration of the survey. This greatly helps in preserving 
the quality of the estimates of change. 

Sunimary for the IWS: 

After the application of random noise, it was found that for 98.8% of the cells, the estimate after 
random noise stays inside the confidence interval of the original estimate. Clearly this is 
encouraging for the IWS. Yet experimenting with the IWS shows that random noise needs to be 
applied in a restrictive way is that it: 

• 	Relations (correlations) among variables are preserved (thus a single amount of random noise 
is applied to all variables within a unit). 

• Relations among published totals are preserved. Thus balancing needs to be done using one 
variable. This should he a variable that seems central to all variables (or is most highly 
correlated with all variables). Nonetheless this is at the expense of the kw variables that are 
not highly correlated with the "proxy balancing variable"; 

Estimates of change are preserved. Thus the amount of random noise that a particular unit 
receives niust remain unchanged from iteration to iteration of the suR'e: a unit's perrnanent 
random noise amount. 



These restrictions tend to reduce the amount of randomness" that is applied to the data of the 
IWS and preserve the quality of its release. 

10. Conclusions anti findings 

The purpose of this study has been to consider the use randoni noise as a disclosure control 
method for business surveys. 

• The Random Noise approach has an important operational advantage. Once an appropriate 
amount of random noise has been applied to the micro data (as the last step before estimates 
are prepared) then the statistical agency can produce statistical tables with confidentiality 
protected. 

• Balancing is a useful technique to preserve quality, especially if a survey has a predetermined 
basic and standard set of tables to publish. 

• Sample surveys, and even the Suppression approach, all have elements of perturbation that 
are similar in the end to random noise. 

• The quality of totals, as measured by the amount of change in them after random noise has 
been applied, often remain excellent, especially as the number of units in a cell increase and 
especially if there is no dominant unit. 

• 	In a periodic survey with several correlated variables, the best quality is obtained if balancing 
is used and if a single (i.e. particular) amount of random noise is used for all variables. Also 
to preserve the quality of estimates of change, the amount of random noise applied to a unit 
should be retained, and used again for each iteration of the survey. 
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Appendix A: The Suppression approach to confidentiality 

The traditional approach in Statistics Canada is to analyse dominance in a cell. If there is too 

much dominance then T is not published and the cell is left blank. There are a variety of ways to 
do this as described in Cox (1981. 2001) and Robertson et al (2002). lfa particular cell cannot he 
published then other cells must be suppressed as well because otherwise T can be retrieved 
through subtraction using marginal totals. With Suppression it is best to pre-plan all required 
tables. This allows a Suppression algorithm to derive the optimum way of reducing the amount of 
information loss. If future tables cannot be pre-planned then after the first set has been published 
the suppression pattern for further tables is constrained by the totals that have been already 
published. That process is intricate and the suppression pattern may not be the optimum to 
minimize data loss. Sometimes, given the totals that have been published, it may be impossible to 
allow the publication of any more totals from new tables. 

The P% Rule is described in Cox (1981 and 2001) or Robertson et a! (2003) and in many other 
places. A respondent (intruder) may subtract its own value X from the published total to estimate 
the response of another respondent. The smallest error occurs when the 2 largest respondent 
subtracts its response from 1' and uses the difference as an estimate of the largest respondent's 
data response. X 1 . 

T - 	= X 1  
1-3 

The last term is the error and the relative error is 

PL= 	 orP i (T-X 2 -X 1 )/X 1 . 

This is the basis for the P% Rule: the statistical agency determines the threshold P. which may 
vary from survey to survey, and says "If the relative error is less than P. then suppress T 
otherwise T is safe to publish." 
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