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Abstract 

Due to increasing emphasis on planning and administering economic programs 

at local levels, there has been a demand for more and better quality data at 

these levels on a whole range of economic data. 

is Some estimators for small areas are evaluated in the context of pruducng 

Cerius Division level by Major Industrial Division estimates, using the 

unincorporated data compiled at Statistics Canada (on a sample basis) and 

Revenue Canada (on a 100% basis for some economic items). Several of the 

collected variables are candidates for small area estimation, but we will 

focus on wages and salaries. Gross Business Income, available from Revenue 

Canada on a 100% basis, is used as auxiliary information, in order to obtain 

" reliable estimates of total Wages and Salaries. In addition to the usual 

• estimators proposed in the literature (Gonzalez 1973, Schaible 1979), 

composite estimators which are combinations of the synthetic estimator arid 

direct domain estimator are studied. In particular, the composite estimators 

- 

	

	proposed by Särndal (1981), and Fay and Herriot (1979) are investigated, via a 

Monte Carlo simulation. 
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KI 
M.A. Hidiroglou, H. &rry, E.B. Dagum, S1atisLic Canada 

J.N.K. Rao, Carleton University, C.E. Sarndal, Université de Montreal 

1. Introduction 

Due to increasing emphasis on planning and administering economic 

progrns at local levels, there has been a demand for more arid better 

quality data at these levels on a wide range of economic data. Such data 

available from surveys may not have adequate precision and hence there is 

an increasing demand on the use of administrative records to produce these 

data. Administrative sources, however, may not contain all the required 

information onì a one-hundred percent basis. It may therefore be necessary 

to pool this information with the survey data. In the present context, a 

number of variables are available on 100% basis from one administrative 

source provided by Revenue Canada, whereas some of the variables of 

interest as well as variables common to an administrative source provided 

by Statistics Canada are available on a sample basis. The problem at hand 

is to use these various administrative files in conjunction with survey 

data to produce reliable small area estimates. 

In this paper, some estimators for small areas are evaluated in the 

context of producing Census Division level by Major Industrial Division 

estimates, using the unincorporated data compiled at Statistics Canada and 

Revenue Canada. Several of the collected variables are candidates for 

small area estimation, but we will focus on Wages and Salaries. This 

0 	variable is aailable on a 25% sample basis at Statistics Canada for the 
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0 	Gross Business Income range $25,000 to $500,000 but not available from the 

Revenue Canada file. Wages and Salaries are related to Gross Business 

Income (available from both sources) for certain industrial groupings. 

Hence, Gross Business Income can be used as auxiliary information, in 

order to obtain reliable small area estimates of total Wages and 

Salaries. In addition to the usual synthetic estimators proposed in the 

literature (Gonzalez 1973, Schaible 1979) composite estimators which are 

combinations of the synthetic estimator arid the direct domain estimator 

are studied. In particular, the composite estimators proposed by Särridal 

(1981), and lay and Herriot (1979) are investigated. Efficiencies of the 

various proposed estimators relative to the direct estimator are obtained 

for Wages and Salaries via a simulation study in which the combined use of 

the wo ddministrative files is mimicked using the Statistics Canada 

is 

	

	dc1rninLtrative file. This Statistics Canada file has the advantage of 

containing all the variables to be used for the small area estimation. 

2. Estimators 

Suppose that the population of size N consists of A mutually exclusive 

and exhaustive small areas labelled a=1,...,A. For each small area 'a', 

units are further classified into I mutually exclusive industrial 

groupings. Suppose that the area by industrial cross-classification can 

be further clasified into G mutually exclusive and exhaustive income 

classes, labelled g1,...,G. This labelling gives a three-way 

cross-classification into AIG cells with Naig population members in the 

aig-th cell, with a corresponding sample count n aig  in a simple random 

0 

	

	sample of size n. For aggregation across a subscript, we replace that 

subscript by '.'; thus 
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ID 
Na 	E 	E N3 g is the population size tar the a-th area. 

Nai 

	

	E Naig  is the population size for the ai-th area by industry 
g-1 

classification. Similarly, the sample aggregates 1a..  and  1ai.,  are 

defined. The variable y will be used to denote Wages and Salaries while 

the variable x will denote the Cross Business Income. 

For a particular sample, let tm  (ai) denote the estimate of total 

for the a-th area and i-th industrial grouping for the m-th method of 

estimation. The various estimators for totals are next discussed. 

2.1 Direct Estimators 

the expansion estimator (EXP) utilizes only the sample data in the 

small area and industrial classification. For the a-th small area and 

i-th industry, it is given by: 

N C 
	naig 	N 

- E 	Z 	Yaigk 	- Yai..  
1 	fl g:lk:1 

where Yaiqk  is the value of the k-th sampled unit within the aig-th cross- 

classification. the estimator t 1  (ai) is unbiased for Yai.. the popu-

lation total for the (a,i)-th classification. 

The expansion estimator can be improved using the known population 

domain sized and observed sample domain sizes. This post-stratified 

is given by: 

t2(ui) 	Yai.. 	 (2.2) 
al. 
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0 	for nai.  > 1 and defined to be zero arbitrarily for n 	0. The 

estimator t2(ai) is unbiased for Y aj.. if the probability of getting 

ai. =0 is zero. 

Estimators which use auxiliary information, such as counts or totals 

provided by administrative files, will be classified into (a) synthetic 

estimators, (b) generalized regression estimators, and (c) mixtures of 

synthetic arid direct estimators. 

2.2 Synthetic Estimators 

For synthetic estimators, it is assumed that small area population 

means or proportions, for a given characteristic obtained across areas and 

for given subgroups of the population, are approximately equal to the 

over-all mean. The size of bias of the synthetic estimators will depend 

on the departure from this assumption. The problems associated with 

synthetic estimators have been well documented by Gonzalez (1973), 

Gonzalez and Iiiza (1978), Levy (1971) and Schaible (1979). Two types of 

synthetic estimators are studied: the count-synthetic and the 

ratio-synthetic. The count-synthetic estimator (COUNT SYN) requires the 

knowledge of Naig,  the counts for a given small area, industrial grouping 

and income class-classification, obtained from the larger administrative 

file. It is given by: 

t 3 (ai) = g1 Naig y .ig.' 

where 

'aig 

. 	".ig. 	a=1 k=1 	Yaigk / 	i  aig 

Y.ig. / n.ig  

(2.3) 
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• 	is the over-all sample mean of Wages and Salaries for the i-th industrial 

grouping and g-th income class. 

The ratio-synthetic estimator (RAtIO SYN) requires totals of 

Cross-Business Income for a given small area, industrial grouping and 

• 	income class cross-classification, Xajg.  It is given by 

C 
• 	t4 (ai) = E X;jg 	7.ig." ••.ig) 	

(2.4) 
g1 

where x 19  is the overall sample mean of Gross Business Income for the 

i-th industry grouping and g-th income class. 

• 	2.3 Generalized Regression Estimators 

Särndal (1981) proposed asymptotically design unbiased estimators that 

incorporate auxiliary information through the generalized regression 

technique (or Design/Model technique). In the two special cases included 

in our study, the estimators yielded by this technique (which can be 

adapted to any sampling design) are biased-corrected versions of the 

synthetic estimators (2.3) and (2.4). 

In the special case of simple random sampling, the generalized 

regression estimator is of the form 

N. 	n. 

	

C 	
aig 	N C aig 

t 	(ai) = z 	z 	y • 	+ - 	E 	Z 	e . 	(2.5) 
REG 	g1 k:1 	aigk 	n g1 k1 	aigk 

where y 
aigk 	j 

b. 
aigjk  

z 	 aigk 
is the predicted value of y 	resulting 

Jl 

from the fit of a regression model of the form 

S p 
ybz 	+ 	c 
aigk 	j aigjk 	aigk with error term aigk, 

J1 
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and 	eaijk 	Yaigk - Yaigk are the residuals. Here Zaigjk  is the value 

for the j-th auxiliary variable (j1,...,p) on the k-th unit in the 

(aig)-th cell. Estimates b may be obtained using generalized least 

squares procedures taking into account the distribution assumptions behind 

Caijk and the sample design weights. 

The generalized regression estimator corresponding to the model 

Yaigk =big + caigk 

	

E(caigk) 	0, V( jg< ) 

(the c's are assumed independent throughout) will be referred to as REG 

COUNT and is given by 

t5(ai) ={Naig .ig. 
g 1  

N 	- 	- 
+ 	n 	(y 	- y 	)} 

TV aig 	aig. 	.1g. (2.6) 

where 7aig. = Yaig.'aig. 

The generalized regression estimator corresponding to the model 

Yaigk = bi g  Xa igk + taijk 

E(cajqk) = 0, V(c algk) 	4g Xaigk 

will be referred to as REG RATIO and is given by 

	

C 	) .ig. 	- 	Y.ig. - 

. 	

t6(ai) 	 {X a ig . 	+ 

	

g=1 	
. 	aig 'aig. 	

X.ig. 
(2.7) 
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0 	
Note that the yrithetjc estimitoc (2.3) 	d (2.4) appears js the first 

terms of (2.6) and (2.7) respectively. In other words, the estimators 

t5(ai) and t6(ai) correct the bias in the count-synthetic and 

ratio-synthetic estimators respectively. Rao (1984) noted that these 

estimators can be expressed as a convex combination of the direct and 

synthetic estimators. 

2.3 Mixtures of Direct and Synthetic Estimators 

Since estimators 0 (ai) and t (ai) do not use the small area means 

• 	directly, it is natural to look for estimators that are weighted 
aig. 

averages of t3 (ai) or tl+ (ai) with ti. (al). The optimal composite 

is estimator of this form is given by 

t pt () = c Lfn (di) + ( 1-c) t1 (ai) (2.8) 

where (m3,4) and the optimal weight c is obtained by minimizing the 

MSE (t0 , ( ai)), (Schaible et al, (1979). The estimation of c from sample 

data, however, is unreliable due to difficulties in estimating MSE of the 

biased synthetic estimators t3 (ai) or ti (ai). 

The empirical Bayes approach is an alternative to the above-mentioned 

methods. It provides sample-based weights that reflect the uncertainty of 

a linear represionn fit over small area means. This method was applied by 

Fay and Herriot (1979) as a means to estimate income for small places in 

the U.S.A. 
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The empirical Bayes approach can be summarized as follows. Suppose that 

V 	md N (V 	, 0 	and V 	- md N ( 	., U.), where V 
ai. 	ai. 	ai. 	ai) 	ai 	ai. 1 	1 	 ai. 

is the population mean in the a-th area and i-th industrial grouping, 

X •. 
	all, ai2,.. 

(X 	X 	., X aip ) is the 1 Xp vector of population means of 
ai  

auxiliary variables in the ai-th cell arid b. 1 
 is the pXl vector of 

regression parameters associated with the i-th industrial grouping, arid U 1  

measures the uncertainty in the linear fit to a1.•  The sampling variance 

Dal are assumed to be known, but U 1  is estimated from the marginal distri- 

bution of 	by solviriq the Iollowinq riurtlirrear equatio(I in U 
ai. 

a!1 Gai. 
	ai . ) 2  / (U1 + Dai) 	A-p 	 (2.9) 

—* 	—* 	

1 

1-1- 
ai. 	

1-1 	1-1— 
where y 	

ai. 
X 	(X 

Vi 	1. 
X ) 	X 

I. 
 V 

1 

and Y 
1. 
. 	 ai 
is a diagonal matrix with a-th diagonal element v 	= D ai + U 

1  
,, 

(7 	,..., 7 ). The resulting estimator of U is denoted by U 
i 	ii. 	ai. 	 1 	 3. 

The empirical Bayes estimator (EB) of Yai.  is given by: 

	

Ui 	— 	°ai 	* 
t 
T 

(ai) = N ai { 	yaj. + _________ 	Yaj.} 	(2.10) 

Ui+Dai 	Ui+Dai 

[fron and Morris (1971, 1972) suggested a modification of t7(ai) since the 

S latter could perform poorly for some individual components (ai). The 

modification uses a restricted estimator (EBIM) given by: 

S 

S 
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t8(L1) 	t6(al) 	if tj(ai) - d L 17(di) 4 ti(ai) + d 

= t1(ai) - d if t 7 (ai)L t1(ai) - d 

ti(ai) + d if t7(ai) ) ti(ai) + d 	 (2.11) 

where d = (Nai. Dai) is usually used. 

Using the empirical Bayes technique, it must be no ted that the 

computation of the sampled-based weights is complex. Consequently, it may 

be difficult to evaluate their design bias arid design variance by 

aneilytical methods like the ones provided by Särndul. For this reason, 

Monte Carlo simulation is a convenient route to study the properties of 

	

0 	different methods for small area estimation. 

2.5 Variance Estimation 

Estimates of variance for the synthetic estimators t3(ai) and t5(ai) 

can be readily provided. However, since their mean square error can be 

much larger than the variance, no variance expressions for these 

estimators will be given. 

For the expansion estimator t 1 (ai) and the regression estimators t 5 (ai) 

and tG(ai),  the form for the estimator of variance is: 

N(N-n) 
v[tm(ai)] 	 {(nai.-1) sh 	(1 - 	i•) 2• 	Ii (m=1,5,6) 

n(n-1) 	 al. 	 (2.12) 

2 	- 
where s 	and z 	are the estimated domain variance arid mean for the var- 

al 	ai. 

aigk 

	

iable z 	and the variable z 	is given by y 	for t(ai), 
>'aigk -aigk 

•  

ig. 
for t5 	

aigk 
(ai), and y 	

- b ig aigk 
x 	for t 

6 
 (ai). For t 2 (in), the 

.  
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variance expression (2.12) does not have the '2-nd' term. For domains 

with no sample units, we have defined t 2 (ai) to be equal to zero. 

For the empirical Bayes estimators, an estimator of variance is given 

by: 

E 

a. 	ax 	ax 	aax 	ax 	ax 	b( ~ a) W 2 bi Dbi x 	 }, v[t(ai)] 	N2 . 	[P 	+ (1-P .) w 	2 D 	+ (1-P )2 

(2.13) 

where Pai 2 1J 1/(1J 1  + D 01 ) and wabi  is the ab-th element of 

i (XJ 	i)_1 I 
The variance estimator (2.13) is obtained by treating the Uj as fixed 

.

i ninbers 

3. Description of the Simulation Study 

In order to study the properties of the various estimators discussed in 

the previous section, a simulation was undertaken. This simulation 

mimicked the use of administrative data arising from several sources and 

their subsequent combination to yield small area estimates. Since the 

Statistics Canada administrative file had all the required information, it 

was used as the file for drawing the samples required for the simulation. 

The province of Nova Scotia was chosen as the populaion of tax filers 

for which the simulation would be undertaken for several reasons. 

Firstly, we have a sufficient number of observations (1678) in the 
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. 0 	population of unincorporated tax filers whose Gross Business Income 

belonged to the range of $25 1< to $500 K to carry out a simulation which 

could be handled in terms of computer time. Secondly, we have a 

sufficiently good span of correlations between Wages and Salaries, and 

Business Income between the various major industrial groupings, to assess 

the use of Business Income as an auxiliary variable. The small areas of 

interest were the 18 Census Divisions within Nova Scotia. The major 

industrial groups studied within these areas were Retail (515 units in the 

population), Construction (496 units in the population), Accommodation 

(114 units in the population) and the remaining industries grouped into 

Others (553 units in the population). The relative sub-domain sizes 

(Census Division by major industrial group classification) varied between 

	

• 	

0.06% to 6.79%. 

For the direct, synthetic and generalized regression estimators, we 

have considered two procedures: (1) G3 income classes given by $25 K - 

$50 K, $50 K - $150 K, and $150 K - $500 K; (2) G=1 given by $25 K - $500K. 

For the empirical Bayes estimation procedure, only the $25 K - $500 K 

income class was considered. The overall correlation coefficients between 

Wages and Salaries and Gross Business Income were 0.42 for Retail, 0.64 

for Construction, 0.78 for Accommodation and 0.61 for Others. For the 

empirical Bayes procedure, the regression fit between Wages and Salaries 

and Gross Business Income was done within each major industrial grouping, 

and an intercept term was allowed to enter into the model. Two versions 

of the empirical Bayes estimator were obtained: (i) For one (EB/S) the 

sample estimate of variance, 0ai'  for each subdomain mean of Wages and 
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Salaries was used, (ii) for the other (EB/P), the population variance, 

0ai' for each subdomain mean of Wages and Salaries was used. The ratio of 

MSE for versions (i) and (ii) provides a measure of increase in the MSE 

due to estimating Dai.  In addition, for both versions, the restricted 

estimator given by (2.11) was also computed: those modified versions are 

denoted as EM/SM for (i) and EB/PM for (ii). Empirical Bayes estimators 

could not be computed for cells with fewer than 2 observations; for these 

cells the REG RAtIO estimator with three income groups was used. This 

modification is labelled as NEB. 

For the t&rite Carlo simulation, we selected 500 samples each of size 

419, from the target population of 1,678 companies (unincorporated) in 

• 	Nova ScQtia. The expected number of sample observations in a subdomairi 

ranged from 0.25 for the smallest to 29.3 for the largest. The main 

findings are discussed with respect to (a) relative percentage bias of 

estimators; (b) relative percentage efficiency; (c) relative percentage 

bias of the variance estimators; (d) coverage rate of confidence 

intervals; le) coefficient of variation measures for the various 

estimators. The relative percentage bias of tm  (ai) is computed as 

AIt(aj)...Y 	I 1 	I 	m 	ai.. I 
RB [tm (ai)] = - 	i 	 I x 100 

A a1 	'ai.. 

1 	A j 	[tm(ai)II 

	

E I 	 x100 
A 	a1 	'ui.. 

is - 	500 	(r) 
by averaging over the nall areaa where tm(ai) = F= 

1tm 	/ 500, 



. 
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arid t ' (ai) is the value of tm(ai) for the r-th ttnte-Carlo sample 

(r1,...,500) arid Yai..  is the (known) population total for the ai-th 

cell. 

The relative percentage efficiency of tm(ai) with respect to the direct 

estimator EXP is computed as 

1 	A 	
Wt [t(ai)J 	. 

-  

Eff It (ai)] 	- 	
[t(ai)] 	

m1,..., 8 
m A a:1 

- 	500 	(r) 
where MSE It (aifl 	[t 	(ai) - y 	2 / 500, ml, ...8, is the 

m 	n1 	m 	ai.. 

Monte Carlo approximation of the MSE of t 
m 
 (ai) 

The relative percentage bias of the ariance estimator v[tmdl] 

is given by 

- 	1 A 	v [t(ai) 	) 
RB v[t (ai)] 	- 	1 x 100 

m 	A 	ML [t(ai] 
a:1 	m 

500 
where v [t(ai)] 	(r) [t(ai)] / 500. 

r1  

The confidence coverage rate for the estimators t(ai), m=1,2,5,6,7 is 

evaluated as 

A 500 Cr 	 (r) 
E 'm (ai) / (SOOA), where I 	(ai) = 1 if the 100 0 -  aA 

m 
a=1 r=1 

confidence interval given by tai 	 contains /2 {v (r) It 

the true total Y 	, arid zero otherwise. Here, v 
(r)

Itm (liul is the 
ai. 

r 
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• . 	vorLirce estimate of t (ai) for the r-th Monte-Carlo sample and z 	is 
m 	 a/2 

the upper a/Z - point of N(0,1) - variate. 

A measure of average coefficient of variation is given by 

1 A 	{MSE(t (ai)I.4 x 100 
CV It 	1J : 	m 

m 
Y. 
ai.. 

Our empirical results, utilizing the above stated measures, are as 

follows: 

(a) Bias of estimates. Table 1 examines the performance of the estimators 

t(ai) in terms of percent relative bias. The unbiased estimator EXP, 

and the approximately unbiased estimators REG COUNT and REG RATIO show 

• 

	

	negligible relative bias ( 5%), excepting that it is slightly higher for 

REG COUNT and REG RATIO in the case of Accommodation with G3 (6.9 and 6.0 

respectively). The latter may be due to the smaller number of 

observations in the 3 income classes (for Accommodation) which we used to 

estimate the bias. In the other cases, there is a very little difference 

in the bias for the 1 domain and 3 domains, for the COUNT 5Th arid RATIO 

SYN. The PUS estimator has a large relative bias for "Accommodation" but 

this is due to a non negligible probability of getting no sampled units in 

the cell. The empirical Bayes estimators have significant relative bias 

(8% to 38%) with the most bias showing for the smallest industrial group 

- in terms of observations, namely "Accommodation". As expected, both the 

synthetic estimators have the largest bias (as large as 80%) followed by 

the four empirical Bayes estimators. 
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0 	Table 1: Percentage Relative Bias for the Estimator 

Division No. of Estimators 
Income 
Classes 

EXP PUS COUNT RATIO REG REG 
SYN SYN COUNT RATIO 

Retail 2.3 8.5 20.7 32.4 1.1 1.6 
Construction 1 1.9 5.4 17.3 15.7 1.3 0.9 
Accommodation 3.6 26.5 58.4 41.4 3.4 2.8 
Others 1.7 3.2 33.7 26.8 1.3 1.0 

Retail 2.3 8.5 26.8 27.5 1.5 1.5 
Construction 3 1.9 5.4 17.8 16.0 1.1 0.9 
Accommodation 3.6 26.5 44.3 39.4 6.9 6.0 
Others 1.7 3.2 27.7 26.6 1.4 1.0 

NEB/S NEB/SM NEB/P NEB/PM 
Retail 17.6 17.3 18.9 17.2 
Construction 1 11.6 10.5 10.5 8.3 
Accommodation 38.0 36.5 36.7 31.4 
Others 21.2 17.2 21.0 14.9 

(b) Relative Percentage Efficiency of estimators. As can be noted from 

Table 2, all the estimators are significantly more efficient than the 

expansion estimator, EXP. The division of the income classes into 3 

domains as opposed to 1 domain does not significantly improve the 

efficiency of the unbiased or the approximately unbiased estimators, 

except in the case of the REG COUNT estimator for Construction, 

Accommodation and Others, and the REG RATIO for Retail. The 

estimators using the auxiliary variable x, (RATIO SYN and REG RATIO) 

are substantially more efficient than those using only the counts 

(COUNT SYN and REG COUNT). This is especially true for the industrial 

grouping "Accommodation" where the correlation between Wages and 

Salaries and Gross Business Income is fairly high. 

S 
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0 	The RATIO SYN is tne most efficient, whereas REG RATIO (0:3) and the 

empirical Bayes estimators have comparable efficiency excepting that 

the latter was somewat more efficient for "Retail". The difference in 

efficiency among the four empirical Bayes estimators is not 

significant. 

Table 2: Percentage Efficiency of the estimator relative to EXP. 

Division No. of Estimators 
Income 
Classes 

P05 COUNT RATIO REC REG 
SYN SYN COUNT RATIO 

Retail 1.35 2.33 2.00 1.52 1.30 
Construction 1 1.35 2.56 3.03 1.54 2.13 
Accommodation 1.40 1.75 3.45 1.30 2.78 
Others 1.20 1.52 1.92 1.25 1.56 

Retail 1.35 2.06 2.22 1.54 1.49 
Construction 3 1.35 2.76 2.94 2.00 2.08 
Accommodation 1.40 2.86 3.45 2.13 2.78 
Others 1.20 1.82 1.92 1.41 1.54 

NEB/S NEB/SM NEB/P NEB/PM 
Retail 1.72 1.72 1.82 1.82 
Construction 1 2.04 2.04 2.17 2.13 
Accommodation 2.70 2.78 2.38 2.44 
Others 1.45 1.54 1.52 1.54 

(c) Bias of variance estimators. Among the unbiased or approximately un-

biased procedures, PUS displays the highest bias with the MSE being sy-

stematically underestimated, especially in the smallest industrial group, 

Accommodation (see Table 3). The bias associated with REC COUNT and 

. 
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0 	REG RATIO is essentially negligible, with the exception of significant 

negative bias (-11% and -.15%) introduced in estimating the variance 

for "Accommodation" in the presence of three income domains. The 

empirical Bayes procedure shows a smaller bias in the estimated 

variance when the population variance 0ai  is used instead of the 

sample variance Daj  in the estimation, but the underestimation is 

still high (-6 0?0' for Construction to 37% for Accommodation). 

Table 3: Percentage Relative Bias of the Variance Estimators. 

Division 	- No. of Estimators 
Income 
Classes 

EXP P05 REG REG 
COUNT RATIO 

Retail 0.6 -38.7 0.9 2.5 
Construction 1 1.9 -39.4 1.7 0.05 
Accommodation -2.7 -66.6 0.3 -4.0 
Others 2.8 -33.6 2.4 2.4 

Retail 0.6 -38.7 1.0 0.8 
Construction 3 1.9 -39.4 1.3 -1.5 
Accommodation -2.7 -66.6 -11.1 -14.6 
Others 2.8 -33.6 1.2 1.0 

EB/S LB/P 
Retail -29.8 -19.5 
Construction 1 -30.8 - 5.9 
Accommodation -51.8 -37.4 
Others -59.4 -34.5 
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(d) 	Coverage Rates. The coerage rates for the confidence intervals are 

shown in Table 4 for the estimators that have variance estimators 

associated with them, for nominal levels of 90% and 95%. All the 

coverage rates fall short of their desired nominal level. The 

differences between the 1 domain and 3 domains cases for EXP, POS, REG 

COUNT and REG RATIO are small. The coverage rates for EXP, REG COUNT 

and REG RATIO are approximately equal, and range from 79% to 85% 

(nominal 90%). The post-stratified estimator (POS) falls 

significantly short of its nominal level, (as low as 68.8 10 compared to 

the nominal 90% in others, for instance). The coverage rates for the 

empirical Bayes procedure are much less than their nominal levels (as 

low as 18% for Accommodation compared to nominal 90%), implying that 

the associated variance formula (2.13) is not satisfactory. The 

coerage rate, however, is somewhat improved (28% to 67% for nominal 

level 90%) when the population variance 0ai 	used (EB/P) instead of 

the estimated variance Dai  (EB/S). We are at present, exploring 

alternative variance estimators such as the jack-knife. 
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Table 4: Percentage Coverage Rates for the Estimates. 

Nominal Levels 90% and (in brackets) 95% 

Division No. of Estimators 
Income 
Classes 

EXP 	PUS 	REG 	REG 
COUNT 	RATIO 

Retail 84.0(87.3) 	78.5(82.2) 	85.1(89.6) 	85.3(91.3) 
Construction 1 82.3(85.1) 	74.3(78.9) 	81.3(86.9) 	82.9(87.8) 
Accommodation 81.9(84.6) 	73.5(74.5) 	81.3(84.6) 	77.9(81.3) 
Others 77.4(80.4) 	68.8(73.7) 	80.9(85.6) 	79.7(84.2) 

Retail 84.0(87.3) 	78.5(82.2) 	83.6(88.3) 	83.0(87.9) 
Construction 3 82.3(85.1) 	74.3(78.9) 	80.0(85.4) 	81.9(86.9) 
Accommodation 81.9(84.6) 	73.5(74.5) 	77.2(80.9) 	77.6(81.1) 
Others 77.4(80.4) 	68.8(73.7) 	78.1(83.5) 	78.1(82.8) 

EB/S 	EB/P 
Retail 61 .7(66.0) 	66.9(72.0) 
Construction 1 54.5(58.7) 	66.6(71.5) 
Accommodation 17.7(20.0) 	28.3(32.0) 
Others 32.7(36.1) 	43.2(46.1) 

(e) Coefficient of Variation Measure. Table 5 presents the values of the 

coefficient of variation measure for the different estimators in the 

four industry groups. Using the expansion estimator as the standard 

against which the performance of the others is measured, it is evident 

that all the other estimators reduce the error in the estimation. On 

the basis of this measure, RATIO SYN is the best in all the four 

industry groups followed by empirical Bayes. The REG RATIO has a 

somewhat higher coefficient of variation measure than the empirical 

Bayes ones. The estimators using the x-auxiliary information have a 

significantly smaller coefficient of variation measure than those 

using the counts. 
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Table 5: Percentage Coefficient of Variation Measure for the Estimators. 

Division No of Estimators 
Income 
Classes 

EXP PUS COUNT RATIO REG REG 
SYN SYN COUNT RATIO 

Retail 60 44 23 35 38 52 
Construction 1 55 41 20 18 35 25 
Accommodation 101 71 66 44 89 65 
Others 58 50 36 28 47 36 

Retail 60 44 29 29 40 44 
Construction 3 55 41 20 18 27 26 
Accommodation 101 71 52 44 78 66 
Others 58 50 30 29 41 37 

NEB/S NEB/SP4 NEB/P NEB/PM 
Retail 35 35 33 33 
Construction 1 25 25 23 24 
Accommodation 51 51 53 53 
Others 37 35 36 36 

4. Conclusions 

Our study confirms the results obtained by Särndal and Rabäck (1983), 

as far as their approximately unbiased procedures (REG COUNT and REG 

RATIO) are concerned, viz., the use of auxiliary information can be used 

to advantage to produce estimators for small areas with calculable 

variance estimates. For these approximately unbiased estimators, coverage 

rates fall short of their nominal level, especially for small domains. 

The RATIO SYN is the most efficient estimator in terms of MSE, followed by 

empirical Bayes and the REC RATIO. 
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40 	In terms of bias of the e3timates, coverage rates of the confidence 

interval and bias of the variance estimates, the REC RATIO appears to be 

superior to the empirical Bayes estimator and the post-stratified 

estimator. However, improved variance estimates (confidence intervals) 

for the empirical Bayes, such as bootstrap, jack-knife, and the variance 

estimator proposed by Morris (1983) need to be examined. 

Further work on empirical Bayes procedures under the model appropriate 

for REG RATIO (section 2.3) are currently being developed along the lines 

of Battese and Fuller (1984). The performance of the procedures, 

conditionally given the domain sample sizes, is also under investigation. 
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