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0 	1. Introduction 

Stratified sampling involves the division or stratification of a 

population into relatively homogeneous groups called strata, and the 

selection of samples is performed independently in each of these strata. 

Basically, stratified sampling attempts to restrict the possible samples 

to those which are 'less extreme' by ensuring that all parts of the 

population are represented in the sample. It follows that the more 

homogeneous the groups, the greater the precision of the sample 

estimates. 

The selection of samples in Business Surveys frequently uses simple 

• 	random sampling techniques applied to strata. The strata are usually 

based on geography (i.e. provinces and major metropolitan centres), 

standard industrial classification (i.e. restaurants, agents and brokers, 

garages, department stores), and some measure of size (i.e. number of 

employees, gross business income, net sales). 

The sample size determination and Its subsequent allocation to the 

strata Is then carried out using different criteria. These criteria 

are, in general, dictated by the existing stratification of the frame 

and requirements made by the users of the data. These requirements are 

often in terms of reliability criteria for purposes of tabulation or 

in terms of affordability of total sample size. These two basic 

requirements quite often lead to different allocation schemes. 

0 
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o ..  
The information required for stratification and sample size determination 

is obtained from censuses that are periodically carried out or may have 

to be obtained from existing sample surveys. Stratified sampling is a 

technique which uses such information in order to increase efficiency. 

Stratified sampling is administratively convenient. It can enable a 

survey organization to control the distribution of fieldwork among its 

regional offices. Also, for large complex surveys, stratified sampling 

can facilitate sample design work by enabling such work to be carried 

out within operationally manageable units. 

2. 	Determining the Sample Size (*) 0 
One of the first considerations in the planning of a sample survey is 

the size of the sample. Since every survey is different, there can be 

no hard and fast rules for determining size. 

Generally, the factors which decide the scale of the survey operations 

have to do with cost, time, operational constraints and the desired 

precision of the results. Once these points have been appraised and 

individually assessed, the investigators are in a better position to 

decide the size of the sample. 

* Extracted from "Survey Sampling, a non-mathematical guide", Federal 
Statistical Activities Secretariat and Census and 
Household Survey Methods Division, report written by 
Alvin Satin and Wilma Shastry. 	 - 
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a. Desired Precision of Sample Estimates 

One of the major considerations in deciding sample size has to 

do with the level of error that one deems tolerable and acceptable. 

Measures of sampling error such as standard deviation or coefficient 

of variation are frequently used to indicate the precision of 

sample estimates. Since it is desirable to have high levels of 

precision, it is also desirable to have large sample sizes, since 

the larger the sample, the more precise estimates will be. 

The sample size can be determined by specifying the precision 

0 	required for each major finding to be produced from the survey, 

and the level of disaggregation to which the precision must apply. 

Often estimates are required not only on a global basis, but for 

sub-populations as well. Such sub-populations might be defined in 

terms of employment groups or geographic areas. The sample size 

falling into each sub-population should be large enough to enable 

estimates to be produced at specified levels of precision. Some-

times, it will simply cost too much to take the size of sample 

required to achieve a certain level of precision. In this case, 

decisions must be made on whether to relax precision levels, 

reduce data requirements, increase the budget, or find other areas 

0 
	of the survey where cost cutting can be carried out. 
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b. Factors Which Affect Precision 

In any decision related to the precision expected of the sample 

survey, a number of factors must be taken into account. Such 

elements as population size, variability of characteristics in the 

population and the sample plan itself will all affect the precision 

of the estimates. Consequently, all these factors are identified 

in the statistical formulae which ultimately relate sample size to 

the desired level of precision. In the following sub-sections, 

these factors are considered individually. 

i) Size of the Population 

Contrary to popular belief, the size of a sample does not increase 

in proportion to the size of the population. In fact the popu-

lation size plays only a moderate role as far as medium-sized 

populations are concerned and an almost non-existent role as far 

as large populations are concerned. 

Consider, for example, a simple random sample of 500 from a 

population of 200,000. Those 500 units will provide, for most 

practical purposes, the same precision as a simple random sample 

of 500 from a population of 10,000. 

For very small populations, the relationship is more direct, and 

often more substantial proportions of the population must be 
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1] 	
surveyed in order to achieve the desired precision. In some cases, 

it is more prudent to consider taking a census rather than it sample. 

Variability of Characteristics in the Populaton 

Since the magnitude of differences between members of a population 

with respect to characteristics of interest is not generally known 

in advance, it must often be approximated, on the basis of previous 

surveys or pilot test results. 

In general, the greater the difference between population units, the 

larger the sample size required to achieve specific levels of re-

liability. 

Sample Plan 

Many surveys involve moderately complex or very complex sampling 

and estimation procedures. A more complex design such as 

stratified multi-stage sampling with ratio estimation can often 

lead to higher variance in resulting estimates than might a simple 

random sample design. If, then, the same degree of precision is 

desired, it is necessary to inflate the sample size to take account 

of the fact that a simple random sampling is not being used. This is 

often done by the use of a factor known as a 'design effect' in 

	

0 	the calculation of sample size. Design effect refers to the ratio 
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of the variance of the estimate for a particular design to the 

variance of the estimate for a simple random sample of the same 

size. The value of the design effect depends upon the sample plan, 

as well as the characteristics being measured. It can be estimated 

from similar past surveys, pilot surveys or using conservative 

judgement. 

iv) Non-Response 

Non-response can occur for many reasons. Sometimes, members of a 

population being surveyed may not be available. Sometimes, they 

may refuse to answer questionnaires or take part in interviews. 

It is rare, indeed, when a lOOP response rate is achieved. If non- 	S 
response is not taken into account, the effective number of units 

in the sample will be smaller than expected. Consequently, the 

precision of the estimates produced will also be lowered. 

To overcome this, the sample size is sometimes inflated at the design 

stage to account for an anticipated rate of non-response. While this 

procedure is effective in reducing the variance, it does not reduce 

the bias resulting from the non-response. In fact, the magnitude 

of the bias is a function of the size of the non-response and the 

difference in characteristics between respondents and non-respondents. 

Since, however, there is a point beyond which non-response cannot 

be further reduced without an unreasonable expenditure of time and 
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money, compensation should be considered at the time of estimation 

(e.g. adjustment of sampling weight of respondents). 

Unfortunately, it is not often possible to know in advance what the 

non-response rate will be. This is especially true of surveys that 

are breaking new ground. In some instances, the response rate can 

be estimated with the help of a pilot survey or from past experience 

with similar surveys. 

c. Cost and Time 

It is a rare world in which considerations of time and cost are not 

paramount and most survey takers are not exempt from such res-

trictions. It almost goes without saying that the time and cost 

involved have a very definite effect on the size of a sample. 

In many studies, funds are allocated and time deadlines set even 

before the specifics of the study have been decided. It may turn 

out that the sample size required to implement a survey is larger 

than existing funds can accommodate. In this case, if more money 

cannot be found, obviously the sample size must be reduced, thus 

lowering the precision of the estimates. The same is true for time 

considerations. If the time allowed is simply not sufficient, the 

size and scale of the sample may have to be limited to accommodate 

the deadlines. 



d. Operational Constraints 

Since surveys require properly trained field staff, coding and 

editing staff, as well as processing facilities, any limitations on 

these resources will mean that the size of the sample must be 

reduced. 

In practice, the sample size is evaluated in terms of data require-

ments, precision, cost, time and operational feasibility. Such an 

exercise often results in a re-examination and possible modification 

of the original objectives, data requirements, levels of precision 

and elements of the survey plan. The survey designer in the process 

of interrelating such factors will generally attempt to develop a 

number of feasible design options for consideration and choose the 

one that best meets all these often conflicting requirements and 

constraints. 

3. Some Notation 

In stratified sampling, a finite population of N units is divided into 

L non-overlapping sub-populations or strata, of size N 1 , N2, ..., NL ,  

respectively, so that 

N 1 + N2  + ... + NL 

A sample of size n h (h - 1, 2, ..., L) is independently drawn from 

each stratum, so that the total sample size is: n n 1  + n2  + ... + 
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For the purpose of this report, simple random sampling without 

replacement is assumed within each stratum. 

Let'hi denote the i-th observation arising from stratum h, so that 

the true stratum total X, the true population total X, and the true 

stratum variance S, can be denoted as: 

Nh 

z 
1--I- 

x 
hi 

L 
X 	= E 

h= 1 
Xh 

N 

h 	h=l (xhj - 	/ (Nb - 1) 

with Xh - 	/ Nh 

For stratified sampling, the unbiased estimate for the true population 

total is expressed as 

L 
X = E 	N 	it 

	

h=l 	h 

nh  
where x - 	/ h The variance of the estimated total is one 

1-i 	
1=1 

of the components required for sample size determination and allocation. 

This variance is of the form 

L 
A 	 2 	1 	1 V(X) = Z N (-- i-) 

h=1 h 



ti 

L 
E 

h=l 

L 
where 	A = N S 	and 	D = E N S 

h=l 

In the event that only a sample of the population has been used as a 

pilot survey, V(X) will not be available, but an estimate v(X) based 

upon a sample of size nh  can be used as a substitute, where 

L 
v(X)= E Ah/nh - D 

h=l 

2 	2 	L 
with 	Ah Nb Sh D' = E Nh Sh 

h=l 

2 	I 	 . 

8h = il 
(x 	- xh) / 	h - 1) 

n 
h 

h 
E 

imi 
Xhi / 

One of the advantages in conducting a sample survey is that the data can 

be obtained more quickly and economically than surveying the whole popu-

lation. A reduction in work load implies a lowering in the cost of con-

ducting a survey and at the same time a lowering of the precision for 

the required estimates. The allocation problem may be formulated in one 

of two ways. One may specify a tolerance on the precision of the esti-

mate i in terms of a predetermined coefficient of variation, c: that is, 

find n. (h1, 2, ..., L) where nh  obeys a given allocation rule in order 

that 

V(X) 
*2 
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• 	One may also specify that the variance of X should be minimal given 

that the sample size n is fixed. 

Cost Considerations also enter into the sample size determination and 

allocation. In this report, it is assumed that costs for collecting 

the data from each unit in the population are the same. 

In the sections that follow, the terms take-all and take-some stratum 

will often be referred to. A take-all stratum is a stratum of the 

population all of the elements of which are included in the sample with 

- 

	

	probability one: it will be briefly referred to as "TA" and will be 

enoted with a SUPERSCRIPT "a". The take-all stratum is very necessary 

0 	in business surveys in order to isolate the large units of highly skewed 

distributions. The recognition of such large units will save the designer 

the trouble of later having to adjust for "outliers". The take-some 

stratum consists of the remaining elements of the population not classi-

fied to take-all. These elements will be included in the same with a 

probability between zero and one. The take-some stratum will be referred 

to as "TS" and will be denoted with a SUPERSCRIPT "a". 

4. Allocation Schemes Criteria 

As was mentioned In the introduction, the user may have two ways to 

allocate a sample to a set of strata. One way is to provide the survey 

• 

	

	statistician with a fixed sample size n, and the other is to require a 

given level of precision from the overall sample. 
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Fixed Sample Size n 	 - 

In this case, the sample size n is to be allocated to the L 

strata in a specified manner. The portion allocated to the h-th 
L 

stratum will be denoted as a , where 0 < a < 1 and E a = 1. 
h 	h 	h=lh 

Hence, for this case 

= fl ah , h = 1, 2, ..., L 	(4.a.1) 

Fixed Coefficient of Variation for the Sample 

In this case, the sample size n is not known and must be computed 

using the chosen allocation scheme to the strata. Once more, 

denoting ah  as the portion to be allocated to the h-th stratum, 

we have that nh = n ah  where n is now unknown. 

To solve for n and subsequently n 
h' 
 note that 

C
2 	V(X) 

= 

where C is the required coefficient of variation and 

L 
V 	- 	N2 (_i - 1 

h=l h tlh 	
ç) s (X)  

L 
=E 	A. / n h - D 	(4.b.l) 

h=l 

L 
with Ah  = N S and D = 

	
Nb Sb 

h=1  
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S 
Substituting h = n ah  arid V() = 2 

	
into equation (4.b.1) 

one obtains that 

L 22 =E 
	A./(na) - D 

	

h=1 	h 

or solving for n 

L 

Ah / ah 
h-i 

n - 
-  

C 
2 2 + D 
	

(4.b.2) 

L 

h=ihh 
- 	Hence 	= ah 	

2 	+ D 	
(4.b.3) 

S 
5. Allocation Schemes 

Equations (4.a.1) and (4.b.3) are the basic tools for allocation of 

sample size for the two contexts mentioned in 4.a and 4.b. The choice 

of allocation schemes (choice of ah  for each stratum) may then be 

classified into two schemes: allocation along a proportionate basis 

or disproportionate basis. 

a. N - proportional Allocation (Proportionate Basis) 

This scheme is usually used when information on stratum variances 

- 	is not aval labie or when one wishes to make the design self- 

• 	weighting. For this type of allocation, 

S 	ah 
	

Nh / N 	for h - 1, 2, ..., L, 	(5.a.1) 
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. 

and 	Wh_Nh/nh 

=N / n 

= Constant 

where Wh  is the weight associated with the i-th observation in 

the h-th stratum. Self-weighting designs on business surveys may 

be a desirable characteristic to safeguard the estimates against 

the effect of the movement of units between strata, referred to 

as stratum jumping. 

Proportional allocation will be superior to simple random sampling 

of the whole population if the strata averages X h  differ considerably 

from each other. If the strata made are such that their means are 

about the same, stratification (along with proportional allocation) 

will afford only a slight reduction in the variance. 

Disproportionate allocation will be next discussed. The following 

four schemes are of interest: X - proportional allocation, 

fi- proportional allocation, Ji- proportional allocation and 	- 

Neyman allocation. 

b. X - proportional Allocation 

If the measures of size xh, are available for all units in the 

population, the sample sizes n may be found as a proportion of X11  
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(aggregate measure of size of stratum h) rather than of Nh. 

This allocation will be called X - proportional. In this case 

ah = X. / X for h - 1, 2, ..., L, 	(5.b.1) 

L 
where Xhmay  be an estimate or the value of y1h and  X = E Xh . The 

hl 
F' 

variance for X in this case is 

L 
Vx(x) - 	 E 

h1 Ah 'i 	
- D 

for the case that Xh  = X. for all strata whereas 

for N - proportional allocation it is 

L 

VN(X) = Z A 	 /N -D 

	

hl 	h 

The X - proportional allocation is a very popular allocation scheme 

to use in business surveys because the distributions associated with 

such surveys are very skew. Examples are 'employment' in manufactur- 

ing industries, and 'retail sales' or 'income' of companies to mention 

a few examples. The stratum containing the very large units will be 

found to be many times more variable than other strata. In the case 

of N - proportional allocation the contribution of this stratum to 

the total variance will be very considerable. In the case of X - pro-

portional allocation, the factor X./X in the denominator will exert a 

dampening effect on the variance. "X - proportional allocation pushed 

to the limit" implies that the largest units of a skewed population 

are sampled with certainty and that the remaining units are sampled. 

The determination of cutoff points (beyond which to include all units 

with certainty) have been provided by Glasser (1962) in the case of 
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fixed sample size n and by Hidiroglou (1979) in the case of pre-

determined level of reliability c (see Section 7). 

C. ../r and f1 - proportional Allocation 

In some cases, the survey data user may be interested in having 

good reliability attached to the stratum estimates X1  as well as 

to the overall estimate X. For instance, if strata are provinces, 

provincial as well as national estimates are considered to be 

important. Allocation to strata using JV- or Jiproportional 

allocation tends to achieve this goal. The allocation parameter a 

is 	/ 	/i for TT- proportional allocation and 
h Lh 	h 

\ri / 
 h l h for 

[T- proportional allocation. Allocations to ' 	-.  

strata using these schemes, although not as efficient in terms of 

minimal overall sample size allocated, are nevertheless serving an 

objective to provide better estimates at the stratum level. TFese 

types of allocation were first proposed by Carroll (1970) and have 

been used by Bankier (1981) and Tryon (1983). 

d. Neyman - allocation 

Neyinan - allocation or optimal allocation provides an allocation of 

the total sample size to strata which minimizes the overall variance. 

For this type of allocation 

L 
ah = NhSh / E N S 

h-i h h 
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This type of allocation allocates more sample units to the strata 

which are the larger ones and/or have the highest variances. In 

practice, a difficulty with Neyman allocation is that the variances 

S (h - 1, 2, ..., L) may not be known. One way to overcome this 

limitation is to estimate S from a preliminary sample of size 

(h = 1, 2, ..., L). Another way is to assume that Sh / 	is 

constant across strata so that 

L 
a 
h = 	/ 	Z X, (X - proportional allocation). 

h=l 

• 	Another difficulty with using Neyman - allocation is that S or 

• 	any estimate of it may not be stable hence giving rise to unstable 

samples. 

6. Some Special Considerations 

a. Non-Response 

Non-response, that is the lack of response from some of the units 

surveyed, has the effect of reducing the effective sample size 

required to achieve a given level of reliability across all strata. 

Non-response must therefore be taken into account when designing a 

survey. If a sample of size n was provided by the user to the 

survey statistician to collect the data and the response rates 

were known to be rh (h 	1, 2, ..., L) within each stratum from previous 

experience, then the effective sample size would be 

n 	= E a, (1 - r ) after data collection. If a given level of 
EFF h-i ' 	h 



-18- 

reliability were to be achieved and n
h 
 was the required sample 

size within each stratum required to satisfy the objective, a sample 

size of n = h 	r h 
 ) would have to be selected from each 

stratum. 

b. Overallocation 

The formulae for optimum allocation (Neyman), X - proportional or 

rY allocation may produce sample sizes n h  in some strata that are 
larger than the corresponding population sizes Nh. If nothing is 

done, the overall sample size resulting from such overallocation 

will be smaller than the original sample size. Denote the set of 

strata where overallocation has taken place as "OVER" and let the 

remaining set of strata be denoted as "NORM" where "NORM" stands 

for normal allocation. If a fixed sample size n is used the 

allocation will be as follows (given that there was overallocation): 

forhc OVER 

= (n - OVER ah for h c NORM 

where ah  is computed according to the given allocation scheme over 

the set of strata belonging to NORM and nOVER = 	 h OVER  

If a fixed coefficient of variation c is used, the allocation is 

as follows: 
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• Z A. / ah • 	 = 
Determine h = a h l h 	2 - 

X
2 

C 	+D 

Determine the set of strata "OVER" where nh  is greater 

or equal to Nh. 

nh=NhforhcOVER 

Z 	A,0 /a 

	

hcNORM 	h 

- (n - OVER ah 	2 -2 
c X +D 

where ah  is computed according to the given allocation 

scheme over the set of strata belonging to NORM, ROVER = 

.LI 

n, and D - E 	Nh S2. 
he OVER 	he NORM 	h 

c. Minimal Sample Size 

A minimal sample size within each stratum is a requirement in order 

to protect against empty strata occurring as a result of non-

response. A minimal size of 3 to 5 units is quite often used in 

large scale surveys. The minimal sample size within the h-th 

stratum will be denoted as m. (h - 1, 2, ...., L): mh  will most 

likely be the same across all strata. The minimum size criterion 

may be applied before or after the given sample size has been 

allocated. If it is applied before, a sample size in is initially 

• • 	
set aside for minimum size requirements across all strata, where 
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L , 	 1 	 9 
' and nih = min {N1, mh}. The remaining sample size 

h=l  
n-rn is allocated to the population strata of size N-rn using the 

chosen allocation method. If the minimum size criterion is applied 

after, the sample size for the h-th stratum n h = mm { Inax[nh , 	j, N}. 

Note that for this case hi h may be slightly higher than n;whereas 

for the other case, there is a better chance that the sum of the 

selected sample sizes within each strata is exactly equal to the 

required sample size n. 

7. Construction of Self Representing Strata 

Stratification of a population into natural strata based on geography 

and industrial activity is a required step for increasing the efficiency 

of a sample design. Business surveys are typically characterized with 

populations whose distribution exhibits a marked positive skewness, with 

a few large units (accounting for a good portion of the total for the 

variable of interest) and many small units. Stratification of such 

population into a take-all stratum (the take-all stratum being the 

stratum containing the largest units being surveyed with certainty) and 

a take-some stratum (the take-some stratum being the stratum containing 

the remaining units being drawn into the sample with a given proba-

bility) is highly desirable. Failure to recognize that highly skewed 

populations should be stratified in the above manner may result in 

overestimation of the population characteristics to be estimated. Note, 

that some of the natural strata may be sufficient as take-ails. 

The cut-off boundary between the take-all and take-some strata may be 	0. 
derived using one of two criteria. One criterion is to minimize the 
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variance of the estimate of total given a fixed sample size (Glasser 

1962) and the other criterion is to minimize the overall sample size 

given that a level of reliability has to be achieved (Hidiroglou 1979). 

The problem may be defined as follows. Consider a population of size N 

with units 1, 2, ..., N whose X-characteristic of interest are X1 , 

..., X. Define ordered statistics X (1)  X(2)P ..., X (

N) where 

X(1) 
!!~ 
X 	

:5 
•.. :5 X. Given that 9. units are to be included in the 

take-all stratum, the total X may be broken up into a take-all and 

take-some portion x(a)  and 	respectively where 

N 	 N-i 
- 	 (a) =Z 	X(i) and XE X 

• 	 i=N-9.+l 	(i) 

(s) x - N-i z = 	+ 
i(s) where X 	

- (i)i 	() i=l 

±! s 
N 	n 

An estimator of the total (given that the sample has been selected 

with S.R.S. without replacement in the take-some stratum) would be: 

i - x( 	i(s) where i(s) - N-P. 	n(P.)-9. 

	

E 	X n(9.)-9. 	I 

and n(t) is the overall sample size to be allocated. Glasser's rule 

for determining an optimum cut-off point given a fixed sample size n 

is to place all units whose x value exceeds S into the 

take-all stratum where 

- 	 N 	2 	N 	-2 
L\ 

	

- E X IN and S - 
11 (Xi 	IN 

- X,) /  
j 	1  

• 	Hidiroglou's rule for determining an optimum cut-off point, given that 

• 	the estimates of total X is to have a level of reliability c, Is given 

r 1 
by putting all units whose x value exceeds 

- 

Y-N 
 + L N 

2X2 
+ S

2 
J 	into 

the take-all stratum. 
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8. 	Special Allocations 

Two special allocation procedures will be presented for some non-

standard requests of reliability criteria. 

a. Equalization of the Coefficient of Variation between Strata 

A sample of size n (KNOWN) is to be distributed amongst L strata 

so that the coefficient of variation for the estimates of total 

between each of the strata is as equal as possible (Hidiroglou, 

1983). This type of allocation implies that 

( 1) = 	= V(k) = 

xl  

where c is not known. The above equation implies that 

/ 1h - Dh 
C = 

h 

orthatnh=A,fl /(cX + Dh )  whereDh=NhS 

In order to solve for this coefficient of variation, 

solve 
L 

n = Z A. I (c 	+ D,) 
h=1 	IL 	IL 

for c where everything else is known. 

40 
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The steps involved in solving the above non-linear equation are 

as follows: 

L 
Letting f(c) - 

	hi Ah 
/ (c X. + Dh) 

If f(0) > 0, no solution exists, 

If f(0) < 0 but f(l)< 0,no solution exists, 

Define DELTA = 0.000025 (for convergence criterion), 

and let Ti = 0 and T2 = 1 to initialize the problem, 

Let T - (Ti + T2) I 2, 

Find f(T) = 
	hl A.

0  I (c 	+ Dh),  

If f(T) = 0, then let c = T and go to (xii), 

If f(T) > 0, then let T2 = T, 

If f(T) < 0, then let Ti = T, 

If Ti = 0 or T2 = 1, then go to (iv), 

If Abs (T2 - Ti) is greater than DELTA, then go to (iv), 

Let c = T2, 

(xli) c is the solution with respect to the given DELTA, 

(xiii) Compute rib = A.1  / (c 	+ D 
h 
 ) for each h = 1, 2, ..., L. 

0 
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b. Simultaneous Level of Reliability for Two Stratification Variables 

Assume that the population has been stratified using two stra-

tification variables (e.g. provinces and Standard Industrial 

Classification) and that specified levels of reliability are 

required for each of the strata of one stratification across the 

strata of the other stratification (e.g. reliability by province 

across Standard Industrial Classifications and reliability by 

Standard Industrial Classification across provinces). Some 

notation for this problem is now introduced. Assume that there are 

L strata for stratification variable 1 and M strata for stratifica-

tion variable 2 yielding LN cross-strata. Subscript h will be 

used for stratification variable 1 and subscript k will be used 

for stratification variable 2. For the hk-th cross-stratum let: 

Xhk= estimate of total for the variable of interest, 

Nhk = number of population elements, 

hk = number of units to be sampled, 

Shk = variance for the variable of interest. 

Furthermore, let 

Nh 	Z Nhk ; 	(h = 1, 2, ..., L), 

Nk = 	Nhk ; 	(k = 1, 2, ..., M), 

nh.=Z n
hk ; 	

(h=l,2,...,L), 
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rik = j 	'hk ; 	
(k = 1, 2, ..., M), 

h j. 

 = required coefficient of variation for the h-th 

stratum stratified by variable 1, 

c 
,k 

= required coefficient of variation for the k-th 

stratum stratified by variable 2. 

The steps required for achieving the required marginal co-

efficients of variation are as follows: 

(1) Compute within coefficients of variation for each 

stratification variable. That is, 

cw. ' 
	= C ., k X . k I

. 	Xhk hl 

for k = 1, 2, ..., 

~ kl 
M 	-2 

	

and cw 	= Ch 	" 
= Xhh,. j 

for h 	1, 2, ..., L; 

(ii) Compute a compromise first-round coefficient of variation 

for the (h,k)-th cross-stratum as 

= (cwh 	+ cWk) / 2 
h,k

where (o) stands for initialization, 
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(iii) Use the following iterative formula: 

r-l) 	- 
(r) 	C k 	Ck Ch ,. 	. X 

= h,k 
[ L 	12 	M 	(r-l) 	121k hljc(r-1) 

 h,k 	xhkçj 	[k:l lchpk 	Xhk ] 

where r = 1, 2, ..., 10. 

The iterative process revises the coefficients of 

variation at the cross-stratum level so that they 

approximate in the best way the marginal required co- 

efficients of variation. In practice, S iterations 

stabilize the c? values. The sample size required to 

achieve the required marginal coefficients of variation 

for each (h,k)-th cell Is then 

Ahk 

2 	2 
cfhk Xhk + Dhk 

where 

2 	2 
Ahk 	Nhk Shk 

N 	S2  
Dhk = hk hk 

and 

cfh k = final Iteration coefficient of variation. 

nhk 

0 
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This type of allocation scheme was used for the Monthly 

Restaurants, Caterers and Taverns Survey (Hidiroglou et 

al 1980). 

. 
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