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APPROXTMATIONS TO THE DISTRIBUTION OF A SUM QOF WEIGHTED
CHI-SOUARE VARIABLES

1. Introduction

There are many areas in statistical analysis that need probability
computations of quadratic forms in normal variables which we denote
by X2. The quadratic form X? is of the type

4

2] i 2
X jil Aj(sj-+aj)

where Sj are independent and identically distributed standard nor-
mal variables (i.e., mean zero and variance one), and where Aj and
aj are nonnegative constants, This form of linear combination of
quadratic forms with aj==0. j=1, ..., k is one obtained by Rao and
Scott (1981) in studying chi-square tests to data obtained from com-
plex surveys. As shown by Rao and Scott (1981), the usual Pearson
goodness~of-fit chi-square test,

2 ket | ) 2
g 5w 121 (py-p 4 /P4
where ﬁi‘s are design-consistent estimator of ﬁi's (the population
proportions) under p(s) (the sample design under consideration),
with Z ﬁi=1, n being the sample size and Poi is the expected pro-

portion under the null hypothesis, may be written for large n as

k 2
% Aoi Si' Here S{sare asymptotically independent N(0,1) random
i=1
variables and A _'s are the eigenvalues of D = n pl
oi ~0 *0, ~0

(X > A 21T v W 2 0), where I denotes the covariance matrix
ol ¥ 02 o,k ~0

of the pi's under the design and go is the covariance matrix of the

estimates of pi's under multinomial sampling, when Py=P, o=l

ot i

1’

Significance levels for X? are required in order to compare them to

a nominal size (a), i.e.
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2 2 2%
sE(x') = Pe[X. = Xie ) l,

where xi (a) is the upper a-point of chi-square random variable with
k degrees of freedom. These significance levels may be obtained ex-
actly using a procedure given by Imhof (1961). Imhof's procedure is
based on numerical inversion of the characteristic function of Xz.
This method, though accurate for all practical purposes, iszrelatively
expensive in computer time. Various approximations to SL(X ) have
been proposed: they fall into two types, Gaussian and chi-square.
Jensen and Solomon (1972) proposed the Gaussian approximation

Z = (Xz/e)h, where 6 is the mean of Xz, and approximates Z by a nor-
mal distribution, where the mean and variance of the gpproximating
distribution depend on the first three cumulants of X . Chi-square
approximations have been proposed by Satterthwaite (1946) and Solomon
and Stephens (1977). Solomon and Stephens' study suggests that their
approximation is more accurate than thezJensen-Solomon approximation
in both tails of the distribution for X . The behaviour of the
Solomon-Stephens approximdtion will be compared to the Satterthwaite

approximation in the upper tail.

Solamon-Stephens Approximation (aj=0, pa=ll 5 . 'y, i)

2 2 2
The distr%bution of X = Zi Ai Si is fitted by X = A Y" where Y
has the p N distribution, and the constants A, t and r are found by
2 2

matching the first three moments of X to those of X . The first
2

three moments of X when all the a,'s are zero are

)
k
1
s =y ) MRS
L T
k k -
ué =2 I Ai +(z Ai) (2. B
i=1 i=1
and
k k k ; k 3
i"i= 8 I A5 35 gl 5 Sieille BB R Yp e 5o il
. = i=1 = 4=1 7 e

while those for X% are
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W' = A 2% (c+v)}/cC,

uy = A245(r@2r+wv)}/c, (2.2)
and

ny = A38T{r(3 r+v)}/c,
where v =1¢t/2 and C = T'(v).

The system of equations (2.1) and (2.2) yields

2
R CTr2r+v)/{r(r+v)} (2 43)

] 12
I st

R

3 = W3/ui® = €2 T3r+v)/T(r+v)}3 (2.4)

where R2 and R3 are obtained from (2.1). Equations (2.3) and (2.4)

can now be solved using Newton-Raphson or secant procedures.

Satterthwaite's Approximation

Satterthwaite (1946) fitted X2 by X2 = A w where w has the xi chi-
squared distribution by matching only the first two moments of
X% to those of 2. This approximation provides direct estimates

of A and r as

k 1 k
A=(ZI 2898 A
a1 W ey 8
and
k & | &
r=(z a)/(1I Ai).
i=1 = |

A and r may be re - expressed as

A

eI CV2(Ai)}

and

r=k/{1+ CV2(Ai)}

s 12 R
where CVZ(Ai) = Ei(Ai—~A) /kX 1s the squared coefficient of vari-

ation of the Ai's. For our purposes, the advantage of this approx-

imation over the Solomon-Stephens approximation is that the A,'s need

i
not be known individually. Rather, only the covariance matrix §o

need be known as will be seen later.



4. Uses of the Approximations

Analysis of survey data is frequently done by summarizing the data
in the form of multi-way tables. The summarized data is then anal-
ysed using Pearson chi-squared statistics in order to test various
hypotheses put forth by social or economic data researchers. The
significance levels of such tests are known to be substantially
higher than the nominal levels (see Rao and Scott 1981, Holt, Scott
and Ewings 1980, Fellegi 1980) if the effect of the sample design

is pronounced: that is the combined stratification and cluster ef-
fect make the sample design depart significantly from a simple ran-
dom sample. The effect of design in such cases must be taken into
account by either computing a Wald chi-square statistic or modify-
ing the Pearson chi-square statistic. Rao and Scott (1981) have
proposed procedures for the latter treatment in the case of goodness-
of-fit, homogeneity and independence in two-way tables. The two ap-
proximations will be used to studv significance levels for rha cest

of independence in particular.

For the test of independence in a two-way table (I+1) x (J+1), the

null hypothesis of interest is given by

Bk

o pij s pi+ p+ja i=1| 2: LR ] =S j=l: 2' caey JH

where pij denotes the population proportion in the (i,j)th cell,

JH-1L 15

Pah = .E pij and p+j = E pij' The customary Pearson statistic
j=1 i=1

for testing Ho is

2 -l Tatal: . 4 i 2 L b
Xg = o= 3, 500 1d=RA D - Yo )
B §51 =3 ij et e 1

where ﬁij’ ﬁi+ and ﬁ+j are the respective estimates of pij and

3 Bep

p+j under the sample design p(s). This test may be written in

matrix form as

2 2-1

X, = n I}T(ﬁz_} @ T,y &
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-~ A T
where h = (h P h Ay M hIl’ L hIJ) with

- ~ ~

A, e : -

13 " Paj T Pyt Py Egg = dlag (Bp) - oppy Ppy s
P,y = diag (p,)) - By Prys Py, = (P o)
) B+3’ T Byg Bygo Pps gl 2o Pyl

Pos ™ (Byry P Pt
P4y #* Pypr coo0 Byl

and 8 denotes the direct product.

2
Rao and Scott (1981) have shown that Xp is asymptotically distri-

1J

buted as (%) a weighted sum, £ & . w , of independent x° random
) ekl i

variables Wi under Ho. Here the dok's are the eigenvalues of the

-1 -1
" - " - -
design-effects matrix 90 n(§I+ 2] E+J) I' where [ is the asympto

tic covariance matrix of 6. Rao and Scott (1981) proposed a simple

modification to X; requiring only the deffs of the ﬁii's'
d;5(h) = var(hij)/[pi+(l-pi+) p+j(1-p+j)/n] i=1, 2, ..., I+l;

j=1l, 2, ..., J+1, where varfﬂij) is the estimated variance of ﬁij
under Ho. The form of var(hij) has been given bv Hidiroglou

and Rao (1981) for the case of the estimated proportions being de-
rived as the ratio of unadjusted blown-up counts and as the ratio

of adjusted (post-stratified on age-sex) blown-up counts. The modi-

fied statistic is

X, 6)=x2 /4 ,

NELT !
where (I1J) § = % 3 dij
i i=1 j=1

B (1-p ) A-5,).

An improved approximation, but requiring full knowledge of f, is
: A a2

obtained by treating X;(S) = x;(G )€1 %€ )pas xi where
1J

o ~2 ~ ~2 a
R IJ/(14-C2), . ="% % éi/(é LI P IR C2 may be obtained as a
k=1 i

function of the estimated proportions and the estimated covariance
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by osdng L 0% = 0E I3 P igo. (h)/ (p, Bk
k=1 k =1 jmleg=] Raf ij,mé i+ +J m+ 0
without evaluating individual Si's, where Uij mﬁ(ﬁ) is the estimated
»

covariance between h,, and h .
ij me
The Wald statistic takes the sample design into account and is of
the form:
2 " ~ o A
Xw = hT r X h
where f is the estimated covariance matrix of ﬁ under the particular

sample design used.

The asymptotic significance level of X; under Ho may be obtained

using the Satterthwaite approximation as

Pr[XP xI](T)

(@) /{8 (A +C%) 1]

SL(X3)

2 2
Pr[xv > XIJ
where X%J(a) is the upper a - percentage point of a x2 random vari-
able with IJ degrees of freedom. Using the Solomon-Stephens appioxi-

mation, the estimated significance level is

SL(XZ) = Pr[x3 = xZ;(a)]

5o

Pr[x {x g(@) /A7)

where X; has been fitted to the distribution of A YT with Y distri-
buted as xi.

2 ~
Modified chi-square statistics of the form XP(E ) = X;/b have been
proposed in the literature where b 1is a suitable linear combina-

tion of the estimated cell design effects d Using Satterthwaite's

13°
approximation, the estimated significance level of XP(b ) is
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SLIXp(b )] = PrlX, (5 ) > x2 (o)]

~ ~ ~2
Prix? 2 b xf;(@)/{s (1+C)H}I.

Using the Solomon-Stephens approximation, the estimated significance
level is

2 - 2
Pr[xP(b_) 2 xpg(@)]

SLIXp (5 )]

1/r

Prix? > {G. X2 (o) /a}"T)

L
Two particular cases of Xp(b ) are:

7 e 7 I
XP(d.) = Xp/d.
D Dl %
XP(A.) - xP/A_
where
. I+1 J+1
d = & I d_./[({1+])(J+1)]
. 1=1 j=1 oij
and

5 it ]

I £ (1-op,, p,) d . /[(I+1) (J+1) - 1]
i=1 j=1 e

>
N
i

with &oij being the estimated design effect of 6ij under Ho’ that

~

is: d g5 = var(pij)/[pi+ p+j(l - Py P+j)/n]
A modification based on Satterthwaite's approximation is given by
2
x77(@)

2 2
X2(5,a) = X2 ! ]
P ¥ c.(1-+cz) X2 (a)

where SL[X;(S,G)] P[)L;(S,a) > xiJ(a)]

= q .



® Example 1:

=8 =

Using the Solomon-Stephens approximation,
1/r

2 2
X, (ST) (XP/A)

and

2 2 2 2
X, (8T, a) XP(ST)[XIJ(a)/xt(a)]

2
is such that SL[XP(ST,a)] = q ,

Empirical Results

We now investigate the large-sample performance of Xi for the test
of independence and its given modifications, using some data from
the Canada Health Survey. This survey is a stratified multi-stage
cluster sample design (see The Health of Canadians pp. 229-233).

All the computations have been done for the case of proportions of
age-sex adjusted totals: further details of the estimation proce-

dures used can be found in Hidiroglou and Rao (1981).

—— o . . e S . o " e T o - o o 7t

Consider the estimated counts cross-classified by drug use (four
categories: 0, 1, 2, 3+ drug classes in a 2-day period) and sex
(male, female). Here, n = 31,688, I+l = 4 and J+1 = 2 (IJ=3)
Drug use includes information on the use of medicines, pills or
ointments within the past two days. The estimated counts (in
thousands) of the population reporting in each of the drug by sex

categories are given in the table provided below.

Table 1: Population by Variety of Drugs Taken,
by sex (in thousands)
L TS Drugs
uey 0 1 2 3+
Male 6759 3081 1100 476
(0.011)a (0.026) (0.027) (0.045)
(1.56 )b (3.37) (8. 255) (1438)
Female 5243 3659 1669 1035
(0.020) (0.023) (0.034) (0.036)
(3.59) (8151 3) (2.85) (1.96)
A e
Note: "a" stands for coefficient of variation

of the cell
"b" stands for the cell DEFF

FOOTNOTE: A star above the numbers indicates that these numbers were

suppressed in the Health of Canadians (1981) report.
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Table 2: Chi-Square Statistics and Estimated Levels:
Nominal Size 0.05

__Estimated Level Using

Statistic Satterthwaite Solomon-
iy Stephens
x; = 774 gsi228 0 206
xé(% ) = 437 0.062 0.060
x;(i P = 0.022 0.024
x;(é ) = 327 0.023 0.023
X;(S,0.0S) = 408 0.050 0.049

2
X (sST) = 189 4 "

p
X;(ST,0.0S) = 138 R 0.050

2
=15 - o
Ko 38

Note: Dashes indicate that no computation was done.

Table 2 gives the estimated significance levels using the Satter-
waite approximation and the Solomon-Stephens approximation. For
this example the eigenvalues were 0.9982, 1.3728 and 2.9386 with
an estimated coefficient of variation equal to 0.47. The con-
stants in the Solomon-Stephens approximation are: r=1,38,
A=0.558 and t=4.766. In this example, the Pearson statistic

is quite high (774). The Wald statistic which is distributed
approximately as a Xj random variable under HO is quite high
(538) relative to the modified Pearson statistics. The & modi-
fication provides an estimated level fairly close to the ;equired
nominal level (0.05). Note, however, that both the ; and é
modifications are quite conservative. The estimated ;ignifiéance
levels using either the Solomon-Stephens or Satterthwaite approxi-

mations are quite close to each other.

Note on the other hand that the chi-square statistic obtained

using the Solomon-Stephens approximation is quite a bit lower
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isti X (ST) = .
p(

(189) than all the other provided statistics. In fact,

189 is smaller that X /(max eigenvalue) = 263.4. This is some-

3 = Tk} 1J
thing not to be expected51ncexp = I ok Wk < max( % Wk)
2 k=1 k=1
where W, 's are independent random variables and § = max
k (1) max
2 LJ 2
{6,,: k=1, 2, ..., 1J}. Now, (xp/amax) < kzl W * X(ggy$ hence,

2 2
P[Xp/(émax) > XIJ(a)] < a. The explanation for this phenomenon
is that the Solomon-Stephens approximation is not accurate in the
2
extreme tails and the value Xp = 774 is8 quite far out in the tail

of the distribution with a minutely small a.

An approximation based on three moments (the first, second and
third) is adequate over most of the range but not necessarily in
the extreme tails. Box's (1954) investigation, however, has
shown that the Satterthwaite approximation is fairly accurate in
the tail of interest., In our example, X?(S,.OS) would have been
equal to X (ST plOSHE EHIE X had been equal ta 15<1l. This ds
ogta1ned by equating Xi( ,0.05) to X (ST, .05) and solving for

o
P

2 I 1
= ot | il = & 1o}
i.e. solving Xp exp{r_l [2n d . n A n gl}
XIJ(a)

8 (1#¢”) X2 (o)

with a = 0.05,

where d = X%J(a)/xi(a) anidifeil=

v=2.45 1J=3,8 =1.77 and ¢ = 0.47.

e Example 2: (Independence in a 7x2 table)

Consider the estimated counts cross-classified by diastolic blood
pressure (seven categorles: less than 55, 55-64, 65-74, 75-84,
85-94, 95-104, 105+ in units of mmHg) and sex (male, female).
Here n = 5760, I+l = 7 and J+1 = 2. Blood pressure was measured

on respondents five years of age and older. The estimated counts .
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(in thousands) for the above cross-classification are provided

in the table provided below.

Table 3: Population 5 years and over by
diastolic blood pressure by sex
s N Blood Pressure u__—‘ -ﬂwu.,ﬁ_*
. <55 55-64 65-74 75-84 85-94 | 95-104 | 105+ _
Male 390 1307 2589 3524 (= Toll> 184
(0.124)a | (0.072) (0.065) (0.046) (0.070) (0.154) (0.203)
(1.69 )b | (1.98) (3.35) (Zan) (2.87) (3..67) (2,999
Female 484 1900 3490 2981 1270 44*
(0.134) (0.060) | (0.039) | (0.063) | (0.080) | (0.173) | (0.231)
(2.56) (1.94) (1.76) (3.70) (2:88) (4.03) (0.64)
Note: "a" stands for coefficient of variation of the cell

llb“

Table 4:

stands for the cell DEFF

Nominal Size 0.05

Chi-Square Statistics and Estimated Levels:

Estimated Level Using
Statistic Satterthwaite Solomon-
- Stephens |
2
xp = 141 0.307 0.290
DR
xp(6 ) = 81 0.081 (0/8(0)7/74
R
Xp(A ) = 56 0.019 0.021
27
xp(d ) = 56 0.018 (c) K021
2
Xp(S,0.0S) = 70 0.050 0.049
2
X (ST = U5 = =
P
2
Xp(ST,0.0S) = 36 - 0.050
2
X, = 107 - -

Note:
was done

Dashes indicate that no computation
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Table 4 provides the estimated significance levels using the
Satterthwaite approximation and Solomon-Stephens approximation
for the usual Pearson statistic X; and its modifications. Sum-
mary conclusions for the above table will be provided after all

examples have been produced.

® Example 3: (Independence in a 3x3 table)

Physical fitness was measured from pulse readings obtained after
three minutes of a stepping exercise. Respondents were classi-
fied into three categories: '"Recommended Level" (pulse below
specified rate after six minutes), "Minimum Acceptable" (pulse
rate below three-minute criterion but above six-minute criterion)
and "Unacceptable" (pulse rate above criterion at three minutes).
Physical fitness was classified by smoking level. The analysis
was done for the domain where the fitness level was considered to

be above a required minimum. Three levels of smoking were de-

fined: current smoker, occasional smoker, non-smoker. Here .
n=1731, I+l = 3 and J+1 = 3. The estimated counts (in thousands)

are provided below.

Table 5: Population 15-64 years by Fitness Level and
Type of Cigarette Smoker

Type of Fitness Level
Smoker Recommended | Minimum Below
Current 2083 1415 138*
(0.083)a (0.091) | (0.230)
(4.28 )b (3.26) (21.176)
Occasional 218* 91* 8*
(0.246) (0.182) | (0.801)
(4.06) (0.86) (1.68)
Never 1924 940 32*
(0.081) (@15,.071) (012314
(1.86) (1.26) (0.77)

NOTE: "a" stands for coefficient of variation of the cell
"b'" stands for the cell DEFF
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Table 6: Chi-Square Statistics and Estimated Levels:
Nominal Size 0.05

Estimated Levql~Usiqg“M
Statistic Satterthwaite Solomon-
| __ Stephens
x; ) 0.138 0.130
x;(é ) = 18 0.071 0.068
x;(k 4.2 5o 0.008 0.009
x;(a ) = 10 0.006 0.007
X;(S,0.0S) = e 0.050 0.049
x2(ST) = 20 & .
P
X;(ST,0.0S) = 14 - 0.050
xo L2 gy
: -

NOTE: Dashes Indicate that no computation was done.

e Example 4: (Independence in a 5x3 table)

The table to be studied is cross-classified by diastolic blood
pressure (five categories: 55-64, 65-74, 75-84, 85-94, 95-104
in units of mmHg) and type of smoking habit (three categories:
current smoker, past smoker, never smoke). Here n=4007, I+1=5
and J+1=3, The estimated counts (in thousands) for the above
cross-classification are provided in the table provided below.

Table 7: Population 15 and over by diastolic blood pressure
and type of cigarette smoker

Type of Blood Pressure =
Smoker 55-64 65-74 75-84 85-94 | 95-104
Current 824 1876 2087 943 364

(0.096)a | (0.055) | (0.054) | (0.091) | (0.195)
(@ 1Elghian || (L)) (2208) (2.38) ((3¢-2721)

Past 384 1073 1574 834 256
(0.100) (0. 1081 i (OIS e (OGRS (0L 15757)
(1. %) (8Mo2)) (5..53) (1Le98) (@207

Never 475 1417 iegak7 885 293

(0.136) (0.066) | (0.072) | (0.064) | (0.161)
I (2.41) (% 5) (2.36) (leglill ) (2.10)
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Table 8: Chi-Square Statistics and Estimated Levels:
Nominal Size 0.05

|_Estimated Level Using |
Statistic Sabterthwalte Solomen-
Stephens |
2
Xp = 31 0.308 0.289
2 B’
xp(6 ) = 19 0% X017 0.099
2 A
Xp(k ), = iliS 0.023 0.024
2Apa
Xp(d ) I= s 0.022 0.024
2
xp(S,0.0S) = 15 0.050 0.049
2
X (sT) = 24 - -
P
2
Xp(ST,0.0S) = 15 - 0L050
X2 = 36
W

e Example 5: (Independence in a 3x3 table)

The final example provides a cross-classification between type of
beverage (beer, wine, liquor) and number of drinks consumed per
week (1-5, 6-13, 14+ drinks). Here n=6966, I+l=3 and J+1 =3,

The estimated counts (in thousands) are provided below.
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Table 9: Population 15 years (current drinkers only)
and over by type of beverage (usually con-
sumed) and number of drinkgs consumed per week

Numver of | . Beverage
—drioks | Beer | Wine | Liquor
i 1-5 223 1124 4585
; (0.082)a (0.038) (0.026)

(1.28 )b (1.15) (0.62) |
i
6-13 327 806 7 [
(0.060) (0.049) (0.048)’
! (1.00) (1.04) (1.23)
14+ 13 1162 294 ]
(0.258) (0.045) (0.063)
(0.61) (1.94) (1.001)
Table 10: Chi-Square Statistics and Estimated lLevels:

Nominal Size 0.05

i Estimated Level Usinéf:
, Statistic Satterthwaite Solomon-
N Stephens
2
. Xp = 1974 02155 0.258
21\
XP(G ) = 1102 0.072 0.072
% o
XP(A ) = 1763 0.210 0.210
2L e
Xp(d )} = 1765 0.218 0.218
2
XP(S,O.OS) = 970 €.050 0.049
2
X (ST) = 336 = ~
P
2.
Xp(ST,0.0S) = 282 - 0. 050
2
X, = 660 - -
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6. Summary

The values for the X; chi-square statistic and selected modified
versions for the five data sets are summarized in table 11. Sev-
eral points may be noted from this table. For all the examples
chosen, all the chi-square statistics are significant to at least
the 5% level. The Wald statistic appears to be consistently higher
than the given modified versions of the Pearson chi-square statis-
tics and smaller than the Pearson chi-square statistic (see
examples 1-4).

Table 11: Summary Chi-square Statistics
for Examples 1-5

Chi-square Statistic 1
Example 2 2 4 2 I'12 ‘ 2
xP XP(S!) xP(S,O.OS) {XP(ST,O.OS) : xw‘
Pl - 1 ; =
1. DRUG*SEX T74%** 437**% 408*** ‘ 138**=* § 538%%%
2. PRESS*SEX 141 %** Blx** TO*** ? G L 107 %+
3. FIT*SMOK 24%%* 18*** le**x { 14%%% | 24%%x
4. PRESS*SMOK 31**% | Jo*x 15%* 15%* 36%*+*
5. BEV*DRINK 1974***x | 1102%** 9Q70* ** 282%%% REEk w
L L =l 3

** - 0.05 level of significance

*** - 0.01 level of significance
The modified Solomon-Stephens chi-square statistics, X;(ST,0.0S) is
consistently lower than the other chi-square statistics. In fact,
when the Pearson chi-square value is very high (see examples 1, 2
or 5), the modified Solomon-Stephens chi-square statistics is much
lower than the other statistics. When the Pearson chi-square sta-
tistic is not high (as in exampleg 3 or 4), the modified Solomon-
Stephens chi-square statistic is much closer to the modified
Satterthwaite statistic Xi(S,0.0S). Note also that the estimated
nominal levels obtained using either the Satterthwaite or Solomon-

Stephens approximations are quite close to each other.

2 2 2
X,(5,0.05), X,(S8T,0.05) or XV require the computation of the covar-
iance matrix of the cell proportion estimates. For small contin-

gency tables, this need not be a problem. For larger tables, as the




-

) .

number of variances and covariances increases with the square of
the number of cells, which itself increases with the product of
the number of categories in each classification variable, this
matrix quickly gets out of hand. Furthermore, Xé requires the
inversion of the estimated covariance matrix which may itself be
instable. Xi(ST,0.0S) moreover requires the computgt{on of eigen-
valugs of the design effect matrix Qo. Note that XP(G.) is close
to XP(S,O.OS) in terms of value and estimated nominal level and

requires far fewer computations to be obtained.

For all the examples provided in this report, inferences based on
all approaches yield the same result: the null hypothesis is re-
jected. Acceptance or rejection of the null hypothesjs using
X;(S,0.0S) depends on two factors, 3. and Xi. There are probably
instances where the modified statistics do not yield the same in-
ferences (for borderline cases). It would be interesting to com-
pare the behaviour of all proposed chi-square statistics using a
Monte-Carlo study. Such a study would provide information on the
actual significance levels as opposed to the nominal ones for all
the proposed statistics under various conditions. Some of these
conditions are as follows: How suceptible are the chi~-square
statistics to variability amongst the individual cell designs
effects in terms of inference? What is the effect of the magnitude
of large or small X; on the inference? Small-sample power con-—

siderations would also be important.
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APPENDIX

Table 12: Summary Statistics for Examples 1-5

e O O s
DRUG*SEX_| PRESS*SEX | FIT*SMOK | PRESS*SMOK | BEV*DRINK
A 0.560 0.075 0.233 0.062 0.693
r 1.38 1.85 1.54 1.94 %: 27
t 4.77 13.70 6.98 14.63 5.17
d 2.37 2.50 2.31 2.45 1.09
. 2.34 2.49 2.18 2.43 1.12
8. 1.77 1.74 1.28 1.61 1.79
cv(ii) 0.47 0.75 0.63 1.08 0.69
v 2.45 3.84 2.86 Ly 2.71
1J 3.00 6.00 4.00 8.00 4.00
n 31688 5760 1731 4007 6966
Table 13: Eigenvalues for Examples 1-5
Eaampll Eigenvalues (Si)

A 1 g Il 2 g + 5)

W
~J
1

]

1. DRUG*SEX QG [ 3742892
2. PRESS*SEX [0.51 |0.73{0.82(1.89 (2.19|4.32
3. FIT*SMOK 0.45 | 0.75]1.36 ] 2.56
4. PRESS*SMOK | 0.20 | 0.42 | 0.47 | 0.69 | 0.92 | 1.20 | 3.65 | 5.36
5. BEV¥DRINK | 0.26 |1.15{2.17 | 3.58




Table 14:

=14l

Frequency Distribution of the Cell Coefficients
of Variation for Examples 1-5

1.
.
8l
4.
| 5.

Coefficient of | . Sample
] ) ' Mean d
Example i Variation Ranges (av) Size
L 10-5] | (5-101100-20) @0+ | " | 'n
| ! | ;
DRUG*SEX 100% | - . - | 3% | 31688
: :
PRESS*SEX 14% i 43% 29% i 14%) 11% 5760
FIT*sMok | - | 57% 11% 44%) 23% | 1731
PRESS*SMOK Es L Al 40% J ! 108 | 4007
! ! .
o B 11%{ 7%

BEV*DRINK | 56% | 33%

6966
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