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Plusieurs mesures possibles d'erreurs de codage sont présentées avec leur 

estimateur de la variance respectif et un exemple pour chacun. Quatre de ces 

estimateurs sont alors utilisés dans une étude de simulation pour pouvoir comparer 

leur valeur esperee et leur variance. Les rdsultats de cette simulation sont 

utilisés pour évaluer les estimateurs. 

Several possible measures of coding error are introduced along with their 

respective variance estimators and an example for each. Four of these estimators 

are then used in a simulation study in order to compare their expected values 

and variances. The results of this simulation are used to evaluate the estimators. 
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1, Introduction 

The quality of data is of primary concern at Statistics Canada as stated 

in Freedman et al [4]: 

"The quality of input data should be documented and a description 

included in the publication or document which results from the activity." 

Much of the data used by Statistics Canada is coded prior to use in producing 

estimates. For example, in the International Trade Division (ITO), a 10 digit 

code is used to code import transactions to the type of commodity being traded. 

The quality of the commodity coding of these transactions was the impetus for 

writing this paper, although the techniques presented here are valid for any 

coding quality study. The method currently in use in lTD to measure the coding 

quality is to have expert coders recode a sample of data from each commodity 

class and then to compare these codes, which are assumed to be correct, with the 

original codes. Thus if the original coding is of good quality, the agreement 
of codes assigned by the two coders to the same transactions is expected to be 

high. This paper will present several possible estimators of coding quality 

based on this method, along with estimators of their respective variances, and 

report the results of a simulation study on four particular estimators. The 

estimators presented here are those most suitable for use in studying the number 

of records coded incorrectly; other estimators may be better for studying other 

characteristics of the data, for example the dollar value in error. 

2. Notation 
This paper shall use the following notation: 

Let 

x — the number of items in the sample classified to class j by the 

original coder but to class i by the expert coder 

xj — 	is the total number of items in the sample classified to class 

j by the original coders 

— sample size (fixed) 

xi. 	x, , is the number of items in the sample classified to class 

i by the expert coders 
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where 

I - the number of different classes. 

Also let 

NJ  - the number of items in the population originally coded into class j. 

The data can be easily interpreted if it is presented in terms of a contingency 

table. Assuming 3 classes, we have: 

Original 

- 	Coders 

Class 	1 	2 	3 	Total 

1 

Expert 	2 

Coders 	3 

Total 

X11 X12 

x22  x23  

X32 X33 

x . 1 x•2 X. 3 x.. 

The table above tells us that x11  transactions were coded into class 1 by 
both the original and the expert coders, while x21 transactions were coded into 
class 1 by the original coder but into class 2 by the expert coder. If the two 

coders are in close agreement, one would expect to see large numbers in the 

diagonal cells and smaller numbers in the off-diagonal cells. 

As we are taking a stratified sample of the transactions coded by the 

original coders, the sample counts in each cell should be weighted to obtain the 

population counts. If we denote Nj  as the total number of transactions coded 
into class j by the original coder and x as the sample size for the jth  class, 
the population estimates are given as: 

ij = mx ii  
x. i  

= 	= N 1  

t 
L1 ) 	1 



Original 

Coders 

1 	2 
	

3 	Total 

I! 1 12 1 13 9 1. 

21 22 23 '2. 

g 
32  

g33 

x i  x .2  x .3  x .  

Class 

1 

Expert 
	

2 

Coders 
	

3 

Total 

These estimators can be presented in the same format as the sample counts: 

3 

3. Estimators 

The following 5 estimators are possible measures of agreement/coding quality. 

Each will be presented along with its associated variance estimator and its 
advantages and disadvantages. The finite population correction factor will be 

ignored when deriving the variance estimates, so as to simplify the results. 

We use "ranget' to denote the possible values the population estimate can take. 

3.1 Net Shift Rate(NSR) 

The NSR is the difference between the shift-in to a class and the shift-out 

of the class relative to the total number of items coded to that class by the 
expert coder (see [4]). 

NSR - the Net Shift Rate for class i. 

Range: -1 to where a value close to 0 indicates good coding. 
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NSRL= 
XL 

2, 

v(NSR) = -- x . i. 
where 

X2.(x.\I 1— x 1 	II x 1 x, 1 )\ 	x 1  

and u(.) denotes a variance estimator. 

Pros: 	1) Combines shift-in and shift-out into one estimator. 

Cons: 	1) Hard to interpret: 

- takes into account only the marginal totals. 

Can be zero if the shift-in equals the shift-out. 

- misleading as 0 indicates perfect agreement between coders 

even in the presence of misclassification. 

Variance can be very large due to X .j  term in variance formula. 
- can lead to uninformative confidence intervals. 

Range of possible values is wide and contains negative values. 

3.2 Simple Proportions 

Separate estimates of the number of items shifted-out and the number of 

items shifted-in can also be produced. In order to compare these numbers, 

the proportion of items shifted in and out relative to the total number 

originally coded into that group should be calculated. 

SO 1  - the proportion of items shifted out of the original coder class i. 
SI - the proportion of items shifted in to the original coder class i. 

Range: SO - 0 to 1 where a value close to 0 indicates good coding. 

SI - 0 to oo where a value close to 0 indicates good coding. 
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xtL 
e-I tøL sot= 

j• 

1 (X ii) (

X 
u(SO) = 	 1 - 

. Lx.i 	x. i  

- 	sI I =j- g ii  
.i f-I, jøt 

1 1 	/ 
u(SI)=J 	i V . 

 .tJ j-1.føi 

where 

x ii  

N 2 
jp i j( 1  - p1) 

.1 

Pros: 	1) Easy to interpret since the error rates are relative to the 

number of items originally coded to a particular class. 

Cons: 	1) SI may be greater than 1 and has no set upper bound. 

2) Two estimates are required to give an evaluation of the data 

instead of just one. 

3.3 Index of Totals 

The Index of Totals is simply the ratio of the estimated true number of 

items in a class to the number of observed items in that class. 

I - the index for the jth  class. 

Range: 0 to 	where a value close to 0 indicates good coding. 
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x. i 	ki 

	

1 	J 
U (I 

) = !
E V( if) 

- 1 X 21 p1( 1 - pa.,) 
v2 L_ 
1.jj-1 	X.j 

Pros: 	1) Easy to interpret since the error rate is relative to the number 

of items originally coded into class i. 

Cons: 	1) Readers may attempt to use the result incorrectly. 

- ie. index should be used carefully when used as a correction 

factor because of the variance associated with the 

estimate. 

Masks some of the coding error since it only considers the 
marginal totals' 

The upper range has no set bound. 

3.4 Kappa Coefficient 

The Kappa Coefficient (see [1]) is a measure of the agreement between 

two coders conditional on the first coders' classification. Since some 

agreement is due purely to chance, this estimator compares the actual agreement 

with the chance agreement. For good coding, the actual agreement will be 
higher than that occurring by chance. 

xi  - measure of agreement for class i. 

Range: -1 to +1 where a value close to +1 indicates good coding. 

x..xi.-xi.x.i 
By reducing P i  to a simple ratio estimator, see appendix 1, its variance 

estimator can be approximated by 
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2(V(gii)( 1 _)2+ 	E 
x 24  

where 

tL 

t t. . 

Pros: 	1) Measures coding error even when shift-in equals shift-out. 

Easy to interpret. 

Cannot be used to adjust the data, so prevents any possible 

misuse. 

Has a concise range for the estimate. 

- good for publication. 

Cons: 	1) May take on a negative value. 

3.5 Ratio of Agreement 

The ratio of agreement, RA, gives the ratio of twice the number of 

correctly classified records, in a specific class, to the sum of the number 

of records classified to class i by both the expert coder and the original 

coder. Thus it is a ratio of the number of correctly classified records to 

the total number of records considered to be in class i. If there is no 
coding error, 

	

=XS 	and RA 1 -1. 

Range: 0 to +1 where +1 indicates good coding. 

2 
R14 = 	, + 

Using the standard variance approximation for ratios, see [2],  we get 
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1 
v(RAI)  

(, 
+ V)2{ 	- 4cou(Y 1 , 	 ) RA + RAu()] 

1 
(+ X.)2[4v 	3(1 - RA3+ RAu( j )] 

Pros: 	1) Easy to calculate. 

Lies within (0,1) 

- concise range. 

Measures coding error when, the shift-in equals the shift-out. 

Cannot be used to adjust the data so prevents any possible misuse. 

Cons: 	1) Difficult to interpret. 

4. Example 

This section of the report will illustrate the use of the proposed estimators 

with an example based on the following sample data: 



110 3 40 153 

2 189 3 194 

88 8 157 253 

200 200 200 600 

1 

IM 	 Expert 
	

2 

Coders 
	

3 

Total 

Original 

Coders 

Class 	1 	2 
	

3 	Total 

The stratum sample sizes were assumed to be 200 for all three classes to simulate 

the lTD sample sizes. Using the following population sizes of 1563, 8200 and 

4717, for classes 1 to 3 respectively the weighted data was calculated and is 
presented below: 

Original 

Coders 

Class 	1 	2 	3 	Total 

860 123 943 1926 

16 7749 71 7836 

687 328 3703 4718 

1563 8200 4717 14480 

1 

Expert 	2 

Coders 	3 

Total 

The population sizes, N, used above represent actual population sizes of 

several lTD import commodity classes from April, 1988 data. By examining the 

data, one can see that the original coding quality is poor in Class 1, very good 

in Class 2 and good in Class 3. 

Below computations are shown for the five different estimators with their 

respective coefficients of variation (CV) and large sample 95% confidence 

intervals. The calculations for class 1 are given in detail and the results for 

classes 2 and 3 are only reported. The results for all three classes are presented 
at the end of this section. 
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4.1 Net Shift Rate 

x1 - 1 
N~R 1 - x  1. 

(1563- 1926) 
1926 

- -0.1885 

x 2  
v(NSR3_!. 	v(X 11 ) 

I-I 

1563 2  
= 	 (3023.17+4967.36+ 17800.07) 

1926 

= 0.00458 
(u(NSR ) 

- INSR1I x 100% - 35.9% 

Note here that the absolute value of the estimator has been used to 

ensure that the CV is non-negative. 

Confidence interval: NSR 1 *2Ju(NSR 1 ) - (-0.325,-0.055) 

Given that a NSR close to 0 indicates good coding quality, a NSR of -0.1885 

indicates fair coding quality. This conclusion is supported by the fact that 

the confidence interval does not contain zero, but the upper limit is very 
close to zero. 

NR 2  - 0.0465 

CV - 39.6% 

Confidence interval: (0.0096,0.083) 

This NSR is much closer to 0 than the NSR for the first class indicating that 

the coding in Class 2 is of better quality. With a NSR of 0.47, one can 

conclude that the coding quality is good since the lower limit of the confidence 
interval is close to 0. 
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liz) N.R 3  - - 0.00033 

CV - 11968.7% 

Note here that the absolute value of the estimator has been used to 

ensure that the CV is non-negative. 

Confidence interval: (-0.079,0.079) 

With this NSR, one would conclude that the coding quality is good as the NSR 

is very close to 0 and its confidence interval contains zero. But, upon 

closer examination of the data, the NSR is close to 0 simply because the 

number of items shifted-in is approximately equal to the number of items 

shifted-out. This illustrates the main disadvantage of the NSR estimator, 

namely, that a value of 0 does not necessarily imply good coding quality. 

Also, it should be noted that the CV is extremely large. 

4,2 Simple Proportions 

+ i) Sb 1 - x.l 

- 16+ 687 
1563 

- 0.45 

1 (110( 	uo 
x . 1x . 1 	x . 1T=' _)) 

= 0.00 1238 

p 	CV - 7.82% . 

Confidence interval: (0.379,0.520) 
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g 12  + 13 s_I I - x. 1  

123+ 943 
1563 

- 0.682 

i 3  

= (4967.36+ 17800.07) 1563 2  

= 0.00932 
CV - 14.15% 

Confidence interval: (0.489,0.875) 

A shift out of approximately 0.45 indicates that of the 1563 items 

classified into class 1 by the original coder, 45% of them have been 

reclassified, or shifted-out, into a different class by the expert coder. 

Given that a shift-out of 0 indicates good coding, and the confidence interval 

does not include zero, the quality of the coding in this class is poor. 

A shift-in of 0.682 indicates the expert coder has classified an additional 

68.2%, of the number of items classified into Class I by the original coder, 

into Class 1. The SI estimator does not have limits on its range and thus 

it is difficult to quantify the quality of coding. One can only conclude 

that with a SI of 0.68, the quality of coding is poor since 0 indicates good 

quality coding. 

Considering both the shift-out and shift-in proportions, the quality of 

coding for Class 1 would be considered poor. 

iz) S0 2  - 0.055 

CV - 14.15% 

Confidence interval: (0.0227,0.0872) 

SI— 0.0106 
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CV - 29.32% 

Confidence interval: (0.0004,0.0208) 

Thus, with an SO of 0.055, only 5.5% of the items originally classified 

into Class 2 by the original coder have been reclassified into another class 

by the expert coder. This shift-out indicates that the coding is of good 

p 
	 quality. 

An SI of only 0.01 indicates that the quality of coding is good as only 

a few transactions were reclassified into Class 2. Also, the lower limit of 

the confidence interval is close to zero, which indicates good coding quality. 

When taking into consideration both the shift-out and the shift-in 

proportions, the quality of the coding in Class 2 would be considered good. 

iii) S— 0.2150 

CV - 13.51% 

Confidence interval: (0.157,0.273) 

s_I 3  — 0.2152 

CV - 12.43% 

Confidence interval: (0.162,0.269) 

Of the number of items originally classified into Class 3 by the original 

coder, 21.5% were reclassified by the expert coder. A shift-out of 0.22 

indicates that the coding is of fair quality. 

An SI of 0.22 indicates that the quality of coding is fair. 

Thus, with shift-out and shift-in proportions as given above, the quality 

of coding of Class 3 would be considered fair. 



4.3 Index of Totals 

L) !1 =  
1  (t "?  I) x. 1  

14 

- 1563(860 123+ 943) 

- 1.23 

= 	(3023.17+4967.36+17800.07) 1563 2  

= 0.0 106 
CV - 8.36% 

Confidence interval: (1.026,1.44) 

A value of 1.23 indicates that of the original number of items classified 

into Class 1, an additional 23.23% were classified into Class 1 by the expert 

coder. This estimator also does not have fixed limits and thus, this makes 

it difficult to quantify the quality of coding. Since a value of 1 indicates 

good quality coding, one can conclude that the coding quality of Class 1 is 

good as the lower limit of the confidence interval is close to 1. 

iz) fz - 0.9555 

CV - 1.77% 

Confidence interval: (0.922,0.989) 

A value of 0.96 indicates that the coding is of very high quality as this is 

close to the value of 1 and the upper limit of the confidence interval is 
also close to 1. 

I 

uz) 1 3 	1.00 
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CV - 4% 

Confidence interval: (0.92,1.08) 

A value of 1 indicates good coding. However upon closer examination of the 

data, as in the case of the NSR, one can see that the coding is not good but 

simply that the number of items shifted-in is approximately equal to the 

number of items shifted-out. 

4.4 Kappa Coefficient 

x11 - g1x1 

= x..I. - 	l . x . l 

(14480)860-(1563)1926 
(14480)1926-(1563)1926 

= 0.3793 

- 0.0019 

CV - 11.49% 

Confidence interval: (0.292,0.466) 

A value of 0.3793 for the Kappa coefficient indicates that the coding is of 

poor quality for Class 1 recalling that the Conditional Kappa coefficient 

lies between -1 and +1 where +1 indicates good coding. 

- 0.9746 

CV - 1.03% 

Confidence interval: (0.955,0.9946) 

A Kappa coefficient of 0.9746 indicates good coding as the upper limit of the 

confidence interval is very close to the value 1. 
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1(3 - 0.6807 

CV - 4.87% 

Confidence interval: (0.614,0.747) 

A value of 0.6807 for the Kappa coefficient indicates that the quality of 

coding is fair. 

4.5 Ratio of Agreement 

RA 1 — - 
	

11 

X 1 + X 1  

- 2(860) 
1563+ 1929 

= 0.4928 

1 ( 	 1  
u ( RA 1 ) 4u( 11 )(1 —RA 1 )+RA Z U(9 1j ) 

 

156319262 (4(3023.171_0.49280 . 4928 2 (25790 . 6fl 

0.00 102 

CV - 6.42% 

Confidence interval: (0.429,0.556) 

This value of 0.4928 for the RA estimator indicates that the coding is of 

poor quality since a value of 1 indicates good coding. 

R>1 2  - 0.9665 

CV - 0.93% 

Confidence interval: (0. 9486,0.984) 
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An RA value of 0.9665, with the upper limit of the confidence interval being 

very close to 1, indicates good coding. 

RA 3  - 0.7849 

CV - 2.55% 

Confidence interval: (0.745,0.825) 

This value of the RA estimator indicates that the coding quality for Class 3 

is fair. 

4.6 Summary of Results 

Presented below is a table summarizing the results from the example. 

The last 3 rows of the table contain the estimate and its respective CV in 

brackets. As one can see, the Simple Proportions estimators, SI and SO, are 

not very informative on their own as was mentioned earlier. The NSR and the 

Index of Totals both suffer from the fact that if the number of items shifting-in 

approximately equals the number of items shifting-out, they both indicate 

good quality coding. The remaining 2 estimators, Kappa coefficient and the 

Ratio of Agreement, appear to agree upon the coding quality. 
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Summary of Results of Example 

NSR SO SI Index Kappa RA 

Range -1 to 0 to 1 0 to 0 to -1 to +1 0 to +1 

Indicates Close to Close to Close to Close to Close to Close to 

good 0 0 0 1 +1 +1 

coding 

Class 1 

(poor -0.19 0.45 0.68 1.23 0.3793 0.4928 

coding) (35.9%) (7.82%) (14.15%) (8.36%) (11.49%) (6.42%) 

Class 2 

(good 0.47 0.055 0.010 0.96 0.9746 0.9665 

coding) (39.6%) (29.32%) (48.1%) (1.77%) (1.03%) (0.93%) 

Class 3 

(fair -0.0003 0.215 0.22 1.00 0.6807 0.7849 

coding) (11968%) (13.51%) (12.43%) (4%) (4.87%) (2.55%) 

5. Simulation Study 

To evaluate the behavior of four of the estimators under different situations, 

a simulation study was carried out. The NSR, Index of Totals, Kappa Coefficient 

and Ratio of Agreement were the chosen estimators since they produce a single 

estimate for each of the classes. Using randomly generated values for the 
probability of occurrence in each cell, 3 x 3 tables of counts were generated. 

Each column, representing a particular commodity class, consisted of trinomial 

variables, and the columns were generated independently of the each other. For 

each class, 200 observations were generated to approximate the sample size 

selected in the lTD data quality project. Further, to simulate real life data, 

the diagonal probabilities were forced to be greater than 0.5 implying that at 

least 50% of the records were coded correctly by the original coder. Two hundred 

such tables, with each table representing a different possible situation, were 

generated in total. For each table, the NSR, Index of Totals, Kappa Coefficient, 

and the Ratio of Agreement were calculated along with their respective Coefficient 

of Variation (CV). 
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The results of the simulation are presented in the form of graphs, as seen 

in Appendix 2, which show plots of the CV versus the estimator. Since the NSR 

can take on negative values, the data used in the graphs consisted only of the 

tables for which the NSR was non-negative. 

To analyze these graphs one should examine the behaviour of the CV as the 

estimator approaches the value indicating good quality coding. For the NSR, 

where a value of 0 indicates good quality, we see that the CV increases drastically, 

as high as 400%, as the estimator approaches 0 and is relatively flat as it moves 

away from zero. The CV of the Index of Totals, which also has a value of 0 

indicating good coding quality, exhibits the same behaviour except that the 

increase is more linear in nature. The other two estimators, which both have 

values of I indicating good quality, have CV's which decrease as the quality of 

coding increases. 

Since we are expecting the quality of the coding is going to be relatively 

good, our desired estimator will hopefully have a small CV around the value 

indicating good quality. From the graphs, it is easy to see that the Kappa 

Coefficient and the Ratio of Agreement are both better than the Net Shift Rate 
and the Index of Totals in this regard. 

6. Conclusions 

Since the quality measure statistic is to be used in Statistics Canada 

publications, it should be kept simple by reporting only one number per class. 

This criterion eliminates the SO/SI estimators as possible quality measures. 

The four estimators used in the simulation all satisfy this criterion. From 

this study and from the example, several properties of each estimator have become 

apparent: 

- the size of the variance of the NSR can approach the size of the estimate 

of the NSR as the estimate gets small. Thus the NSR can have CV's greater 

I. 	than 100% due to the above property. 

- the NSR can be negative and thus CV can not be calculated. 

- the Index of Totals estimator can be greater than 1. 

- the NSR and the Index of Totals both mask coding errors by considering 

only the marginal totals. 



20 

- the CV of the Index of Totals and the Net Shift Rate both increase as the 

quality of data gets better. 

- the Kappa Coefficient and the RA estimator appear to reflect accurately 

the quality of the data. 

Based on the simulation results and the example, the behavior of the RA 

estimator, particularly its small coefficient of variation, would lead one to 

conclude that it is perhaps the most desirable of the four measures. The only 

drawback of this estimator is the difficulty of interpretation unlike the Kappa 

Coefficient. 

I 
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The Kappa Coefficient is given as 

- x S• - 	 x. 	
(7.1) 

It can be expressed as 

1- 	 - 	 (7.2) x..x t .-x I .x. t  x-x. i  
One should note here that the last term in equation 7.2 is known and thus its 
variance is zero. Taking the variance of both sides of equation 7.2 results in 

( x 	)2 V g  ii  ) 

T 
Thus, one must calculate the estimate of the variance of the ratio 

(7.3) 

Using the standard formula for the variance of a ratio [2],  we get 

(u() + u(J— 2 Thcou( ,  h)). 	 (7.4) 
'~ i. ) - X?. 	

i  

To evaluate the covariance term, we have 

c0u(5(, 	) u( 14 ), 	 (7.5) 

since cou(9 1 ,,,) - 0 if tj. 

Therefore, by combining equations (7.3), (7.4), and (7.5) the variance estimator 

of the Kappa coefficient can be expressed as 

u() 	1 — 	)+ 	u(X 1 )) 	(7.6) 
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Appendix 2 
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