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#### Abstract

Many changes in the opening hours and days of ssores have occurred in Canada. Because of this and other reasons explained in the paper, the trading-day variations have evolved considerably during the last two decades. However, the methods used to calculate those variations still assume consiant relative daily weights. As a result, the monthly seasonally adjusted Retail Trade series have recently displayed residual variations, which are likely attributable 10 an inadequate estimation of the trading-day component.


The paper presents the solution adopted to solve the problem. The paper also presents an alternative method, based on regression with stochastic parameters.
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#### Abstract

Resume

Le Canada a connu de nombreux changements dans les heures et les jours d'ouverture des magasins. A cause de cela et pour d'autres raisons expliquees dans le document, les variations attribuables à la rotation des jours ont considérablement évolué durant les deux dernières décennies. Cependant les méthodes utilisées pour calculer ces variations supposent toujours des poids relatifs des jours constants. Ainsi, les séries mensuelles de Commerce de detail désaisonnalisés ont recemment affiche des variations residuelles, qui sont vraisemblablement attribuables a une estimation inadéquate de la composante de rotation des jours.


Le document présente la solution adoptée pour résoudre le probleme. Il presente egalement une autre méthode. fondée sur la regression a parametres stochastiques.

> Mots clés: séries chronologiques, desaisonnalisation. variations dues a la rotation des jours, analyse par regression à parametres stochastique.

## 1. Introduction

An important source of the month-to-month variations in many monthly economic time series is trading-day variations. In many activities such as production, sales, shipments, trade, the monthly value recorded depends on the number of "trading" days in the month, or more generally speaking on the number of times each of the seven days of the week appears in the month. A classical example is Retail Trade, where more sales are made on Fridays and Saturdays than on other days; as a result a 30 -day month containing five such days tends (everything else being equal) to register higher sales than any other 30 -day month containing four such days. The phenomenon also affects social and demographical series, such as marriages, immigration - and even births because of the practices of induced labour and caesarean section, which are not uniformally distributed throughout the week (Dumas, 1992).

Thus trading-day variations in monthly values originate from the existence of an underlying daily pattern of activity defined over the week. That daily pattern states the relative importance of the days in the week; just as the seasonal pattern states the relative importance of the months in the year. As Young (1965) pointed out however, the daily pattern may reflect recording and reporting practices, for instance the sales of one day may systematically be recorded the following day.

Like seasonal variations, trading-day variations obscure the fundamental trend-cyclical (as opposed to transient) movements present in the series. For that reason, the seasonally adjusted series published by statistical agencies exclude both seasonal and trading-day variations. The trading-day estimation method in the X-11-ARIMA (Dagum 1980) and the Census Method II X-11 (Shiskin, Young and Musgrave, 1967) seasonal adjustment procedures, used by many statistical agencies, is based on Young's method (1965).

In the past, the daily trading pattern was considered stable over several years. This assumption is currently no longer tenable. In the past decade or so, Canada has witnessed dramatic changes in the opening hours of retail outlets: stores were allowed to open on Thursday evenings, then on Wednesday evenings - and more recently on Sundays. The computerization of inventory control, by means of sophisticated cash registers, probably affects reporting practices (presumably making them more timely) and thus the daily pattern. The changing composition of a series also causes evolution: For instance if the computer sales by Furniture and Appliance stores (say) have their own daily pattern and gain relative importance in the Furniture and Appliance series, this gradually alters the daily pattern of the series. For all these reasons, subject matter experts of Retail Trade strongly suspect that some unexpected transient month-to-month fluctuations in the seasonally adjusted series in the recent past are attributable to the inadequate estimation of the trading-day component over the last years. Indeed the X-11-ARIMA seasonal adjustment procedure used in this case assumes constant daily pattern for the whole series.

There are methods in the statistical literature to estimate evolving daily patterns of activity. However, to our knowledge, they have not yet been incorporated in seasonal adjustment procedures used by statistical agencies. Dagum and Quenneville (1988) and Dagum et al. (1992) proposed approaches, based on state-space modelling (Kalman, 1962), in which the daily weights change from month to month. They applied such methods to some 40 Canadian Retail Trade series ranging from 1977 to 1986. They found that the change in the daily weights was significant only in the case of Total Retail Sales for the province of Nova Scotia. This paper presents an alternative model, based on stochastic regression analysis, which assumes the daily weights change between trading-day regimes, covering a number of years (e.g. 4), instead of between months. The results obtained with this model also suggests no evolution of the daily pattern. The experiment does shed some light as to the nature of the problem: under both methods, the signal-to-noise ratio, which governs the rate of evolution of the daily weights, seems to be largely underestimated. Perhaps, for real series, the presence of outliers causes an inadequate estimation of that ratio.

An experimental version of the X-11-ARIMA seasonal adjustment procedure was developed to allow two independent trading-day regimes, the date of the regime change being carefully selected for each series. In other words, the method of Young, which assumes constant daily pattern, is applied on two separate series intervals, and the other components of the series are estimated over the whole series as before. The main practical advantage of this solution is that the method is embedded in the other calculations of X-11-ARIMA. This is crucial in the case of iterative time series decomposition methods, like X-11 and X-11-ARIMA, where the improved estimation (and re-estimation) of each component leads to improved (re-)estimation of the other components.

Section 2 summarizes the method of Young (1965), as implemented in X-11-ARIMA. Section 3 presents the results obtained with this approach applied on two trading-day regimes. Section 4 presents the aforementioned stochastic regression model. Section 5 compares the performance of the three different methods, on the Canadian Department Store Series: the Young method applied for the whole series, the Young methods applied to two independent trading-day regimes and the stochastic regression method of Section 4. Section 6 concludes with a discussion of this moving trading-day variation estimation exercise.

## 2. Modification to the X-11-ARIMA Seasonal Adjustment Procedure

The X-11-ARIMA seasonal adjustment procedure was changed to allow two trading-day regimes. The break-point between the two regimes can be supplied by the user, based on subject matter expertise for instance. For example if the series covers the period from January 1981 to December 1993 and the user knows there was a change in shopping patterns starting in October 1991, the first regime would extend from January 1981 to September 1991; and the second, from October 1991 to December 1993. The Young method, already in X-11. ARIMA, is thus applied to the two series intervals separately.

This section describes briefly the trading-day estimation method of Young (1965). The method actually combines two methods: (1) a smoothing method, which directly estimates the monthly trading-day factors from the trading-day-irregular residuals (this is the series obtained by removing the seasonal and the trend-cycle estimates from the original series), and (2) a regression method, which estimates the daily pattern from these residuals and then derives the corresponding monthly trading-day factors. First the notion of monthly trading-day factors is formalized.

### 2.1 The Monthly Trading-Day Factors

Under the multiplicative seasonal adjustment model, $z_{l}=c_{t} \times s_{t} \times M_{t} \times i_{l}$, where $z_{k}$ is the observed monthly series, $c_{t}$ the trend-cycle component, $s_{t}$ the seasonal component, $i_{t}$ the irregular, the monthly trading-day factor $M_{q}$ relates to the daily weights as follows:

$$
\begin{equation*}
M_{t}=\left[\sum_{j=1}^{7} n_{t j}\left(1+\beta_{j}\right)\right] / N_{t}^{*} \equiv\left[28+\sum_{j: 5 \text { imes }}\left(1+\beta_{j}\right)\right] / N_{t}^{*} \tag{2.1}
\end{equation*}
$$

where $N_{t}$ is the actual number of days in each month, $N_{t}^{*}=N_{t}$ and $N_{t}^{*}=28.25$ for Februaries, $n_{1 j}$ is the number of days $j$ in month $t\left(4\right.$ or 5 ) and $\beta_{j}, j=1, \ldots, 7$ are the daily weights (from Monday to Sunday) summing to 0 . A weight $\beta_{6}=0.50$ means that $50 \%$ more activity takes place on Saturday than on an average day of the week; a weight $\beta_{1}=-0.50$, that $50 \%$ less activity takes place on Monday than on an average day of the week.

Specification (2.1) assigns the length-of-month allowance to the seasonal factors. The fact that March (say) has 31 days is captured by a higher March seasonal factor; and similarly the fact that April has 30 days, by a lower seasonal factor. If the length-of-month allowance is to be captured by the trading-day factors, then $N_{t}^{*}$ is set to the average number of days in a month: $30.4375=365.25 / 12$.

### 2.2 The Smoothing Method

Young (1965) first observes that any series has at most 22 types of months, depending on the length of the month and on the first day of the month; and, that each type of month has the same distribution of days. For instance all 31 -day months starting with a Monday have the same distribution of Mondays, Sundays, etc.; all 31 -day months starting with a Tuesday; etc. There are thus 7 possible distributions for 31 -day months, 7 for 30 -day months, 7 for 29-day months and 1 for 28 -day months, for a total of 22 types of months. Furthermore, if the daily pattern is the same for all the months of a series (interval) considered, there are (according to ( 2.1 )) only 22 possible values for the monthly trading-day factors. The smoothing approach simply consists of setting each of the 22 possible values of $M_{1}$ equal to the group average of the trading-day-irregular residuals $I_{t}=M_{t} \times i_{t}$ pertaining to the same type of month.

The problem with this smoothing technique, is that some of the 22 types of months occur very seldom (which would translate into unreliable estimates) or not at all in a given series. Indeed 28 years of monthly data are needed to ensure that all types of month occur at least once. The smoothing method thus cannot be used for the estimation of the trading-day factors. It is used, however, to locate outlier trading-day-irregular residuals (for the months occurring more than once at least) which will be excluded from the regression used to estimate the daily weights. Basically (the procedure is more intricate than this), a residual I, is ruled outlier if it departs from its group average by a number (usually 2) of standard deviations; the latter is the square root of the sum of squared deviations of the residuals from their group average, divided by the number of observations, $T$.

### 2.3 The Regression Method

The regression method consists of estimating the 7 daily weights by regressing the trading-day-irregular residuals $I_{\text {t }}$ without outliers on the number of Mondays, Tuesdays, etc., occurring in each month; and, of calculating all the monthly trading-day factors $M_{\text {l }}$ from the estimated daily weights by means of (2.1). Cholette and Quenneville (1994) show that, for the multiplicative seasonal adjustment model, the appropriate specification is

$$
\begin{equation*}
y_{t}=\sum_{j=1}^{6}\left(z_{t, j} \bar{N} / N_{t}^{*}\right) \beta_{j}+e_{i}, t=1, \ldots, T . \tag{2.2}
\end{equation*}
$$

where $y_{t}=\left(I_{t}-N_{t} / N_{t}^{*}\right) \bar{N}$ is the regressand and $\left(\tau_{t, j} \bar{N} / N_{t}^{*}\right), j=1, \ldots, 6$ are the regressors with $z_{, j}=\left(n_{t j}-n_{r, 7}\right), j=1, \ldots, 6$ being the number of times day $j$ appears in month $t$, minus the number of Sundays in the same month. $\bar{N}$ is the average of $N_{t}$ over time.

## 3. Results Obtained with the Modified X-11-ARIMA Procedure

The experimental version of X-11-ARIMA described in section 2 was applied to the officially published system of Canadian Retail Trade Series which consists of 18 Trade Group Totals and 11 Provincial Totals and the grand Canada Total. Each series was processed with several break-points defining the trading-day regimes (the break-point being the starting date of the second regime). Because, the biggest shopping pattern changes occurred recently, January 1991 was chosen as the earliest break-point. Since large month-to-month fluctuations in the seasonally adjusted series can be indicative of having removed the wrong trading-day component from the data, statistics on month-to-month percentage change in the seasonally adjusted series were calculated. The break-point yielding the lowest values for the statistics, i.e. the smoothest series, would be optimal. However, subject matter knowledge was also taken into consideration in the final selection of the break-points.

Table 1 displays the statistics on change in the seasonally adjusted Department Stores series, for the last six years (" $88.93^{\text {" }}$ in table), for years 1988 to 1990 (" $88-90$ ") and for the last three years (" 91.93 "); for each break-point considered. The statistics for the last three years are more important, because of the role of these years for current economic analysis. The first three rows of the table display the statistics obtained under only one trading-day regime ("No Break"), i.e. under the status quo; these statistics are repeated for each break-point (in columns 4, 6 and 8 under heading "No Break"). The other sets of three rows (rows 4, 5, 6; 7, 89 , etc.) display the statistics obtained under the various break-points, (" 9101 " standing for January 1991, etc.). The most relevant statistic used in determining the optimal break was

$$
43
$$

the Mean Absolute Percent month-to-month Change, especially for the last three years. In the case of Department Stores, the minimum occurs around June and July 1992. Table 2 presents the same statistics calculated for each break-point and each trading-day regime. The minimum also occurs around June and July 1992. The July date was ruled preferable on the basis of subject matter knowledge and the lower Number of Changes of Direction of the series (in Table 1). Table 2 also displays the daily weights estimated on each regime. The steady progression of the Sunday weight and decline of the Monday weight of the second regime, as the break-point becomes more recent, is quite remarkable: Sunday triples in importance compared to the status quo value (in first row), while Monday shrinks by half. Also noteworthy is the systematically widening gap between the same-day weights on the first and second regimes. These observations confirm subject matter expectation.

Table 1 Analysis of the Changes in the Seasonally Adjusted Department Store Series, by Break-Point and Year

| Break <br> Point | Years | Mean Abs. X Change | Mean <br> Abs. * <br> Change <br> Mo Break | S.D. of <br> \% Change | S.D. of * Change No Break | Max. Abs. \% Change | Max. <br> Abs. * Change No Break | No. <br> Changes of Direction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 88.93 | 1.39 | 1.39 | 2.06 | 2.06 | 7.22 | 7.22 | 47 |
| 0 | 88-90 | 1.41 | 1.41 | 1.93 | 1.93 | 6.51 | 6.51 | 25 |
| 0 | 91-93 | 1.36 | 1.36 | 2.16 | 2.16 | 7.22 | 7.22 | 22 |
| 9101 | 88-93 | 1.32 | 1.39 | 1.82 | 2.06 | 6.82 | 7.22 | 47 |
| 9101 | 88-90 | 1.43 | 1.41 | 1.95 | 1.93 | 6.82 | 6.51 | 25 |
| 9101 | 91-93 | 1.20 | 1.36 | 1.66 | 2.16 | 4.72 | 7.22 | 22 |
| 9104 | 88-93 | 1.33 | 1.39 | 1.82 | 2.06 | 6.77 | 7.22 | 49 |
| 9104 | 88-90 | 1.42 | 1.41 | 1.93 | 1.93 | 6.77 | 6.51 | 25 |
| 9104 | 91-93 | 1.23 | 1.36 | 1.68 | 2.16 | 4.84 | 7.22 | 24 |
| 9107 | 88-93 | 1.34 | 1.39 | 1.90 | 2.06 | 6.74 | 7.22 | 49 |
| 9107 | 88-90 | 1.40 | 1.41 | 1.91 | 1.93 | 6.74 | 6.51 | 25 |
| 9107 | 91-93 | 1.27 | 1.36 | 1.86 | 2.16 | 5.22 | 7.22 | 24 |
| 9110 | 88.93 | 1.32 | 1.39 | 1.91 | 2.06 | 6.25 | 7.22 | 47 |
| 9110 | 88-90 | 1.37 | 1.41 | 1.87 | 1.93 | 6.25 | 6.51 | 23 |
| 9110 | 91-93 | 1.27 | 1.36 | 1.95 | 2.16 | 5.53 | 7.22 | 24 |
| 9201 9201 | $88-93$ 88.90 | 1.33 1.42 | 1.39 | 1.90 1.92 | 2.06 | 6.63 | 7.22 | 47 |
| 9201 | $88-90$ $91-93$ | 1.42 1.24 | 1.41 | 1.92 | 1.93 | 6.63 | 6.51 | 25 |
| 920 | 91.93 | 1.24 | 1.36 | 1.87 | 2.16 | 4.86 | 7.22 | 22 |
| 9204 | 88.93 | 1.36 | 1.39 | 1.94 | 2.06 | 6.67 | 7.22 | 44 |
| 9204 | 88-90 | 1.45 | 1.41 | 1.96 | 1.93 | 6.67 | 6.51 | 23 |
| 9204 | 91-93 | 1.27 | 1.36 | 1.91 | 2.16 | 5.60 | 7.22 | 21 |
| 9205 | 88-93 | 1.38 | 1.39 | 1.97 | 2.06 | 6.62 | 7.22 | 44 |
| 9205 | 88-90 | 1.43 | 1.41 | 1.93 | 1.93 | 6.62 | 8.51 | 23 |
| 9205 | 91-93 | 1.32 | 1.36 | 2.00 | 2.16 | 5.52 | 7.22 | 21 |
| 9206 | 88.93 | 1.33 | 1.39 | 1.93 | 2.06 | 6.55 | 7.22 | 46 |
| 9206 | 88-90 | 1.43 | 1.4 .1 | 1.94 | 1.93 | 6.55 | 6.51 | 25 |
| 9206 | 91.93 | 1.23 | 1.36 | 1.90 | 2.16 | 5.29 | 7.22 | 21 |
| 9207 | 88-93 | 1.33 | 1.39 | 1.93 | 2.06 | 6.49 | 7.22 | 44 |
| 9207 | 88-90 | 1.43 | 1.41 | 1.96 | 1.93 | 6.49 | 6.51 | 23 |
| 9207 | 91.93 | 1.24 | 1.36 | 1.89 | 2.16 | 5.29 | 7.22 | 21 |
| 9208 | 88.93 | 1.34 | 1.39 | 1.94 | 2.06 | 6.50 | 7.22 | 44 |
| 9208 | 88-90 | 1.42 | 1.41 | 1.95 | 1.93 | 6.50 | 6.51 | 23 |
| 9208 | 99.93 | 1.25 | 1.36 | 1.91 | 2.16 | 5.36 | 7.22 | 21 |
| 9209 9209 | $88-93$ $88-90$ | 1.34 | 1.39 | 1.94 | 2.06 | 6.57 | 7.22 | 48 |
| 9209 | 91-93 | 1.24 | 1.46 | 1.97 1.90 | 1.93 2.16 | 6.57 5.30 | 6.51 7.22 | 27 21 |
| 9210 | 88.93 | 1.33 | 1.39 | 1.93 | 2.06 | 6.56 | 7.22 | 44 |
| 9210 | 88.90 | 1.43 | 1.41 | 1.97 | 1.93 | 6.56 | 8.51 | 23 |
| 9210 | 91-93 | 1.23 | 1.36 | 1.89 | 2.16 | 5.24 | 7.22 | 21 |
| 9211 | 88-93 | 1.34 | 1.39 | 9.94 | 2.06 | 6.58 | 7.22 | 44 |
| 9211 | 88-90 | 1.40 | 1.41 | 1.94 | 1.93 | 6.58 | 8.51 | 23 |
| 9211 | 91.93 | 1.28 | 1.36 | 1.92 | 2.16 | 5.42 | 7.22 | 21 |
| 9212 | 88-93 | 1.34 | 1.39 | 1.94 | 2.06 | 6.58 | 7.22 | 44 |
| 9212 | 88-90 | 1.40 | 1.41 | 1.94 | 1.93 | 6.58 | 6.51 | 23 |
| 9212 | $91-93$ | 1.27 | 1.36 | 1.91 | 2.16 | 5.40 | 7.22 | 21 |

Table 2 Analysis of the Changes in the Seasonally Adjusted Department Store Series, by Break-Point and by Regime for the Last Six Years of the Series

| Break Point | Regime | Mean Abs. \% Change | Mean <br> Abs. \% Change No Break | S.D. \% <br> Change | S.D. \% <br> Change No Break | max. Abs. \% Change | Max. <br> Abs. \% Change No Break | Estimated Daily Weights |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | Mon. | Tues. | Wed. | Thur. | Fri. | Sat. | Sun. |
| none | 1st | 1.39 | 1.39 | 2.06 | 2.06 | 7.22 | 7.22 | 0.997 | 0.742 | 1.014 | 1.337 | 9.083 | 1.515 | 0.312 |
| $\begin{aligned} & 9101 \\ & 9101 \\ & 9101 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \mathrm{st} \\ & 2 \mathrm{nd} \end{aligned}$ | $\begin{aligned} & 1.32 \\ & 1.43 \\ & 1.20 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.49 \\ & 1.36 \end{aligned}$ | $\begin{aligned} & 1.82 \\ & 1.95 \\ & 1.66 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 1.93 \\ & 2.16 \end{aligned}$ | $\begin{aligned} & 6.82 \\ & 6.82 \\ & 4.72 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 6.51 \\ & 7.22 \end{aligned}$ | 19.092 0.729 | 0.802 0.686 | 0.934 1.169 | 9.369 1.258 | 1.091 0.886 | 1.505 | 0.215 0.496 |
| $\begin{aligned} & 9104 \\ & 9104 \\ & 9104 \end{aligned}$ | Both 1st 2nd | $\begin{aligned} & 1.33 \\ & 1.40 \\ & 1.24 \end{aligned}$ | 1.39 1.41 1.37 | $\begin{aligned} & 1.82 \\ & 1.91 \\ & 1.70 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 1.91 \\ & 2.18 \end{aligned}$ | $\begin{aligned} & 6.77 \\ & 6.77 \\ & 4.84 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 6.51 \\ & 7.22 \end{aligned}$ | 1.083 | 0.790 0.625 | 0.945 1.228 | 1.305 | 1.087 0.887 | 1.503 1.834 | 0.227 0.437 |
| $\begin{aligned} & 9107 \\ & 9107 \\ & 9107 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \text { st } \\ & 2 \text { nd } \end{aligned}$ | $\begin{aligned} & 1.34 \\ & 1.56 \\ & 1.05 \end{aligned}$ | 1.39 1.52 1.22 | $\begin{aligned} & 1.90 \\ & 2.17 \\ & 1.46 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.07 \\ & 2.02 \end{aligned}$ | $\begin{aligned} & 6.74 \\ & 6.74 \\ & 4.17 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 6.51 \\ & 7.22 \end{aligned}$ | 1.073 0.690 | 0.787 0.690 | 0.953 | 9.3571 | 1.098 0.768 | 1.495 | 0.240 0.488 |
| $\begin{aligned} & 9110 \\ & 9110 \\ & 9110 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \text { st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.32 \\ & 1.54 \\ & 0.98 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.49 \\ & 1.24 \end{aligned}$ | $\begin{aligned} & 1.91 \\ & 2.14 \\ & 1.48 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.05 \\ & 2.06 \end{aligned}$ | $\begin{aligned} & 6.25 \\ & 6.25 \\ & 4.21 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 6.51 \\ & 7.22 \end{aligned}$ | 1.026 0.704 | 0.828 | 0.937 | 1.408 | 1.052 0.753 | 1.531 1.843 | 0.219 0.629 |
| $\begin{aligned} & 9201 \\ & 9201 \\ & 9201 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \text { st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 9.33 \\ & 1.49 \\ & 1.03 \end{aligned}$ | 1.39 9.45 1.28 | $\begin{aligned} & 1.90 \\ & 2.04 \\ & 1.59 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 1.99 \\ & 2.16 \end{aligned}$ | $\begin{aligned} & 6.63 \\ & 6.63 \\ & 4.73 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 6.51 \\ & 7.22 \end{aligned}$ | 1.046 0.651 | 0.781 0.625 | 0.969 | 1.359 | 1.089 0.674 | 1.517 | 0.236 0.653 |
| $\begin{aligned} & 9204 \\ & 9204 \\ & 9204 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \text { st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.36 \\ & 1.66 \\ & 0.68 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.67 \\ & 0.76 \end{aligned}$ | $\begin{aligned} & 1.94 \\ & 2.27 \\ & 0.81 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.37 \\ & 0.99 \end{aligned}$ | $\begin{aligned} & 6.67 \\ & 6.67 \\ & 1.71 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 2.29 \end{aligned}$ | 1.052 0.667 | 0.790 0.620 | 0.934 1.115 | 1.375 | 1.087 0.830 | 1.551 1.354 | 0.211 0.878 |
| $\begin{aligned} & 9205 \\ & 9205 \\ & 9205 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \text { st } \\ & \text { 2nd } \end{aligned}$ | $\begin{array}{r} 1.38 \\ 1.69 \\ 0.62 \end{array}$ | $\begin{aligned} & 1.39 \\ & 1.67 \\ & 0.69 \end{aligned}$ | $\begin{aligned} & 1.97 \\ & 2.28 \\ & 0.72 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.36 \\ & 0.89 \end{aligned}$ | $\begin{aligned} & 6.62 \\ & 6.62 \\ & 1.27 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 2.29 \end{aligned}$ | $\begin{aligned} & 1.049 \\ & 0.674 \end{aligned}$ | 0.778 0.619 | 0.946 | 1.388 | 1.073 0.848 | 1.552 1.418 | 0.214 0.852 |
| $\begin{aligned} & 9206 \\ & 9206 \\ & 9206 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & \text { ist } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.33 \\ & 1.63 \\ & 0.54 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.66 \\ & 0.67 \end{aligned}$ | $\begin{aligned} & 1.93 \\ & 2.22 \\ & 0.65 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.35 \\ & 0.89 \end{aligned}$ | $\begin{aligned} & 6.55 \\ & 6.55 \\ & 1.33 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.23 \\ & 2.29 \end{aligned}$ | 0.9578 | 0.778 0.658 | 0.943 | 1.394 | 1.967 0.950 | 1.554 1.415 | 0.207 |
| $\begin{aligned} & 9207 \\ & 9207 \\ & 9207 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \mathrm{st} \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.33 \\ & 1.60 \\ & 0.59 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.63 \\ & 0.70 \end{aligned}$ | $\begin{aligned} & 1.93 \\ & 2.19 \\ & 0.79 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.32 \\ & 0.91 \end{aligned}$ | $\begin{aligned} & 6.49 \\ & 6.49 \\ & 2.16 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 2.29 \end{aligned}$ | 1.041 0.554 | 0.767 0.653 | 0.956 | \{. 2.393 | 9.062 0.968 | 1.557 1.415 | 0.324 |
| $\begin{aligned} & 9208 \\ & 9208 \\ & 9208 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & \text { 1st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.34 \\ & 1.81 \\ & 0.49 \end{aligned}$ | $\begin{aligned} & 9.39 \\ & 9.65 \\ & 0.60 \end{aligned}$ | $\begin{aligned} & 1.94 \\ & 2.19 \\ & 0.58 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.32 \\ & 0.73 \end{aligned}$ | $\begin{aligned} & 6.50 \\ & 6.50 \\ & 1.34 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 1.77 \end{aligned}$ | 1.041 | 0.760 | 0.962 | 9.393 | 1.069 0.856 | 1.549 1.480 | 0.226 |
| $\begin{aligned} & 9209 \\ & 9209 \\ & 9209 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & \text { 1st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.34 \\ & 1.59 \\ & 0.50 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.62 \\ & 0.62 \end{aligned}$ | $\begin{aligned} & 1.94 \\ & 2.17 \\ & 0.63 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.30 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 6.57 \\ & 6.57 \\ & 1.32 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.32 \\ & 1.77 \end{aligned}$ | 1.052 0.44 | 0.749 0.787 | 0.963 1.067 | 1.396 | 1.956 | 1.560 1.383 | 9.224 |
| $\begin{aligned} & 9210 \\ & 9210 \\ & 9210 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \mathrm{st} \\ & 2 \mathrm{nd} \end{aligned}$ | $\begin{aligned} & 1.33 \\ & 1.57 \\ & 0.47 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.61 \\ & 0.60 \end{aligned}$ | $\begin{aligned} & 1.93 \\ & 2.16 \\ & 0.59 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.28 \\ & 0.76 \end{aligned}$ | $\begin{aligned} & 6.56 \\ & 6.56 \\ & 1.26 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 1.77 \end{aligned}$ | 1.051 0.420 | 8.752 | 0.962 | 1.398 | 1.85 | 1.560 1.378 | $0.223$ |
| $\begin{aligned} & 9211 \\ & 9211 \\ & 9211 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & 1 \text { st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.34 \\ & 1.55 \\ & 0.50 \end{aligned}$ | 1.39 . .60 0.57 | $\begin{aligned} & 1.94 \\ & 2.15 \\ & 0.59 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.27 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 6.58 \\ & 6.58 \\ & 1.15 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 1.77 \end{aligned}$ | 1.048 | 0.746 | $\begin{aligned} & 0.998 \\ & 1.070 \end{aligned}$ | 1.361 | $\begin{aligned} & 1.065 \\ & 0.935 \end{aligned}$ | 1.532 | 0.752 0.949 |
| $\begin{aligned} & 9212 \\ & 9212 \\ & 9212 \end{aligned}$ | $\begin{aligned} & \text { Both } \\ & \text { 1st } \\ & \text { 2nd } \end{aligned}$ | $\begin{aligned} & 1.34 \\ & 1.54 \\ & 0.47 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 1.57 \\ & 0.60 \end{aligned}$ | $\begin{aligned} & 1.94 \\ & 2.13 \\ & 0.58 \end{aligned}$ | $\begin{aligned} & 2.06 \\ & 2.25 \\ & 0.77 \end{aligned}$ | $\begin{aligned} & 6.58 \\ & 6.58 \\ & 1.13 \end{aligned}$ | $\begin{aligned} & 7.22 \\ & 7.22 \\ & 9.77 \end{aligned}$ | 1.048 0.474 | 0.746 | 0.998 | 9.3862 | 1.062 0.946 | 1.531 | $\begin{aligned} & 0.253 \\ & 0.996 \end{aligned}$ |



Figure 1 Three seasonally adjusted Department Stores series obtained under three break-points

Figure 1 displays three seasonally adjusted Department Stores series obtained under three break-points: the series with no break point represents the status quo (squares in figure), the two other series with break-points in January 1992 (dashed curve) and in July 1992 (solid) are alternative to the status quo. The July 1992 series is clearly smoother than the other two (especially from July 1992 onwards) and does not contain some of the transient fluctuations present in the status quo series, which were deemed questionable.

Table 3 displays the trading-day regressions, produced the by experimental X-11-ARIMA programme, on the two regimes corresponding to the July 1992 break-point. The other components of the series, namely the trend-cycle and the seasonal are calculated over the whole series.

Table 3 Trading-Day Regressions on the two Trading-Day Regimes Selected for Department Store, Calculated by the Experimental Version of the X-11-ARIMA Programme


The stars indicate the combined wt. is significantly different from 9 or from the prior weight. The significance (evels are 3 stars ( 0.1 \%), 2 stars ( 1 x), 1 star ( 5 x). No stars indicates not significant at the $5 \%$ level

| SOURCE OF | Sum of | Dgrs.of <br> VARIANCE: | Squares | Freedom |
| ---: | ---: | ---: | ---: | ---: |$\quad$| Mean |
| ---: |
| Square |$\quad$ F-Value

*** Trading-day variation present at the 1 percent level
Standard errors of trading-day adjustment factors derived from regression coefficients

| 31 -day months - | .20 |
| :--- | :--- |
| 30 -day months. | .21 |
| 29 -day months. | .24 |

28 -day months: $\quad .24$

Series 131001 DEPARTMENT STORES PRINT 0 -- 931
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AO7. TRADING-DAY REGRESSION FROM FIRST PASS
REGRESSION on Regime Ranging from 927 to 9312

|  | Conbined Weight | Prior Weight | Regress. Coeff. | Std. Err. Conb. Wt. | $1.0$ | Prior ${ }^{\text {t }}$ t. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Monday | . 554 | 1.000 | -. 446 | . 152 | -2.930 * | -2.930* |
| Tuesday | . 653 | 1.000 | -. 347 | . 135 | -2.566* | 2.566* |
| Wednesday | 1.154 | 1.000 | . 154 | . 137 | 1.124 | 1.124 |
| Thursday | 1.336 | 9.000 | . 336 | . 153 | 2.193* | 2.193* |
| Friday | . 966 | 1.000 | -. 034 | . 157 | -. 218 | -. 218 |
| Saturday | 1.495 | 1.000 | . 415 | . 147 | 2.825* | $2.825 *$ |
| Sunday | . 922 | 1.000 | -. 078 | . 167 | -. 470 | . 470 |

The stars indicate the combined wt. is significantly different from 1 or from the prior weight. The significance levels are 3 stars ( $0.1 \%$ ), 2 stars (1\%), 1 star (5 \%). No stars indicates not significant at the $5 \%$ tevel

| SOURCE OF | Sum of <br> Squares | Dgrs. of <br> Freedom | Mean | Square |
| ---: | ---: | ---: | ---: | ---: |$\quad$ F-Value

Standard errors of trading-day adjustment factors derived from regression coefficients

| 31 -day months- | .47 |
| :--- | :--- |
| 30 -day months- | .46 |
| 29 -day months- | .52 |

## 4. Regression Model to Estimate Moving Daily Patterns

This section presents a regression model, estimated by stochastic least squares, in which the daily coefficients change between trading-day regimes. In the models by Dagum et al. (1992) the daily weights changed every month; in the model presented here the weights change every regime, and the length of a regime can be specified by the subject matter expert. The model also enables the explicit incorporation of prior information regarding the level of some of the daily weights (e.g. that of Sunday) on some of the regimes and regarding change in the daily weights from one regime to the next. The model could be specified in the state-space framework; in principle the smoothed state-space values would coincide with the results obtained by the regression (e.g. Duncan and Horn, 1972), except for initial conditions which the regression does not have. Since the size of the matrices involved is not large, we use the more familiar regression framework, at this experimental stage at least.

The regression model contains three types of equations: the observation equations, the transition equations (which are notions associated with state-space modelling) and the prior information equations.

### 4.1 The Observation Equations

The observation equations relate the daily coefficients to the observed data $y_{r}$ (like in section 2) on each regime $r$ :

$$
\begin{array}{cccc}
\boldsymbol{y}_{r}= & \boldsymbol{z}_{r} & \boldsymbol{\beta}_{r} & +  \tag{4.1.1}\\
T_{r} \times 1 & e_{r} \\
T_{r} \times 6 & 6 \times 1 \quad & T_{r} \times 1
\end{array}, E\left(e_{r}\right)=0, E\left(e, e_{r}^{\prime}\right)=\sigma_{e}^{2} I_{T_{r}}, \quad r=1, \ldots, R
$$

where $\boldsymbol{y}_{r}=\left[y_{r, 1} y_{r, 2} \ldots y_{r, T}\right]^{\prime}$ are the observations on regime $r, \boldsymbol{\beta}_{r}=\left[\beta_{r, 1} \beta_{r, 2} \ldots \beta_{r, 6}\right]^{\prime}$ are the daily weights on trading regime $r, R$ is the number of regimes in the series of $T=T_{1}+T_{2}+\ldots+T_{R}$ observations and $Z_{r}$ contains the regressors of equation (2.2).

The observation equations are more written compactly as:

$$
\begin{array}{cccc}
y & = & \boldsymbol{Z} & \boldsymbol{\beta}  \tag{4.1.2}\\
T \times 1 & e \\
& T \times 6 R & 6 R \times 1 & T \times 1
\end{array} .
$$

where $\boldsymbol{y}=\left[y^{\prime}, y_{2}^{\prime} \ldots y_{R}^{\prime}\right]^{\prime}, \boldsymbol{\beta}=\left[\boldsymbol{\beta}_{1}^{\prime} \boldsymbol{\beta}_{2}^{\prime} \ldots \boldsymbol{\beta}_{R}^{\prime}\right]^{\prime}, \boldsymbol{e}=\left[\boldsymbol{e}_{1}^{\prime} \boldsymbol{e}_{2}^{\prime} \ldots \boldsymbol{e}_{R}^{\prime}\right]^{\prime}$ and $\mathbf{Z}=\operatorname{block}\left(\mathcal{Z}_{1}, \mathcal{Z}_{2}, \ldots, \mathcal{Z}_{R}\right)$.

### 4.2 The Transition Equations

The transition equations specify the manner in which the daily weights evolve from regime to regime. A specification often encountered is the first difference (random walk) model, which in this case states that $\beta_{r+1}$ is basically equal to $\beta_{r}$ plus an innovation $\epsilon_{r+1}$ :

$$
\begin{gather*}
c_{r}=\left[\begin{array}{cc}
-I_{6} & I_{6}
\end{array}\right]  \tag{4.2.1}\\
6 \times 1 \\
6 \times 12
\end{gathered}\left[\begin{array}{c}
\boldsymbol{\beta}_{r} \\
\beta_{r+1}
\end{array}\right]+\epsilon_{r+1}, \begin{gathered}
E\left(\epsilon_{r+1}\right)=0 \\
E\left(\epsilon_{r+1} \epsilon_{r+1}^{\prime}\right)=\sigma_{\epsilon}^{2} \boldsymbol{o}_{r+1}^{0}
\end{gather*}, r=1, \ldots, R-1
$$

where $c_{r}$ is the expected change in same-day weights between regimes; $c_{r}=0$ specifies gradual transition between regimes. Matrix $\boldsymbol{Q}_{r}^{*}$ specifies that the innovations $\epsilon_{p \cdot 1}$ are such that $\beta_{p+1}$ sums to zero (Harvey, 1989, eq. (2.3.54)):

$$
Q_{r}^{*}=\frac{Q^{\prime}}{6 \times 6}=\left[\omega_{i j}=\left\{\begin{array}{c}
6 / 7, i=j  \tag{4.2.2}\\
-1 / 7, i \neq j
\end{array}\right]\right.
$$

Another specification often encountered is the second difference model, which states that the daily weights evolve locally as a straight line.

The transition equations are written more compactly as

$$
\begin{array}{cccc}
c & = & D & \beta \\
6(R-d) \times 1 & 6(R-d) \times 6 R & 6 R \times 1 & E(\epsilon)=0,  \tag{4.2.3}\\
& E(\epsilon \epsilon)=\sigma_{\epsilon}^{2} D
\end{array}
$$

where $d$ is the degree of differencing (1 or 2) and where

$$
\begin{aligned}
& c=\left[c_{1}^{\prime} \ldots c_{R-d}^{\prime}\right]^{\prime}, \quad Q=I_{R-d} \otimes D^{*}=\operatorname{block}\left(Q_{1}^{*}, \ldots, Q_{R-d}^{*}\right), \\
& \begin{array}{c}
D \\
6(R-1) \times 6 R
\end{array}=\left[\begin{array}{ccccc}
-I_{6} & I_{6} & 0_{6} & 0_{6} & \cdots \\
0_{6} & -I_{6} & I_{6} & 0_{6} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right], d=1, \quad \begin{array}{c}
D \\
6(R-2) \times 6 R
\end{array}=\left[\begin{array}{ccccc}
-I_{6} & 2 I_{6} & -I_{6} & 0_{6} & \cdots \\
0_{6} & -I_{6} & 2 I_{6} & I_{6} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right], d=2 .
\end{aligned}
$$

### 4.3 The Prior Information Equations

The prior information on the level of the daily weights is incorporated (Theil, 1971, Ch. 7.8) by means of:

$$
\begin{array}{cccccc}
\boldsymbol{\beta}^{*} & = & p & \boldsymbol{\beta} & \boldsymbol{\alpha}, & E(\boldsymbol{a})=\mathbf{0} \\
N \times 1 & & N \times 6 R & 6 R \times 1 & N \times 1 & E(\boldsymbol{\alpha})=\boldsymbol{V}_{\boldsymbol{a}}^{\prime}, \tag{4.3.1}
\end{array}
$$

where $\boldsymbol{\beta}^{*}=\left[\beta_{r_{1}, d_{1}}^{*} \ldots \beta_{r_{n} d_{n}}^{*} \ldots \beta_{r_{N} d_{N}}^{*}\right]^{\prime}$ is prior knowledge about some day(s) on some regime(s), $N<6 R$ is the number of priors, $1 \leq r_{n} \leq R, 1 \leq d_{n} \leq 7, V_{n}$ reflects confidence in that prior knowledge and $P$ is a design matrix containing $0 s, 1 s$ and $-1 s$ (for Sundays):

$$
\underset{N \times 6 R}{\boldsymbol{P}}=\left[\begin{array}{ccc}
p_{n j} \\
n=1, \ldots, N ; j=1, \ldots, 6 R
\end{array}=\left\{\begin{array}{cc}
1, j-[j / 6] 6=d_{n}, & d_{n} \neq 7 \\
-1, & {[j / 6]+1=r_{n},} \\
0, & d_{n}=7 \\
0, & {[j / 6]+1 \neq r_{n}}
\end{array}\right]\right.
$$

where $[x]$ stands for the integer part of $x$. For example, assuming normality, 4 regimes, a prior weight for Saturday on regime 4 equal to $1.15 \pm 0.10$ with $95 \%$ confidence and a prior
weight for Sunday on regime 4 equal to $1.20 \pm 0.05$ with $95 \%$ confidence, then $N=2, R=4$, $r_{1}=4, d_{1}=6, r_{2}=4, d_{2}=7, \beta^{*}=[0.150 .20]^{\prime}$.

$$
\begin{gathered}
V_{a}=\left[\begin{array}{ccc}
(0.10 / 2)^{2} & & -(0.10 / 2)(0.05 / 2) / 7 \\
-(0.10 / 2)(0.05 / 2) / 7 & & (0.05 / 2)^{2}
\end{array}\right] . \\
\underset{2 \times 24}{P}=\left[\begin{array}{rrrrrrrrrr}
0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & \ldots & 0 & -1 & -1 & -1 & -1 & -1 & -1
\end{array}\right]
\end{gathered}
$$

(The negative covariance in $V_{\mathrm{a}}$ is a consequence of (4.2.2) above, under the assumption there is no prior known trade-off between Saturday and Sunday.)

### 4.4 Overall Model

The observation, transition and prior equations combine into one single equation:

$$
\left[\begin{array}{c}
y  \tag{4.4.1}\\
c \\
\beta^{*}
\end{array}\right]=\left[\begin{array}{l}
Z \\
D \\
P
\end{array}\right] \beta+\left[\begin{array}{l}
e \\
\epsilon \\
\epsilon
\end{array}\right]
$$

or

$$
Y=X \beta+u, \quad E(u)=0, \quad E\left(u u^{\prime}\right)=V=\left[\begin{array}{ccc}
\sigma_{e}^{2} I_{T} & 0 & 0  \tag{4.4.2}\\
0 & \sigma_{\epsilon}^{2} \boldsymbol{O} & 0 \\
0 & 0 & V_{\alpha}
\end{array}\right] .
$$

where the $6 R+2$ parameters to be estimated are $\boldsymbol{\beta}, \sigma_{e}^{2}$ and $\sigma_{\varepsilon}^{2}$ and where $\boldsymbol{V}_{\&}$ is known. One could argue that, if $d=1$, there are 8 parameters $\boldsymbol{\beta}_{1}, \sigma_{e}^{2}$ and $\sigma_{\varepsilon}^{2}$, because $\boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{R}$, are determined by $\boldsymbol{\beta}_{1}$, which acts as an initial condition, and by $q=\sigma_{e}^{2} \mid \sigma_{e}^{2}$; e.g. Newbold and Bos, 1985.) The signal-to-noise ratio: $q=\sigma_{\varepsilon}^{2} / \sigma_{e}^{2}$ governs how much the daily weights evolve under model (4.2.3). If $q$ is close to 0 , the daily weights are close to being constant across regimes when $d=1$; and, to being linear when $d=2$.

The model is designed to be used as follows:
(1) When there is no discontinuity in the underlying evolution (presumably the general case), (a) the division of the series in regimes is designed to approximate the underlying evolution of the daily rates of activity.
(b) the choice of the regimes is more determined by feasibility considerations, e.g. number of degrees of freedom on one regime, collinearity of the regressors on segments shorter than 4 years (Salinas, 1984),
(c) when the daily weights are known to change more rapidly on one interval of the series, the regimes can be made shorter in that interval.
(2) When a discontinuity happens in the underlying evolution,
(a) it is important to start a new regime as close as possible to the point of discontinuity.
(b) the size of discontinuity should be supplied in the expected change, $c$, for the days involved, or the transition equation should be omitted for those days,

(c) prior information about the new level of those days would be useful, especially if the transition equation were omitted.

### 4.5 Maximum Likelihood Estimation of the Model

The maximum likelihood estimate of $\boldsymbol{\beta}$ conditional on $\sigma_{\boldsymbol{\varepsilon}}^{2}, \sigma_{\varepsilon}^{2}$ (and known $\boldsymbol{V}_{\mathrm{g}}$ ) is the generalized least square estimate:

$$
\begin{gather*}
\hat{\beta}=\left(X^{\prime} V^{-1} X\right)^{-1} X^{\prime} V^{-1} Y,  \tag{4.5.1}\\
V_{\beta}=\left(X^{\prime} V^{-1} X\right)^{-1} \tag{4.5.2}
\end{gather*}
$$

where $\left(X^{\prime} V^{-1} X\right)^{-1}=\left(\sigma_{e}^{-2} Z^{\prime} Z+\sigma_{\epsilon}^{-2} D^{\prime} \boldsymbol{Q}^{-1} D+P^{\prime} V_{s}^{-1} P\right)^{-1}$ is a $6 R \times 6 R$ matrix and $\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{Y}=\left(\sigma_{e}^{-2} Z^{\prime} \boldsymbol{y}+\sigma_{e}^{-2} \boldsymbol{D}^{\prime} \boldsymbol{D}^{-1} \boldsymbol{c}+\boldsymbol{P}^{\prime} \boldsymbol{V}_{k}^{1} \boldsymbol{\beta}^{\prime}\right)$ is $6 R \times 1$ vector. The maximum likelihood estimate of $\sigma_{e}^{2}$ and $\sigma_{\epsilon}^{2}$ conditional on $\boldsymbol{\beta}$ are:

$$
\begin{equation*}
\hat{\sigma}_{e}^{2}=\left[(y-Z \beta)^{\prime}(y-Z \beta)\right] / T, \quad \hat{\sigma}_{\epsilon}^{2}=\left[(c-D \beta)^{\prime} \boldsymbol{D}^{-1}(c-D \beta)\right] / 6(R-d) . \tag{4.5.3}
\end{equation*}
$$

Note that (what we will refer to as) the joint stochastic estimates $\hat{\boldsymbol{\beta}}$ can be seen as a fit through the independent estimates $\boldsymbol{\beta}$, obtained by ordinary least squares on each regime separately:

$$
\begin{gather*}
\tilde{\beta}=V_{\beta} Z^{\prime} y, \quad V_{\beta}=\sigma_{e}^{2}\left(Z^{\prime} Z\right)^{-1},  \tag{4.5.4}\\
\tilde{\beta}=\tilde{\beta}+V_{\beta} D^{\prime}\left[D V_{\beta} D^{\prime}+\sigma_{\epsilon}^{2} \Omega\right]^{-1}[c-D \tilde{\beta}]=W \tilde{\beta},  \tag{4.5.5}\\
V_{\beta}=V_{\beta}-V_{\bar{\beta}} D^{\prime}\left[D V_{\beta} D^{\prime}+\sigma_{\epsilon}^{2} \Omega\right]^{-1} D V_{\beta} \tag{4.5.6}
\end{gather*}
$$

where (4.5.5) shows $\hat{\boldsymbol{\beta}}$ as a linear combination of $\tilde{\boldsymbol{\beta}}$. This situation also occurs in the repeated survey literature, where the "elementary estimates" (Gurney and Daly, 1965; Jones, 1980) correspond to the independent estimates $\bar{\beta}$ herein. Also note that the transition equations become constraints $[c-\boldsymbol{D} \tilde{\boldsymbol{\beta}}]$ as $\sigma_{\epsilon}^{2}$ (hence $q=\sigma_{\epsilon}^{2} / \sigma_{e}^{2}$ ) tends to 0 (e.g. Theil, 1971. p. 316).

### 4.6 Procedure to Estimate the Moving Daily Weights

Equations (4.5.1) to (4.5.3) suggest the following iterative estimation procedure:
(1) Calculate the vectors and matrices which will not change during the procedure: $\boldsymbol{Z}^{\prime} \boldsymbol{y}$, $Z^{\prime} \boldsymbol{Z}, D^{\prime} \boldsymbol{D}^{-1} \boldsymbol{C}, \boldsymbol{D}^{\prime} \boldsymbol{D}^{-1} \boldsymbol{D}, \boldsymbol{P}^{\prime} \boldsymbol{V}_{\alpha}^{-1} \boldsymbol{\beta}^{\prime}, P^{\prime} \boldsymbol{V}_{\alpha}^{-1} \boldsymbol{P}$
(2) Set the initial values of $\boldsymbol{\beta}$ to the independent estimates $\tilde{\boldsymbol{\beta}}$ of (4.5.4).
(3) Calculate the initial values of $\sigma_{e}^{2}$ and $\sigma_{\epsilon}^{2}$ by substituting $\boldsymbol{\beta}=\tilde{\boldsymbol{\beta}}$ in (4.5.3).
(4) Calculate joint estimates of $\boldsymbol{\beta}$ by substituting $\sigma_{e}^{2}=\hat{\boldsymbol{\sigma}}_{e}^{2}, \sigma_{\epsilon}^{2}=\hat{\boldsymbol{\sigma}}_{\epsilon}^{2}$ in (4.5.1):

$$
\begin{align*}
& \boldsymbol{V}_{\beta}=\left(\hat{\sigma}_{e}^{-2} Z^{\prime} Z+\hat{\sigma}_{\varepsilon}^{-2} D^{\prime} D^{-1} D+P^{\prime} V_{e}^{-1} P\right)^{-1}  \tag{4.6.1a}\\
& \hat{\beta}=V_{\beta}\left(\hat{\sigma}_{e}^{-2} Z^{\prime} y+\hat{\sigma}_{\varepsilon}^{-2} D^{\prime} \boldsymbol{D}^{-1} c+P^{\prime} \boldsymbol{V}_{\varepsilon}^{-1} \boldsymbol{\beta}^{\circ}\right) \tag{4.6.1b}
\end{align*}
$$

(5) Calculate improved estimates for $\sigma_{e}^{2}$ and $\sigma_{\epsilon}^{2}$ on the basis of the joint estimates, by substituting $\boldsymbol{\beta}=\boldsymbol{\beta}$ in (4.5.3)
(6) Repeat steps (4) and (5) until convergence of the estimated parameters.
(7) Generate the sets of weights $\hat{\boldsymbol{\beta}}_{r}^{\dagger}$ which include Sunday and their covariance matrix by means of:

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{r}^{\dagger}=\boldsymbol{H} \hat{\boldsymbol{\beta}}_{r}, \quad \boldsymbol{V}_{\boldsymbol{\beta}_{r}^{\prime}}=\boldsymbol{H} \quad \boldsymbol{V}_{\boldsymbol{\beta}}, \boldsymbol{H}^{\prime}, r=1, \ldots, \boldsymbol{R} \tag{4.6.2}
\end{equation*}
$$

where


The estimates of the variances in step (3) are consistent, in the sense that as the number of observations is increased on each regime the estimates converge to the true values; and the first estimates of $\boldsymbol{\beta}$ in step (4) are asymptotically efficient Harvey (1981, p. 192). As a whole, such a procedure leads to the unconditional maximum likelihood estimates (Ibid. p. 136).

## 5. An Application of the Regression Model

This section applies the regression model to the Department Store series used in section 3. The trading-day-irregular residuals of the series originate from the first table B13 of the X-11ARIMA seasonal adjustment programme, in which the identification of the extremes described in section 2.2 was suppressed. The calculation described in this section are therefore not embedded in the X -11-ARIMA programme, and the results are not quite comparable with those of section 3 .

The series of trading-day-irregular residuals was divided in four trading-day regimes, ranging from 1981 to 1984, from 1985 to 1988, from January 1989 to June 1992, and from July 1992 to November 1993, respectively. The daily weights were estimated by three methods. Method 1 is the that of Young (1965) applied to all regimes jointly (status quo), providing constant estimates. Method 2 is also that of Young but applied to each regime separately. providing the independent estimates of (4.5.4). Method 3 is the regression model presented in section 4, providing the joint stochastic estimates of (4.6.1).

Figures 2 and 3 display the estimated daily coefficients by day and regime: all the Mondays on regimes 1 to 4; followed by the Tuesdays on regimes 1 to 4 , etc. All panels of Figures 2 and 3 display the constant estimates from method 1 (dotted curves) and the independent estimates (stars) from method 2 . The independent estimates suggest evolving daily weights, even in the first regimes. In the case of Wednesday for instance, they almost lie on an upwards-sloping straight line, which confirms subject matter expectations; in the case of Thursday, they lie on a downward-sloping line. For Sunday and Monday, they suggest a discontinuity in behaviour between the third and the fourth regime and a transfer of activity from Monday to Sunday. The constant estimates seem inadequate, at least when seen as a fit through the independent estimates.

The various panels of Figures 2 and 3 correspond to different variants of method 3, the other two curves remaining the same. Method 3 was applied according to the procedure described in section 4.5, except that the signal-to-noise ratio ( $(\mathbf{S} / \mathbf{N}$ ) was exogenously set to some arbitrary value. This was done because the procedure lead to a ratio of 0.0 , implying that the coefficients do not change (despite the strong evidence provided by Section 3). As mentioned earlier, the procedure works for artificial series, i.e. converges to the "true" S/N ratio used in generating the data. We suspect the presence of outliers in the data to be the cause of the problem, which will be discussed later.

In Figure 2, the transition equations are second differences, which specify a linear behaviour of the joint estimates (solid line). Panel (a) illustrates the effect of a $\mathrm{S} / \mathrm{N}$ ratio close to 0 (0.01). As mentioned in section 4, the transition equations almost become constraints and nearly impose a linear behaviour (in this case) to the joint estimates. In the example, this translates into a poor fit through the independent estimates of Monday and Sunday (e.g. not reflecting the discontinuity between regimes 3 and 4). In panel (b) on the other hand, the ratio is 0.50, the joint estimates tend to be behave linearly, but better track the local independent estimates. This translates into an improved fit for Monday and Sunday. (The independent estimates of the shorter regimes 3 - and 4 especially - receive less weight that the longer regimes 1 and 2.1 In panel (c), the ratio is still 0.50 , but prior information was supplied for the level of Sunday (square in fig.) on the fourth regime and for the second differences (change) of Monday and Sunday between regimes 2,3 and 4 (not indicated in the figure). This translates into a much improved fit for those two days. The prior information on the level ( $1.10 \pm 0.15$ with $95 \%$ confidence) would normally reflect subject matter expertise (we chose those values, which are likely, to illustrate the use of prior information). The values on change ( -0.867 for Monday and 0.402 for Sunday) were half the second differences observed in the independent estimates; this is referred to as empirical Bayes estimation.

In Figure 3, the transition equations are first differences, which specify constant behaviour for the joint estimates. In panel (a), the $\mathrm{S} / \mathrm{N}$ ratio is 0.01 , which nearly imposes constant behaviour of the joint estimates. As a result these almost coincide with the constant estimates of method 1 and fit the independent estimates poorly for all days. In panel (b), the S/N ratio is 0.50 and the joint estimates tend to be constant but to some extent track the independent estimates of method 2. In panel (c), the ratio is still 0.50 , but prior information was supplied for the level of Sunday (square in fig.) on the fourth regime and for the first differences (change) of Monday and Sunday between regimes 3 and 4 (not indicated in the figure). This translates into an even better fit for those two days. The prior information on the level of Sunday is still the same as in Figure 2 (c) ( $1.10 \pm 0.15$ with $95 \%$ confidence). The values on change $(-0.58$ and 0.44$)$ were half the first differences observed in the independent estimates between the third to the fourth regime for Monday and Sunday.


(b) Without Prior Information, $\mathrm{S} / \mathrm{N}$ set to 0.50

(c) With Prior information, $\mathrm{S} / \mathrm{N}$ set to 0.50

Figure 2: Constant, Independent and Joint (evolving) Daily Coefficients Estimated for the Department Stores series on 4 Trading-Day Regimes, ranging from 1981 to 1984, 1985 to 1988, January 1989 to June 1992 and July 1992 to November 1993, under Second Difference Transition equations


Figure 3: Constant, Independent and Joint (evolving) Daily Coefficients Estimated for the Department Stores series on 4 Trading-Day Regimes, ranging from 1981 to 1984, 1985 to 1988, January 1989 to June 1992 and July 1992 to November 1993, under First Difference Transition Equations

## 6. Discussion

In order to adjust the Canadian Retail Trade series for moving trading-day variations, we resorted to the classical method of Young (1965), but applied it to two trading-day regimes. The reasons for doing so were mainly practical. The Young method was already incorporated in the official seasonal adjustment programme used by Statistics Canada, X-11-ARIMA, and we did not have enough time to incorporate any other method. In an iterative estimation procedure (such as X-11-ARIMA), it is intrinsically crucial that all "methods", namely the method to estimate seasonality, the method to estimate trading-day variations, etc., be part of the procedure. Indeed each estimation (and re-estimation) of one component by one method improves the (re-)estimation of the other components by the other methods. Furthermore, our subject matter client needed an improvement over the current practice (which left them dissatisfied) by the time of the annual revision, even if the solution was not the best way of handling the problem. The weights estimated on second regime may be subject to substantial revision, however they will stabilise as the second regime incorporates more data points.

In the longer run a variant of the stochastic regression approach or of the state-space approach (Dagum et al., 1992) could be incorporated in X-11-ARIMA. However the signal-tonoise ratio ( $\mathbf{S} / \mathbf{N}$ ) problem has to be solved. As mentioned earlier, for the Retail Trade Series at least, that ratio seems to be systematically underestimated, both for the state-space approach and for the regression model presented in section 3 (where $\mathrm{S} / \mathrm{N}$ converges to 0 ). Panels (a) of Figure 2 and 3 illustrate that this translates into poor fit: the independent estimates suggest a smooth monotonic behaviour of the daily weights from regime to regime (except for Sunday and Monday perhaps), and the joint stochastic estimates are rigidly linear in the case of second difference transition equations and constant in the case of first difference. Perhaps a strategy to detect and accommodate outliers would solve or alleviate the problem. The state space model by Durbin and Cordero (1994), which allows a mixture probability distribution, could be another solution.

Perhaps a more pragmatic solution would be to set $\mathrm{S} / \mathrm{N}$ to some value, which would depend on the series and strike a better trade-off between fitting and smoothing (Brown, 1963). More specifically, for a time series, five (say) values of $\mathrm{S} / \mathrm{N}$ could be attempted. The lowest value could be such as to yield nearly constant (smooth) and possibly poorly fitting estimates; and the highest, yielding possibly erratic but closely fitting estimates. The value of $\mathrm{S} / \mathrm{N}$ yielding daily estimates which change the most but monotonically - between same-month especially would be chosen. The rationale for such a scheme is that the monotonic evolution of the estimated daily weights, the independent ones of Figure 2 for instance, can not be due to chance. The programme could offer the option of trying all 5 values automatically or of letting the user choose one of them. The initial conditions could be provided by an independent regression on the first few years of the series.

This exogenous choice of $\mathrm{S} / \mathrm{N}$ has some advantages. Revisions to past estimates are minimized, compared to a situation where $S / N$ is estimated by the programme and substantially revised as the series gets longer as in Dagum and Quenneville (1988). The amount of calculations is reduced. Indeed, the expensive part of the state-space approach, both in terms of computing time and algorithms required, is precisely the estimation of $\mathrm{S} / \mathrm{N}$. Such an approach would be rather consistent with the way the X-11-ARIMA chooses the seasonal moving average, based on the " $1 / S$ " ratio, and the trend-cyclical Henderson moving average, based on the " $I / C$ " ratios.

We are currently working on these problems and on a stochastic regression approach, where the daily weights change every year, instead of every regime, in order to reduce reliance on subject matter knowledge.
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