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ABSTRACT 

This is a comprehensive article on statistical matching as a technique for integration of data from multiple sources at 
the micro level by identi1'ing and linking records that correspond to similar individuals. In general, the matched file 
is obtained from two non-overlapping matching files, a host and a donor file, and is aimed at inference about the 
population that these files represent The variables are divided into three groups: the common variables, the additional 
variables in the host file, and the additional variables in the donor file which one would like to impute onto the host 
file. However, the joint distribution of non-common variables that appear in two matching files is identifiable from 
the corresponding marginal distributions only under the assumption of independence of these sets of variables given 
the distribution of common variables. This assumption can be relaxed if auxiliary information on all variables (or on 
the additional variables only) is available. In this article we are interested in the use of two types of auxiliary 
information: the micro data and the categorical distributions of the variables in the matching files. Also we look at 
the impact of the reference periods of auxiliary information on the quality of matching by dealing with outdated and 
current information. We develop the methods that include the record weights (i.e., survey or sampling weights) in 
the matching process. Since the donor and the host record weights are usually different the methods for determining 
the 'survey' weights for the matched records are developed. A set of practical constraints, such as to use all records 
from both files, or to keep the size of the matched file within given limits, are fully respected. A method for dealing 
with non-overlapping ranges of common variables on the matching files, called 'backward' imputation, is also given. 
Once a matched file is obtained it still can be improved by imposing categorical constraints through an additional 
remaiching or just by an adjustment of weights. A new algorithm for rematching called 'shift-and-share' is developed 
along with a series of procedures for estimating a 'look-up table' in the form ofajoint categorical distribution. 

Different methods and related techniques for statistical matching of survey data files are empirically investigated in 
a large scale simulation study based on the Public Use Micro Files from the 1986 and the 1991 Census for the 
province of Quebec, Canada. Pairs of non-overlapping matching files are generated by sampling independently from 
one or both censuses data files. In this simulation study, a complete set of forty-two possible combinations of 
matching and rematching methods, the method of ratio adjustment of record weights, and current and outdated 
auxiliary information are considered. In order to evaluate different aspects of the quality of statistical matching, 
several evaluation measures were developed and applied. It is shown that the quality of the matching lies in a fine 
classification of the records into the matching classes; in the use of rich and accurate auxiliary information; and in the 
appropriate use of survey weights. It is also shown that an already matched file can be improved again by some of 
the rematching techniques under additional categorical constraints. The usual ratio adjustment of record weights 
according to the categorical constraints could perform poorly. When auxiliary information is available, the modified 
distance matching method with backward imputation and reexamination by the rematching algorithm is recommended. 

Keywords & Phrases: Nearest Available Matching; Pooling; Raking; Shill-and-Share Algorithm; Structural and 
Unexpected Empty Cells; Weight-Split. 
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APPARIEMENT CATEGORIQUE ET RE-APPARIEMENT AVEC 
CONTRAINTE DE FICHIERS DE DONNEES D'ENQUETES 

Tzen-Ping Li& and Milorad S. Kovaevi6 2  

RÉSUMÉ 

L'article qui suit fait état d'une étude exhaustive sur l'appanement statistiquc en taut que technique pour l'intégration 
de donnécs au niveau micro par l'identification et le jumelage d'enregistremenls correspondant a des individus 
possádant des caractáristiques semblables. En général, le fichicr jurnelé cat obtenu a partir de deux fichiers 
d'appariement qui ne se chevauchent pas, un fichier donneur et Un fichier hôte, en vue d'analyser Ia population 
représentée par ces fichiers. Les variables sont divisécs en trois groupes: ics variables communes, les variables 
additionnelles sur Ic fichier hOte, ainsi que les variables additionnelles sur Ic fichier donneur qui feront l'objet d'une 
imputation sur Ic fichier hötc. Cependant, la distribution conjointe des variables non communes qui apparaissent sur 
les deux fichiers d'appariement n'est identifiable a partir des distributions marginales correspondantcs que sous 
l'hypothèse d'indépendance de ces ensembles de variables étant donné Ia distribution des variables communes. Cette 
hypothése peut éti-e sinipliflée si de l'information auxiliaire sur toutes les variables (ou sur les variables additionnelles 
seulement) est disponible. Dans cet article, nous nous intéressons a deux types d'information auxiliaire: les micro-
données Ct lea distributions catégorielles des variables dana les fichicrs d'appariemenL Nous examinons aussi l'impact 
de lapériode de référence de l'information auxiliaire sur Ia qualité de l'appanenient en faisant usage d'informations 
périmées ci d'informaiions courantes. Nous développons des méthodes qui incluent les poids d'enregistrements (c.a.d. 
les poids d'enquéte ou d'échantillonnage) dans le processus d'appariement. Comme les poids des enregistrements 
donneurs et hôtes sont habitucllcmcnt différents , des méthodes pour determiner les "poids d'cnquête" des 
enrgislremcntsjumclés sont mises an point. Un ensemble de contraintes pratiques telles que tons lea enregistrcments 
des deux fichiers sont utilisés, ou pour garder Ia taille du fichier appariC a l'intérieur dc certaincs limites, ont etC 
suivies. Une procedure pour tenir compte des variables communes sur les fichiers a apparier dont les domarncs ne se 
recoupent pea est Cgalement proposCe, appelée imputation "a rebours" ("backward imputation"). Une fois qu'un fichier 
appariC a etC obtenu II peut encore être amCliorC en irnposant des contraintes catCgorielles par sur-appariement 
("rematching") ou simplement en ajustant les poids. Un nouvcl algorithme de sur-apparienient appelC "modifier et 
partagef' ("shift-and-share") eat développC en mCmc temps qu'une strie dc procedures pour l'estimation d' un tableau 
sommaire sons la forme d'une distribution conjointe de categories ("joint categorical distribution"). 

DiffCrentes mCthodes et techniques pour l'appariement statistique de flchiers de données d'enquéte sont examinCes 
de facon einpirique dens une étude de simulation Ctendue fondCe sur les fichiers dc niicro-donnCes a grande diffusion 
provenant des recensenients de 1986 et 1991 pour Ia province de Québec, Canada. Des paires de fichiers 
d'appariement qui ne se chevauchent pas sont génCrécs par échantillonnagc indépcndant a partir d'un seal ou des deux 
flchieTs de donnCes censitaires. Dana ceuc étude de simulation, us ensemble complet de quarante-devx combinaisons 
possiblcs des mCthodes d'appariement et de sur-appariement, de la mCthode d'ajustement par Ic quotient du poids des 
enregistremcnts ainsi que de l'information auxiliaire courante et pCrünée eat considCrC. Afin d'Cvaluer diffCrents 
aspects de la qualitC de l'appariement statistique, plusieurs mesures d'Cvaluation out etC dCveloppécs et appliquCes. 
Lea auteurs montrent que Ia qualitC du jumelage repose sur us arrangement pertinent des enregislremcnts en classes 
d'appadement l'utilisation d'une information auxiliaire richc et precise; ainsi quc I'usage appropriC des poids 
d'enquêtes. On constate Cgalement qu'un fichier déjà appariC peut &re amCliorC par l'utilisation de certaines 
techniques de sur-appariement faisant appel a des conlraintes catCgorielles additionnelles. L'ajustement par Ic quotient 
habituel des poids des enregislrements scion les contraintes catCgorielles pourrait ne pea donner lea résultais 
escomptCs. Lorsque de l'information auxiliairc cat disponible. Ia mCthode d'appariement a fonction de distance 
modiféc avec imputation a rebours et verification additionndlle par l'algorithme de sur-appariement eat recommandCe. 
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1. INTRODUCTION 

Policy relevant analyses of tax and transfer programs, public health and welfare, educational attainment, etc., 
require comprehensive databases that are usually constituted from dataflies from different sources. These files 
typically contain very few or no individuals in common. Therefore, exact matching (record-linkage) which 
establishes the linkage of records from different files that belong to the same individual (unit) is not appropriate. 
Statistical matching of files, where records that correspond to similar individuals are identified and linked, is 
frequently used to produce comprehensive files of data from multiple sources. 

For example the Canadian Social Policy Simulation Database (SPSD) at Statistics Canada was constructed to 
support micro analytic modelling by combining data from four major sources: survey data on family incomes and 
expenditures from the Canadian Survey of Consumer Finances (SCF) and the Canadian Family Expenditure Survey 
(FAMEX), with administrative data from the Canadian Personal Income Tax Returns (three percent sample of TI 
returns) and the Canadian Unemployment Insurance Claim histories (one percent sample), (see Wolfson et al. 
1987). 

In general, the matched file is aimed at inference about the true joint distribution of all variables in it, so we 
expect that it represents the underlying population, and that the matching error induced by the matching procedure 
is within the sampling variation. 

From a pair of non-overlapping matching files, the conditional joint distribution of the non-common variables 
given the common variables is identifiable from the corresponding marginal distributions only under the assumption 
of their conditional independence (CI) (Sims 1972). This assumption is often stressed in the literature on statistical 
matching. Ruggles, Ruggles and Wolf (1977), Barr, Stewart and Turner (1981), Rodgers and DeVol (1982) and 
Rubin (1986) give empirical evidence that violation of the conditional independence assumption may result in large 
errors. In order to overcome the CI assumption, Paass (1986) suggested using additional information in the form 
of an auxiliary micro data file and applying a certain iterative imputation procedure until some convergence 
criterion is met Rubm (1986) proposed a regression method for statistical matching based on either macro or micro 
information about the relationship between variables involved in matching. Singh etal. (1993) considered both 
Rubin's and Paass's method when the auxiliary information is available in the form of a categorical distribution and 
proposed a loglinear modification of these methods based on a loglinear method of imputation as introduced by 
Singh (1988,1989). The categorical distribution approach is a non-parametric treatment and can potentially recover 
a relationship between variables and weights. Previous research only used hypothetical data and generally ignored 
record weights. However, in most of synthetic databases, there are some source micro ifies that contain survey 
weights. Thus, a problem is how to weight records in a matched file when the matching records originally have 
different weights. 

The objectives of this study are: (i) to examine whether the earlier findings with synthetic data, (Paass 1986 
and Singh et aL 1993), hold in the real data case, that is, whether introducing additional constraints in terms of 
auxiliary categorical tables improves the quality of the matched file when the CI assumption is not valid; (ii) to 
examine whether the auxiliary information (variables or categorical tables) imposed on the imputation procedure 
generally improve the performance of all methods; (iii) to investigate the impact of using outdated auxiliary files 
on different matching strategies; (iv) to modify, adjust and develop the methodology for the categorical matching 
of records from sample survey files that contain different record weights; (v) to design and develop the 
methodology for categorically constrained rematching of records from already matched files that contain record 
weights; and (vi) to modify the methodology for imputation to improve the information contained in the resulting 
file. 

The present simulation study uses data from the Public Use Micro File (PUMF), which created from the 1986 
and 1991 Census 2B samples of Households/Housing for the province of Quebec. With respect to the four basic 
elements of a data set - units, variables, weights, and reference periods - the features of these initial data sets seem 
to be typical of files that have been used in actual statistical matching in the framework of SPSD. 

The general framework for statistical matching of survey files is reviewed in Section 2. A number of specific 



requirements and restrictions imposed on statistical matching for SPSD are listed and described. Sections 3 and 
4 contain a variety of matching methods with the appropriate algorithms for easy implementation. A complete 
description of the empirical study along with the results and their interpretation is given in Section 5. The problem 
of evaluation of statistical matching is addressed in Section 6 and several different evaluation measures are 
presented. Analysis of the matched file, obtained in a matching procedure, is compared with analysis of the original 
file to evaluate and compare different matching procedures. Some specific remarks and conclusions are made in 
Section 7. 

2. PROBLEM DEFINiTION, CONCEPTS, ASSUMPTIONS AND CONSTRAINTS 

We assume that a finite population P has three groups of characteristics (variables) of interest, X, Y and Z. 
For unit i in P,therecord U 1 ={X,Y 1,Z 1 ] (i.e.,arowvector)hasamultivariatedisfributionwiththemean 

p = (X, Y, Z I  and the variance-covariance matrix partitioned as 

fExx 7 

E = Eyx 	 (2.1) 

In general, if we want to estimate a parameter 0 which is an expectation of a function of the record u, say 
g(u), we need information on the joint distribution or density function of the record u, F(u) orf(u): 

0 = E{g(u)} = fg(u)dF(u) = fg(u)f(u)du, 	 (2.2) 

where dF (u) =f(u). The density function f(u) can be factorized as 

f(X,Y)f(ZIX,Y) or 
f(u) =f(X,Y,Z) = 	 (2.3) 

1f(X' Z)f(YJX' Z). 

Now, suppose that we areunableto observe the record u 1  = [X 1 ,Y 1 ,Z 1 ] foranyunit i in P. Suppose instead 
that two probability samples, A and B, from P are available. One sample contains observations on the (X,Y) 
and the other on the (X,Z) variables. For practical purposes, we assume that these samples are obtained 
independently. In statistical matching terminology these samples are micro files and the sampled units are records. 
So,wehavetwoflles,A i=1,..., n A andB=(X,ZB,w7), j=l ..... n 8 ,wherethew's arethe 
corresponding survey weights. Using these two files we can estimate the unknown mean vector p, and all the 
components of the population variance-covariance matrix except for the component 

Terms, f(X, Y) and f(X,Z), in the expression (23) for the probability density f(X,Y,Z), canbeestimaied 
from files A and B,respectively. Terms, f(ZX, Y) and f (Y I X, Z), however, cannot be estimated based on 
available information from A or B alone. One possibility is to assume that 

J(ZX,Y) =f(ZIX)  or f(YIX,Z) =f(YIX). 	 (2.4) 

This is equivalent to the assumption of CIof Yand Z given X,Le., 

f(Y,ZIX) =f(YIX)f(ZIX), 	 (2.5a) 
which is equivalent to 

F(Y,ZIX) = F(YjX)F(ZIX). 	 (2.5b) 
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Under this assumption statistical matching involves only the common variables X. The matched datafile can 
then be used to esliinate the unknown F(u) which is required for estimation of 0. However, under the CI 
assumption the relationship between Y and 2 in the matched file, when controlled for I, does not necessarily 
represent their true relationship in the population. 

Similarly, when information on categories of samples A and B are available, we can estimate the categorical 
distributions (or tables for short) by {W.}, {W.}, {W.),{W. 1.} and {Wrz.},  where starsmdicatecalegones 
of the categorically transformed variables, and W. is, for example, the sum of weights of records in the category 
r. Categorical distributions can be good approximations of the distributions F (X), F (Y), F (Z), F (X ,Y) and 
F (X, Z), respectively. However, the categorical distribution (W1.. } or the distribution F (1'. Z) is impossible 
to obtain from the separate files A and B. 

The strong CI assumption can be dropped if auxiliaty information on the (Y,Z) relationship is available. The 
role of auxiliary information is only to reduce the distortion of the joint distributions in the matched file. it is not 
aimed at any change of original values observed in the matching files. 

There are two general types of auxiliary information, auxiliary micro data and macro level information. In the 
first case we assume the existence of an additional file C which contains either the full set of variables (X, Y, Z), 
or the reduced set (Y, 2). The idea is to incorporate information on the true relationship between Y and 2 through 
some sort of a nonparameiric regression. If macro level information on the relationship is available as a correlation 
coefficient then the regression matching method can be used (see Riibin 1986, Little and Rubin 1987, and Singh 
et aL 1993). This study does not include regression matching. Another form of macro level auxiliary information 
may be a categorical distribution (X,Y,Z) or (Y,Z) of the categorically Iransformed original variables 
(X, Y,Z) or (Y,Z). In that case, the auxiliary categorical distribution can be imposed to the matched file by 
raking. Our study is especially concerned with this type of auxiliary information. 

Remark 2.1: When we deal with partially overlapped files, it is possible to combine a thie linkage of the records 
from the overlapped parts and statistical matching of the non-overlapped parts, ze., a proxy linkage. As auxiliary 
information for statistical matching we may use the already linked overlapped part. 

Usually there are some additional requirements that the matched file has to flilfiL For example, there are three 
specific requirements placed on the statistical matching in the SPSD: 

maintaintheconditionaldisiribution ft(ZIX) as it is estimated by thedonorfile B (or with the least 
possible amount of distortion); 
use all records fromboth files; 
keep the size of the matched file under control, i.e., allow the minimal possible mflaiion of the host file 
A. 

The first task faces difficulties when the weights in the two files are different and when distortion of the 
distribution functions in the matched file is veiy likely. There are three general types of distortion: distortion in 
the marginal distribution of the Z variables; distortion in the joint distribution of the XZ and distortion in the 
joint distribution of XYZ. The first two affect the targeted conditional distribution F (Z I X) directly. On the 
other hand, the file B is a sample and F(Z) obtained from B is just an estimate of the population marginal 
distribution, so we allow the distortion of marginal distributions in the matched file to be within the sampling 
variation. 

The second requirement is not usual in statistical matching where the primary objective is to complete the host 
file A, which implies that each A-record is matched with one or more B-records. In the case of the SPSD, 
however, we have to add the other direction as well, i.e., that each B-record must be assigned to one or more A-
records. it is important to mention that neither Rubin (1986), nor Paass (1986), nor Singh etal. (1993) considered 
matching under requirement (ii). This requirement comes from the actual matching for the SPSD and the 
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importance of information from the FAMEX file (in our study simulated as the B file), with the idea to transfer 
all available variability from the B file, (see e.g. Wolfson et al. 1987). 

The third requirement, preservation of the size of the host ifie, comes from cost concerns: any further 
enlargement of the data base would increase costs of its maintenance and manipulation. 

The second requirement, to use all records from the file B, is fully satisfied if the first one is; but the size of 
the matched file may be overinflated and this would contradicts the third requirement Hence, an additional 
procedure is required to reduce the matched file when necessaxy. However, such a procedure might distort the 
distributions of the Z and Y variables. Fulfilling the third requirement is apparently at the cost of preservation 
of Z and Y distributions. 

It is assumed that records from both files A and B, have large positive weights, and are classified into K 
matching classes ("pockets" or "blocks" in record linkage terminology or imputation classes in the practice of 
statistical imputation) identically defined for both files. The classification is made according to the common X 
variables which are either of the categorical type or categorically transformed. Records within the same class are 
to be matched. This two step strategy of forming matching classes first and then matching within the class is more 
efficient than matching on the whole data set. The numbers of records in a given matching class is generally not 
equal in the two matching files. Also, the corresponding totals of record weights are not equaL 

3. MATCHING METHODS 

Matching of survey data files consistent with requirements (1) - (iii) given in Section 2 is a multi-stage process 
consisting of imputation, weight assignment, file reduction and weight adjustment. We also consider an additional 
preliminaiy stage of pooling of record weights for files A and B before matching. 

Imputation is commonly viewed as a technique for completing an incomplete data set so that standird data 
analysis methods can be applied. The purpose of imputation in the statistical matching procedure is the creation 
of a new file which contains X and Y values from A -records and Z values from B -records. The Z values are 
thought of as imputed. For matching methods based on the X distance, the Y variables may also be imputed into 
some of B -records (see Sections 3.1.1 and 3.2.1). 

After imputation we assign a weight to the new records. Different imputation methods may imply different 
weight assignment procedures. The main criterion is the preservation or a minimal distortion of the distribution 
of Z variables from the file B. 

This effort frequently results in the increased size of the host file. Any reduction of the file size necessarily 
leads to a redistribution of the total weight and results in weight adjustments. 

In this report we discuss several different methods for statistical matching. Methods are classified into two 
main groups depending on whether they utilize auxiliaiy micro flies or not Within these groups there are methods 
with and without additional categorical constraints imposed on the Y and Z variables. The common characteristic 
of all of these methods is that the imputation procedure is of the hot-deck type. We define a hot-deck imputation 
procedure as one where the value imputed to a host record comes as a "live" value from a donor record that satisfies 
certain criteria, for instance having the minimum distance from the host record or belonging to the same class. 
Kovaevic and Liu (1994) suggested some early ideas on these matching methods and weight assignment 
procedures. A new idea called backward imputation from host record to donor record will be introduced in Section 
3.1.1. 

In addition, we study possibilities for improving the quality of the matched file using additional categorical 
constraints derived from the matching files themselves. We may also use auxiliary categorical information on the 
variables of interest, if it is available. We assume that the original matching files are available together with the 
matched file. The idea is to improve the categorical distribution of the matched file ( 	by the iterative 
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adjustment of its margins to the categorical tables ( W.1.) and { w.. } of the matching files and then to a partial 

auxiliary categorical table { W. }. In this way we keep the categorical associations XY and XZ from the 
matching files, and (if available) the categorical association YZ from the partial auxiliary categorical table. We 
present two different ways of doing this: by ratio adjustment of record weights only, and by an additional partial 
rematch through the application of the "shift-and-share" algorithm introduced in Section 4 (also see Liii and 
Kovaevié 1996b). 

- 	 3.1. Matching Methods Based on the Conditional Independence Assumption 

In the absence of auxiliary information, matching is based on comparison of values of the common variables 
Xinflles A and B, assuming conditional independence of the Yand Z variablesforrecordsinthesamc 
matching class, as defined earlier. Within each class, a distance function between recipient and donor records may 
take into account the I variables and, in addition, the record (survey) weights, w. For the sake of simplicity we 
will omit the class notation with understanding that everything is done at the matching class leveL 

If only I variables are considered, the distance functions may include either normalized I values or their 
absolute values. The use of different distance fimctions will lead to different matched files. The matching can be 
done using the 'fixed distance tolerance' or the 'nearest available' matching. In the first case, an upper bound for 
distance is prespecifled and the closest record within that bound is the matching record for a given A -record.. 
However, it may happen that there is no record within the bound and that some of the records may remain 
unmatched. Since we want to use all records from both files, the 'nearest available matching is more appropriate 
for our study. 

To allow record weights play a role in matching we propose imputation 'on ranks where the distance is defined 
between the relative cumulative weights (RCW), i.e., the estimated cumulative distributions (see Sections 3.1.2 and 
3.2.2). The resulting matching method is denoted as the weight-split procedure indicating a possibility of 
duplicating records and, consequently, splitting of their weights. Imputation 'on ranlc is hard to implement when 
the common variable I is multivariate. A possible solution lies on sorting according to some predefined order of 
univariate components of variable, or on a suitable categorical transformation of the components of variable (such 
as the first principal component). 

In the following, we describe the imputation methods mentioned above, along with procedures that allow use 
of a complete B file, the matched file reduction and the weight assignment. An alternative linnear programming 
approach is also presented. 

3.1.1. Generalized X-Distance Method 

In general, for each A-record, a B-record (or a set of B-records) is found such that the I-distance between 
them is minimal. Then., the Z values from that nearest B-record (from the 'nearest neighbour') are imputed into 
the corresponding A -record. 

Remark 3.1: If there are more than one 'nearest neighbour' record we select one of them at random with either 
equal probability or proportionally to the record weight In the experimental part of this study we used equal 
probability selection. 

" The I-distance between record u = [X'. Y',. , w,] in file A and record v 	[X, . , Z, w] in file B is 
defined as 

A B 	' I[(x X)vx h12 ]E( 	x)vx h12 ] or 	 (3.1) d = Iiu -vII.. 
= L I [(X)v'1I, 

where I I  - II denotes the distance flmction based on X, V is a positive semi-definite matrix of the same dimension 
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as X, and V' is the inverse of its Cholesky decomposition. The first formula gives the Eucidean distance, 
whereas the second describes the absolute distance which is equal to the srm of absolute values of all transformed 
elements. In particular, the Eucidean distance between records based on the common X variables is given as 

	

d;=(4-x)S;'()e-x!)', 	 (3.2) 

where S is the variance-covariance mairix for the X variables. It can be estimated from a pooled sample from 
A and B. 

It may happen that some of the B-records are not used in the imputation phase which is in contradiction with 
the requirement (u). To overcome this problem, from each leftover B-record we impute its Z value onto the 
nearest A -record. Alternatively, we may impute the Y value from the nearest A -record onto each leftover B - 
record. The second way is better because the resulting matched file contfiinc all different values of X (sometimes 
many of the X values in the B file do not have close X values in the A file, or ranges of X values for files A 
and B are significantly different). The latter type of imputation we term the backward imputation, while imputation 
ofa Z valuefromtheBflleontotheA flleiscalledtheforwardimputation. 

Remark 3.2: To enlarge the neighbourhood of a record i, a small tolerance : can be added to the observed 
minimum distance 41 , so that other records I , that are within the distance + t from i can become candidates 
for selection. In the experimental part of this study we let t = 0. Alternatively, we can fix the precision level of 
the numencal process to increase the number of candidates for selection. 

The weights of the matched records are those from the host file A with an adjustment for multiple (forward 
and also backward) imputed records. The multiple imputation here means that the Y. from the same 	A -record  
attended two or more matched records and each record included a Z. from different i th B-records, practically 
replicating it, say J. times. The original weight of the A -record, w7, has to be allocated proportionally to the 
corresponding B-records weights { w, B} ,  j=l..... J. It gives the final weights I w1, } as 

j j  
Wij = w7 w / 	j=1 ..... .1 . 	 (3.3) 

After the imputation and weight adjustment processes the matched file is M = (4 or x, r', z, w ii 
Note that there was no need to reduce the size of the matched file since it takes the smallest size possible for given 
files A and B. This method preserves the distributions of X and Y variables from file A. The marginal 
distribution of Z and the conditional distribution of Z given X may be distorted. Note that we generated the 
weights of the matched records by equation (33) to keep the sinn of weights and conditional distribution ri of 
the host file A, and in an attempt to embed the conditional distribution Z I X of donor file B into matched file M. 

3.1.2. Generalized i-Rink Weight-Split Method 

Let us assume that the records in the matching files are sorted with the respect to the X variable. The original 
record weights, {w 1 }, i = I ..... n', tE{A, B}, are normalized at the imputation class level, so that 

hi 	 I 
= w/ 	w1 t , I =1..... n', te{A,B}. The RCW of a record u is F(u) = F1t=>1, i =1,..., n'. It is 

1=' 	 j=I 

calculated and attached to each record in the class. Records from both files in the same imputation class are ordered 
jointly according to the corresponding values of the cumulative function regardless of the file. Records in A which 
have the same X value, or records in B which have the same Y value, can further be ordered at random, if desired. 
The resulting sequence of RCW values, { F1 ' }, t E (A, B } is the RCW sequence for the matched file. 
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A method that uses information contained in both, the X values and the record weights, for matching is the 
weight-split (WS) matching method. The name comes from the fact that this method usually replicates some of the 
records from A and B, and, accordingly, splits their weights. The WS method produces simultaneously the 
matched records and their weights. However, this method uses only information about X-ranks of A and B 
records respectively, not their values. This method is based on imputation 'on rank' where a Z value from a B-
record is imputed onto the A -record with the nearest value of relative cumulative weight (RCW). When records 
are sorted in ascending order with the respect to X the RCW is the cumulative distribution function (CDF). 

• 

 

The marginal distributions of X, Yand Z,aswellas XYarepreservedintheresultingmatchedflle. The 
WS matching procedure has two stages. The first stage is imputation 'on rank'. The next is the computation of 
relative weights for the records in the matched file. We add two more steps in order to satisfy conditions about the 

• 	size of the matched file. The third step includes file reduction and is followed by weight adjustment. 

In the following we present the algorithm of the WS method. 

3.1.2.1. Weight-Split Algorithm 

The modified imputation 'on rank' is done in two steps. 

Step 1 (Downward step): For each B -record v impute the Z values to all A -records u for which 

F B I  <F7 ~ F7, i=l,...,nA and 	 n8. 

Step 2 (Upward step): 	For each B-record v B  . for which there is no corresponding A-record uA, with 
FA = pB impute the Z j  values to the first A -record u for which F <Fr. 

The 'downward step imputes a Z value from one B - record onto several A -records. The 'upward step makes 
possible the imputation of Z values from several B - records to the same A -record. 

The total number of records inthematchedflle is n =A  + 	- T, where T denotesthenuniberoflies, Le, 
number of records with F = FIB .  

After imputation, each matched record has a pair of RCWs, one coming from A, the other from B. The 
RCW assigned to a matched record is determined as F, = min {Ft. F8 } Le., the RCW of a matched record is the 
smaller of two corresponding original cumulative weights. The relative weight of the i " record in a matched file 
is the difference between two successive F values: i7v

, 
= F, - F,, where vP ,  = F1 . 

To show that the marginal distributions of XY and Z, as well as values of (X,Y) are preserved in the 
matched file we do the following: 

Let F be the RCW corresponding to (X1 , Y,) in the i th  record of the A file. We will show that for the 
same X and Y values in the matched file the value of the RCW stays the same. The last imputation of the Z value 

- 

 

is always downward imputation, that is  F, A 
 ~ F1 B 

, and therefore F,M  =min{FA  ,F, B 
} = F A . 

Similarly, we show that the marginal distribution of Z is preserved in the matched file. Let F) 8  be the RCW 
value for the (X Z) record. The imputation of a Z value always ends up in the A record with the same or 

largerRCW value. Thus,if Z isassignedto the u record then F~ F7 and the corresponding RCW of the 

matched record is F = mm { F, F } = F. 
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Although the imputation 'on rank' preserves the marginal distributions it has some practical drawbacks. It may 
happen that, as a result of numerical rounding errors during the computation of cumulate weights, a relative weight 
difference is very small (say, w(,<<O.l) instead of being zero. In such a case we discard a "light" record. This 
"sifting" procedure may be performed later in the final weight adjustment The size of the matched file in this stage 
is usually very large. If it is larger than needed, we perform the file size reduction procedure. Note that a light 
record is always a replicate of a matched record with normal weight 

3.1.2.2. He Size Reduction Procedure 

To describe this procedure, we need a few additional definitions: 

A match (matched record) is an A -single match when an A -record involved in matching is matched with one 
and only one B -record. Otherwise, the match is an A -multiple match. 

The kernel of a matched file is its subflle which contains all A -single matches and matthes with the minimal 
values of = IIu - H 1  frointhe A-multiple matches. Ifthereismorethanonemmmnmi distanced record 
we select one randomly. Evidently, the size of the kernel is p A 

The file reduction procedure forms a kernel of the matched file and takes care of fulfilling the requirement of 
using all records from B: 

Discard (delete) all light records wq  (<<0.1) from the A -multiple records providing that none of the A -records 
is eliminated entirely. 

Form a kernel of the matched file, L&, for each A -record take a match with the niininmm distance 

Check if all B-records were used for the kernel creation. Ifthey are, the matched file is the kernel itself. If 
not, for each unused B-record find an A -record such that the distance d.3  is minimal. If there is more than 
one minimum distanced record select one at random.. Append these records to the kernel. The new file is the 
final matched file. 

3.1.23. Final Weight Adjustment 

To obtain the final weights in the matched file, we have to adjust the weights obtained after the imputation 
stage. Let us assume that after the imputation a matched record is [X, Y, Z, 	indicating that the Z value 

from 	th  B-record has been imputed to the ithA -record. Its weight wil has the property 	w, = w , where 

is the number of matithes in which the h  A -record participates. After reducing the intermediate matched file, 
there are J,' (1 s J.' :5 J.) records left. Therefore, the adjusted relative weight of a record in the matched file is 

w1  = w, w/E Wk j=l .....J . 	 (3.4) 

After imputation, file reduction, and weight adjustment the matched file is M = (X', Y, Z, w). 

3.13. An Linnear Programming Approach 

To preserve both sets of marginal distributions in the matched file the following conditions must be met 

FI R 

w1  = w 4 , i=l,..., n A ,  andw1 = w,j=l.....n, 	 (3.5) 

	

j1 	 1=! 
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which implies total weights E w = 	w. A matching strategy that satisfies (3.5) is a solution of a linear 
i'd 	f-I 

programming 'transportation '  problem (Goel and Ramalingam 1989) where records of one file are 'producers' and 
records of another are 'consumers'. The cost of transportation is the distance d between records and the weights 
are 'capacities' of producing and consuming, respectively. The objective flmction of the problem is the total 
weighted distance 

f = 	w1 d, 	 (3.6) 
ij 

which has to be minimized under constraints (3.5). Conditions (3.5) allow the distribution of Z variables to be 
precisely replicated in the matched file as that observed in file B. The matched file M keeps the joint and 
conditional distributions of XY and Y I X from file A, the joint and conditional distributions of XZ and Z IX 
from file B, but there isno control on the joint distribution of YZ. 

One can use existing algorithms from linear programming to solve the problem of statistical matching. 
However, the implementation of such algorithms may be difficult when data files are large (as they usually are in 
matching problems). Also, the number of records in the matched file may be as large as n A•  n 8 , where n 4 and 

B  are the original file sizes, respectively. 

3.2. Matching Methods When an Auxiliary Data He is Available 

The underlying assumption for all matching methods in Section 3.1 was the independence of variables Y and 
Z given the information on the common variable X. If this assumption is not sustainable then the resulting 
matched file may represent a biased relationship between variables. 

The use of auxiliary information to avoid the CI assumption was proposed by Rubin (1986) in the context of 
statistical matching via the regression method. There, auxiliary information takes a macro' form through the 
correlation coefficients PYZ  or  PYZIX  which enable finding a regression equation of Z on Y or on X, 
respectively. From the regression equation we obtain the intermediate Z value which is then used to find a live Z 
by some hot-deck imputation method. Finding the appropriate regression equation for Z may not be an easy task 
especially when Z is multivariate. Also, the derivation of the correlation coefficients depends on the form of the 
availableauxiliaiyinformaiion.. Ifitisintheformofamicrofilewecondenseitinto'macro'form,butifitjsgjven 
in the form of a categorical table then Rubins method is not directly applicable. 

Paass's method (1986) is also a two stage imputation procedure. First, an intermediate Z value from the 
auxiliary data file C is found using some hot-deck method of imputation. Then, a live Z value from the B file 
is found as a nearest neighbour to the intermediate Z value. Paass originally proposed finding the K nearest 
neighbours from the auxiliary file and then singling out a live Z value from the B file as a match. 

Here we assume availability of an auxiliary data file, say C, which contains records with variables (X, Y, Z), 
orjust (Y,Z), along with their survey weights, C = (X, Y, zf, w) or C (Yr, zf, wf). We distinguishtwo 
general methods depending on whether the distance is measured between the observed values of studied variables 
in two ifies or between the corresponding RCW values. Again, we see a matching method as a sequence of 
procedures: intermediate imputation, imputation, weight assignment and adjustment, and file reduction. Some steps 
which are identical to those of Section 3.1 will be omitted from the presentation. 

Even when auxiliary data are available the quality of information may be a problem. Although Singh et al. 
(1993) suggested that auxiliary information need not be a perfect, a certain caution is necessary when such 
information comes from an outdated source. Usually the outdated auxiliazy data file has to be adjusted to the range 
of the current data. For example, the data on income or consumption may be multiplied by an appropriate inflation 
factor. 



31.1. Generalized (X, Y, Z) -Distance Method 

The first step of this distance matching method is to identify the nearest neighbours in files A and C using 
a distance function. For the available full auxiliaiy file C = (X, Yci , Zc, wf), the distance is 

	

A 	c 	I %/[(X1,Y]-[X',Y])V(XYJ 
-1t2 ] 	 IXCI 	IP2]I 

, 
or 

	

1t2I 	
(3.7) 

	

dlk  = IUI 	kIxy 
= 	I([,]-[X,Y}) v LX.fl 

where 	Imeansadistancefiinctionbasedon (X,Y),and V isapositivesemi-deflnitematrixwiththe 
same ditnnjon as (X, Y). The first row denotes the Eucidean distance while the second is characteristic of the 
absolute distance which is equal to the sum of absolute values of all transformed elements. When only a partial 
auxilimy file (C =(Y,Z, w1C))  is available, the distance flmctionis 

	

A 	c 	I I[(Y_Y)V1 2 ] [(Y_Y')V1t2]/ or 
(3.8) 

	

d k  = IIuI 	kIIy 
= 

where 11.11 , means a distance function based only on Y, and V. is a positive semi-definite matrix with the same 
dimension as Y. Inboth cases we form an intermediate file 1 = (X', . We keep the weights and the 
size of the A file. 

The next step is the matching of the intermediate file I and the donor file B. The variables in common are 
X and Z. The distance function is 

(X,Z] 	or 

	

J 	

{ 	

1]1 
d,J k = II1ik'jl!Xz 

I ([X, Zj - [X,Z]) 	-' I 	
(3.9) 

(X,Z] 

where II. I!meansadistanceflinctionbasedon (X,Z),and V1  isapositivesemi-deflnitcmairixwiththe 
same dimension as (X, Z). 

In particular, the variance-covariance matrices S for (X, Y), Y and (X,Z) are used as the corresponding V 
matrices, in the distance function above. 

Final weights are obtained as explained in Section 3.1.1. After intermediate imputation, final imputation, and 
weight adjustment the matched file is M = or X, Y, Z, Z, . In general, we may not keep the 
intermediate z C in the final version of the matched file M. 

Remark 3.3. The number of records matched by the backward imputation in distance matching is rather small. 
From the empirical study, this number accounts for 10% of the donor file B and 20/a of the host file A. However, 
it contributes to efficient uti1iation of information on all variables and distributions included X. The niinirnum 
possible number of the backward imputations is zero and the maximum possible number is ( n B - (number of 
clusters of B)). For further discussion see Section 7 and Table 7.1. 

3.2.2. Generalized (X, Y,Z)-Rank Weight-Split Method 

Here, as in the previous method, we have a two step procedure. The first step is an intermediate imputation, 
from C to A, and the second is the matching of the intermediate file and the donor file B. 
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Both imputations, from C to A and from I to B, are done atthe points of the nearest RCW values. The 
RCW function is obtained as follows: records in both files are ordered by common variables. This means that the 
first sorting is done by X variables and if there are two or more records with the same value of X we sort them 
by Y variables. The regular RCW is computed by adding the weights of successive records. The impact of the Y 
variables can be enhanced by using it in forming the matching classes for the intermediate matching. 

The size and the weights of the intermediate file 1 = (X', F,Z,w') are kept as those of file A. If the 
auxiliary file C does not contain X variables, the intermediate matching is accomplished by matching on the Y 
variables only. 

The next step is the WS matching of land B. Thevariablesincommonare I, Z. We first order the files 
according to the Z variables and then by X variables at the level of matching class. The imputation is done and 
weights are obtained in the way explained in Section 3.1.2.1. The resulting file is 

In order to reduce the number of records and to make use of all of B-records we perform the file reduction 
procedureasgiveninSection3.l.2.2. The distance we use in 1-multiplereductionis d k  = Iu-vIIx2. The 
final weights of the records in the matched file are determined by the adjustment procedure presented in Section 
3.1.2.3. The final matched file is M = 	 Here, as in the case of distance matching, we may 

drop the intermediate z c  in the final version of the matched file M. 

4. CATEGORICALLY CONSTRAINED REMATCHING AND ADJUSTMENT METHODS 

Singh et al. (1993) proposed modifications to Rubin's (1986) and Paass's (1986) methods by imposing 
categorical constraints on the Z values imputed from the B file. Categorical constraints are aimed at preserving 
the categorical associations from the matching files in the matched file. In this section we assume that a categorical 
matched ifie is obtained, for example, using some of the methods described in Section 2. Imposing of categorical 
constraints onto a matched ifie is aimed at its improvement. Liu (1998) used a similiar algorithm for construction 
of a matched file from two matching files. 

In general, categorically constrained improvement of matching consists of the following three steps: 

transform the variables involved in matching X, Y,Z, into the categorical variables X, Y.Z, using some 
criteria for optimal partition (see Singh et aL 1988), or according to the available auxiliary categorical 
information, and then 
estimate the joint categorical distribution of X, Y and 2 by raking the categorical distribution of the 
matched file M to the available and the adjusted distributions{ W.}, (w..) and (if available) to the 

auxiliary distribution { W.2 . }. We call the estimated categorical distribution a look-up table. it is important 

to note that we do not use auxiliary distributions on XY or XZ since we would like to maintain these 
jointmarginsasobservedinflles AandB. 
Once the distribution of XYZ is estimated, we may adjust the individual weights of the records in the 
matched file, or first perform a partial rematching to satisfy the imposed constraints and then adjust the 
individual weights where needed. 

4.1. Estimation of the Joint Categorical Distribution (The Look-up Table { W 2 . 
}) 

We assume that a suitable and a unique categorization of the X, Y, and Z variables is done for all data files 
involved. Due to a possibly large number of categories, an iterative procedure for estimation of the joint categorical 
distribution of XYZ may be lengthy and may require extra computer efficiency. To make the procedure 
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convergent and fast we propose the following steps. First, to balance the X margins of the participating files A 
and B. Second, if auxiliary categorical information is available, to equalize its Y and Z margins to the 
corresponding adjusted margins of the matching flies. Third, the 'unexpected' empty cells in the matched file M 
will cause a non-convergence problem unless treated appropriately. We provide the algorithm for doing so. 
Finally, the look-up table is obtained by the 'raking' (iterative proportional adjustment) of the margins of the 
matchedffle M, modified for unexpected empty cells, to the balanced margins of A, B and C(if available). 

4.1.1. Balancing the Categorical Margins of A, B and C 

Alter categorization of the matching files A and B, it is lilcely that the sums of weights in the corresponding X 
categories are not the same, i.e., W. Wr., and that convergence of the raking procedure is not possible. We 
investigated two principal ways of initial marginal balancing pooling the sums of weights of the two files at the 
level of the X category, or alternatively, marginal adjustment by means of raking. 

Theideaof 'pooling' sumsofweightsoftwofilesatthelevelofa X categoryliesessentiallyma 
combination of the sums of weights WXA  and w. to obtain W? = W?, (p stands for 'pooled'). 
First: 

W' = W' = a1. . W + (1 - a1.) w;., 	 (4. la) 
and then 

	

W' = W; = W W / W', 	 4.1b) 
(F) 

where 0 a1. ~ I. An extra ratio adjustment in (4. ib) is needed so that the pooled categorical sums of weights add 
up to the original total weight, W = W' = W5 . Note that if the pooling coefficient a1. is constant over the (X) 
categories the ratio in (4.1b) is equal to 1. 

Tncreareseveraloptionsfora1.:a.=nA(n+nByI, a1.=n A  1.(n  A  1.+n B  1.) -I 	a1 .=1/2or a1.=l, 

tomenlionafew. Here n  A  and n. denotethesizeoftheflleA and the size of the category X' oftheflle A, 

respectively (similarly for n 8  and n.). In the experimental part of this study we used pooling according to a 
category size. 

Further modification of sumsofweightsisatthelevelofthe XY categonesfortheflleA and of the XZ 
categories for the file B: 

A P = WA w W ! / W. and W8  = W 8  W! I W. . 	 (4.2) X.)'• 	Fr x•z . 	x.z .  

Ifauxiliaryinformalionis available asadisiribution {Wrz.}  or {W.}  weneedto adjustitsmargms: 

W. } to the { W '.'), and { W} to the { W.'},so that w5' = W! and W7 ! = W: 

W''(i) = W.(j-l) I W(i-1) WJ' 	 (4.3a) 

and 
W.(z) = 1 W.(i) / 1 W'(i) W! 	 (4.3b) 

with W(i-l) = EW.(i-l), WCP(j) = 
(Z} 	 {1} 

rnax(IW - W?I) ~ €and n {WP - w:?I}.E. Thethreshold Ehastobesmallinordernottodisturb 
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latersteps. lntheexperimentalpartofthisstudyweused e=i0 5 . Note that the margins of the A andB files 
used in the adjustments (4.3) are already modified by pooling or by raking. 

So far we prepared matching files and an auxiliaiy table for the future raking of the matched file. 

4.1.2. Structural and Unexpected Empty Cells 

Weobservethatsomecellsinallthreecategoricaldistribuiions(tables) {W.1.}, 	and 	may 
be empty which directly leads to an empty cell after adjustment, but may also cause non-convergence of the 
algorithm. In that sense we distinguish two possible types of empty cells inthemaiched file M: the 'structural' 
empty cell, and the 'unexpected' empty celL 

The structural empty cell refers to the situation where W. =0 and at least one of the corresponding W. 

and W. is equal to zero. It doesn't cause any problem during the raking procedure. The second type is a more 

difflcultcase. Here W 1..=Obutnoneofthecorrespondingcells th AandB isempty. It may lead to non-
convergence of the raking algorithm. 

In order to overcome the problem of unexpected empty cells and provide convergence of the raking procedure 
we do the following: First, increase all cell sums of weights in the matched file, except the structural zeros, by a 
positive small number 6, so that 

1 	0, if XYZ is a structural empty cell, 
wrrz .=l W 1,. + 6, elsewhere. 

In the experimental part of this study we used a niinim1 record weight 33.333, (which is the self.weighting factor 
of 1991 Census PUMF records) as 6. Second, since we added this positive (small) number to almost all cells in 
the matched file, the total weight of the matched file is increased and has to be adjusted back to the original weight 
We apply ratio adjustment at the level of X'Y'Z: 

= w4.. WM / 	wY.. . 	 (4.5) 
(x. Y .z . ) 

In this way  the total weight remains the same as in the original M file and the raking procedure converges. The 
new sum of weights 	is the 'initial' sum of weights for the next step. 

4.1.3. Raking of the Joint Categorical Distribution of the Matched File 

The last step in providing the look-up table is the raking of the mar gins of the categorized matched file, already 
corrected for the unexpected zeros, to the balanced XY and YZ margins of the matching files: 

1W'(i) = W...(i - l) / W..(i-l) W,. 	 (4.6a) 

and 

= i 	wB, 	 (4) x .z .  

with W.(i-l) = 	W,..(i-l), 1 WL(i) = 	1WL(i) and 	 Werepeatthis 

proc  Jntheexperimentalpartofthisstudy 

we used E 1  = 10- . If auxiliary categorical information is available we add the third step to the iteration process 
above which also rakes the margins of the categorized matched file to the balanced YZ margins of the auxiliary 
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MM 

= 	 / 2z.(0 W., 	 (4.6c) 

wheleflindx2referstotheresultof (4.6b)and 2 W(i) = 	2 W 1. (i). We repeat this process until 
(X) 

WYL 	Jntheexperimentalpartofthisstudyweused E 1 =10 3 . 

Note that, the third step (4.6c) is unique for both types of auxiliary information: full {W.2 .} and partial 
(W 2 . }, since only the  relationship between Y and Z*  is used, as explained in the introduction to Section 4 (see 
(ii)). 

If auxiliary information refers to a different time period, i.e., if it is outdated, all weights that come from the 
oittdluilearemultipliedbytheratio oftotaiweights WI W. (Notethat W=WA=W=WM.) Inthatwaywe 
preserve the distnl,ution from the auxiliary file and make the total weights in the two years equal. 

Remark 4.1: When we build a real social policy simulation database from datafiles, the structural and unexpected 
empty cells exist and can not be avoided by simple reduction of the number of categories in some dimension. The 
unexpected empty cells will cause the raking procedure not to converge. The structural empty cells come either 
from the real population or from the matching datafiles (i.e., the samples). In the first case they are permanent, in 
the second their appearance is random. However, the both types will increase the number of constraints and reduce 
the degrees of freedom of the raking procedure. That is, too many structural empty cells, or a small number of 
categories in each dimension will cause non-convergence of the raking procedure. To carry the initial information 
into the raked table and to deal with zero cells, one has to arrange the number of marginal categories in such a way 
that convergence of raking is possible. For example, the number of categories YZ .  of non-common variables 
Y and Z must be greater than or equal to 4x2, 2x4 or 30, and the number of categories X of common variables I 
must be greater than or equal to 4 (also see Deming and Stephan 1940). 

4.1.4. Preadjustment of Record Weights 

For a given XY category, the sum of weights in the matched file M and in the look-up table { WXL } may 
not be equal 

M 	* 	W' 	for some categories XY. 	 (4.7) Z.s 	 rrr' 
(Z) 	 (Z) 

To correct it, we suggest 

the ratio adjustment of the weights w 	B of records in the matching files A and B according to the 
pooled sums of weights W. and W. before matching by 

A.4 W'  I WA W 	W 	 i€XY of A 	 (4.8a) i 	=  

and 
BP = WI  8 WBP

. / WB. , j€XZ of B, 	 4.8b) Wi 	
X.Z 	X Z - 

or alternatively, 

the ratio adjustment of the weights wm of records from the matched file M (but before rematching) by 

	

w = w N.Y. / 	 , ijX Y of M. 	 (4.9) 
{Z} 
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If record weights w and w are preadjusted according to i), there is no need for further adjustment of the 
record weights w, of the matched file M. Our conjecture is thatthe performance of i) and ii) will be the same, 
assuming that the categorization Y and V of matching files is done in a optimal way. 

4.2. Calibration and Ratio Modification 

The look-up table { W... }, obtained as described in Section 4.1 is used for the ratio adjustment of an 
individual record weight w,: 

Wii
=W 	 / W '.,,., iJEXYZ of M. 	 (4.10) 

Evidently, the empty cells of the matched file remain empty. However, mthe case of the unexpected empty 
cells, a loss of weight will occur since a positive weight was allocated to them in the look-up table by the special 
procedure explained in Section 41.3. In order to prevent the loss of weight we do the following calibration of the 
look-up table before the ratio adjustment of record weights (4.10): (i)put back zeros in the unexpected empty cells, 
and (ii) adjust the weights over all V categories except those that resulted in unexpected zeros, Le, the 
complementaiy cells of all V of unexpected zeros (distorting slightly the V margin): 

W,.2. = W.1.. 	W.. I 	 W.2., for each category XY, 	(4.11) 
(Z) 	 (Z)\(unexp. 0 cells) 

where the subscript c under L stands for 'calibrated' Within each XY category, the snmnaon is taken over 
all Z categories in the numerator, and over all complementary V categories of unexpected zeros in the 
denominator. Then in(4.I0)issubstitutedbythe from(4.1l). Alterthe application of the ratio 

adjustment the record weight w  is transformed to w. For example, after the ratio adjustment of record weights 
a new matched ñle obtained from a (X,Y,Z)-distance matched file M is denoted by 
M' = KX or X, Y, Z, Z, w,1 , where only the value of record weights can be different from those in file 
M. 

The advantage of this method is its simplicity since it deals with the record weights only. The disadvantage, 
however, is a possible distortion of the original distribution on (X. Y,Z). Also, the ratio adjusted weights may be 
very small or very large. This method does not solve the unexpected empty cell problem although their effect on 
convergence of the raking algorithm is annulled. Clearly this problem means that information contained in the 
matching ifies (A and B) is not fully utilized. 

4.3. Partial Rematching Using the "Shift-and-Share" Algorithm 

To solve the problem of unexpected empty cells that could not be solved by calibration and ratio adjustment 
of record weights, we propose a method which uses categorical constraints for an additional rematching (i.e., re-
imputation) of the records. Also see Liu and Kovaevié (1996b). 

We assume that for a given XY category there are K (~:2) V categories. For each one of them we 
compute the difference of sums of weights 

xrz = W. 
-. w:.y.z;. k = 1 ,..,K. 	 (4.12) 

Thegoalistorearrangethemalchedffle M into M5 suchthat 

W!1.2. 
- 	 = 0 	 (4.13) 
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over all categories XYZ. The idea is to reduce the diffamnee Ax.rz;  by shifting the Z category of one or 

more records to the complementary Z categories, or to force a record to share at least two V categories by 
replicating it and splitting its weight "Shifting" or "Sharing" of the Z category effectively means finding a new 
donor record in another Z category of the original matching file B. To make swe that rematching doesift disturb 
fulfilment of the requirement (ii) in Section2 foruseofallrecordsfrombothflles,weassumethatacounter 
variable q, which counts the A -records that are recipients of the Z value from the same B-record, is known 
for each record in the matched file M. For example, 	ei  I  ej  I  wij  q=3  1, means that there are two more 
matched records with the Z value received from the same j -record of file B. In the following we describe the 
"shift-and-share" algorithm. 

We assume that the matched file is categorized appropriately, the look-up table is available, and that the table 
with the differences is obtained as 	). The following steps apply within each X T category independently. 

The "Shift" part: 

1. The first step is to check if any difference is greater than the threshold c (>0) or smaller than -c. If there 
is no such difference we end this procedure. In the experimental part of the study we use e = 1. 

We order the z categories, k=l,...,K, by descending order of 	Suppose that for the first K 1  
categories 	~: c, and that for the last K2  categories Ary.z; 	c. Within each category above sort 
the records by descending value of weight (so that records are selected first by category by descending order 
of -•• and then by descending value of weight). 

Search among the sorted records in the first K1  categories, starting with the one with the largest positive 
difference. Until we find the first category k and a record of them, say ij, for which the count =2 and 
the weight satisfies 

w,j <min(e+ x. y.z;; e -A1...),where I --~ k--~ K. 	 (4.14) 

If there is no such record in the first K 1  categories we end the "Shift" part of the procedure. Otherwise 
continue. 

3a. Let record if belong to category z and which is the first record with highest weight satisfied (4.14). 

Replaced its category by the category Z which has the maximum negative difference. 

4a. Rematched if with another record form the original B file which belongs to category Z . Do not change 
the weight of the record w

ri 
 

5a. Update the count variable q and the differences 

q=q 	and qx=ql 
xrz; = 	 and 	= 	+ wA. 	 (4.15) 

We repeat steps 1, 2a-5a until no "shift" is possible. 

The "Share" part: Step 1 is common for both parts. 

Again, we look among the sorted records in the first K1  categories, starting with the one with the largest 
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positive difference. For each positive (difference) categories, we simultaneously look among the last K2  
negative (difference) categories in inverse sorted order. Until we find the first pair of categories k and t, 

and records in category k, say zj, for which the weight satisfies 

w,> mm 	 } ,where 1 :~ k !~ K1  and "2 	:~ K. 	 (4.16) 

All records are candidates for further processing and we call them as 'shareable'. If there is no shareable record 
we end the "Share" part of the procedure. 

3b. Next, we select a shareable record at random, duplicate it and assign to one of its replicates the category z 
which is the category has smallest negative difference satisfied w,   - The other replicate keeps its 
original category. 

4b. The weight of this record is split between the old category Z .  and the new 	in the following way: 

= 	( 'xrz;' 	xrz;) If w V. a A0  + e, then A0  is the weight of the replicated record with a new 

category Z, and the remainder, w, - is the new weight of the processed (original) record. 
Otherwise, we use A0  - €12 and w,-i + €12, respectively, where c>O, á 0 >c and w 

 i
?A0 as mentioned 

earlier. In this way we obtain all 'share' record weights greater than €/2. 

Sb. A replicated record with the newly assigned Z category and new weight has to be rematched with another 
record from the original B file which belongs to this category Z. 

6b. Update the differences 	and x-rz;  as in step 5a. We repeat steps 1, 2b-6b until no "share" is 
possible. 

Note that in step 4a of the shift part and step Sb of the share part the reniatihing of another record that belongs 
to a new category of Z from file B can be assisted by information from the auxiliary file C. In this 
simulstion study we keep the intennediate Z c  in the matched ifie M, and use the minimum distance based 
onvariables X and Z tochoosethen.ew Z or Z. 

After the application of the "shift-and-share" remaiching algorithm we may need an additional ratio adjustment 
of individual weights to agree with the look-up table totals. We simply process as explained in Section 4.2 where 
w. is replaced by the corresponding value ( w'4.. obtained in the shift-and-share procedure. For 

example, after the re-matching and the ratio weight adjustment processes the record weight wii  is transformed to 

wo a rematched ifie obtained from a weight-split (X,Y,Z) -rank matched file M, is denoted by 
M SJR  or Z, z, wy), where both the record weight, the impute variables Z and the impute 
category sum of weights could be different from those on file M. 

The two categorically constrained procedures described in Sections 4.2 and 4.3 usually result in slightly 
different matched files. The first procedure is essentially a way to adjust record weights so that the categorical 
constraints are satisfied. The shift-and-share procedure, in contrast, does not change the weights of most of the 
records but may have a small number of rematches as results of the shift-and-share procedures aimed at minimal 
adjustment of the old siructure of M. It deals with the unexpected empty cells problem in a straight forward 
manner by rematching a certain number of records. Therefore, it uses more information from the matching and 
auxiliary files than the ratio adjustment of record weights only. The second procedure is more complex Obviously, 
the more Z categories, the longer the procedure. The shift-and-share algorithm complies with the task of fast 
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reduction of differences between the categorical distributions (tables). That is to do a 'minimum' number of 
process steps and to change a 'minimum' number of records to balance the categorical distribution of the matched 
file against a given look-up table. This algorithm does exactly the 'minimum' in the case of two Z .  categories. A 
summary of the pooling, raking and algorithm functions is shown by an example in Appendix 

Remark 4.2. The shift-and-share rematching algorithm does not depend on the matched file it treats or on the look- 
up table it uses. When full auxiliary information is available, a new look-up table { 	} can be built by raking 

themargins W., W. and W. ofthefullauxiliarydisiribution { 	to W4.}, (W.} and {W.} 

respec*ivel) Obviously, ifihe full awciliaiy ca 	idi 	onisveygood,iuseofthis look-up table W. 

will be preferred. A new algorithm which uses this new kind of a look-up table { 	} in construction of a 
matched file is suggested, Liu (1998). 

5. SIMULATION STUDY 

The objective of the simulation study was to compare the matching methods described in Sections 3 and 4 
using real swvey data. This was done by applying these methods on a large number of independent pairs of 
samples as the matching files and then evaluating their performances over all samples. Details on the design of the 
study are given in Section 5.1. In Section 5.2 we provide some particulars of the matching methods considered in 
the study. 

5.1. Design of the simulation study 

5.1.1. Initial Data 

Matching files A and B, and the auxiliary datafile C were generated from the Public Use Micro Files 
(PUMFs) from the 1986 and 1991 Census on Households/Housing for the province of Quebec. The PUMFs are 
samples themselves obtained by subsampling from the Census 2B samples (twenty precent of all Canada 
households that responded to the long questionnaire of census) in the respective years. The applied sampling 
procedures were different in the two Censuses (for reference see the Documentation and Users's Guide for the 
PUMF on Households and Housing, 1989, and 1994) resulting in different types of weights for each year. In 1986 
the weights were dependent on the geographic area whereas in 1991 weights were constant over all of Canada and 
equal to 33.333 (Le., the self-weighting fctor of 1991 Census PUMP records). 

Essentially, we considered three different matrhing settings. In all three, matching files A and B were drawn 
from the 1991 PTJMF. The first one did not assume any auxiliary information. For the second setting we assumed 
that the current auxiliary information was available and used the 1991 PUMF itselL Finally, the third one combined 
matching files A and B from the 1991 PUMP with the outd&d auxiliary dataflie C drawn from the 1986 PUMF. 

S.M. Variables 

In taking variables from the Census PUMFs as X, Y,Z variables, the objective was to define three sets of 
variables that are similar to those encountered in actual matching for the SPSD. These variables may be highly 
skewed, long tailed mixtures with discrete components. 

As matching variables X we considered variables that provide details on urbani,ation, residential tenure, 
presence of mortgage, total household income (HHTOTINC) categorized into five categories, household size, 
household composition, sex and age of the household maintaineer. They were used as categorical variables for 
grouping the records into a number of matching classes. The HI-rroTlNc was also used as a continuous type common 
variable in evaluations. 

Variables on total household investment income (HHNETINV) and total household government transfer 



payments (HHG0vINc) were the Y variables in our simulation study. Note that these Y variables are negatively 
correlated. Variables HHTOTINC and HHNFrnIV may take negative values, but for the purpose of this study we used 
their absolute values. 

The monthly gross rent (GROSRTH) and, alternatively, the owner's major payments - monthly (0MPH) were 
chosen to be the imputed variables, Z. Some statistical characteristics for selected variables, based on 28,883 
household records from the 1986 Census PUMF for the province of Quebec and 78,027 records from the 1991 
Census PUMF for the province of Quebec are given in Table 5.1. 

Table 5.1: Descriptive Statistics (Weighted) for Variables Considered in Study 

Vailables Mean Median SIt Dcv. Skewness XwIosis 

1986 1991 1986 1991 1986 1991 1986 1991 1986 1991 

HHTOTINC ( 30544 40667 26596 34997 22870 30875 1.69 1.97 5.58 826 

HENF71NV(Y1)' 4749 6064 1728 2000 9368 12549 5.84 6.53 52.96 70.37 

HHGOVINC (12) 5328 7173 4056 5903 4877 6382 1.42 1.50 3.38 4.44 

GROSRTh(Z)' 365 483 345 435 162 353 1.52 5.72 3.71 41.09 

OMPH(Z? 1 	434 636 389 522 1 	256 490 0.76 1.96 -0.11 5.68 
The absolute value of HHTOITNC and HH)1'INV axe used. Non-xem values of 1IHNE73NV (9,661 households in 1986 and 28,121 households In 1991), 
and positive values of HHGOVINC (21.992 households in 1986 and 58,938 households in 1991) only were included in the above substics, 

'Dcai (0SRTH were mnxated at $99 and $1000 in 1986(13,018 households). In 1991 values over $1500 were replaced by ax average of afl values over 
$1500 in apaitcular geographic area (34,385 housebolds)-Quebec had 7 such areas. The difference in the Ueateaent of the tail values is reflected in skcwnes 
and ktnlosis. Sitnilaily, the data on 0M14i were truncated at $99 and at $1100 in 1986(15,865 households), while in 1991 (43,642 hon..'}i') all the vilues 
over $1650 were replaced by the average in a specific geographic area. 

5.13. Selection of Study Datafiles (Populations) 

The household records in the initial data set were grouped into nine datafiles (populations) according to 
urbanization (a combination of the Rural/Urban Code with the Census Metropolitan Area Code (CMA)) and 
residential tenure with the presence of mortgage. Table 5.2 gives an overview of the distribution of records in the 
initial data set. The difference in sizes comes from the difference in sizes of the PTJMFs in these two years. 

Table 5.2. Distribution of Records in the Initial Data Sets 

Uthani2ion 

Ret.nti1 Tennee with Presence of Mortgage 

Rented Owned with 
Mortgage 

Owned 
Mortgage 

without 

1q86 lwt 1986 1991 1986 1991 

Montrdal&Qudbec City 7338 22848 3889 3l9 '  2389 8616 

OtberCMAs,CAs&UrbanAreas 5128 9530 4273 7092 2933 6329 

Rues! 554 2001 1043 3700 1361: 47.. 

The following datafiles were chosen (dark shaded cells in Table 5.2). 

Table 5.3. List of Study Datafiles 

MQR Monfltal and Qu6bcc City, Rented OTR Other CMAs, CAr & Urban Area, 

MQM Monirdal and Qudbcc City. Owned, Mortgage I  RUO: Rinal. Owned, on Mortgage. 

Four datafiles out of these nine were chosen for the simulation study. The selection was made according to 
the significance of the Pearson partial correlations, p, between F and Z variables, in order to study the impact 
of conditional independence, and its violation, on the quality of matching. The approach via partial correlations 
is good for the particular case of the multivariate normal distribution of the X ,Y, Z variables because the assumption 
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of independence of Yj X and Z I X is equivalent to the assumption that the partial correlation between Y and Z, 
when controlled for X, is equal to 0. The variables denoted as X ,Y, Z are, as it was previously mentioned, skewed, 
truncated and with possible non-linear relationships. Because of this, the Kendall's v's were calculated as well. 
Since the number of records in the initial data set was large, the product-moment correlations p's and Kendall's 
v's were very close. 

The values of the partial correlation coefficients p's of Y and Z when controlled for X, along with the 
corresponding p-values and Kendall's v's, are given in Table 5.4. 

The absolute magnitudes of partial correlations were small in all dataflies considered. However, in the datafi1es 
MQR and RUO the correlation between one (of two) Y variable and the Z variable observed in that dataile was 
significant at the 0.001 level (see Table 5.4). In the datafile MQM. correlations between both Y's and Z were 

significant Finally, none of Y variables was significantly correlated with z in the datafile OTR 

Table 5.4. Partial Correlation Coefficients p, their p-Values, and 
Kendall's 'r for Y andZ Variables in the Chosen Datafiles 

Ics I Vathbks 
ZVariables 

GROSRTH (Zi)  

MQR HHNFTINV (TI) 
HHGOVINC (12) 

0.087' 
- 	 .0.007 

0.0001 
02643 

0.072 
.0.032 

crm HHNETINV (TI) 
HHGOVINC (12) 

0.019 
0.005 

0.0664 
0.6236 

0.024 
.0.050 

0MPH ()  

MQM HHNFI1NV (Ti) 
HHG0VNC (12) 

0.046' 
0.037' 

0.0001 
0.0001 

.0.002 

.0.010 

R.U0 HHNETINV(11) 
HHGOVINC (72) 

0.023 
4.050 

0.1086 
0.0006 

0.047 
.0.039 

Denotes a ngnificant cenelalion value. 

A statistically significant partial correlation between variables is considered as evidence that the assumption 
on their conditional independence is unsustainable, and we expected that it would imply the inferiority of the 
methods based on this assumption. 

Remark5.1. The significance of the partial correlation coefficients p's of YIXandZIX  may come from the 
very large number of records in each datafile. But, from the social-economic point of view, the relation between 
variables Y and Z when controlled for X really exists and has an explainable meaning. 

5.1.4. Matching Classes 

Matching classes were formed within each of the chosen dfi1es according to the X categorical variables: 

- Type of Household (a variable specially constructed for this study by combining the Census 2B variables on 
household composition, household size and sex of the household maintineer, categorized into four categories 
non-family households, families without kid, families with kid and a male household maintaineer, and family 
with kid and a female household mountaineer). 
- Age of the Household Mintaineer (categorized into three categories by maintaineer's age: age<25, 
25:~ agecz35 and 35<age), 
and 
- Total Household Income (categorized by its absolute value into five quintal categories). 

There were 60 possIble classes per datafile. Some of them were empty or contained less than six records. In 
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such cases, classes were redefined and mergecL The final number of matching (imputation) classes in each datafile 
is given in Table 5.5. 

So far we have described the initial population that has been used for this simulation study. It is important to 
emphasize that we treated these datafiles of records as distinctive populations. The next Section presents the 
sampling methodwe used forthe creation of files A and B. 

Table 5.5. Number of Matching Classes, the Range of 
Number of Records per Class, and the Size of Files 

E)staflle Numbci of 
classes 

Range of FIle Size 

A 
Counis  

B 

MQR. 57 11-3693 2856 571 22848 	(7338) 

MQM 45 10-2100 1640 328 13119 	(3889) 

OTR 54 12-1805 1192 238 9530 	(5128) 

9130 31 10- 867 598 1 	120 1 	4786 	(1361) 
Size of the outdated suxiliazy files am in beackets. 

5.1.5. Creation of Matching and Auxiliary Datafiles 

Files A and B were obtained as independently drawn random samples from each of the four datafiles. For 
file C (auxiliary dalafle), we used the complete population in these daf2files. Categorical auxiliary information 
was derived from the complete population in the respective datafiles. 

First, a larger sample A (the host file) was drawn as a simple random sample. Its size was about one eighth 
the size of the initial population. Then, a sample B was selected from the remainder. In this way, we prevent a 
recordfromA being matched to itself. Thesizeof B is about one fifth of the size of the file A. Thissampling 
procedure was repealed independently for each simulation. The resulting sizes of samples (files) A and B, and 
sizes of the auxiliary files C are given in Table 5.5. Consequently, the weights of records in files A and B were 
obtained by multiplying the original PUMF weights by 8 and 40, respectively. That is the record weight is 266.67 
for record in file A, andis 1333.33 forrecordsinflle B. 

5.1.6. Algorithm for Creation of Files A and B 

Files A and B were created according to the following algorithm found to be the most time-efficient among 
three algorithms considered. 

Draw a simple random sample without replacement from the population. The size of the sample is n A . 

Check on class-saturation. A sample is class-saturated if the sample part coming from the kth  class, n, is 

equal to the entire class (n =Nk).  Aclass-saturatedsampleisrejectedandSteplistoberepeated. 
otherwise go to Step 3. 

Suppose that the file A contains records from L different classes. For each class k, (1 ~ k--.L) that is 
represented in the file A, select an integer random number n , such that 1 ~ n1  ~ Nk - n. Compute the values 

= [n nk  /Y n i  1, where n 8 is the planned size of the B flleand [xl denotesthenaestintegergreater 
than x. 

Let L 1 bethenumberof nsuchthatn ~:2,andletD=)n-n 8 . 

if L 1  :5 D then reduce n by one in each of L 1  classes. Repeat step 4 until D = E n - n 8  =0 is achieved. 
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If L 1  > D then randomly select D classes with n 2: 2 and reduce their n by one. 

5) Then, from the remaining records in each class k select a simple random sample of size nf = ni'. 

Aflie Bwillbetheunionoftheseclasssainples,itssizewillbe n B flkR  

5.2. Matching Methods in the Study 

In this study we considered various matching procedures which are variants of the methods described in 
Sections 3 and 4 based on different combinations of available files, order restrictions, weight adjustment, distance 
functions and categorical constraints. 

Two general matching frameworks were considered: matching without the use of auxiliary file and matching 
using auxiliaiy file. In the latter case, we studied two different tes of auxiliary file contents: with complete (full) 
information on all three groups of variables (X,Y,Z), and with incomplete (partial) information, i.e., only (Y,Z). 
Also, with the respect to the reference period of auxiliary file we considered a current and an outñatui auxiliary 
file. 

Note that in this sirnu11ion study we use the same groups of variables and the normalized Eucidean distance 
in all matchin& size reduction and rematching processes. Depending on if there was any preadjustment of record 
weight in the original matched files, we had two different schemes: one without any weight adjustment before the 
rematching or ratio adjustment, and the other with a preadjustment by pooling at the level of the X categories. 

In order to use an outdated auxiliary file an adjustment of its variables X, Y1 , Y2, Z was done. We used the 
ratios of the relevant means for the two years 

	

R=91/286' Ry 
=1 91 p(2) }/{  p) + ?}, R = 291 1286 	 (5.1) 

Thenthe adjustedvalueof, for example, the X variable was obtained as X 0 = R X, i=l,..., n C. 

We applied categorically constrained rematching and ratio adjustment (of record weights) to the already 
matched files. We did not make any additional categorimtion of the X variables besides the one done for the 
purpose of formation of matching classes. 

The two Y variables were categorized into two categories each, making a total of four combined categories. 
The four categories of the Y variables were defined as 

= {u: '1,  =0,Y=0}, Y,' = {u: Y11 =0,Y>0}, 

= { u,: IYIJ >0, Y=0},and Y = { u - : I Y1 1 1> 0 , Y>0), 	 (5.2) 

where u, was the i record of the matched dataflle. 

The Z variables was categorized into 2,3 and 4 categories: 

two categories, 	ZI  = { u: Z !~ med(Z) } and Z = { U-: Z,> med(Z) }; 	 (5.3) 

three categories, 	Z' = { u 1 : Z, :5 Q1Z 
}, z = { u: Q1z<  Z1 -5 

and Z, = { u: Z> QZ }; 	 (5.4) 

four categories, 	Z 1  = u,:Z1  ~ Q 1 (Z) }, 22  = {u: Q 1 (Z)<Z1  med(Z) }, 

	

= { U,: med(Z)< Z. Q3(Z) } and Z, = { U,: Z,> Q3(Z) }; 	 (5.5) 
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where med(Z) was amedian, Q, Q2  werethelowerathipperterciles,and Q 1 (Z), Q3(Z) were the lower and 
upper quartiles of the Z variables obtained from the entire datafile. 

If a matched file was obtained without use of an auxiliary file, then rernatching or ratio adjustment is done 
either without; or with outdated or current auxiliary categorical tables. If a matched file was obtained with the aid 
of an outdated auxiliaiy file, then rematching or ratio adjustment is done with outdated or current auxiliary 
categorical tables. And if a matched file was obtained with the aid of a current auxiliary file, then rematching or 
ratio adjustment are done only with a current auxiliary categorical table. This combinations are given in Table 5.6 
(star and shaded cells). We were aware of other possible combinations, but have not simulated them. 

Table 5.6. Combination of Auxiliary He and Auxiliary 
Categorical Table Considered in the Study 

Ainbazy 
pu 

 Aaeiliaiy Categorical Table 

Without Ouulaicd Current 

Without 

Outdated - 

Current - 
- 0* 

We found that 42 combinations could be considered as well defined matching procedures. They are listed 
in Table 5.7 using the same notation as in the evaluation plots. For all (Z ,Y ) -categorical related methods, the 
simulations are repeated for Z variable categorized into two, three and four categories. 

Table 5.7. List of Matching Procedures Considered In the Study 

Distance or weight-split methods without use of an auxiliary file: 
M 	 Minimum X- distance or X-rank weight-split matching. 
S 9  or S 9(M) 	Adjustment of the record weights in the matched file Maccording to a pooling table of matching file A, 

then Shift-and-Share rematching with use of a without-auxiliary look-up table. 
S or S (M) 	Shift-and-Share rematching with use of a without-auxiliary look-up table. 
R or R (M) 	Ratio adjustment according to a without-auxiliary look-up table. 
s o  or S(M) 	Adjustmentoftherccordweightsinthematchedfilc M accordingtoapoolingtableofmatchingfile A, 

then Shift-and-Share rematching with use of an outdated-auxiliary look-up table. 
S° or S° (M) 	Shift-and-Share rcmatching with use of an outdated-auxiliary look-up table. 
R° or R°(M) 	Ratio adjustment according to an outdated-auxiliary look-up table. 
S c  or S(M) 	Adjustment ofthe record weights in the matched file M according to a pooling table of matching file A, 

then Shift-and-Share rematching with use of a current-auxiliary look-up table. 
S C  or SC (M) 	Shift-and-Share rematching with use of a current-auxiliary look-up table. 
W or RC  (M) 	Ratio adjustment according to a current-auxiliary look-up table. 

Distance or wcinht-solit methods with use of an outdated full auxiliary file: 
Minimum (X, Y)- distance to get an intermediate Z then minimum (Z,X)- distance matching. or (X,Y)-
rank to get an intermediate Z then (Z.X)-rank matching. 

S o  or S(M0) 	Adjustxnentoftherecordweightsinthematchedflle M° accordingto a pooling table of matching file A, 
then Shift-and-Share rematching with use of an outdated-auxiliary look-up table. 

S° or S°(M°) 	Shift-and-Share remaxching with use of an outdated-auxiliary look-up table. 
R°or R°(M°) 	Ratio adjustment according to an outdated-auxiliary look-up table. 
S or S(MO) 	Adjustment of the record weights in themalchedfile M' accordingto a pooling table ofmalchingflle A, 

then Shift-and-Share rematching with use of a current-auxiliary look-up table. 
SC or S C  (M°) 	Shift-and-Share rematching with use of a current-auxiliary look-up table. 

or RC  (M°) 	Ratio adjustment according to a current-auxiliary look-up table. 

23 



Distance or weight-solit methods with use of a current full awdliai file: 
MC 	 Mtnimuyn (X,Y) -distance to get an intermediate Z then minmi'rni (Z,X) -distance rn'frthing. or (X,Y)-rank 

to get an intermediate Z then (Z,X)-rank matching. 
S c or S(MC) 	Adjustmentoftherecordweights inthe matched file MC  accordingtoapoolingtableofmatchingflleA, 

then Shift-and-Share rematching with use of a current-auxiliaiy look-up table. 
sC or s (MC) 	Shift-and-Share rematching with use of a cuzrcnt-auxiliazy look-up table. 
R C  or RC (M) 	Ratio adjusenI according to a current auxiliaiy look-up table. 

The normalized multivariate Eudidean distance on absolute values I XI and I Yj  I of the variables X 
(HHTOTINC) and Y1  (HNNETINV), negative value - Y. of the variable Y2  (HHG0vINc), and value of variables Z 1  
(GROSRTh) and 7.2  (0MPH) are used in the matching and rematching processes. Note that the non-zero and zero 
parts of these variables, in general, have different socio-economic attributes. 

The weighted mean vector and the weighted variance-covaiiance matrix, used in these distance measures, are 
calculated only from the non-zero parts of the IXI, IY 1 I '  - l'2,  Z1  and Z2  of the four datafiles from the 1991 
Census PUMF for the province of Quebec. That is the best estimation of the mean and variance-covariance matrix 
for the current four populations of 1991 Census, respectively. They are listed in Tables 5.8 and 5.9. 

Table 5.8. The Weighted Mean Vector Used in the Study 

Difi1es RUVrINq I POMMM  I -HHGOVINC I  GROSRM I  0MPH 

MQR 28918 	1365 -5139 	507 	— 
OTR 25462 	860 -5635 	445 	— 
RUO 35250 	2759 -8392 	- 	193 

MQM 59033 	1593 .3558 	— 	1031 

Table 5.9. The Weighted Variance-Covariance Matrix Used in the Study 

Dataflics MQR O1 

Variable nrrarmc WWrINV I .rnroovmc GROMTH 1iff0q I 	'i I -rmoovnc 
nrcrriwq 492063107 

64944904 

-36059311 

1770409 

30612462 

.9207143 

771478 

27964808 

.870073 106123 

394389231 

33102915 

-23257252 

921953 

12652124 

.5573969 

362218 

27923835 

-680681 	157809 

JlFFThP9 

.HHGC)VIWC 

GROSRTH 

Datafiies RUO MQM 

Variable mrromiq f 0MPH KnOMIq MMMW I MVOVMC 0MPH 

uirroitq 72008502* 

129768591 

.23404162 

629121 

70318259 

-13556388 

371768 

45628522 

-198726 7308 

981292707 

93164378 

-35014025 

4182687 

29401393 

-4801181 

1221469 

24615997 

-930960 	227999 

IHHNETINV1 

-HHGOVNC 

0MPH 

Note that the matched, reinatched and ratio adjusted files keep the original records identification (id) and values 
of all the variables as they are in the original matching ifies A and B. They also keep the auxiliary record id and 
values of the auxiliary variables as they are in the auxiliary file C, when available. 

In this study, all progrrnnimg was done in GAUSS version 3.0 and was run under systems Window NT 3.51 
on a number of Pentium Pro200 computers. For example, each simulation for the datafiles MQM or RUO takes 
6.71 or 0.43 hours, respectively. 
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6. EVALUATION OF STATISTICAL MATCHING METHODS 

To assess the performance of the matching methods four types of evaluation measures were used. They were 
computed in order to compare 

the categorical distributions of the true and the matched (X,Y,Z) values; 
the matched and the true (X,Y,Z) values in the matched file M; 
selected quantiles of the true (X , Y, Z) distribution and corresponding estimates based on the matched file, 
and the cumulative distribution functions (CDFs) of the true and the matched (X Y, Z); 
the thie conditional correlations of Y and Z variables given X, and the conditional correlations estimated 
from the matched file. 

For each evaluation measure, the mean, median, first and third quartile, rninnnum and maximum values, as well 
as the Monte-Carlo standard error and coefficient of variation were computed over a number of simulations and 
for each data set considered. For the comparison of different methods we formed the complete "descriptive vector" 
consisting of mimmum, maximum, first and third quartile, and the median value over all simulations, and 
graphically presented by the box-plots. We introduced the "rank-plots", a xy-plot type, to present individual 
simulation results sorted by the values obtained by the 'base' model. 

In the following we present in detail the evaluation measures we used, their properties, and a rationale for their 
utilization in this simulation study. 

i) Two measures based on categorical comparisons were considered. Suppose that there are K categories 
(I', Y , Z ) not necessarily the same as those used as matching (imputation) classes or for categorically constrained 
matching. In this simulation study we used the same classes as formed for categorically constrained matching 
collapsed to a smaller number of categories to reduce the measurement noise. 

The first measure from this group is based on the Weighted Pearson Chi-Square Statistic. Let W and W 
be the corresponding (distributions) sum of weights of records u classified into category k with respect to the 
true and the matched values, respectively. The total number of records of the matched file is n, and the total 
weight of the matched file is W. That is compared between the true and the matched categorical distributions. 
The formula for the (weighted) chi-square statistic is 

= 	[Wi_W,] 2 /W . 	 (6.1) 

The second measure is the K coefficient of agreement between two independent classifications of matched 
records u according to the true and matched values. Let n'6' be the number of records classified in the same 
category k with respect to both true and matched values. The corresponding total weight of these records is 

NMI Analogously, let n and n be the numbers of records classified in category k using only matched 
and only flue values, respectively. The coefficient of agreement (kappa), introduced by Cohen (1960), takes the 
form 

M,P hi 9 	2 	hi P kappa = 	 '1k k }/{n - Y ak 1 k } 	 (6.2) 
k 	 k 	 k 

when based on counts of records only. Taking into account the sum of weights of records this measure becomes: 

K = 	 (6.3) 

The coefficient of agreement is equal to 0 when the agreement is accomplished by chance and 1 when there 
is a perfect agreement 
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ii) This group of measures is aimed at assessing the impact of matching on the values of variables (X,Y, Z) taken 
byrecord u. 

To compare the values of variables (matched and true) we use the mean absolute difference between the 
matched and true individual values, u r and u , respectively. The measure assumes the weights from the 
matched file, w's, as the common weights for both u values: 

d = 	d1 w1 / 	WI , 	 (6.4) 
iM 	IEM 

M P where d, is the distance between u.  and u., 
1 1u 

d. = iiu-u'ii = 1 V[(u 	 or 
(6.5) 

I I[(u, -u)V"2 ]I, 

where V.  is a positive semi-definite matrix based on (X,Y, Z) variables. In particular, the Eudlidean distance 

	

between matched and true records is given by 	 ___ 

d1e = 	 (6.6) 

where S. is the variance-covariance matrix for the (X , Y, Z) variables. The average taken over all simulations is 
denoted by b. In this simnl2iion study we used the Eudidean distance. 

Another measure from this group counts the number of records with difference d. (6.5) within a 
prespecifled range S. The relevance of a record is weighted by the corresponding record weight. The measure 
is used in its relative (ratio) form, and is labelled as the 6-difference index 

GD(&) = {>1{d1:~ 6} w.}/{w1 }, 	 (6.7) 

	

1EM 	 i€M 

where I {. } is an indicator variable. Essentially, the 6-difference index is the estimated CDF of the variable d. 
atagiven 6 value. Weused 6valuesequaltoO,0.5 and!. 

iii) The third group containc measures that compare the quantiles of the distribution of matched u values with 
the population quantiles. Measures that compare the CDFs are also in this group. 

(1) The first measure quantifies the difference between the cumulative distribution functions estimated from 
the matched file and from the population. 

For each matched record uM  we compute F(uM),  the multivariate CDF based on the population ?, and 
ft(u, the estimate of the CDF based on the matched file M. We count the records in the matched file which 
satisfy 

M 	 (6.8) 
and compute the c-difference index 

	

GH(c) = 	I { h. se } w, 'E w1 . 	 (6.9) 

	

ieM 	 iEM 

s measure is analogous tothe 6-differenceindexwiththetopologydeflnedinthespaceof F(u) values. We 
considered 0.005 and 0.01asvaluesofc. 

(2)To introduce the next measure, we first define a finite population quartile for a variable t, t€{X,YZ}as 
Qq (t) = sup z1 P F1(:):~ q,},where q {O.25,O.50,075}. Next,wedeflnethemultivariatequartilelatticeas 



avectorofquartiles Q = Qqy(y) {0.25,0.50,0.75}. Based on the matched 

ifie M, we estimate Q, ( = [(X) qy(Y);• 9(Z)],  where Qq,(t) = sup { tt'EM I /(1M) q } and 
E (0.25,0.50,0.75 ). A measure we are proposing has the following form 

AD() = 	IIá - QH/L, 	 (6.10) 

where L, is the total count of possible quartile lattices. For example, if there are four variables {X, Y 1  ,Y2,Z}, the L 
isequalto 3=81. 

iv) An evaluation measure aimed at measuring the change in the conditional relationship of Y and Z given X 
is the absolute difference of correlation coefficients computed for the entire population and estimated from the 
matched file: 

ADCorr = ICorr(Y,ZIX) - Corr(Y,ZIX)I. 	 (6.11) 

The average over all simulations is denoted by ADCorr. A zero value of ADCorr means that the thie relation 
between Y and Z variables is preserved in the matched file. In order to compute ADCorr we begin with the 
equation: Corr( Y,Z X) = Coy ( Y,Z  I X)/f Var( YIX)  Var(Z  I X). Then, the covariance term is computed as a 
covariance between the residuals of a linear regression of Y on X and the residuals of a linear regression of Z 
on X: Cov(Y,ZIX) = Cov(Y,Z) - Cov(X,Y)Cov(X,Z)IV(X). The variance is obtained similarly. The weighted 
covariance and the weighted variance in the expressions are computed from the matched file and the population 

7. RESULTS AND SUMMARY 

In this article we investigated the nearest neighbour matching using the distance or weight-split matching. A 
possible additional categorical improvement by the shift-and-share rematching or ratio adjustment of record weights 
only was studied in detail. We considered all three possible scenarios regarding auxiliary micro file: without, with 
a cuirent or with an outdated file. Our siTnh1Ition study was done for all four data sets (see Section 5.1.3). Since 
we did not find a big difference in the methods performances among these datafiles, we presented results only for 
two datfi1es MQM and RUO. 

First, we found that the additional backward imputation within the distance matching yields a considerable 
improvement in overall quality. This is due to the more complete exploitation of information on X and on the 
conditional distributions of Y and Z given I, and thus on the joint distributions (X,Y), (X,Z) and (X, Y,Z). 
Table 7.1 contains basic statistics on the number of records obtained by the backward imputation of distance 
matching. These numbers show how much information from file B would be lost otherwise. For example, the 
mean in the first row of "none auxiliary" case shows that an average of 9.8 1% of records over 500 simulations on 
datafile RUO contain X values from the matching fileB that are recovered by backward imputation in distance 
matching. For the weight-split matching a backward imputation is not possible. This implies that information on 
X, available in both matching files A and B is not fully utilized in the case of the weight-split matching. 

Table 7.1. Number of Records (in Percent) Obtained by Backward Imputation of Distance Matching* 

Matching Stsiislics 1pe of Auelhiaiy File Used in Matching Pmces.s 
File None Outdated Cwicnt 
File B mcan,std 11.05 	2.2536 (9.81 2.9153) 12.85 	2.1471 (10.48 	3.1141) 11.20 	2.2295 (11.21 3.0568) 

median 10.67 (10.00) 12.80 (10.00) 10.98 (10.00) 
1,3d quazt11c  9.45 12.20 (7.50 	11.67) 11,59 14.33 (8.33 	12.50) 9.45 14.94 (7.50 	11.67) 
mm, m 5.45 19.51 (1.67 	19.17) 7.62 19.21 (1.67 	19.17) 6.40 19.51 (150 	19.17) 

File A rncan,std 2.21 0.4507 (1.97 	0.5850) 2.57 0.4294 (2.10 	0.6249) 2.24 0,4459 (2.25 	0.6134) 
median 2.13 (2.01) 2.56 (2.01) 2.20 (2.01) 
1' ,3 	qu'ti1e 1.89 2.44 (1.51 	2.34) 2.32 2.87 (1.67 	2.51) 1,89 2.99 (1.51 	2.34) 
min.tnax 1.10 3.90 (0.33 	3.85) 1.52 3.84 (0.33 	3.85) 1.28 3.90 (0.50 	3.85) 

'Computed over 250 simulations for datsfile MQM and 500 simulations for datafile IWO, respectively, the vasues for RUO are in brackets, 
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The further studied categorical matching and constrained adjustment methods were compared using the 
evaluation measures introduced in Section 6. The main levels for comparison were: 

1) Two study dt2files MQM and RUO (different combinations of significance for correlations between Y 
and Z variables, different sizes and different variability of Z variable); 
methods with and without use of an auxiliary file or table; 
auxiliary file or table, current or outdated; 
methods with and without categorical constrained rematching or ratio adjustment of record weights; 
with or without record weights adjusted according to pooling table; 

Some of findings are as follows: 

In terms of preserving the original size of the host file we found that all methods perform similarly. The use 
ofanauxiliaiyffleincreasesthefllesizebyaboutonepercentiftheauxiliaryflleiscurrent,andbyaboutflve 
percent if the auxiliary file is outdated. 

The applied methods for constrained rematching change the size of a matched file, while the ratio adjustment 
of record weights only preserves the original size of the matched file. The largest increase in size occurs when the 
share part of the shift-and-share rematching algorithm is applied to a file with record weights already adjusted by 
pooling The presence and the quality of auxiliaiy categorical information do not have a significant impact on the 
change in size. However, the number of Z' categories used in rematching is directly related to the percentage 
of increase: 60/6,1 1%, and 120/6 in average for two, three and four Z .  categories, respectively. These percentage 
points represent the combined increase of the matched file when compared to the size of the larger matching file 
A. 

Two evaluation measures based on categorical comparisons were considered. In the matching process the 
numberof categories of X was4S fortheMQM and 31 forthe RUO dt21i1es, but for evaluation purposes we re-
categorized X into ten classes according to the deciles of the absolute value of the variable X (HHTOTINC). The 
nuniberofcategoriesfor Y was 4, and for the Z variable we tried 2, 3 and 4 categories. 

Table 7.2 contains results for the methods before any categorical adjustment The weight-split method benefits 
more from the use of auxiliazy datafile than the distance method. 

Table 71. Mean Weighted X2 index* Before Categorical Adjustment 

Evatuabon Evaluated on 10x4x2 Catcgoiicz 	I 	Evaluated on 10x4x3 Categies 
Matching '1pc of Auxlliaiy He Used 

None Outdated Cwrent None Outdated Cwrag 
Distance 216.5 (174.6) 224.4 (175.2) 215.1 (172.8) 398.3 (315.5) 416.1 (316,4) 399.2 (312.5) 
Wcight-Sjilit 179.9 (152.0) 158.9 (146.0) 134.3 (123.5) 328.0 (270.6) 278.3 (256.0) 238.5 (212.8) 

Computed am 250 .iw...1.fl.i  Sw datefile MQM and 500 sminulations foe datafile RUO. rvspccthcty, the valucs for RUO &c In bkets. 

From Tables 7.3 and 7,4 with average values of the i-index computed from MQM and RUO datafiles, we 
see that under the distance method, the shift-and-share rematching algorithm outperforms the ratio adjustment of 
record weights only. In the case of the weight-split method, the gain from the shift-and-share rematching algorithm 
is much smaller. This can be explained by the generally better performance of the weight-split matching, so that 
a smaller 'room' for improvement was left. 

A traditional way of presenting simulation results by the box-plots (Figures Al to A14) hides, somehow, the 
real behaviour of the compared matching methods. Because of that for 2 -mdex we use the rank-plots (Figures 
Bl.l to B4.12) of simulation results. Simultdions are sortedbythe value of X 2 -index for the matched file obtained 
by the matching method without any categorically constrained adjustment Then for the same matched file (or the 
same pair of matching files) we plot the 2 -index value obtained when matching is done by another method or 
by categorically constrained rematching or ratio adjustment of record weights. Note that for each box-plot of the 
evaluation measure X2 -index, we have 6 rank-plots following it The symbols used in the box-plots are from the 
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notations in the column one and in rank-plots are from the notations in the column two of Table 5.7. We omit all 
tables, box-plots and rank-plots of 10x4x4 evaluation results of ç-mdex since they are very similar to 10x4x2 
results. We do not present evaluation results for the 10x4x4 natitding siniiilations since they are very similar to 
10x4x2 matchings results with an additional noise. 

Table 7.3. Mean Weighted X 2 lndex* for Categorically Constrained 
Rtmatching and Ratio Adjustment (Evaluated on 10x4x2 Categories) 

Ntmber 1pe of Auxiliazy File 
of Rnhing None Outdd I Corrent 
Z 

Categones 
1' 

Ratio AdJUSIDiSnI 
Ttpc of Auxiliary Table 

Now 	I Outdated 	I Cw 	I Outdated  I Cwcut  I Crereni  
Distance  

Shifi-and-Share 180.5 175.2 171.7 177.8 175.4 170.6 
(149.5) (147.7) (144.4) (147.9) (144.4) (143.3) 

ShiIt-and-Share 186.0 180.3 177.8 184.6 182.0 175.3 
Two  (152.1) (150.3) (146,7) (150.4) (147.2) (145.8) 

'Ratio-Adjusmnl 203.8 201.1 198.4 208.8 205.9 196.8 
(1642) (166.7) (162.9) (168.0) (164.1) (161.5) 

'Shth-and-Share 190.9 189.7 186.8 1943 190.0 183.9 
(158.5) (156.3) (154.3) (156.7) (155.0) (153.8) 

2 Shift-and-Share 191.8 189.4 186.5 194.5 191.0 183.7 
Three  (1573) (155.5) (153.7) (156.0) (154.4) (153.3) 

'Ratio-Mjusumnt 204.8 206.2 203.2 214.6 211.1 201.1 
(167.1) (171.4) (168.8) (172.8) (170.5) (168.3) 

'Shift -and -Share 188.3 182.6 179.3 185.6 183.9 178.0 
(157.6) (156.0) (151.8) (154.0) (152.1) (151.1) 

1 Shift-and-Shaxe 187.6 182.8 180.6 187.4 183.7 177.7 
Four  (155.4) (154.2) (150.0) (154.6) (150.0) (148.9) 

3 Racio-AdjusmnI 208.4 209.6 206.1 219.0 215.3 205.2 
(1675) (175.3) (169.4) (176.3) (170.6) (168.2) 

Weighe-Spbt Method  
'Shth-and-Shaxe 177.3 167.9 164.7 154.7 151.8 131.0 

(152.1) (147.2) (143.8) (144.6) (141.4) (123.3) 
2 Shift-and-Share 173.0 168.1 165.5 153.6 150.3 128.2 

Two  (147.5) (148.0) (144.4) (144.6) (140.8) (121.7) 
'Ratio-Adjusmnt 1713 167.7 165.2 152.4 149.3 126.0 

(146.1) (149.5) (145.7) (146.2) (141.9) (120.5) 
Shift-and-Share 183.5 178.1 174.0 162.5 159.1 138.2 

(158.2) (1532) (151.7) (150.1) (148.6) (129.6) 
2 Shift-and-Share 174.7 174.2 171.1 158.7 155.2 133.5 

Three  (149.1) (150.5) (148.6) (147.0) (145.2) (125.4) 
3 RaÜo-Adjustnnl 171.2 171.6 168.6 155.8 132.8 129.5 

(146.0) (151.3) (148.8) (147.6) (145.6) (123.4) 
Shift-and-Share 187.2 176.8 173.7 163.9 159.4 138.8 

(162.1) (156.6) (152.1) (154.1) (150.2) (131.5) 
2 Shift-and-Share 175.8 173.0 170.0 1582 155.0 133.1 

Four  (150.4) (153.1) (1485) (150.0) (145.5) (125,8) 
3 1kaüo-Adjustimnt 171.0 170.8 167.7 154.9 151.5 128.2 

(145.9) (155.2) (149.3) (151.4) (145.7) (123.1) 
Computed over 250 tixnulahons ftr datafile MQM and 500 szraulabons for datafile RUO, respectively, the values for RUO are in brackets. 

I Before the Shift-arid-Share rematcbing, record weights were Mjuited according at a corresponding pooling table (see Scctina 4.1.1) 
2 Before the Shift-and-Share rmatrthing. on adji 	on record weights. 
3 Only Ratio *ljustmem of record weights. 

From Figures Al to A4 and B 1.1 to B4. 12, we see that categorically constrained adjustment via the shift-and-
share reniatching algorithm in most of the simulations improved the matched file in the sense of reduction of the 
x2 -index. The use of a current auxiliary table contributed the most to the improvement The categorically 
constrained adjustment via shift-and-share rematching algorithm either with record weights adjusted according to 
a corresponding pooling table or with no adjustment on record weights resulted in more stable i-indices than when 
ratio adjustment of record weights was performed only. The performance of shift-and-share rematching with 
record weights adjusted is slightly better than shift-and-share rematching without record weights adjusted under 
the distance matching, but they are similar under the weight-split matching. The gain from the adjustment in the 
case of weight-split matching is slightly smaller than in the case of distance matching. 
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The increase in number of V categories used for rematching slightly improves the quality of the matched file. 
There is a negative effect of the reduced size of respective categories which may even cancel out the gain from the 
larger number of categories. Since the more Z categories the less records in respective XYZ cells, an 
additional noise is generated by the small sample portions, which is reflected in the increased x2  value. This is 
especially evident in the case of the RUO datafile. We obtained the same results for four V categories as for two 
and three, for the weight-split method and both, reinatching via shift-and-share and ratio adjustment records' 
weights. A small increase in variability was observed for the ratio adjustment In the case of distance matching, 
when V is categorized into four categories, both shift-and-share and ratio adjustment resulted in the less stable 
results, especially ratio adjustment only which can be explained by the reduced number of records in the 
corresponding matching classes. Therefore, our sirniiWion results show that dealing with only two Z categories 
in rematching will be as efficient as using three or four categories. We also found that the evaluation favours the 
same number of V categories for evaluation as one used for rematching. The similar findingc  for the OTR datMile 
were reported in Liu and Kovaevii (1996b), and the partial results for the MQM datafile were presented in Liu 
and Kovaevü5 (1997). 

Table 7.4. Mean Weighted X 2 index* for Categorically Constrained 
Rematdiing and Ratio Adjustment (Evaluated on 10x4x3 Categories) 

Ntmtbcr 1'pe of Auxiliary File 
of R."."i'g None I 	Outdated I Cnzcnx 

categoees 
___ 

A41attECUt T)ipe of Atodliaty Table 
NOW 	 I Cweut  I Outdad 	I Curzt I Current 

Dnre Method  
'Shift-and-Share 351.9 348.4 345.9 361.4 358.6 347.7 

(2*4.9) (283.4) (280.7) (283.6) (281.8) (279.0) 
2 Sbi -and-Share 355.6 352.3 349.6 366.9 364.1 350.9 

TWO  (286.0) (284.6) (2*2.0) (285.4) (283.5) (2*0.9) 
3 Ratio-Mjustnnt 372.1 371.9 369.5 392.1 389.4 372.0 

(297.3) (301.5) (298.9) (303.4) (301.0) (296.8) 
'Shift-and-Share 327.6 314.3 309.3 326.7 320.3 311.5 

(267.1) (263.0) (254.6) (263.9) (256.0) (2541) 
2 Shift-and-Share 333.1 319.8 315.0 332.2 327.7 316.5 

Three  (267.5) (263.6) (256.5) (265.0) (2573) (255.4) 
3 Rio-Adjusurent 363.9 358.4 353.5 375.7 370.3 353,4 

(290.6) (299.1) (2*9.7) (301.2) (292.4) (2886) 
'Shift-and -Share 345.1 335.6 332.0 345.8 344.7 334.0 

(2*2.5) (279.4) (273.7) (278.8) (274.1) (272.0) 
2 Shift-and-Share 

Four 
343.4 

 (278.6) 
335.2 

(276.0) 
333.1 

(270.6) 
347.1 

(275.5) 
343.9 

(270.9) 
332.3 

(268.5) 
'Rario-Ajljustnnt 375.3 376.4 372.1 393.6 389.1 371.5 

(296.3) (308.9) (301.0) (308.9) (301.9) (298.4) 
Weight-Split Method  

'Shth-and-Share 321.2 313.5 311.7 273.2 269.6 236.4 
(268.9) (264.2) (262.3) (252.0) (250.4) (214.2) 

2 Shift-and-Share 312.3 310.8 3085 269.8 266.5 232.0 
Two  (259.8) (262.5) (260.4) (250.9) (248.6) (210.7) 

3 Ratio-Adjustment 308.9 308.0 305.5 267.3 264.0 227.8 
(257.0) (262.7) (260.5) (252.9) (250.0) (2085) 

'Shift-and-Share 329.0 307.0 301.1 272.1 266.2 234.3 
(275.6) (264.3) (256.8) (256.0) (248.3) (214.9) 

2 Shift-and-Share 
Three 

314.4 
 (260.9) 

303.9 
(262.0) 

299.4 
(254.1) 

265.8 
(251.8) 

260.6 
(244.3) 

226.5 
(208.8) 

3 Rio-A4nt 308.3 302.5 297.7 261.7 256.6 220.4 
(256.3) (266.2) (256.9) (254.9) (246.7) (206.3) 

'Shift-and-Share 337.3 319.5 316.5 283.0 277.7 245.2 
(284.3) (274.8) (269.8) (263.3) (258.5) (224.6) 

2 Shift-and-Shaxe 316.9 312.3 309.5 272.8 269.3 235.3 
Four  (264.0) (268.3) (263.3) (256.5) (251.0) (215.6) 

3 Ratio-Adjustjrrn* 308.2 308.3 304.8 266.1 262.3 226.4 
(256.5) (271.7) (264.0) 	1 (260.1) (252.5) (211.5) 

1,1,2 and3,uuieasinTable7.3. 

The evaluation by the weighted K-coefficient is presented only in the form of box-plots for two and three V 
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categories in Figures AS to A8. From Figures AS and A7, for the datafile MQM, we see that the little gain from 
the distance matching comes from the use of a current auxiliaiy file. However, categorically constrained 
adjustments via the shift-and-share algorithm or via the ratio adjustment record weights did not improve matching 
in the sense of the K-coefficient. For the weight-split matching there was no gain from the categorically 
constrained adjustments either from the use of any auxiliary information. From Figures A6 and A8, for the datafile 
RUO, we see that there is no difference between the considered methods. 

The quality of matching is also evaluated by the 64ifference ratio. For 6=0, the special case of the full 
agreement between imputed and true values, no difference was observed between the methods. The higiw average 
agreement found for the datafile RUO indicated the lower variation of the variable Z (see Figures A9 and A 10). 
For 6>0 with the datafile MQM, methods based on the mmimim, distance matching and rematching using the 
current auxiliaiy table were slightly better than others. Surprisingly, methods based on the weight-split matching 
and the rematching by outdated auxiliary table were better than other combinations with the weight-split method 
(see Figure Al 1). For the datafle RUO, there was no difference between methods (see Figure A 12). We omit box-
plots for 6=1 srncetheyshowverysimilarresuhsas 6=0.5. Forthis simulation study,theweightedmean 
absolute difference 1) is not available. 

To assess the preservation of the distribution from the true population P,we used average absolute difference 
of quartile lattice itD(). These measures compared the quartiles from the matched file M with the quartiles from 
the population P. Results obtained for both dataliles are veiy similar. Rematching did not yield any gain. 

Another measure used to assess the preservation of the distribution from the true population was the e-
difference index, for c = .005 and .01. Although this measure appeared to be the least stable, no clear patterns are 
found (see Figures A13 to A 14). We omit box-plots for c = .01 since they show very similar results to c = .005. 

The preservation of the original relationship between Y and Z was measured by the absolute difference of the 
correlation coefficients. We computed the correlations between V and Z when controlled for X in order to 
quantifythechangeoftheoriginalrelationshipof Yand Z given X in the matched file. The smaller value of 
this correlation, the better preservation of the original relationship. The absolute difference of correlation 
coefficients between V variables and Z did not show enough sensitivity to discriminate different methods. We 
found that all methods over the two study datafiles performed similarly regarding this measure. For the datafile 
RUO bigger variations were generated by small sample sizes. One of the reasons is the magnitude of the partial 
correlations between Y and Z variables (see Table 5.4). Although some of these correlations appeared as 
significant, their values were still too small to be considered as changed by a matching procedure. 

We summarize our findings along the listed levels for comparison: 

We did not find significant difference in the performance of methods between the two datafiles. The principal 
reason is that these datafiles were very similar with the respect to the study variables. 
The use of an auxiliary file (variables) only in the matching process does not necessarily improve the quality 
of the matching. 
There is a benefit in using full information from an auxiliary file and a table, especially when auxiliary 
information is current and used in combination with the shift-and-share remarching. 
Categorical constraints utilized by raking improved the distributional aspects of statistical matching (measured 
by the X2 -index) in most cases. However, categorical constraints, derived from the matching files only, did 
not improve matching significantly. 
Surprisingly, the record weight adjustment according to a pooling table did not effect matching results. 
An additional backward imputation (see Section 3.1.1) increases the quality of distance matching, especially 
when the range of X values in two matching files is different 

Overall, the great similarities in performance of the methods can be attributed to the very fine initial 
classification of records into matching classes. A large number of matching classes implies small differences 
between records within classes. Since the methods were applied independently at the level of matching class there 
was small room available for them to result with different results. 
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Our general finding is that the quality of any matching procedure can be improved by additional categorical 
constraints, especially when they are implemented via the shift-and-share rematching algorithnL However, both 
the rematching and ratio adjustment procedures rely on a look-up table. Hence, the quality of a look-up table is an 
important issue. It is important to emphasize that the shift-and-share rematching algorithm is onented to a mininitmi 
change in the matched file assuming that it was obtained by an acceptable good matching procedure. The changes 
affect just a small number of records through a new imputation and the weight assignment If there are unexpected 
zo cells in the m2tdied file, the ratio adjustment of record weights according to the categorical constraints could 
paforni poorly. When auxiliaiy information is available, the modified distance matching method with backward 
imputation and reexamination by the shift-and-share rematching algorithm is recommended. The weight-split 
method can be used when the matching files are overlapping enough on common variables and when a good 
auxiliazy file is available. 
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APPENDIX 

ILLUSTRATION OF CONSTRUCTING THE LOOK-UP TABLE 
AND 

REMATCIEING BY "SBJFr-AND-SUARE" ALGORiTHM 

We demonstrate our procedures on the small data sets. Variable X is categorized into 4 matching categories, two I 
variables are categorized into 2 categories each, and the Z variable is categorized into 2 categories. 

First we present the counts (number of records) and the sums of weights in categorically transformed matching files 
(samples) A and B, and the matched file M: 

Tables Al-A6: Counts and Sums of Weights of the Categorized Matching Files A and B, and the Matched File M 

Counts {n. 1 .} and  
fl4• 	Y y; r; z 	22  

x 39 5 23 2 69 	x1 19 	3 22 

18 5 4 0 27 1 	0 I 

6 5 11 2 24 	x, 4 	3 7 

43 10 43 5 101 	x; 8 	6 14 

106 25 81 9221 32 

W.A. 	y1• 

x: 10376.4 

4789.1 

1596.4 

x; 11440.6 

28202.4 

Sumsofweights(W 4..} ax 
y; 	y3 	y; 

13303 	6119.4 532.1 183582 

13303 1064.2 0 7183.6 

13303 2926.7 532.1 6385.5 

2660.6 11440.6 1330.3 26872.1 

6651.5 21550.9 2394.51 58799.4 

A 

WE 	Z1 	Z 

X 25390.7 4009.1 29399.7 

x; 	1336.4 	0 	1336.4 

x; 	5345.4 4009.1 9354.5 

	

10690.8 	8018.1 18708.9 

427631 16036.21 58799.4 

Counts 
1M }Z1  Y22  Y2•Z1•  Y1Z.  Y3•z1•  Y3 42  yz, y;z 

	

38 	4 	6 	1 23 	2 	2 	Q 76 

	

x; 18 	0 	5 	0 	4 	0 	0 	0 27 

	

Q 	6 	3 	2 	7 	4 	1 	1 24 

	

x 	23 	21 	6 	4 27 16 	5 	0 102 

	

79 	31 	20 	7 61 22 	8 	11229  

Sumsof weights 	M 
 

yz yi, y;z; y,z rz y;z rz 
x, 9312.1 1064.2 1241.6 88.7 5587.3 5311 532.1 Q 18358.2 

4789.1 0 1330.3 0 1064.2 0 0 0 7183.6 

x; Q 1596.4 798.2 532.1 1862.4 1064.2 266.1 266.1 6385.5 

x4  5986.4 5454.2 1596.4 1064.2 7183.6 4257.0 1330.3 0 26872.1 

20087.6 8114.9 4966.5 1685.1 15697.6 5853.3 2128.5 266.11 	799.4 

11egiicalIyuthmndrnfthdflIc M ciwdaibc*ht3pes ofemptycells. Cdls XY 1 2 , x2•Y;z,- , x,•y;z.,, K, y:z1 
and X YZ are the structural empty cells. Cells (underlined) X 1  YZ, XY1 Z1 , and X4 Y1 4 arc the unexpected empty 
cells. 

Evidently, the marginal sums of weights of X categories in A and B do not agree. After pooling at the level of the 
X categories by categoiy size, we have the following situation: 

Tables A7-A8: Sums of Weights W. ) and { W. } After Pooling 

w 4: 	 Y2•  

	

11468.3 	1470.3 

x 	4486.8 	1246.3 

x; 	1702.1 	1418.4 

	

x; 10631.1 	2472.3 

	

28288.3 	6607.4  

w: z 	z 

	

20290.1 	Xj 17523.3 2766.8 20290.1 

	

6730.2 	x: 	6730.2 	0 6730.2 

	

6808.4 	x; 	3890.5 2917.9 6808.4 

	

24970.7 	 14269.0 10701.7 24970.7 

	

58799.4 	 42412.9 16396.51 58799.4 

The initial categorical distribution { W.1. .) for the raking procedure is obtained from the categorical distribution of the 
matched file after correction for the unexpccteá empty cells. 
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Table A9: The Initial Distribution { W. 
, .. 

} for the Raking Procedure 

w:.. rz: r42• 	;z 	:z y3 z1  r;z 	y;z, y;z 

X, 9204.6 1081.0 1255.7 	120.2 5535.9 556.9 	556.9 32.8 	18344.1 
X 4749.7 0 1343.1 	0 1081.0 0 	0 0 	7173.8 

X 32.8 1605.1 	819.0 	556.9 1867.2 1081.0 	294.9 294.9 	6551.8 

X 5928.9 5404.8 	1605.1 	1081.0 7108.2 4225.6 	1343.1 32.8 26729.7 

19916.1 8091.0 5022.9 	1758.1 15592.3 5863.6 2194.9 360.5 	58799.4 

For the purpose of this illustration we assume that (partial) auxiliary categorical distribution (W. } is available. 

Tables AlO-All: Original and After Raking Airriliary Categorical Distributions (W.21  ) and { W.) 

Original auxiliary table Alter raking to 
w.c 	z, z• w' z, 	z 

21066.5 	9699.9 30766.4 y1  21637.5 	6650.8 28288.3 

3366.6 1733.3 5099.9 4917.3 	1690.1 6607.4 

11533.2 9166.6 20699.8 14054.9 	7457.1 21512.1 

1500.0 733.3 2233.3 y; 1803.2 	588.5 2391.7 

37466.3 21333.11 58799.4 42412.9 	16396.51 58799.4 

Finally, the look-up table is obtained by raking of the Wi'. 	to the X Y margin of A,,, the I Z margin of B,, 

and the YZ categorical distribution (i4'.) is (WJ . Y .Z .). Calibration modifies the look-up table only in six cells 
(underlined) by setting back to zero the unexpected empty cells, and adding their contents to the complementary Z' cells. The 
calibrated look-up table represents the categorical distribution of the matched file M after the ratio adjusirnent of individual 
weights: 

Tables Al2-A13: The Look-up Table ( WXIY  .. } and Its Calibrated Version (W,, .. ) According to ( W,,  ..) 

W.L.. rz; i1 z r;z, );z, 	y;z, 	y,z. 	r;z. 
10370.4 1097.9 1254.2 216.1 5460.3 1303.1 438.4 149.7 20290.1 

	

x: 4486.8 	0 12463 	0 997.1 	0 	0 	0 6730.2 

x; 	154.9 1547.2 1110.0 308.1 2379,9 740.6 245.3 322.1 6808.4 

x; 6625,4 4005.7 1306.5 1165.8 5217.6 5413.5 1119.5 116.7 24970.7 

21637.5 6650.8 4917.3 1690.1 14054.9 7457.1 1803.2 599.5159799.4 

w' •  YZ 	Y1 2, 	YZ, 	Y,Z, 	Y_,'z l' 	Yl'z.' Y4 z I•  Y4'2 1•  

	

10370.4 1097.9 1254.2 216.1 54603 1303.1 5WJ 	9 20290.1 

	

p 4486.8 	0 12463 	0 997.1 	0 	0 	0 6730.2 

0 12d 1110.3 308.1 2379.9 740.6 245.3 322.1 6808.4 

6625.4 4005.7 1306.5 1165.8 5217.6 5413.5 1236.2 	9 24970.7 

21482.6 6805.7 4917.3 1690.1 14054.9 7457.1 2069.6 322.1 58799.4 

- 	 For an application of rematching by the shill-and-share algorithm on M , we first make a table A14 with differences 
., ... 

The number of moved and replicated records is given in the next table A15. We also provide a table with total weights 
that were moved from one category to another. 
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Table A14: Table with Differences -  

a... yz YZ, ;z,. Y.7., YZ1  y;z YZ }'4 2 

X -1058.3 -33.7 -116 -127.4 +127.0 -771.0 +93.7 -149.7 
X.2 +3W 0 +84.0 0 +67.1 0 0 0 

x; -154.9 +49.2 -312.1 +224.0 -517.5 +323.6 +20.8 -56.0 
X, -639.0 +1448.5 +289.9 -101.6 +1966.0 -1156.5 +210.8 -116.7 

Table AlS: Number of 'Shift-and-Share' Records and Corresponding Total Weights 

yz1•  Y •z; Y;z ;z y;z 1  Y;z, y;z, y;z 	y •z 	Y1 4 •  y:z1 	y;z 	rz1 	YV rz, 	yz, 

Shift 0 0 0 0 0 0 0 0 

Sbaie 0 0 0 0 -1 +1 -1 +1 

x Shift 0 0 0 0 0 0 0 0 

Sbait 0 0 0 0 0 0 0 0 

x; Shift 0 0 0 0 +1 -1 0 0 

She +1 -1 +1 -1 +1 -1 -1 +1 

x1 Shift +2 -2 0 0 -4 +4 0 0 

Sh_azc +1 -1 -1 +1 -1 +1 -1 +1 

0 0 0 0 	-127.0 	+127.0 -93.7 493.7 

0 0 0 0 	0 	0 0 0 

+49.2 49.2 +224.0 -224.0 	+323.7 	-323.7 -20.8 +20.8 

+639.0 -639.0 -101.6 +101.6 -1156.5 +1156.5 -116.7 +116.7 

A negative sign for "shift" means that this cuiegoly lost records for a complementary category where we have a plus sign 
A negative sign for "share" means that some records in this category are replicated, their weights are split, and that replicates 
are moved to a complementary category, in which we have a plus sign. A zero value means that there was no change. 

After the application of the "shift-and-share" algorithm we have a revised matched file 	with a new categorical 
disfribution. 

Table A16: Categorical Distribution (W 	•) of the Matched File M After Rematching 
by the 'Shift-and-Share' Algorithm 

w 	YZ 1 	yz 	yz yz, y .z 	rz 	yz 	';z 

X, 9312.1 1064.2 1241.6 88.7 5460.3 659.1 438.4 93.7 183581 
x; 4789.1 0 1330.3 0 1064.2 0 0 0 7183.6 

X 49.2 1547.2 1022.2 308.1 2186.1 740.6 245.3 286.8 6385.5 
X 6625.4 4815.2 1494.8 1165.8 6027.1 5413.5 1213.6 116.7 26872.1 

20775.8 7426.6 5088.9 1562.6 14737.7 6813.2 1897.3 497.21 58799.4 

We use this new distribution along with the new calibrated version of the look-up table for the ratio adjustment of individual 
weights of the revised matched file M s . Note that in this illustration the new calibrated look-up table according to W .l 
is exactly equal to the original look-up table W . - ,since all unexpected empty cells in matdied file M are filled after shift-

and-share remalchin& and in W .. no cell needs setting back to zero. 
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Constrained Statistical Matching and Rematching 

Figure Al. Weighted x2  Evaluated over 10x4x2 Categories of the Matched File 
(Computed over 250 Simulations for MQM datafile) 
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Cqnsirained Statistical Matching and R.emaiching 

Figure A2. Weighted Evaluated over 10x4x2 Categories of the Matched File 
(Computed over 500 Simulations for RUO datafile) 
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Constrained Statistical Matching and Reinatching 

Figure A3. Weighted f Evaluated over 10x4x3 Categories of the Matched File 
(Computed over 250 Simulations for MQM datafile) 
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Constrained Statistical Matching and Retnatching 

Figure A4. Weighted Evaluated over 10x43L3 Categories of the Matched File 
(Computed over 500 Simulations for RUO datafile) 
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Consirained Statistical Matching and Rematching 

Figure AS. Weighted K Evaluated over 10x4x2 Categories of the Matched File 
(Computed over 250 Simulations for MQM datafile) 
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Figure A6. Weighted K Evaluated over 10x4x2 Categories of the Matched File 
(Computed over 500 Simulations for RUG datafile) 
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Conslrained Statistical Matching and Rernatching 

Figure A7. Weighted K Evaluated over 10x4x3 Categones of the Matched File 
(Computed over 250 Simulations for MQM datafile) 
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Figure AS. Weighted K Evaluated over 10x4x3 Categories of the Matched File 
(Computed over 500 Simulations for RUO datafile) 
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Constrained Statistical Matching and Rematching 

Figure A9. Weighted ö-difference Index ( 6 = 0)1 of the Matched He 
(Computed over 250 Simuiatons for MQM Datafile) 
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Figure AlO. Weighted s-difference Index ( 5 = 0)' of the Matched File 
(Computed over 500 Simulations for RUO Datafile) 
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Consained Statistical Matching and Remaiching 

Figure All. Weighted 6-difference index ( 8 = 0.5) of the M2tched File 
(Computed over 250 Simulations for MQM Datafile) 
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Figure Al2. Weighted 5-difference Index ( 5 = 0.5) of the Matched File 
(Computed over 500 Simulations for RUG Datafile) 

DISTANCE METHOD 

V 
C 

a 

WEIGHT-SPLIT METHOD 

'a 
V 
0 

-o 'a 
D 
O 

'a 

-0 
CC 

= 
V 

C 
'a 
V 
C 

U) 

=c'J 

Cle 

U Sp S R SI 50$ $U flC Mp S P So RD SC Re MO So 50 RD 

V 
0 

'a 
cl 
0 

0 
ci 
0 

VI 

USS PS9SCRUSSCPCU0S  RSOR0 SCPM0 SISDR0  

(\J 

U SD  S R SISOROSISCRCUp S P SCPUSCRCVOSS0R0 
LD 

DO 

CD 

Ifl C e n en en an C, e S 	C C  

'a 

; 

C 	55 RSBSDROSSCRCMP S PS0R0SCRCUS1S0PO 	0 M 55 p  SISRaSSCPCMP S RSOOSCPUOSISORU 

+:mean x:td -:mcdian r: 1st quartile .L:3rd quartile :minunumor maximum 
* efl1C number of Z categories" refers to a number of categories of Z used for pooling and 

for a look-up table construction, and accordingly for rematching or ratio adjustment. 

48 



IASS RSS0R0S5SCRU9S  RSORnSRCMSSORO 

I" 

d 

N 
0 

N 

a g. 

r 

Constrained Statistical Matching and Rematching 

Figure A13. Weighted c-difference Index ( c = 0.005) of the Matched File 
(Computed over 250 Simulations for MQM Datafile) 
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Consained Statistical Matching and Rematching 

Figure B1.1. Weighted x2  Evaluated over 10i4x2 Categories of the Distance Matched File 
(Shift-and-Share Rematching with Pooling Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Rcmark The rank-plot of the same matched flies M, M° and M' is repeated in Figures B1.1-B1.3 and B1.7-B1.9. 
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Constrained Statistical Matching and Rematching 

Figure B11. Weighted x2  Evaluated over 10x4i2 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Rcmark The rank-plot ofthe same matched files M, M° and M is repeated in Figures B1.l-B13 and B1.7-131.9. 
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Constrained Statistical Matching and Rematching 

Figure B13. Weighted x2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Ratio Adjustment Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Rcma& The rank-plot ofthc same matched files M, M°  and M' is repeated in Figures B1.1-B1 .3 and B1.7-B1.9. 
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Constrained Statistical Matching and Rematching 

Figure B1.4. Weighted x2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching with Pooling Based on 2 Z Categories: 250 Simulations for MQM Datalile) 
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Rtma± The rank-plot of the same matched files M, M° and Mc  is Ttpcatcd in Figures B1.4-B1.6 and B1.10-B1.12. 
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Constrained Statistical Matching and Rematching 

Figure B 1.5. Weighted f Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematchmg Rued on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Rema± The rank-plot of the same matched files M, M °  and M' is repeated in Figures B1.4-Bl6 and B1.10.B1.l2. 
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Constrained Statistical Matching and Rematching 

Figure 111.6. Weighted x2  Evaluated over 10i4x2 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Remaik The iank-plot of the same matched files M, M 1  and Mc  is repeated in Figwcs B1.4-B1.6 and B1.10-B1.12. 
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Constrained Statistical Matching and Rematching 

Figure B1.7. Weighted f Evaluated over 10x4x2 Categories of the Distance Matched File 
(Shift-and-Sbare Rainatching with Pooling Based on 3 Z Categories: 250 Simulations for MQM Datafile) 
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Remark: The rank-plot of the same matched files M M° and MI is repeated in Figures B1.l-813 and B17-Bl.9. 
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Constrained Statistical Matching and Rematching 

Figure B1.8. Weighted x2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 3 Z Categories: 250 Simulations for MQM Datafile) 
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Constrained Statistical Matching and Rematching 

Figure B1.9. Weighted 	Evaluated over 10x4x2 Categories of the Distance Matched File 
(Ratio Adjustment Based 0113 Z Categories: 250 Simulations for MQM Datafile) 
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Consiiained Statistical Matthing and Rematthing 

Figure B1.10. Weighted x2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching with Pooling Based on 3 Z Categories: 250 Simulations for MQM Datafile) 
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Constrained Statistical Matching and Rematching 

Figure B1.11. Weighted X 2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching Based on 3 Z Categories: 250 Simulations for MQM Dataflie) 
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Constrained StatisticaJ Matching and Reinatching 

Figure B1.12. Weighted Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 3 Z Categories; 250 Simulations for MQM Datafile) 
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Remark: The rank-plot ofthe same matched files M, M" and W is repeated in Figures B1.4-B16 and B1.lO-Bl.12. 
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Constrained Statstica1 Matching and Rematching 

Figure B2.1. Weighted X 2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Shift-and-Share Rematching with Pooling Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Constrained Statistical Matching and Reinatching 

Figure B2.2. Weighted x2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Constrained Statistical Matching and Rematching 

Figure B2.3. Weighted x2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Ratio Adjustment Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Ren3ark The rank-plot of the same matched files M, MO and MC  is repeated in Figures B2 i-B2.3 and B2.7-B2.9. 
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Constrained Statistical Matching and Rematching 

Figure B2.4 Weighted x2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching with Pooling Based on 2 Z Categories: 500 Simulations for RUO Dataflle) 
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Remark: The raDk-plot of the same matched files M, M° and Mc  is repeated in Figures B2.4-B16 and B2A0-B2.12. 
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Constrained Statistical Matching and Rematching 

Figure B2.5 Weighted x2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 500 Simulations for RUG Datafile) 
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Rcmaik The rank-p'ot of the sc matched files M, M °  and MC  is repeated in Figures B2.4-B2.6 and B2. lO-B2.12. 
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Constrained Statistical Matching and Rematching 

Figure B1.6 Weighted x2  Evahiated over 10i4x2 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Rmerank-plotofthesan3ematchcdfiles M, M° and MC  is repeatedinFiguresB2A-B26andB2.IO-B212. 
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Constrained Statistical Matching and Rematching 

Figure 132.7. Weighted X2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Shift-and-Share Rematching with Pooling Based on 3 Z Categories: 500 Simulations for RUO Datalile) 
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Rema& The rank-plot of the same matched flies M, M°  and M' is repeated in Figures B2.1 -B2.3 and B21-112.9. 
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Constrained Statistical Matching and Reinatching 

Figure B2.8. Weighted x2  Evaluated over 10x4x2 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 3 Z Categories: 500 Simulations for RUO Dataffie) 
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RemMk The rank-plot of the same matched files M, M° and MC  is repeated in Figures 32.1-B2.3 and B2.7-B2.9. 
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Constrained Statislic& Matching and Reinatching 

Figure B2.9. Weighted x2  Evaluated over 10i4x2 Categories of the Distance Matched File 
(Ratio Adjustment Based on 3 Z Categories: 500 Simulations for RUO Ditalile) 
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Constrained Statistical Matching and R.ematching 

Figure B210. Weighted Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching with Pooling Based on 3 Z Categories: 500 Simulations for RUO Datalile) 
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Constrained Statistical Matching and Rematching 

Figure B2.11. Weighted x2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching Based on 3 Z Categories: 500 Simulations for RUO Dataflle) 
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Remark: The rank-plot of the sane matched files M, M°  and M' is repeated in Figines B24-B2.6 and B2.10-112.12. 
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Consirained Statistical Matching and Rematching 

Figure B2.12. Weighted X 2  Evaluated over 10x4x2 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 3 Z Categories: 500 Simulations for RUO Datafile) 
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Rem&k The rank-plot of the same matched files M, M °  and Mc  is repeated in Figures B2.4-132.6 and B2.10-132.12. 

74 



Constrained Statistical Matching and R.einatbing 

Figure B3.1. Weighted X2  Evaluated over 10x4i3Categories of the Distance Matched File 
(Shift-and-Share Rematching with Pooling Based on 2 Z Categories: 250 SImulations for MQM Datafile) 
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Remark: The rank-plot of the same matched files M, M °  and M is rtpcatcd in Figures 83.1-133.3 and 133.7-133.9. 
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Constrained Statistical Matching and Rewatching 

Figure B3.2. Weighted f Evaluated over 10x4i3 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Remark: The rank-plot of the same matched files M, M" and W is repeated in Figures B3.l-B3.3 and B3.7-B3.9. 
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Constrained Statistical Matching and Rematching 

Figure B33. Weighted x2  Evaluated over lOx4i3Categories of the Distance Matched File 
(Ratio Adjustment Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Constrained Statistical Matching and Retnatching 

Figure B3.4 Weighted x2  Evaluated over lOx4x3Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching with Pooling Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Reniark The rank-plot ofthe sane matched files M, M° and MC  is repeated to Figures B3.4-B3.6 and B3.10-11312. 
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Consftained Statistical Matching and Rematching 

Figure B3.5. Weighted x2  Evaluated over 10x4x3 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 250 SimulatIons for MQM Datalile) 
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Remark: The rank-plot of the same matched files M, M° and M' is repeated in Figures B3.4-B3.6 and B3.lO-B3.12. 
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Constrained Statistical Matching and Rematchin.g 

Figure B3.6. Weighted 	Evaluated over 10x4i3 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 2 Z Categories: 250 Simulations for MQM Datafile) 
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Remaric The rank-plot of the same matched files M, M° and MC  is repeated in Figures B3A-B36 and R310-B3.12. 
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Consflained Statistical Matching and Reniatching 

Figure B3.7. Weighted x2  Evaluated over 10x4x3 Categories of the Distance Matched File 
(Shift-and-Share Rematching with Pooling Based on 3 Z Categories: 250 Simulations for MQM Datafile) 
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Remark: The rank-plot of the same matched files M, M °  and MC  is repeated in Figures B3.l-B3.3 and B37-133.9. 
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Consained Statistical Matching and R.ematching 

Figure B3.8. Weighted X2  Evaluated over 10x4x3 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 3 Z Categories: 250 Simulations for MQM Datafile) 
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Remark: The rank-plot of the same matched files M, M° and Mc  is repeated in Figures B3.1-B3.3 and B3.7-B3.9. 
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Constrained Statistical Matching and Reinatching 

Figure B3.9. Weighted x2  Evaluated over 10x4x3 Categories of the Distance Matched File 
(Ratio Adjustment Based on 3 Z Categories: 250 Simulations for MQM Datafile) 
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Remark The rank-plot of the same matched files M, M° and MC  is repeated in Figures B3.l.B3.3 and 83.7-B3.9. 
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Constrained Statistical Matching and Retnatching 

Figure B3.10 Weighted x Evaluated over 10x4x3 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematchmg with Pooling Based on 3Z Categories: 250 Simulations for MQM Datafile) 
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Rernarki The rank-plot of the same matched files M, MO  and W is repeated in Figures 133.4-133.6 and B3. 10-113i2. 
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Constrained Statistical Matching and Reinatching 

Figure B3.11 Weighted x2  Evaluated over 10i4x3 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching Based on 3Z Categories: 250 Simulations for MQM Datafile) 
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Reinajk The rank-plot of the same matched files M, M°  and MC  is repeated in Figures B3.4-336 and 133.10-133.12. 
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Constrained Statistical Matching and Reinatching 

Figure B3.12 Weighted X2  Evaluated over 10i4x3 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 3Z Categories: 250 Simulations for MQM Datafile) 
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Rcmark The rank-plot ofthe same matched files M, M°  and MC  is repeated in Figures 83.4-83.6 and B3.IO-B3.12. 
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Constrained Statistical Matching and Rematching 

Figure B4.1. Weighted X2  Evaluated over 10x4x3 Categories of the Distance Matched File 
(Shift-and-Share Reniatching with Pooling Based on 2 Z Categories: 500 Simulations for RUO Dataflie) 
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Remark: The rank-plot of the sane matched files M, M° and M' is repeated in Figures B4. 1-B4.3 and 84.7-B49. 
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Constrained Statistical Matching and Rematching 

Figure B4.2. Weighted x Evaluated over 10x4x3 Categories of the Distance Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 500 Simulations for RUG Datafile) 
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Remark: The rank-plot of the same matched files M, M and M  is repeated in Figws B4 1-B4.3 and B4.7-B4.9. 
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Constrained Statistical Matching and Rematching 

Figure B43. Weighted x2  Evaluated over 10x4x3 Categories of the Distance Matched File 
(Ratio Adjustment Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Remark The rank-plot of the same matched files M, M° and M is repeated in Figures 84.1-84.3 and 84.7-84.9. 
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Constrained Statistical Matching and Rematching 

Figure B4.4 Weighted Evaluated over 10x4x3 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematebing with Pooling Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Remaik: The rank-plot of the same matched flira M, M° and MC  is repeated in Figures 84.4-84.6 and B4.10-B412. 
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Constrained Statistical Matching and Rematching 

Figure B4.5. Weighted x2 Evaluated over 10i4z3 Categories of the Weight -Split Matched File 
(Shift-and-Share Rematching Based on 2 Z Categories: 500 Simulations for RUO Datafile) 
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Rconark The rank-plot of the same matched files M, M° and MC is repeated in Figures B4.4-B4.6 and 34.10-34.12. 
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Consfrained Statistical Matching and Rematcbing 

Figure B4.6. Weighted Evaluated over 10x4z3 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 2 Z Categories: 500 Simulations for RUO Datalile) 
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Remk The rank-plot of the same matched files M, MIL  and M  is repeated in Figures 844-B4.6 and B4. 10-134. 12. 
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Figure B47 Weighted x2  Evaluated over 10i4x3 Categories of the Dstance Matched File 
(Shift-and-Share Reniatching with Pooling Based on 3Z Categories: 500 Simulations for RUO Datafile) 
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Remark: The rank-plot of the same matched files M, M" and M' is repeated in Figures B4.1-843 and B4.7-B4.9. 
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Constrained Statistical Matching and Rematching 

Figure B4.8 Weighted x2  Evaluated over 10x4x3 Categories of the Distance Matched File 
(Shift-and-Shire Remitching Based on 3Z Categories: 500 Simulations for RUO Datalile) 
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Remark The rank-plot of the same matched files M, M" and Mc  is repeated in Figures B41-34.3 and 34.7-B4.9. 
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Figure B4.9. Weighted 	Evaluated over 10x4x3 Categories of the Distance Matched File 
(Ratio Adjustment Based on 3 Z Categories: 500 Simulations for RUO Dataffle) 
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Remark: The rank-plot of the same matched files M, M°  and M' is repeated in Figures B4.l-B4.3 and B4.7-B4.9. 
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Constrained Statistical Matching and Rematching 

Figure B4.10. Weighted x2  Evaluated over 10i4x3 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching with Pooling Based on 3 Z Categories: 500 Simulations for RUG Datafile) 
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Remark: The rank-plot of the same matched files M, M °  and M' is repeated in Figures B4.4-B4.6 and B4. 10-B4. 12. 
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Constrained Statistical Matching and Rematching 

Figure B4.11. Weighted x2  Evaluated over 10x4x3 Categories of the Weight-Split Matched File 
(Shift-and-Share Rematching Based on 3 Z Categories: 500 Simulations for RUO Datafile) 
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Rcmark The rank-plot of the same matched files M, M °  and MC  is repeated in Figures B4.4-B4.6 and 84.10-B4.12. 
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Figure B4.12. Weighted f Evaluated over 10x4x3 Categories of the Weight-Split Matched File 
(Ratio Adjustment Based on 3 Z Categories: 500 Simulations for RUO Datafile) 
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Renoark The rank-plot of the same matched files M, M° and W is repeated in Figures 34,4-84.6 and 84.10-84.12. 
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