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## 1 Introduation

During the 1989-90 fiscal year, the Business Survey Methods Division (BSMD), and staff from the Agriculture Division, began to analyze the usefulness of ratio estimation for the measurement of stocks of grain and egg production.

This objective of this note is to provide an intuitive explanation of ratio estimation to accompany the analysis completed by BSMD. Questions such as the following are addressed: What are the characteristics of a population that is well suited, or not well suited, for ratio estimation? How does stratification (as a sample design technique) compare and relate to ratio estimation (as an estimation technique)? How does ratio estimation fare when our sampling frame is no longer as good a representation of the population as it was originally?

Numerical (not statistical) examples are used to illustrate the use of ratio estimation. Finally, in section 7, basic conclusions about the usefulness of ratio estimation are listed.

## 2 The estimation objective

The objective is to estimate the acreage of wheat within a defined population. Throughout this report various notation and formulae are used:

## True Values of the Population

$Y=$ the (unknown) total acreage of wheat
$X=$ the (known) acreage of total land
$R=Y / X=$ the (unknown) ratio of total wheat acreage to total
land acreage
$N=$ the (known) number of farms

## The sample

$i=$ the index number of the farm
$y_{1}=$ the measured acreage of wheat on farm $i$
$x_{i}=$ the measured acreage of total land on farm $i$
$n=$ the number of farms sampled from the list frame

## Estimators

$\hat{Y}=$ the simple estimate of $Y$
$\hat{\gamma}_{s}=$ the stratified simple estimate of $Y$
$\bar{\gamma}_{R}=$ the ratio estimate of $Y$ (simple random sampling)
$\bar{Y}_{R S}=$ the separate ratio estimate of $Y$ (stratified sampling)
$\bar{Y}_{R C}=$ the combined ratio estimate of $Y$ (stratified sampling)
Stratified sampling
$L=$ the number of defined strata in the frame
$h=$ the index number of the stratum
$N_{n}=$ the true (known) number of farms in stratum $h$
$n_{n}=$ the number of farms sampled in stratum $h$

The mean of the population is

$$
\bar{Y}=\sum_{i=1}^{N} y_{i} / N,
$$

the total of the population is

$$
Y=\sum_{i=1}^{N} y_{i}
$$

and the variance of the population is

$$
S^{2}=\sum_{i=1}^{N}\left(y_{i}-\bar{Y}\right)^{2} /(N-1)
$$

## 3 sampling and Estimation

We have decided on a probability sample, using simple random sampling, based on a (perfect) list frame.

## 3.1 simple random sampling and the simple estimator

Under simple random sampling, each farm has an equal chance of being selected in the sample. The simple estimate of $Y$ is:

$$
\hat{Y}=(N / n) \sum_{i=1}^{n} y_{i} .
$$

The simple estimate is unbiased. (An estimator is deemed unbiased if the average value of the estimate, taken over all possible samples of a given size, is exactly equal to the true population value.) Its sampling variance is:

$$
V(\hat{Y})=N^{2}\left(1-\frac{n}{N}\right) \frac{s^{2}}{n} .
$$

This is the formula for the true value of the variance of $\hat{\gamma}$. Since $\hat{Y}$ is unbiased, we can state that if variance of the estimate is small then the simple estimate is "good". Thus the smaller the variance of $\hat{\gamma}$, the "better" the estimate. $V(\hat{Y})$ is small if its numerator is small or its denominator is large.

What type of population is such that $V(\hat{Y})$ is small? The $y_{i}$ s appear in the numerator, within $S^{2}$. Therefore we want each of the quantities $\left(y_{1}-\bar{Y}\right)^{2}$ in the summation to be small. This happens when each $\left(y_{i}-\bar{Y}\right)$ is close to zero. So, set $\left(y_{i}-\bar{Y}\right)=0$ and solve for $y_{i}$. This gives $y_{i}=\bar{Y}$. Therefore, $S^{2}$ is small if the $y_{i}{ }^{\prime}$ s are all close to the population mean, $\bar{y}$. Our conclusion? The simple estimator works well when the farms in the population have similar acreages of wheat.

In a real survey situation we would want to develop an estimate for $V(\hat{Y})$.

## 3.2 simple random sampling and the ratio estimator

Suppose we have two other pieces of information. We know, $X$, the total land acreage of the province. We know that the acreage of wheat on the farm, $y_{i}$, is related to the total land acreage on the farm, $x_{i}$. Also, we either know or are able to measure $x_{i}$ on each farm in the sample. Given this knowledge, we can use it to improve the estimate of the acreage of wheat.

In our case, we assume that the relation between $y_{i}$ and $x_{i}$ is linear through the origin. By assuming a mathematical relation (i.e. a mathematical model) between $y_{i}$ and $x_{i}$, we have changed our estimation objective. Instead of trying to estimate $Y$ directly, we estimate the parameters of the chosen model. This leads indirectly to an estimate of $Y$-- we get it by arithmetic calculations based on the estimated parameters of our chosen model.

Clearly there are an infinite number of possible mathematical models. We choose a model because we feel it provides a correct structure or framework for reality. If the structure is "Correct enough", our estimates improve, if not, they do not improve -- and they may be worse than if we had ignored "structure" altogether.

In our case, we have chosen the model:

$$
y_{1}=R x_{1} \text {, where the parameter } R \text { is to be estimated. }
$$

 formula:

$$
\hat{y}_{R}=\hat{R} X \text {, where } \hat{R} \text { has been estimated and } X \text { is known. }
$$

In our case, $y_{i}$ is the acres of wheat and $x_{i}$ is the acres of total land. Therefore $R$ must be some value between 0 and 1 (inclusive). We can interpret $R$ as a percentage -- the percentage that the total wheat acreage makes up of the total land acreage.

If we work through the derivation of an estimate for $R$, we get a very simple result. It is the simple estimate of $Y$ divided by the simple estimate of $X$ (as discussed in section 3.1 under simple random sampling). Thus we estimate $Y$ and $X$ by:

$$
\begin{aligned}
& \hat{Y}=(N / n) \sum_{i=1}^{n} y_{i}, \\
& \hat{X}=(N / n) \sum_{i=1}^{n} x_{i} .
\end{aligned}
$$

Therefore $\hat{R}=\gamma / \hat{X}=$

$$
=\frac{(N / n) \sum_{i=1}^{n} y_{i}}{(N / n) \sum_{i=1}^{n} x_{i}}
$$

which reduces to

$$
\frac{\sum_{i=1}^{n} y_{i}}{\sum_{i=1}^{n} x_{i}}
$$

Thus the estimate of $R$ is the ratio of wheat acres to total land acres (based on farms selected in the sample). Again, in our situation, we can interpret this as a percentage. Note that the raising factors cancel each other out and thus play no part in the estimation. Following on, we get the ratio estimate of $\gamma$ as:

$$
\hat{Y}_{R}=\hat{R} X \text {, where } X \text { is known. }
$$

How well does this estimator work? Or equivalently, how well does the model work? We need to test the adequacy of the model we have assumed. We can do this using the traditional methods of regression analysis. In this note we examine "adequacy" by reference to the variance of $\hat{Y}_{R}$. Also, we are going to examine ratio estimation by way of the artificial example in section 4.

Statistically, the ratio estimator is biased, although the bias is negligible in large samples. (Recall that an estimator is deemed unbiased if the average value of the estimate, taken over all possible samples of a given size, is exactly equal to the true population value.)
The sampling variance of this estimator is:

$$
V\left(\hat{Y}_{R}\right)=N^{2} \frac{\left(1-\frac{1}{N}\right)}{n} \frac{\left(\sum_{i=1}^{N}\left(y_{1}-R x_{1}\right)^{2}\right)}{(N-1)} .
$$

What type of population is such that $V\left(\hat{Y}_{R}\right)$ is small? The $y_{i}$ s appear in the numerator: thus we want each of the quantities $\left(y_{i}-R x_{1}\right)^{2}$ in the summation to be small. This happens when each $\left(y_{i}-R x_{i}\right)$ is close to zero. So, set $\left(y_{i}-R x_{i}\right)=0$ and solve for $y_{i} / x_{i}$. This gives $y_{i} / x_{i}=R . \quad R$ is the true ratio of total wheat acreage to total land acreage in the population. Therefore we want each ratio, $R_{i}=y_{i} / x_{1}$, on each farm, to be $R$. Thus the ratio estimator works well when the ratio is similar from farm to farm.

### 3.3 Stratified simple random sampling

Finally, let's suppose that the acreage of wheat is similar within strata, as defined by some stratification variable (such as a size of farm variable). As well, we are able to assign each farm in the province (i.e. the frame) to a stratum and thus correctly count the number of farms, $N_{h}$, in each stratum.

The most obvious strategy is to take an independent simple random sample from each stratum. This estimator considers each of the strata to be its own "sub-population". The simple
estimate is calculated for each stratum and the results are added up to give $\hat{\gamma}_{s}$. The simple estimate $\hat{\gamma}_{n}$ for each of the strata: $h=1,2$, and is 3 .

$$
\begin{aligned}
& \hat{\gamma}_{1}=\left(N_{1} / n_{1}\right) \sum_{i=1}^{n_{1}} y_{1 i} . \\
& \hat{y}_{2}=\left(N_{2} / n_{2}\right) \sum_{i=1}^{n_{2}} y_{2 i} . \\
& \hat{y}_{3}=\left(N_{3} / n_{3}\right) \sum_{i=1}^{n_{3}} y_{3 i} .
\end{aligned}
$$

Therefore

$$
\hat{\gamma}_{s}=\sum_{n=1}^{L}\left(\left(N_{h} / n_{h}\right) \sum_{i=1}^{n_{n}} y_{n i}\right) .
$$

Note that we must know the $N_{h}$ and $n_{h}$ for each stratum -- that is, the population size of the stratum $h$ and the number of farms we sample from the stratum $h$. Thus we must be able to assign each farm in the frame a stratum.
The stratified sample design is useful if we know that within a stratum farms are fairly consistent -- but between strata, the farms are not consistent. The sample design ensures that we do, in fact, get a sample from each strata.

This design is also useful if we must publish statistics by stratum -- where the strata are defined by province, type of farm, etc. This sample design ensures that we get a sample for each stratum of interest.

The variance of this estimator is:

$$
V\left(\hat{Y}_{s}\right)=\sum_{n=1}^{L} N_{n}^{2}\left(1-\frac{n_{n}}{N_{n}}\right) \frac{s_{n}^{2}}{n_{n}} .
$$

Note that the variance $V\left(\hat{Y}_{s}\right)$ depends on the $S_{h}^{2}$ the variances of each stratum. It does not depend on $S^{2}$, the variance of the population as a whole.

We want each of the $S_{n}^{2 \prime} s$ to be small. Use the same reasoning as for simple estimation: $S_{h}^{2}$ is small if the $y_{i}^{\prime} s$ within strata are similar from farm to farm. Our conclusion? The stratified simple estimator works well when the farms in the population have similar acreages of wheat within strata. The $y_{i}^{\prime}$ s do not have to be similar among farms of different strata. This conclusion is more or less the same as we got for the simple estimate -- we have just qualified that conclusion "by stratum".

4 The example
The examples have been set in such a way that they illustrate the types of populations that are "best" for the particular estimators. We choose a specific sampling design and estimator because it is "best" in some sense. Our definition of "best" is influenced by a number of issues -- the budget, the type of user needs, our computer data processing capability, etc.

We must also define "best" in a number of statistical ways. For example, we may ask that the estimator be unbiased, be consistent, provide the smallest variance under certain conditions, etc.

Defining "best" is not a simple procedure. First, the mathematical statistical theory can be intricate and subtle. Second, statisticians themselves do not always agree on what is best.

For the purpose of the illustrations here, we take "best" to be the estimator that provides the lowest Mean Square Error (MSE), taken over all possible samples of a given size. The squared error is: (the estimate minus the true value) ${ }^{2}$. The MSE is the average of all the squared errors. We leave it to the reader to calculate the MSE and thus "prove" my conclusions.

### 4.1 ABOTINAM -- the simple estimator

| ABOTINAM |  |  | 12 farms |  | wheat 27 acres |  |  |  | land 64 acres |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | c | D | E | F | G | H | I | J | K | L |
| Wheat | 12 | 2 | 4 | 3 | 1 | 0 | . 5 | 1 | . 5 | 2 | 1 | 0 |
| Land | 16 | 8 | 8 | 16 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| \% wht | 75\% | 25\% | 50\% | 19\% | $50 \%$ | 0\% | 25\% | 50\% | 25\% | 100\% | 50\% | 0\% |

In ABOTINAM, it is apparent that there is no pattern to the data. In other words, there is no "extra information" that we can use to improve the estimate. We resort to simple random sampling and the simple estimate. Suppose that we had picked up farm B, farm D, and farm $H$ by chance. From the formula in section 3.1 our estimate is:

$$
\begin{gathered}
\hat{\gamma}=\frac{N}{n} \sum_{i=1}^{n} y_{i} \\
=(12 / 3) *(2+3+1)=24 \text { acres. }
\end{gathered}
$$

This estimate happens to be in error by 3 acres.

### 4.2 ATREBLA -- the ratio estimator

| ATREBLA 12 farms wheat 32 acres land 64 a |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | c | D | E | F | G | H | I | J | K | L |
| Wheat | 8 | 4 | 4 | 8 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Land | 16 | 8 | 8 | 16 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| \% wht | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% | 50\% |

In ATREBLA it is apparent that each farm has a similar percentage of wheat. It is always $50 \%$ of its total land. Also, we know the total land of ATREBLA: 64 acres. This type of situation works well for ratio estimation. The auxiliary variable, which we are able to measure on each sampled farm, is total land, denoted by $x_{i}$.
Let's again suppose that we had picked up farms $B, D$, and $H$ by chance. From section 3.2 the ratio estimate is:

$$
\begin{gathered}
\hat{Y}_{R}=\hat{R} X \text {, where } X \text { is known } \\
=\left(\sum_{i=1}^{n} y_{i} / \sum_{i=1}^{n} x_{i}\right) X \\
=((4+8+1) /(8+16+2)) * 64 \\
=(13 / 26) * 64=.5 * 64=32 \text { acres. }
\end{gathered}
$$

Notice that our estimate has no error. In fact, given any sample our estimate will always equal 32 acres. This is because each farm has exactly the same percentage of acres of wheat, (50\%). From this, one might guess that the more consistent the percentage of wheat among the population, the better the ratio estimator works. More generally, one might guess that ratio works best when $y_{i}$ and $x_{i}$ are highly correlated.

One might judge how well a ratio estimator is going to work by checking to see how consistent the ratio $y_{i} / x_{i}$ is within the population. The more "statistical methods way" is to use the tools of regression analysis to judge the adequacy of our chosen model -- in this case a "linear regression through the origin" model.

One might wonder if ratio estimator generally provides better estimates than the simple estimator. This, it turns out, is not the case. There is a point, based on the value of the correlation between $y_{i}$ and $x_{i}$ and the coefficients of variation of $y_{i}$ and $x_{i}$, where the ratio estimator and the simple estimator are equally "best". At this point, if $y_{i}$ and $x_{\text {}}$ are any less correlated it is best to use the simple estimator and if $y_{i}$ and $x_{i}$ are any more correlated, it is best to use the ratio estimator. See page 158 and 159 of the reference for a detailed discussion of this issue.

In our situation we could analyze the 1986 Census of Agriculture data to see if the amount of wheat is a relatively consistent percentage of total land from farm to farm within a province. More rigorously, we could examine the population using statistical methods and then choose the best approach.

### 4.2.1 Using a "not best" estimator in ATREBLA

Suppose we had used the simple estimate instead of the ratio estimate for ATREBLA, again with farms B, D, and H. Our estimate would be

$$
\begin{gathered}
\hat{y}=\frac{N}{n} \sum_{i=1}^{n} y_{i}, \\
=(12 / 3) *(4+8+1)=52 .
\end{gathered}
$$

This estimate is in error by $52-32=20$ acres. By trying other samples of 3 using the simple estimate and the ratio estimate, one can see that the ratio estimator works best when the population is like that in ATREBLA.
4.2.2 Using a "not best" estimator in ABOTINAM

In ABOTINAM, suppose we had not used the simple estimate. Instead we had used the ratio estimator -- despite there being no evidence to assume our "linear regression through the origin" model. The ratio estimate (again assuming farms $B, D$, and $H$ were selected) is:

$$
\begin{gathered}
\hat{Y}_{R}=\hat{R} X \\
=(2+3+1) /(8+16+2) * 64=(6 / 26) * 64=14.77 \text { acres. }
\end{gathered}
$$

This estimate is in error by $27-14.77=12.23$ acres -worse than our error of 3 acres using the simple estimator.

Perhaps we may get a lucky sample and get a good estimate despite using an inappropriate estimator. ABOTINAM has 27 acres of wheat. This is $42 \%$ of its total land. A lucky sample (from the point of view of the ratio estimator) will provide us with farms such that the total of the sampled wheat acreage divided by the sampled total land acreage is close to $42 \%$ Then, by luck alone, we will get $\hat{R}$ close to 42\% and thus get close to an estimate of 27 acres for $Y$. 4.3 NAWEHCTAKSAS -- the stratified simple estimator

| NAWEHCTAKSAS 12 farms wheat 36 acres land 68 acre |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | E | $F$ | G | H | I | J | K | L |
| Wheat | 12 | 4 | 4 | 12 | . 5 | . 5 | . 5 | . 5 | . 5 | . 5 | . 5 | . 5 |
| Land | 16 | 8 | 10 | 20 | 2 | 2 | 2 | 1 | 2 | 2 | 1 | 2 |
| \% wht | 75\% | 50\% | 40\% | 60\% | 25\% | 25\% | 25\% | 50\% | 25\% | 25\% | 50\% | 25\% |

In NAWEHCTAKSAS we have defined three strata: (small farms with 1 or 2 acres of land, medium farms with 8 or 10 acres of land, and large farms with 16 or 20 acres of land. It is apparent that within the strata farms have similar acreages of wheat. We should take advantage of this knowledge and design a sample that ensures that we get a sample from each strata. We still plan to sample 3 farms in total, but we will ensure that we sample from each of the strata. We decide on a simple random sample within each stratum -- a sample size of 1 from each stratum. Suppose we get farms B, D, and H by chance (a sample size of 1 from each stratum).

Determine the simple estimate for each stratum:

$$
\gamma_{s_{1}}=(8 / 1) * .5=4,
$$

$$
\begin{aligned}
& \gamma_{s_{2}}=(2 / 1) * 12=24, \\
& \gamma_{s_{3}}=(2 / 1) * 4=8,
\end{aligned}
$$

and then add them up to get the stratified simple estimate:

$$
\begin{aligned}
& y_{s_{h}}=\sum_{n=1}^{L}\left(\left(N_{n} / n_{h}\right) \sum_{i=1}^{n_{n}} y_{i}\right) \\
& =4+24+8=36 \text { acres. }
\end{aligned}
$$

In this population, the acreage of wheat is constant within stratum. Because of this, no matter what farms get picked in our stratified sample and no matter how inconsistent farms are between strata, we will always get an estimate with no error. Note that the raising factors differ among the strata. As always in simple random sampling, the raising factor is the number of farms in the population (or sub-population) divided by the number sampled in the population (or sub-population).

## 5 stratified simple random sampling and the ratio estimate

 In NAWEHCTAKSAS, the situation was perfect for stratified simple random sampling because the acreage of wheat was constant within strata. Note that the percentage of wheat (used in ratio estimation) was not constant within the population. It varied from a low of $25 \%$ to a high of $75 \%$. Thus a ratio estimator will not work perfectly here. In fact, given that the percentages vary quite widely, one would guess that the ratio estimate would not work well at all.However, we notice that among the "small farm" stratum the percentage varied from $25 \%$ to $50 \%$, among the "medium farm" stratum the percentage varied from $40 \%$ to $50 \%$, and among the "large farm" stratum the percentage varied from $60 \%$ to $75 \%$. The percentage of wheat is somewhat consistent within strata -- but varies widely between strata. In this type of situation, a "stratified ratio estimator" may be useful. (of course, in this case we had "fixed it", so that the stratified simple estimate was best.)

### 5.1 The separate ratio estimator

Suppose that we had the following population -- we have fixed it so that it will work perfectly with a "stratified ratio estimator". we have changed the data farms "A" "C", "D", "H", and "J". The three strata are defined as before: (small farms with 1 or 2 acres of land, medium farms with 8 or 10 acres of land, and large farms with 16 or 20 acres of land. The acreages of wheat are no longer constant within strata -- but the percentage of wheat is. (The true total for the acreage of wheat is now 40 acres and total land is now 70 acres.)

| 12 farms wheat 40 acres land 70 acres |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | c | D | E | F | G | H | I | J | K | L |
| Wheat | 15 | 4 | 5 | 12 | . 5 | . 5 | . 5 | . 5 | . 5 | . 5 | . 5 | . 5 |
| Land | 20 | 8 | 10 | 16 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| \% wht | 75\% | 50\% | 50\% | 75\% | 25\% | 25\% | 25\% | 25\% | 25\% | 25\% | 25\% | 25\% |

As with the stratified simple random sample, described above in section 5.3 , select a sample of size one from each of the three strata. However, within strata, do not use the simple estimator -- use the ratio estimator instead. We have, as farms $B, D$, and $H$ are again selected by chance in the sample:

$$
\begin{aligned}
\gamma_{S R_{1}} & =R_{1} X_{1,} \text { where } X_{1} \text { is known } \\
& =(4 / 8) * 18=9, \\
\gamma_{S R_{2}} & =R_{2} X_{2}, \text { where } X_{2} \text { is known } \\
& =(12 / 16) * 36=27, \\
\hat{Y}_{S R_{3}} & =\hat{R}_{3} X_{3}, \text { where } X_{3} \text { is known } \\
& =(.5 / 2) * 16=4 .
\end{aligned}
$$

Therefore,

$$
\begin{gathered}
Y_{R S}=Y_{S R_{1}}+\hat{Y}_{S R_{2}}+\hat{Y}_{S R_{3}} \\
=9+27+4=40 \text { acres. }
\end{gathered}
$$

This estimator is actually called the separate ratio estimator, probably because separate ratio estimates are calculated for each stratum. This estimator works well when $y_{i}$ and $x_{i}$ are highly correlated within stratum -- they do not have to be correlated at all between strata.

Note that the raising factors do not come into play. They cancel out (being in both the numerator and the denominator). Note also that we must know the true value of $X_{1,}, X_{2}$, and $X_{3}$. These are the true and known values of the total land acreage within each stratum.

### 5.2 The combined ratio estimator

In practice, it is often the case that we do not know the true values of the acreage of land for each stratum. In this situation we use the "combined" ratio estimator. This estimator first calculates the stratified simple estimates $\hat{X}_{S}$ and $\gamma_{s}$. Then the estimate of the ratio is $\hat{\gamma}_{s} / \hat{X}_{s}$. In our example we will get:

$$
\begin{gathered}
\gamma_{s}=\gamma_{s_{1}}+\gamma_{s_{2}}+\hat{\gamma}_{s_{3}} \\
=(2 / 1) * 4+(2 / 1) \star 12+(8 / 1) \star .5 \\
=8+24+4=36 \text { acres } \\
\text { and } \\
=(2 / 1) \star 8+(2 / 1) \star 16+(8 / 1) \star 2 \\
\hat{X}_{s}=\hat{X}_{s_{1}}+\hat{X}_{s_{2}}+\hat{X}_{s_{3}} \\
=16+32+16=64 \text { acres. }
\end{gathered}
$$

The combined stratified ratio estimator is:

$$
\begin{gathered}
\hat{Y}_{C R}=\hat{R}_{C S} X \\
=(36 / 64) * 70=.56 * 70=39.20 \text { acres. }
\end{gathered}
$$

This estimate is in error by 0.8 acres -- not too bad an estimate considering that we don't know the true values of total land by stratum.

It is important to recognize that if we do not have the true value for $X_{n}$ for each stratum, we must use the combined stratified ratio estimator. It requires knowledge of $X$, not $X_{n}$. Note also that the stratum raising factors must be used in the formula for the combined ratio estimator.
(However, there is one stratified sample design in which the raising factors will cancel out in the numerator and denominator of the estimate of $R$. This occurs if we allocate our sample proportionally among the strata according to the size of the sub population, $N_{n}$. It is called a "self-weighting" sample design. However, this type of proportional allocation is usually inefficient for skewed populations, as is often the case in agriculture.)

## 6 Stratified sampling versus the ratio estimator

Sometimes we may run into a population that is somewhat between ATREBLA (best for ratio estimation) and NAWEHCTAKSAS (best for stratified sampling). The population is not "perfect" for either approach. Should we use ratio estimation or stratification? Cochran, page 169, (see reference) notes that:
"Stratification by size of farm accomplishes the same general purpose as a ratio estimate in which the denominator [ $x_{i}$ ] is farm size." Both devices diminish the effect of variations in farm size on the sampling error of the estimated mean corn per acres per farm."

Cochran is pointing out that in this case, stratified sample design and the ratio estimator do the same thing. When an auxiliary variable is useful (as a stratification variable or for use in the ratio estimator) we have a choice -- use stratified sampling or use ratio estimation.

Which one should we use? Should we approach the problem from the sample design end or the estimation methods end? There are some factors to consider.

Geographic location is more easily addressed through the sample design than the estimation method.

Ratio estimation also depends on the nature of the relation between $y_{i}$ and $x_{i}$. We assume a linear through origin relation between $y_{i}$ and $x_{i}$. Cochran, page 169, notes:
"With a complex or discontinuous relation, stratification may be more effective, since, if there are enough strata, stratification will eliminate the effects of almost any kind of relation between $y_{i}$ and $x_{i} \cdot "$

However, suppose a variable of interest (such as acres of wheat) is related to a certain auxiliary variable (such as total land), and another variable of interest (such as number of bulls) is related to a different auxiliary variable (such as total cattle and calves). It may better, in this case, to use two ratio estimators within one sample design -- rather than to stratify on total land or on total cattle and calves.

Finally, we can use both at the same time: the combined ratio estimator as described in section 5.1 .

7 The list frame

### 7.1 Deficiencies

Up until now we have assumed that the list frame is perfect. Let us consider three cases. As before, our objective is to estimate $Y$, based on the $y_{\text {, selected in the sample. Again we }}$ use simple random sampling with the simple estimate.

Case 1: There are farms in the population that do not appear on the frame.

We might consider that the population has "split" into two sub-populations: "ON" (those farms on the frame) and "OFF" (those farms off the frame). "ON" has a sample; thus an estimate is produced. However, "OFF" has no sample and consequently an estimate is not produced.

The result is that the estimate of the population total is biased downwards: we want $\hat{\gamma}_{\text {OFF }}+\hat{y}_{O N}$ but get $\hat{\gamma}_{O N}$. Since $\hat{\gamma}_{O N}$ is unbiased (under simple random sampling with the simple estimate), then the bias of this estimate is $\gamma-\gamma_{O N}=\gamma_{\text {OFF }}$. As well, note that the sample design was based entirely on the farms in "ON", not "ON"+"OFF", and thus is optimally designed for the estimation of $\hat{\gamma}_{\mathrm{ON}}$.

Case 2: There are farms on the frame that do not exist in the population.

Here we might consider that the frame has "split" into two sub-groups: "IN" (those farms in the population) and "OUT" (those farms out of the population). The sample design is based on "IN"+"OUT" and therefore is not optimal.

The farms in "OUT", that happen to be selected in the sample, provide no data. (Hopefully, we will not impute for the "missing data" -- it's "missing" because it's not there.)

Recall from the description of the simple estimate in section 3.1 that we used $N, n$, and $y_{i}$. Here we would wish to do the calculations based on those $y_{i}$ belonging to "IN". This requires knowing $N_{\epsilon}$ and $n_{\epsilon}$, where the subscript $\epsilon$ refers to counts based on the $y_{i}$ belonging to "IN". We are unable, however, to calculate the simple estimate because we do not know the value of $N_{\epsilon}$.

The alternative method of estimation is as follows. For any farm in "OUT" selected in the sample, we set $y_{1}=0$. For any farm in "IN", selected in the sample, we leave the data value $y_{i}$ unchanged.

Then the estimate of $\gamma$ is:

$$
\gamma_{\epsilon}=(N / n) \sum_{i=1}^{n} y_{i}
$$

The sampling variance of $Y_{\epsilon}$ is:

$$
V\left(\hat{Y}_{\epsilon}\right)=N^{2}\left(1-\frac{n}{N}\right) \frac{S^{2}}{n}
$$

These formulae are identical to those in section 3.1, where $y_{i}$ that has been modified, as described above.

The approach here is identical to the approach taken to provide estimates for "domains of study"; as described by Cochran, (see reference 1; pages 34 to 38). As Cochran explains, the estimator $\hat{Y}_{\varepsilon}$ is unbiased.

If we were able to count the number of farms that should not be in the frame, we could replace $N$ and $n$ by $N_{\epsilon}$ and $n_{\epsilon}$. This is an advantage because it makes sampling variance of $Y_{\epsilon}$ smaller. Cochran, on page 38 , shows the gain in efficiency.

Case 3: The frame, although it contains all the farms in the population -- no more and no less -- has become out of date. Through time, some of the farms have jumped to a new stratum. With the change in reality, the sample design is no longer optimal.

Normally, in agriculture surveys, the small farms are put in a stratum with a low sampling rate (and thus a large raising factor). The large farms are put in a stratum with a high sampling rate (and thus a small raising factor).

Suppose a farm, originally quite small, had been correctly placed a lightly sampled stratum. But, through time, it has grown into a large farm. We are stuck with its original raising factor (quite a high one) and must therefore multiply its now large data values by an already high raising factor. Often these farms come out on the "top contributor to the estimate" list and we are tempted to artificially reduce the data value or its raising factor.

Is this the right thing to do? This farm, that jumped to a new stratum, represents itself and farms in the population that were not sampled. If its raising factor was 200 (a sampling rate of $1 / 200$ ) then it is meant to represent 200 farms in the population. Let's suppose that there were 30,000 farms in the stratum and 8,000 of them became large and jumped into the new stratum. With a sampling rate of $1 / 200$ we expect to pick up 40 of these "stratum jumpers" in the sample. These 40 farms represent themselves and the other 7,960 non-sampled farms in the population that grew and jumped to a new stratum. Therefore, we do not want to lower -- or change -- data values or raising factors. If we lower them, we no longer represent those other 7,960 farms and consequently we bias the estimate downwards. Although still unbiased, this sample design with its original raising factors is no
longer optimal; we would prefer to redesign the sample based on the new information and take a fresh and independent sample.

Is there ever a situation where it is better to change the data values or raising factors? Our sampling rate is meant to be high enough to provide "good enough" estimates. Suppose that in the example only 5 farms (not 8,000 ) jumped to a new large stratum. We are depending on a sampling rate of $1 / 200$ to estimate for this small sub-population of just five stratum jumpers. This is really too small a sampling rate to handle the situation. By "bad luck" we may actually pick up one of these farms in the sample and go ahead and use the raising factor of 200. The sample design "thinks" that there are 199 other stratum jumpers in the population but in reality there are just 4 others. In this case it is better that we intervene and make subject matter adjustments to the estimate.

Finally it is possible that a mixture or any or all of the above cases may occur.

### 7.2 The impact of these deficiencies on ratio estimation

 The ratio estimator, under simple random sampling, does not use the raising factors. If we can assume that errors in the list frame (missing farms and incorrect information) are not related to the "percentage of wheat acres on the farm", then one might say that the ratio estimator is robust to problems in a list frame. What helps us here is $X$. In a sense, $X$ is a control total -- something that helps keep the estimate of the total where it should be, despite difficulties with the frame. Still, a key point remains -- the population must be suited for ratio estimation in the first place -- then we can take advantage of this robustness.Most often, it is not desirable to use simple random sampling. Instead we stratify the sample for a number of reasons. Often, we must publish by geographic regions and thus must stratify by geographic region. As well, it is sometimes risky to assume a "linear through the origin" relationship. Instead we usually opt for stratification -- that is, we look for consistency within strata -- rather than assume a specific mathematical relation.

Still, it is well worth exploring our population to see if there are good gains to be made by an estimator such as the ratio estimator. Experience has shown, over many years and many populations, that the ratio estimator is often an appropriate estimator. Recently BSMD staff developed a ratio estimator for the estimation of egg production numbers. As well, BSMD is analyzing the use of the ratio estimator for the estimation stocks of grain -- preliminary results are encouraging.

## 8 Conclusions

1. Stratification, if done correctly, may largely accomplish the purpose of the ratio estimation. Conversely, ratio estimation may largely accomplish the purpose of stratification.

The choice depends on a number of factors: the characteristics of the population that is sampled, the benefit-to-cost ratio of implementing and maintaining the sample designs and estimation methods are two examples. Often, in multipurpose surveys, stratification serves as a good general purpose tool. Ratio estimation is a more specific tool, being most useful when there is a high linear correlation between $y_{i}$ and $x_{i}$ and the total $X$ is known.
2. It is sometimes worthwhile to combine the use of stratification (in the sample design) and ratio estimation (in the estimation method). Ratio estimation, in this case, might serve to further improve the results obtained through stratification.
3. In surveys at Statistics Canada, it is rarely advisable to employ a simple random sampling design. With reference to agriculture, we usually stratify to allow for estimates by geographic region and types of agricultural commodities.
4. Efficient and accurate stratification requires an accurate frame. This implies that adequate resources be allocated to the development and maintenance of the quality of the frame.
5. Ratio estimation, under simple random sampling with no stratification, does not require the use of raising factors. It may be argued that the ratio estimator, under simple random sampling, is resistant to certain problems with the frame difficulties -- those that affect the quality of the raising factors, such as a shrinking frame. However, we continue to require knowledge of $X$ (or at least a good estimate of it) and a "strong enough" linear correlation between $y_{i}$ and $x_{i}$.
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