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introduction
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The third quarter of the Residential Telephone Service Survey was
conducted by Statistics Canada in August 1998 with the cooperation and
support of Stentor Resource Centre Inc. This manual has been produced to
facilitate the manipulation of the microdata file of the survey resuits.

Any questions about the data set or its use should be directed to:

Statistics Canada

Marc Hamel

Special Surveys Division, Statistics Canada
Section D7

5th floor, Jean Talon Building

Tunney's Pasture

Ottawa, Ontario K1A 0T6

(613) 951-2495

Stentor Resource Centre Inc.
Lynn Solvason

Regulatory Matters

Floor 22 - 160 Elgin Street
Ottawa, Ontario

(613) 785-0399
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2.0
Background
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Statistics Canada was approached by Stentor Resource Centre Inc. to
conduct a quarterly survey in order to monitor the phone penetration rates
across Canada. The third quarter was conducted in August 1998 as a
supplement to the Labour Force Survey. Bell Canada and other companies,
through Stentor Resource Centre Inc, are from time to time negotiating local
service pricing options for phone rates with the Canadian Radio-Television
and Telecommunication Commission. Penetration rates are the most
reliable indicator of affordability as there is no price range that can be
identified as affordable or not affordable. As a result, the importance of
monitoring any changes in phone penetration rates and analysing the
reasons for non-subscribers is necessary to properly guide regulators in
decisions about rate increases, decreases or subsidies.

Concern has been expressed that the current mechanism for monitoring
penetration rates is not adequate in providing timely results to indicate
whether Canadian penetration rates fall as a result of increases in local
rates. At present, data on penetration rates are available from the
Household Facilities and Equipment Survey (HFE) but only on an annual
basis. Given the changes that are and will be occurring in the basic
residential telephone rates, an annual survey was not adequate to
accurately reflect the impact that these changes are having on Canadian
telephone subscribership.
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3.0
Objectives
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There are two main objectives which Stentor Resource Centre Inc. has
outlined. They are:

" to collect information on penetration rates across
Canada (and make them available by province);
(ii) to collect information on non-subscriber characteristics.

To accommodate these goals, and to ensure that the survey is focused on
fulfilling these objectives, Stentor Resource Centre Inc. submitted an
analysis plan which outlined their data needs. This plan was used to design
the questionnaire and to justify the variables requested.

Special Surveys Division 5






4.0

Concepts and

Definitions

o R B it 11 W s 9 i

This chapter outlines concepts and definitions of interest to the users.
Users are referred to Chapter 12 of this document for a copy of the actual
survey questions used.

Nu r of tel ne n rs for the resi

Includes cellular telephone numbers and telephone numbers used for
business even if the business is not within the residence or if the employer
is paying for the persons'’s telephone service within that person’s household.
It includes celiular telephones from work that are brought home. Pagers are
excluded.

Income:

Household income has been measured against the 1992-base Statistics
Canada Low Income Cut-Offs - LICO (see catalogue 13-551-XPB for the full
definition of LICO). For the purpose of the RTSS, the low income values
used to assessed the level of income were rounded to the nearest $500.
The total income was collected for the entire household, regardless of family
structure. LICOs normally apply to economic families and unattached
individuals.

Although Statistics Canada's LICOs are often referred to as poverty lines,
they do not have an officially recognized status, nor does Statistics Canada
promote their use as poverty lines.

Special Surveys Division 7



Special Surveys Division



5.0

Survey

Methodology
T A T e e

The third quarter of the Residential Telephone Service Survey was
administered in August 1998 to a sub-sample of the dwellings in the Labour
Force Survey (LFS) sample, and therefore its sample design is closely tied
to that of the LFS. The LFS design is briefly described in Sections 5.1 to
5.4'. Sections 5.5 and 5.6 describe how the Residential Telephone Service
Survey departed from the basic LFS design in August 1998.

] O ) ) U0 R 1 el 4

Population Coverage

The LFS is a monthly household survey whose sample of individuals is
representative of the civilian, non-institutionalized population 15 years of
age or older in Canada's ten provinces. Specifically excluded from the
survey's coverage are residents of the Yukor? and Northwest Territories,
persons living on Indian Reserves, full-time members of the Canadian
Armed Forces and inmates of institutions. These groups together represent
an exclusion of approximately 2% of the population aged 15 or over.

R R I O 1 9 e B e 0

Sample Design

The LFS has undergone an extensive redesign, culminating in the
introduction of a new design at the end of 1994. The LFS sample is based
upon a stratified, multi-stage design employing probability sampling at all
stages of the design. The design principles are the same for each province.
A diagram summarizing the design stages appears at the end of this
section.

A detailed description of the previous LFS design is available in the Statistics
Canada publication entitled Methodology of the Canadian Labour Force Survey,
1984-1990 (catalogue #71-526).

Since 1992, the LFS has been administered in the Yukon, using an alternative
methodology that accommodates some of the operational difficulties inherent to
remote locales. To improve reliability due to small sample size, estimates are
available on a three month average basis only. These estimates are not included in
national totals

Special Surveys Division 9
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Primary Stratification

Provinces are divided into economic regions and employment insurance
regions. Economic regions (ERs) are geographic areas of more or less
homogeneous economic structure formed on the basis of federal provincial
agreements. They are relatively stable over time. Employment insurance
economic regions (EIERs) are also geographic areas, and are roughly the
same size and number as ERs, but they do not share the same definitions.
Labour force estimates are produced for the EIER regions for the use of
Human Resources Development Canada.

The intersections of the two types of regions form the first level of
stratification for the LFS. These ER/EIER intersections are treated as
primary strata and further stratification is carried out within them (see
section 5.2.3). Note that a third set of regions, Census Metropolitan Areas
(CMAs), is also respected by stratification in the current LFS design, since
each CMA is also an EIER.

L o e R R S
Types of Areas

The primary strata (ER/EIER intersections) are further disaggregated into 3
types of areas: rural, urban, and remote areas. Urban and rural areas are
loosely based on the Census definitions of urban and rural, with some
exceptions to allow for the formation of strata in some areas. Urban areas
include the largest CMAs down to the smallest villages categorized by the
1991 Census as urban (1000 people or more), while rural areas are made
up of areas not designated as urban or remote.

All urban areas are further subdivided into two types: those using an
apartment list frame and an area frame, as well as those using only an area
frame.

Approximately 1% of the LFS population is found in remote areas of
provinces which are less accessible to LFS interviewers than other areas.
For administrative purposes, this portion of the population is sampled
separately through the remote area frame. Some populations, not
congregated in places of 25 or more people, are excluded from the sampling
frame.

10 Special Surveys Division
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Secondary Stratification

In urban areas with sufficiently large numbers of apartment buildings, the
strata are subdivided into apartment frames and area frames. The
apartment list frame is a register which is based upon information supplied
by CMHC and is maintained in the 18 largest cities across Canada. The
purpose of this is to ensure better representation of apartment dwellers in
the sample as well as to minimize the effect of growth in clusters, due to
construction of new apartment buildings. In the major cities, the apartment
strata are further stratified into low income strata and regular strata.

Where it is possible and/or necessary, the urban area frame is further
stratified into regular strata, high income strata, and low population density
strata. Most urban areas fall into the regular urban strata, which, in fact,
cover the majority of Canada's population. High income strata are found in
major urban areas, while low density urban strata consist of small towns that
are geographically scattered.

In rural areas, the population density can vary greatly from relatively high
population density areas to low population density areas, resulting in the
formation of strata that reflect these variations. The different stratification
strategies for rural areas were based not only on concentration of
population. but also on cost-efficiency and interviewer constraints.

In each province, remote settlements are sampled proportional to the
number of dwellings in the settlement, with no further stratification taking
place. Dwellings are selected using systematic sampling in each of the
places sampled.

S A0 R I ) 0 1 W i %

Cluster Delineation and Selection

Households in final strata are not selected directly. Instead, each stratum is
divided into clusters, and then a sample of clusters is selected within the
stratum. Dwellings are then sampled from selected clusters. Different
methods are used to define the clusters, depending on the type of stratum.

Within each urban stratum in the urban area frame, a number of
geographically contiguous groups of dwellings, or clusters, are formed
based upon 1991 Census counts. These clusters are generally a set of one
or more city blocks or block faces. The selection of a sample of clusters
(always 6 or a multiple of 6 clusters) from each of these secondary strata
represents the first stage of sampling in most urban areas. In some other
urban areas, Census Enumeration Areas (EAs) are used as clusters. In the
low density urban strata, a three stage design is followed. Under this design,
two towns within a stratum are sampled, and then six or 24 clusters within
each town are sampled.

Special Surveys Division 11
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For urban apartment strata, instead of defining clusters, the apartment
building is the primary sampling unit. Apartment buildings are sampled from
the list frame with probability proportional to the number of units in each
building.

Within each of the secondary strata in rural areas, where necessary, further
stratification is carried out in order to reflect the differences among a number
of socio-economic characteristics within each stratum. Within each rural
stratum, six EAs or two or three groups of EAs are sampled as clusters.

S TR o SR | P S I SR S 1

Dwelling Selection

In all three types of areas (urban, rural and remote areas) selected clusters
are first visited by enumerators in the field and a listing of all private
dwellings in the cluster is prepared. From the listing, a sample of dwellings
is then selected. The sample yield depends on the type of stratum. For
example, in the urban area frame, sample yields are either 6 or 8 dwellings,
depending on the size of the city. In the urban apartment frame, each cluster
yields 5 dwellings, while in the rural areas and EA parts of cities, each
cluster yields 10 dwellings. In all clusters, dwellings are sampled
systematically. This represents the final stage of sampling.

S s et | 4 se e A S e e i

Person Selection

Demographic information is obtained for all persons for whom the selected
dwelling is the usual place of residence. LFS information is obtained for all
civilian household members 15 years of age or older. Response burden is
minimized for the elderly (70 years of age or older) by carrying forward their
responses for the initial interview to the subsequent five months in the
survey.

12 Special Surveys Division




Labour Force Survey Sample Design - 1995+

Province
EIR-ER
Intersection
{76.4%} {22.6%} {1.0%}
Urban Areas Rural Areas Remote Areas
{5.6%} {70.8%}
Apartment List Frame Area Frame
{0.6%)} {5.0%} {69.2%) {0.8%} {0.8%} {18.3%} {4.3%)}
Low Income Regular Regular High Income Low Population  High Population Low Population L
Apartments Apartments Area Frame Area Frame Density Density Density
stratum stratum stratum stratum stratum stratum stratum stratum
| | ] I I ) I
i i i | i | i :
1 1 1 ) 1 1 ] '
buildling building cluster & EA cluster & EA tou(n EA EA group Place/EA
1 { ] ) | ]
i i i I i | : :
1 ) 1 I ] 1) 1 1
dwelling dwelling dwelling dweliing cluster dwelling dwelling dwelling
[}
!
dwelling

EA - Census Enumeration Area

EIR - Employment Insurance Region
cluster - set of block faces

ER - Economic Region
{%} - percentage of total sample

= level of stratification

= stage of sampling
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Sample Size

The sample size of eligible persons in the LFS is determined so as to meet
the statistical precision requirements for various labour force characteristics
at the provincial and sub-provincial level, and to meet the requirements of
federal, provincial and municipal governments as well as a host of other
data users.

The monthly LFS sample consists of approximately 59,000 dwellings. After
excluding dwellings found to be vacant, dwellings demolished or converted
to non-residential uses, dwellings containing only ineligible persons,
dwellings under construction, and seasonal dwellings, about 52,350
dwellings remain which are occupied by one or more eligible persons. From
these dwellings, LFS information is obtained for approximately 102,000
civilians aged 15 or over.

© o T v 1 0 i
Sample Rotation

The LFS employs a panel design whereby the entire monthly sample of
dwellings consists of 6 panels, or rotation groups, of approximately equal
size. Each of these panels is, by itself, representative of the entire LFS
population. All dwellings in a rotation group remain in the LFS sample for 6
consecutive months after which time they are replaced (rotated out of the
sample) by a new panel of dwellings selected from the same or similar
clusters.

This rotation pattern was adopted to minimize any problems of non-
response or respondent burden that would occur if households were to
remain in the sample for longer than 6 months. It also has the statistical
advantage of providing a common sample base for short-term month-to-
month comparisons of LFS characteristics, since five of the six rotation
groups in the LFS sample are common from month to month.

Because of the rotation group feature, it is possible to readily conduct
supplementary surveys using the LFS design but employing less than the
full size sample.

Special Surveys Division 18
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Modifications to the L.F.S design

for the Supplement

The Residential Telephone Service Survey used five of the six rotation
groups in the August 1998 LFS sample. For the RTSS, the coverage of the
LFS was set at the household level. Unlike the LFS where information is
collected for all eligible household members, the Residential Telephone
Service Survey only collected information from one household member who

reported the information at the household level.

L s el | S S I e S e ¢ ¢
Sample size by Province for the

Supplement

The following table shows the number of household in the LFS sampled
rotations who were eligible for the Residential Telephone Service Survey

supplement.

PROVINCE SAMPLE SIZE
Newfoundland 1,628
Prince Edward Island 1186
Nova Scotia 2,888
New Brunswick 2,500
Quebec 8,373
Ontario 12,843
Manitoba 3,160
Saskatchewan 3,286
Alberta 3,297
British Columbia 4,008
CANADA 43,168

16
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Data Collection
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Data collection for the LFS is carried out each month using the computer-
assisted method during the week following the LFS reference week, usually
the third week of the month.

e ) L SR S e i
Interviewing for the LFS

Statistics Canada interviewers, who are part-time employees hired and
trained specifically to carry out the LFS, contact each of the sampled
dwellings to obtain the required labour force information. Each interviewer
contacts approximately 70 dwellings per month.

Dwellings new to the sample are contacted through a personal visit. The
interviewer first obtains socio-demographic information for each household
member and then obtains labour force information for all eligible members.
All interviews are conducted using a notebook computer. Provided there is
a telephone in the dwelling and permission has been granted, subsequent
interviews are conducted by telephone. As a result, approximately 85% of
all dwellings are interviewed by telephone. In these subsequent monthly
interviews, as they are called, the interviewer confirms the socio-
demographic information collected in the first month and collects the labour
force information for the current month.

In all dwellings, information about all household members is obtained from a
knowledgeable household member - usually the person at home when the
interviewer calls. Such 'proxy' reporting, which accounts for approximately
55% of the information collected, is used to avoid the high cost and
extended time requirements that would be involved in repeat visits or calls
necessary to obtain information directly from each respondent.

At the conclusion of the LFS monthly interviéws, interviewers introduce the
supplementary survey, if any, to be administered to some or all household
members that month.

If, during the course of the six months that a dwelling normally remains in
the sample, an entire household moves out and is replaced by a new
household, information is obtained about the new household for the
remainder of the six-month period.

Special Surveys Division 17
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Supervision and Control

All LFS interviewers are under the supervision of a staff of senior
interviewers who are responsible for ensuring that interviewers are familiar
with the concepts and procedures of the LFS and its many supplementary
surveys, and also for periodically monitoring their interviewers and reviewing
their completed documents. The senior interviewers are, in turn, under the
supervision of the LFS program managers, located in each of the six
Statistics Canada regional offices.

S RN S T D S N BT 0 7§
Non-Response to the LFS

Interviewers are instructed to make all reasonable attempts to obtain LFS
interviews with members of eligible households. For individuals who at first
refuse to participate in the LFS, a letter is sent from the Regional Office to
the dwelling address stressing the importance of the survey and the
household's cooperation. This is followed by a second call (or visit) from the
interviewer. For cases in which the timing of the interviewer's call (or visit) is
inconvenient, an appointment is arranged to call back at a more convenient
time. For cases in which there is no one home, numerous call backs are
made. Under no circumstances are sampled dwellings replaced by other
dwellings for reasons of non-response.

Each month, after all attempts to obtain interviews have been made, a small
number of non-responding households remain. For households non-
responding to the LFS and for which LFS information was obtained in the
previous month, this information is brought forward and used as the current
month's LFS information. No supplementary survey information is collected
for these households.

L AR i TR T M e SR N
Data Collection Modifications for
Residential Telephone Service
Survey

Information for the Residential Telephone Service Survey was obtained from
a knowledgable household member. Upon completion of the Labour Force
Survey interview, the interviewer introduced the RTSS and proceeded with
the interview with the respondent’'s permission

18 Crmmial C.inma Mivdelnag



The Residential Telephone Service Survey was programmed to appear on
the list of surveys to be completed on the notebook computer after the
demographic component for the LFS had been completed. Any RTSS
component not completed at the time the LFS was transmitted to one of the
Statistics Canada regional offices was left incomplete and transmitted with
the LFS.

v A | | B 11 4 e e T
Non-Response to the Residential
Telephone Service Survey

For households responding to the LFS, the next stage of data collection was
to administer the Residential Telephone Service Survey. In total, 43,168
households were eligible for the supplementary survey; the Residential
Telephone Service Survey interview was completed for 40,884 of these
households for a response rate of 94.7%. Most non-response cases for the
supplementary survey in August 1998 are directly linked to the computer-
assisted collection method. Some questionnaires for RTSS were not
created because the application was not properly installed on some laptop
computers or they were not completed before the LFS questionnaires from
which they are dependent were transmitted. More detailed information on
response rates is presented in Chapter 8 (Data Quality).

Special Surveys Division 1Q
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7.0
Data

Processing
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The main output of the Residential Telephone Service Survey is a "clean"
microdata file. This section presents a brief summary of the processing
steps involved in producing this file.

k0 R L D ]y B i
Data Capture

Capture of survey data was done directly on notebook computers by
interviewers at the time of collection. A partly edited version of the computer
record was electronically transmitted to Ottawa for further processing. In
total, 49,810 interviews were captured and transmitted for the survey.

A T B bl A ) AR 1 L L b s B G DL
Editing

The type of error treated involved a lack of information in questions which
should have been answered. For this type of error, a non-response or "not-
stated” code was assigned to the item.

T A ) 8 000 1 90 R e 0T
Coding of Open-ended Questions

No data items on the questionnaire were recorded by interviewers in an
open-ended format. A total of two partially open-ended questions were
included in the survey. These were items relating to reasons households do
not have telephone service for their residence and why they cancelled their
telephone service.

e ol | 80 | i BB e B o B s did
Creation of Derived Variables

A number of data items on the microdata file have been derived by
combining items on the questionnaire in order to facilitate data analysis.
CMA, for example, is actually a combination of Census Metropolitan Area
(CMA) and Census Agglomeration(CA). The CAs have been recoded to 0,
while the CMAs remain the same. A 'size of urban area’ variable was also

Special Surveys Division 21



created. This variable provides a population size code based on 1991 l
Census definitions for every urban/non-urban area in the LFS sample frame.

SRR ) BTG A T ST D i I
Weighting

The principle behind estimation in a probability sample such as the LFS is l
that each person in the sample "represents", besides himself or herself,

several other persons not in the sample. For example, in a simple random

2% sample of the population, each person in the sample represents 50

persons in the population. The same principle also applies to households.

The weighting phase is a step which calculates, for each record, what this
number is. This weight appears on the microdata fite, and must be used to
derive meaningful estimates from the survey. For example, if the number of
households with one or more telephone numbers for their residence is to be
estimated, it is done by selecting the records referring to those households
in the sample with that characteristic and summing the weights entered on
those records.

Details of the method used to calculate these weights are presented in
Chapter 11.

ST TR SR s | 1T S N S RN i i T
Suppression of Confidential
Information

It should be noted that the 'Public Use' microdata files described above

differ in a number of important respects from the survey 'master’ files held l
by Statistics Canada. These differences are the result of actions taken to

protect the anonymity of individual survey respondents. Users requiring

access to information excluded from the microdata files may purchase l
custom tabulations. Estimates generated will be released to the user,

subject to meeting the guidelines for analysis and release outlined in

Section 9 of this document. '

Province - Suppression of Geographic Identifiers

The survey master data file includes explicit geographic identifiers for
province, stratum and Census Metropolitan Area. It is also possible to
obtain, where sample sizes permit, estimates by urban size class. The
survey public-use microdata files usually do not contain any geographic
identifiers below the provincial level. However, since the RTSS is a
household based survey, the variables CMA and urban size class will be on
the microdata file. Note that, in some provinces, urban size class values
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may be suppressed for certain unique areas where disclosure risk may be
high.

None of the questions in the RTSS survey were completely open-ended.
The two questions that were partially open-ended (Q02 and Q03) were
regrouped in the CAI application and therefore appear as such on the
master and microdata files.

Special Surveys Division 253
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8.0
Data Quality

e L R

Response Rates

The foliowing table summarizes the response rates to the Labour Force
Survey and to the Residential Telephone Service Survey in August 1998.

Household Household Household

response rate for | response rate for | response rate to

full LFS (08 98) LFS rotations Residential

{1, 3, 4,%6, 6) Telephone Service
Survey

*1) (4) (=)
Newfoundland 94.0% 94 5% 95.2%
Prince Edward 95.5% 96.2% 97.6%
Island
Nova Scotia 93.7% 94.6% 95.8%
New Brunswick 95.6% 96.5% 96.1%
Quebec 95.7% 96.0% 95.0%
Ontario 95.3% 95.8% 93.8%
Manitoba 96.8% 97.2% 95.6%
Saskatchewan 96.4% 96.6% 94.3%
Alberta 96.0% 96.4% 94 6%
British Columbia 95.1% 95.8% 94.0%
CANADA 95.5% 96.0% 94.7%

Note:

(*1) Response rate is number of responding households as a
percentage of number of eligible households.

(*2) Response rate is number of households responding to the
Residential Telephone Service Survey as a percentage of
number of households responding to LFS in rotations
sampled.
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Survey Errors

The estimates derived from this survey are based on a sample of
households. Somewhat different figures might have been obtained if a
complete census had been taken using the same gquestionnaire,
interviewers, supervisors, processing methods, etc. as those actually used.
The difference between the estimates obtained from the sample and the
results from a complete count taken under similar conditions is called the
sampling error of the estimate.

Errors which are not related to sampling may occur at almost every phase of
a survey operation. Interviewers may misunderstand instructions,
respondents may make errors in answering questions, the answers may be
incorrectly entered on the questionnaire and errors may be introduced in the
processing and tabulation of the data. These are all examples of
non-sampling errors.

L e T NS S W

The Frame

Because the RTSS was a supplement to the LFS, the frame used was the
LFS frame. Any non-response to the LFS had an impact on the RTSS
frame. Because non-response to the LFS is quite low (usually less than 5%)
this impact was minimal. The quality of the sampling variables in the frame
was very high. The RTSS sample consisted of five rotation groups from the
LFS. No records were dropped due to missing rotation group number or any
other type of sampling variable.

Note that the LFS frame excludes about 2% of all households in the 10
provinces of Canada. Therefore, the RTSS frame also excludes the same
proportion of households in the same geographical area. It is likely that this
exclusion introduces little, if any, significant bias into the survey data.

All variables in the LFS frame are updated monthly.

Some variables on the sampling frame play a critical role with respect to
software application used in the survey. For example, in the RTSS CAI
application, each record must have accurate stratum, cluster and rotation
group codes. These variables are always of very high quality each month in
the LFS.

At times, duplication of records occurs. 93 such records were dropped from
the RTSS data file for the August 1998 collection. Some duplicates are
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created at the time of collection but most come from double transmissions of
data from the collection environment to the processing server.

b W b B e

Data Collection

Interviewer training consisted of reading the RTSS Procedures Manual,
practising with the RTSS training cases on the laptop computer, and
discussing any questions with senior interviewers before the start of the
survey. A description of the background and objectives of the survey was
provided, as well as a glossary of terms and a set of questions and answers.
Interviewers collected RTSS information at the same time that LFS
information was collected. The collection period ran from August 18 - 27,
1998.

L s e by A | 4 M iy e i)

Data Processing

During processing of the data, 6,948 RTSS records did not match to
corresponding records in the LFS. Thus they were coded as out-of-scope
and were dropped from further processing. When supplementary survey
records do not match to host survey records they must be dropped since a
weight cannot be derived for them.

Conversely, 313 records in the LFS were found that should have matched to
an RTSS record but did not. These records were coded as in-scope, since
they were eligible records from the frame which, for one reason or another,
did not have corresponding RTSS records. These records were considered
to be non-responding records, and were used in the weighting process to
adjust for non-response.

Data processing of the RTSS was straightforward since there were only five
questions on the CAl application. Any record that contained a refusal or
don’'t know in the first question (Q01) was coded as a non-response. Note
that 224 records were treated this way. Since the data was collected using a
CAl instrument, data quality before processing was very high. Very few
changes were made to the data during editing.

No imputation was done for this survey.
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Non-response

Over a large number of observations, randomly occurring errors will have
little effect on estimates derived from the survey. However, errors occurring
systematically will contribute to biases in the survey estimates.
Considerable time and effort was made to reduce non-sampling errors in the
survey. Quality assurance measures were implemented at each step of the
data collection and processing cycle to monitor the quality of the data.
These measures included the use of highly skilled interviewers, extensive
training of interviewers with respect to the survey procedures and
questionnaire, observation of interviewers to detect problems of
questionnaire design or misunderstanding of instructions, procedures to
ensure that data capture errors were minimized and coding and edit quality
checks to verify the processing logic.

A major source of non-sampling errors in surveys is the effect of non-
response on the survey resuits. The extent of non-response varies from
partial non-response (failure to answer just one or some questions) to total
non-response. Total non-response occurred because the interviewer was
either unable to contact the respondent, no member of the household was
able to provide the information, or the respondent refused to participate in
the survey. Total non-response was handled by adjusting the weight of
households who responded to the survey to compensate for those who did
not respond.

In most cases, partial non-response to the survey occurred when the
respondent did not understand or misinterpreted a question, refused to
answer a question, or could not recall the requested information.

Item non-response was very low for the RTSS. Q02, Q03, Q04_1, Q04 2,
QO04_3, Q04_4, Q04_5 and Q04_6 all had non-response rates which were
less than .01%. QOS, which was the income class question, had a non-
response rate of 2.0%, which is considered to be quite low, especially for an
income related question.

Since it is an unavoidable fact that estimates from a sample survey are
subject to sampling error, sound statistical practice calls for researchers to
provide users with some indication of the magnitude of this sampling error.
This section of the documentation outlines the measures of sampling error
which Statistics Canada commonly uses and which it urges users producing
estimates from this microdata file to use also.

The basis for measuring the potential size of sampling errors is the standard
error of the estimates derived from survey results.
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However, because of the large variety of estimates that can be produced
from a survey, the standard error of an estimate is usually expressed
relative to the estimate to which it pertains. This resuiting measure, known
as the coefficient of variation (CV) of an estimate, is obtained by dividing the
standard error of the estimate by the estimate itself and is expressed as a
percentage of the estimate.

For example, suppose that, based upon the survey results, one estimates
that 1.7% of Canadian households did not have telephone service to their
residence during the month of August 1998, and this estimate is found to
have a standard error of .00082. Then the coefficient of variation of the
estimate is calculated as:

(.00082

x 100% = 4.8%
-0l¥7
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9.0

Guidelines for

Tabulation,

Analysis and

Release

1 0 R e O 19 1134 .0 s 4 s 400

This section of the documentation outlines the guidelines to be adhered to
by users tabulating, analysing, publishing or otherwise releasing any data
derived from the survey microdata file. With the aid of these guidelines,
users of microdata should be able to produce the same figures as those
produced by Statistics Canada and, at the same time, will be able to develop
currently unpublished figures in a manner consistent with these established
guidelines.

C ol 6 i i i
Rounding Guidelines

In order that estimates for publication or other release derived from this
microdata file correspond to those produced by Statistics Canada, users are
urged to adhere to the following guidelines regarding the rounding of such
estimates:

a) Estimates in the main body of a statistical table
are to be rounded to the nearest hundred units
using the normal rounding technique. In normal
rounding, if the first or only digit to be dropped
is O to 4, the last digit to be retained is not
changed. If the first or only digit to be dropped
is 5to 9, the last digit to be retained is raised by
one. For example, in normal rounding to the
nearest 100, if the last two digits are between
00 and 49, they are changed to 00 and the
preceding digit (the hundreds digit) is left
unchanged. If the last digits are between 50
and 99 they are changed to 00 and the
preceding digit is incremented by 1.

b) Marginal sub-totals and totals in statistical
tables are to be derived from their
corresponding unrounded components and
then are to be rounded themselves to the
nearest 100 units using normal rounding.
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c) Averages, proportions, rates and percentages are to
be computed from unrounded components (i.e.
numerators and/or denominators) and then are to be
rounded themselves to one decimal using normal
rounding. In normal rounding to a single digit, if the
final or only digit to be dropped is 0 to 4, the last digit to
be retained is not changed. If the first or only digit to
be dropped is 5 to 9, the last digit to be retained is
increased by 1.

d) Sums and differences of aggregates (or ratios)
are to be derived from their corresponding
unrounded components and then are to be
rounded themselves to the nearest 100 units
(or the nearest one decimal) using normal
rounding.

e) In instances where, due to technical or other
limitations, a rounding technique other than
normal rounding is used resulting in estimates
to be published or otherwise released which
differ from corresponding estimates published
by Statistics Canada, users are urged to note
the reason for such differences in the
publication or release document(s).

f) Under no circumstances are unrounded estimates to
be published or otherwise released by users.
Unrounded estimates imply greater precision than
actually exists.

L e ke B SR A SO L el ¢

Sample Weighting Guidelines for
Tabulation

The sample design used for the Residential Telephone Service Survey was
not self-weighting. When producing simple estimates, including the
production of ordinary statistical tables, users must apply the proper
sampling weight.

If proper weights are not used, the estimates derived from the microdata file
cannot be considered to be representative of the survey population, and will
not correspond to those produced by Statistics Canada.
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Users should also note that some software packages may not allow the
generation of estimates that exactly match those available from Statistics
Canada, because of their treatment of the weight field.

L ) s i ) (DOl i

Definitions of types of estimates:
Categorical vs. Quantitative

Before discussing how the Residential Telephone Service Survey data can
be tabulated and analysed, it is useful to describe the two main types of
point estimates of population characteristics which can be generated from
the microdata file for the RTSS.

Categorical im

Categorical estimates are estimates of the number, or percentage of the
surveyed population possessing certain characteristics or falling into some
defined category. The number of households which did not have telephone
service for their residence during the reference month or the proportion of
households which had two or more telephone lines for their residence are
examples of such estimates. An estimate of the number of households
possessing a certain characteristic may also be referred to as an estimate of
an aggregate.

Examples of Categorical Questions:

How many different telephone numbers are there for
your residence?
0, 1, 2 or more

o x O

In 1997, was your total annual family income before
taxes and deductions less or more than LICO?
R: Less, more

Quantitative Estimates

Quantitative estimates are estimates of totals or of means, medians and
other measures of central tendency of quantities based upon some or all of
the members of the surveyed population. They also specifically involve
estimates of the form X/Y where X is an estimate of surveyed population
quantity total and Y is an estimate of the number of persons in the surveyed
population contributing to that total quantity. Note that there were no true
quantitative questions in the RTSS application.

An example of a quantitative estimate is the average number of weeks for
which unemployment insurance was collected for absences due to iliness
(taken from an unemployment survey). The numerator is an estimate of the
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total number of weeks for which unemployment insurance was collected for
all persons experiencing an absence due to illness, and its denominator is
the number of persons reporting an absence due to illness.

Examples of Quantitative Questions :

Q: How many consecutive weeks was this last absence?

R | || Weeks

(%, How many separate periods of 2 or more weeks were
you unable to work due to your own iliness, accident or
pregnancy?

R |_|_| Periods

A R 1 SO ) NS U W

Tabulation of Categorical Estimates

Estimates of the number of people with a certain characteristic can be
obtained from the microdata file by summing the final weights of all records
possessing the characteristic(s) of interest. Proportions and ratios of the
form X/Y are obtained by:

(a) summing the final weights of records having the
characteristic of interest for the numerator (X),
(b) summing the final weights of records having the
characteristic of interest for the denominator (Y), then
© dividing the numerator estimate by the denominator
estimate.

S st gl s e I EIBINIMSITEI: s s ol (00 L

Tabulation of Quantitative Estimates

Estimates of quantities can be obtained from the microdata file by
multiplying the value of the variable of interest by the final weight for each
record, then summing this quantity over all records of interest. For example,
using an unemployment survey, to obtain an estimate of the total number of
weeks of employment insurance received by people whose last absence
was due to pregnancy, multiply the value reported for weeks received El by
the final weight for the record, then sum this value over all records which
report last absence due to pregnancy.

To obtain a weighted average of the form X/Y . the numerator (X) is
calculated as for a quantitative estimate and the denominator (Y) is
calculated as for a categorical estimate. For example, to estimate the
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average number of weeks El was received by people whose last absence
was due to pregnancy,

(a) estimate the total number of weeks as described
above,

(b) estimate the number of people in this category by
summing the final weights of all records which report
last absence due to pregnancy, then

© divide estimate (a) by estimate (b).

Akl A il ) | 4 g sk
Guidelines for Statistical Analysis

The Residential Telephone Services Survey is based upon a complex
sample design, with stratification, multiple stages of selection, and unequal
probabilities of selection of respondents. Using data from such complex
surveys presents problems to analysts because the survey design and the
selection probabilities affect the estimation and variance calculation
procedures that should be used. In order for survey estimates and analyses
to be free from bias, the survey weights must be used.

While many analysis procedures found in statistical packages allow weights
to be used, the meaning or definition of the weight in these procedures differ
from that which is appropriate in a sample survey framework, with the result
that while in many cases the estimates produced by the packages are
correct, the variances that are calculated are poor. Variances for simple
estimates such as totals, proportions and ratios (for qualitative variables) are
provided in the accompanying Sampling Variability Tables.

For other analysis techniques (for example linear regression, logistic
regression and analysis of variance), a method exists which can make the
variances calculated by the standard packages more meaningful, by
incorporating the unequal probabilities of selection. The method rescales the
weights so that there is an average weight of 1.

For example, suppose that analysis of all male respondents is required.
The steps to rescale the weights are as follows:

- select all respondents from the file who reported SEX=male

- Calculate the AVERAGE weight for these records by
summing the original person weights from the microdata file
for these records and then dividing by the number of
respondents who reported SEX=male

- for each of these respondents, calculate a RESCALED
weight equal to the original person weight divided by the
AVERAGE weight
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- perform the analysis for these respondents using the
RESCALED weight.

However, because the stratification and clustering of the sample's design
are still not taken into account, the variance estimates calculated in this way
are likely to be under-estimates.

The calculation of truly meaningful variance estimates requires detailed
knowledge of the design of the survey. Such detail cannot be given in this
microdata file because of confidentiality. Variances that take the complete
sample design into account can be calculated for many statistics by
Statistics Canada on a cost recovery basis.

S a0 B TR o 0 T R A ) SR B AR i
CV Release Guidelines

Before releasing and/or publishing any estimate from the Residential
Telephone Service Survey, users should first determine the quality level of
the estimate. The quality levels are acceptable, marginal and unacceptable.
Data quality is affected by both sampling and non-sampling errors as
discussed in section 8. However for this purpose, the quality level of an
estimate will be determined only on the basis of sampling error as reflected
by the coefficient of variation as shown in the table below. Nonetheless,
users should be sure to read section 8 to be more fully aware of the quality
characteristics of these data.

First, the number of respondents who contribute to the calculation of the
estimate should be determined. If this number is less than 30, the weighted
estimate should be considered to be of unacceptable quality.

For weighted estimates based on sample sizes of 30 or more, users should
determine the coefficient of variation of the estimate and follow the
guidelines below. These quality level guidelines should be applied to
weighted rounded estimates.

All estimates can be considered releasable. However, those of marginal or
unacceptable quality level must be accompanied by a warning to caution
subsequent users.
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Quality Level Guidelines

Quality Level of
Estimate

Guidelines

1. Acceptable

Estimates have:
a sample size of 30 or more, and
low coefficients of variation in the range 0.0% - 16.5%

No warning is required.

2. Marginal

Estimates have:
a sample size of 30 or more, and
high coefficients of variation in the range 16.6% - 33.3%.

Estimates should be flagged with the letter M (or some similar
identifier). They should be accompanied by a warning to caution
subsequent users about the high levels of error, associated with
the estimates.

3. Unacceptable

Estimates have:
a sample size of less than 30, or
very high coefficients of variation in excess of 33.3%.

Statistics Canada recommends not to release estimates of
unacceptable quality. However, if the user chooses to do so
then estimates should be flagged with the letter U (or some
similar identifier) and the following warning should accompany
the estimates:

“The user is advised that . . . (specify the data) . . . do not meet
Statistics Canada's quality standards for this statistical program.
Conclusions based on these data will be unreliable, and most
likely invalid. These data and any consequent findings should
not be published. If the user chooses to publish these data or
findings, then this disclaimer must be published with the data."

Special Surveys Division
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10.0
Approximate

Variability
Tables
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In order to supply coefficients of variation which would be applicable to a
wide variety of categorical estimates produced from this microdata file and
which could be readily accessed by the user, a set of Approximate Sampling
Variability Tables has been produced. These "look-up" tables allow the user
to obtain an approximate coefficient of variation based on the size of the
estimate calculated from the survey data.

The coefficients of variation (C.V.) are derived using the variance formula for
simple random sampling and incorporating a factor which reflects the
multi-stage, clustered nature of the sample design. This factor, known as
the design effect, was determined by first calculating design effects for a
wide range of characteristics and then choosing from among these a
conservative value to be used in the look-up tables which would then apply

to the entire set of characteristics.

The table below shows the design effects, sample sizes and population
counts by province which were used to produce the Approximate Sampling

Variability Tables.

PROVINCE DESIGN SAMPLE POPULATION
EFFECT SIZE

Newfoundland 1.36 1,550 200,310
Prince Edward 1.08 1,157 51,818
Island

Nova Scotia 2.25 2,768 366,633
New Brunswick 1.16 2,402 294,115
Quebec 1.70 7,950 3,100,718
Ontario 0.i5 12,051 4,347,251
Manitoba 1.60 3,021 440,919
Saskatchewan 1.18 3,099 394,732
Alberta 1.32 Sl 1,085,954
British Columbia 1.65 3,768 1,581,541
Atlantic Provinces 1.79 7,877 912 876
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Prairies 1.69 9,238 1,921,605

Canada 1.89 40,884 11,863,991

All coefficients of variation in the Approximate Sampling Variability Tables
are approximate and, therefore, unofficial. Estimates of actual variance for
specific variables may be obtained from Statistics Canada on a cost-
recovery basis. The use of actual variance estimates would allow users to
release otherwise unreleaseable estimates, i e., estimates with coefficients
of variation in the 'confidential' range.

Remember: if the number of observations on which an estimate is based is
less than 30, the weighted estimate should not be released regardless of the
value of the coefficient of variation for this estimate. This is because the
formulas used for estimating the variance do not hold true for small sample
sizes.

S rradp el o A T R R N DUSTR R NESIY ) T
How to use the C.V. tables for
Categorical Estimates

The following rules should enable the user to determine the approximate
coefficients of variation from the Sampling Variability Tables for estimates of
the number, proportion or percentage of the surveyed population
possessing a certain characteristic and for ratios and differences between
such estimates.

Rule 1: Estimates of Numbers Possessing a Characteristic
(Aggregates)

The coefficient of variation depends only on the size of the estimate itself.
On the Sampling Variability Table for the appropriate geographic area,
locate the estimated number in the left-most column of the table (headed
"Numerator of Percentage") and follow the asterisks (if any) across to the
first figure encountered. This figure is the approximate coefficient of
variation.

Rule 2: Estimates of Proportions or Percentages Possessing a
Characteristic

The coefficient of variation of an estimated proportion or percentage
depends on both the size of the proportion or percentage and the size of the
total upon which the proportion or percentage is based. Estimated
proportions or percentages are relatively more reliable than the
corresponding estimates of the numerator of the proportion or percentage,
when the proportion or percentage is based upon a sub-group of the
population. For example, the proportion of "households which did not have
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telephone service for their residence during the reference period” is more
reliable than the estimated number of "households which did not have
telephone service for their residence during the reference period”. (Note
that in the tables the CV's decline in value reading from left to right).

When the proportion or percentage is based upon the total population of the
geographic area covered by the table, the CV of the proportion or
percentage is the same as the CV of the numerator of the proportion or
percentage. In this case, Rule 1 can be used.

When the proportion or percentage is based upon a subset of the total
population (e.g. those in a particular sex or age group), reference should be
made to the proportion or percentage (across the top of the table) and to the
numerator of the proportion or percentage (down the left side of the table).
The intersection of the appropriate row and column gives the coefficient of
variation.

Rule 3: Estimates of Differences Between Aggregates or
Percentages

The standard error of a difference between two estimates is approximately
equal to the square root of the sum of squares of each standard error
considered separately. That is, the standard error of a difference @ = X, -
X, is:

-3 2 ~ ®
0y = V/(A,oc]) ¥ ear)

where X, is estimate 1, X, is estimate 2, and a, and «a, are the
coefficients of variation of X, and X, respectively. The
coefficient of variation of @ is given by 0g/d. This formula is
accurate for the difference between separate and
uncorrelated characteristics, but is only approximate
otherwise.

Rule 4: Estimates of Ratios

In the case where the numerator is a subset of the denominator, the ratio
should be converted to a percentage and Rule 2 applied. This would apply,
for example, to the case where the denominator is the number of
“households which did not have telephone service for their residence during
the reference period” and the numerator is the number of "households which
did not have telephone service to their residence during the reference
period because they could not afford it".

In the case where the numerator is not a subset of the denominator, as for
example, the ratio of the number of "households in Quebec whose total
annual income for 1997 was bellow the low income cut off" as compared to
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the number of "households in Ontario whose total annual income for 1997
was bellow the low income cut off", the standard deviation of the ratio of the
estimates is approximately equal to the square root of the sum of squares of
each coefficient of variation considered separately multiplied by R. That is,
the standard error of a ratio R = X, / X,) is:

a . R‘\/a: o | s

where a, and a, are the coefficients of vanation of X, and X,
respectively. The coefficient of variation of R is given by
Ogr/R. The formula will tend to overstate the error, ifX, and X,
are positively correlated and understate the error if X, and X,
are negatively correlated.

Rule 5: Estimates of Differences of Ratios

In this case, Rules 3 and 4 are combined. The CV's for the two ratios are
first determined using Rule 4, and then the CV of their difference is found
using Rule 3.

S T ) D S S B A iy i )
Examples of using the C.V. tables for
Categorical Estimates

The following 'real life' examples are included to assist users in applying the
foregoing rules.

Example 1 : Estimates of Numbers Possessing a Characteristic
(Aggregates)

Suppose that a user estimates that 197,793 households did not have
telephone service for their residence during the reference period. How does
the user determine the coefficient of variation of this estimate?

(1 Refer to the CV table for CANADA.

(2) The estimated aggregate (197,793) does not appear in
the left-hand column (the 'Numerator of Percentage'
column), so it is necessary to use the figure closest to
it, namely 200,000

(3) The coefficient of variation for an estimated aggregate
is found by referring to the first non asterisk entry on
that row, namely, 5.2%.
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(4)

So the approximate coefficient of variation of the
estimate is 5.2%.

The finding that there were 197,793 households did not
have telephone service for their residence during the
reference period is publishable with no qualifications.

Example 2 : Estimates of Proportions or Percentages Possessing a
Characteristic

Suppose that the user estimates that 113,462/197,793=57.4% of
households which did not have telephone service for their residence during
the reference period reported that they could not afford telephone service.
How does the user determine the coefficient of variation of this estimate?

(1
(2)

(4)

Refer to the table for CANADA.

Because the estimate is a percentage which is based
on a subset of the total population (i.e.,households
which did not have telephone service for their
residence during the reference period), it is necessary
to use both the percentage (57.4%) and the numerator
portion of the percentage (113,462) in determining the
coefficient of variation.

The numerator, 113,462, does not appear in the
left-hand column (the 'Numerator of Percentage'
column) so it is necessary to use the figure closet to it,
namely 125,000. Similarly, the percentage estimate
does not appear as any of the column headings, so it
Is necessary to use the figure closest to it, 50.0%.

The figure at the intersection of the row and column
used, namely 4.7% is the coefficient of variation to be
used.

So the approximate coefficient of variation of the
estimate is 4.7%. The finding that 57.4% of
households which did not have telephone service for
their residence during the reference period could not
afford telephone service can be published with no
qualifications.

Example 3 : Estimates of Differences Between Aggregates or
Percentages

Suppose that a user estimates that 857 837/3,100,718=27.7% of
households in Quebec reported that their total annual income for 1997 was
less than LICO, while 864,796/4,347,251=19.9% of households in Ontario
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reported that their total annual income for 1997 was less than LICO. How
does the user determine the coefficient of variation of the difference
between these two estimates?

{1y Using the QUEBEC and ONTARIO CV table in the
same manner as described in example 1 gives the CV
of the estimate for households in Quebec as 2.6, and
the CV of the estimate for households in Ontario as

0.8%.
(2) Using rule 3, the standard error of a difference @ = X, -
A is!
0; = \‘/(‘\11 ocl‘)2 . (‘.\"Ea:):

where X, is estimate 1, X, is estimate 2, and a, and «, are
the coefficients of variation of X, and X, respectively.

That is, the standard error of the difference d = (1277 -.199)

= .078 is:
0; = VI(277)(026)) + [(.199)(.008)]
= (.0000519) + (.00000253)
= .0074

(3) The coefficient of variation of d is given by o4/d =
.0074/.078 = .095.

(4) So the approximate coefficient of variation of the
difference between the estimates is 9.5%.This estimate
is publishable with no qualifications.

Example 4 : Estimates of Ratios

Suppose that the user estimates that 857,837 households in Quebec
reported that their total annual income for 1997 was less than LICO, while
864,796 households in Ontario reported that their total annual income for
1997 was less than LICO. The user is interested in comparing the estimate
of Quebec households versus that of Ontario households in the form of a
ratio. How does the user determine the coefficient of variation of this
estimate?

(1 First of all, this estimate I1s a ratio estimate, where the
numerator of the estimate (=X, ) is the number of
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households in Quebec which reported that their total
annual income for 1997 was less than LICO. The
denominator of the estimate (=X, ) is the number of
households in Ontario which reported that their total
annual income for 1997 was less than LICO.

(2) Refer to the tables for QUEBEC and ONTARIO.

(3) The numerator of this ratio estimate is 857,837. The
figure closest to it is 750,000. The coefficient of
variation for this estimate is found by referring to the
first non-asterisk entry on that row in the QUEBEC
table, namely, 2.6%.

(4) The denominator of this ratio estimate is 864,796. The
figure closest to it is 750,000. The coefficient of
variation for this estimate is found by referring to the
first non-asterisk entry on that row in the ONTARIO
table, namely, 0.8%.

(5) So the approximate coefficient of variation of the ratio
estimate is given by rule 4, which is,

where a, and a, are the coefficients of variation of X, and
X, respectively.

Thatis |

a; = {(.026)> + (.008)
= 0.027

The obtained ratio of Quebec versus Ontario households
whose total annual income for 1997 is less than the LICO is
857,837/864,796 - which is 0.99:1. The coefficient of variation
of this estimate is 2.7%, which is releasable with no
qualifications.

G o T 0 B .40 B 0 e B el
How to use the CV tables to
obtain Confidence Limits

Although coefficients of variation are widely used, a more intuitively
meaningful measure of sampling error is the confidence interval of an
estimate. A confidence interval constitutes a statement on the level of
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confidence that the true value for the population lies within a specified range
of values. For example a 95% confidence interval can be described as
follows:

If sampling of the population is repeated indefinitely, each sample leading to
a new confidence interval for an estimate, then in 95% of the samples the
interval will cover the true population value.

Using the standard error of an estimate, confidence intervals for estimates
may be obtained under the assumption that under repeated sampling of the
population, the various estimates obtained for a population characteristic are
normally distributed about the true population value. Under this assumption,
the chances are about 68 out of 100 that the difference between a sample
estimate and the true population value would be less than one standard
error, about 95 out of 100 that the difference would be less than two
standard errors, and about 99 out of 100 that the differences would be less
than three standard errors. These different degrees of confidence are
referred to as the confidence levels.

Confidence intervals for an estimate, X, are generally expressed as two
numbers, one below the estimate and one above the estimate, as (X-k, 3(+k)
where k is determined depending upon the level of confidence desired and
the sampling error of the estimate.

Confidence intervals for an estimate can be calculated directly from the
Approximate Sampling Variability Tables by first determining from the
appropnate table the coefficient of variation of the estimate X, and then
using the following formula to convert to a confidence interval Cl:

CR =X - tXo,, X'+ 1 day
where ay is the determined coefficient of variation of X, and

t = 1 if a 68% confidence interval is desired
t= 1.6 if a 90% confidence interval is desired
t = 2 if a 95% confidence interval is desired
t = 3 if a 99% confidence interval is desired.

Note: Release guidelines which apply to the estimate also apply to
the confidence interval. For example, if the estimate is not
releasable, then the confidence interval is not releasable
either.

S e ) I AT R R

Example of using the CV tables to
obtain confidence limits
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A 95% confidence interval for the estimated proportion of households which
did not have telephone service for their residence during the reference
period because they could not afford telephone service (from Example 2,
section 10.2) would be calculated as follows.

X = 57.4% (or expressed as a proportion = .574)
t= 2

ax = 4.7% (.047 expressed as a proportion) is the coefficient
of variation of this estimate as determined from the
tables.

Cly= {574 -(2) (.574) (.047), .574 + (2) (.574) (.047)}
Cly= {.574 - .054, 574 + 054}

Cl, = {520 .628)

With 95% confidence it can be said that between 52.0% and 62.8% of
households which did not have telephone service for their residence during
the reference period reported that they could not afford telephone service.

T R . | L0 0 018 B s 0 0

How to use the CV tables to do a
t-test

Standard errors may also be used to perform hypothesis testing, a
procedure for distinguishing between population parameters using sample
estimates. The sample estimates can be numbers, averages, percentages,
ratios, etc. Tests may be performed at various levels of significance, where
a level of significance is the probability of concluding that the characteristics
are different when, in fact, they are identical.

Let X, and X, be sample estimates for 2 characteristics of
interest. Let the standard error on the differenceX, - X, be og.

e =1 Ad
1 Js

[ is between -2 and 2, then no conclusion

OJ

about the difference between the characteristics is justified at
the 5% level of significance. If however, this ratio is smaller
than -2 or larger than +2, the observed difference is significant
at the 0.05 level. That is to say that the characteristics are
significant.
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Example of using the CV tables to do
a t-test

Let us suppose we wish to test, at a 5% level of significance, the hypothesis
that there is no difference between the proportion of households in Quebec
which reported that their total annual income for 1997 was less than LICO,
and the proportion of households in Ontario which reported that their total
annual income for 1997 was less than LICO. From example 3, section 10.2,
the standard error of the difference between these two estimates was found
to be = .0074. Hence,

X, & 2717 -.199 _ 078
9, 0074 0074

= 10.54.

Since t = 10.54 is greater than 2, it must be concluded that
there is a significant difference between the two estimates at
the 0.05 level of significance.

S R R S S SRS N Ry AR ]
Coefficients of Variation for
Quantitative Estimates

For quantitative estimates, special tables would have to be produced to
determine their sampling error. Since all of the variables for the RTSS are
primarily categorical in nature, this has not been done.

As a general rule, however, the coefficient of variation of a quantitative total
will be larger than the coefficient of variation of the corresponding category
estimate (i.e., the estimate of the number of persons contributing to the
quantitative estimate). If the corresponding category estimate is not
releasable, the quantitative estimate will not be either. For example, in an
absence from work survey, the coefficient of variation of the total number of
weeks absent from work would be greater than the coefficient of variation of
the corresponding proportion of paid workers with an absence. Hence if the
coefficient of variation of the proportion is not releasable, then the coefficient
of variation of the corresponding quantitative estimate will also not be
releasable.

Coefficients of variation of such estimates can be derived as required for a
specific estimate using a technique known as pseudo replication. This
involves dividing the records on the microdata files into subgroups (or
replicates) and determining the variation in the estimate from replicate to
replicate. Users wishing to derive coefficients of variation for quantitative
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estimates may contact Statistics Canada for advice on the allocation of
records to appropriate replicates and the formulae to be used in these

calculations.

) N 4 M ) B k) L LT

Release cut-off's for the RTSS

The minimum size of the estimate at the provincial, regional and Canada
levels are specified in the table below. Estimates smaller than the minimum
size given in the "Not Releasable" column may not be released under any

circumstances.

Table of Release Cut-offs

Province Unqualified Qualified Confidential Not Releasable
Newfoundiand 6,500 & + 3,000 - 6,400 1,500 - 2,900 under 1,500
Prince Edward Island 1,500 & + 1,000 - 1,400 500-900 under 500
Nova Scotia 10,500 & + 4,500 - 10,400 2,500 - 4,400 under 2,500
New Brunswick 5,000 & + 2,500 - 4,900 1,500 - 2,400 under 1,500
Quebec 24000& + | 10,500 - 23,900 6.000 -10,400 under 6,000
Ontario 2,000 & + 1,000 - 1,900 500 - 900 under 500
Manitoba 8,500 &+ 3,500 - 8,400 2,000 - 3,400 under 2,000
Saskatchewan 5,500 & + 2,500 - 5,400 1,500 - 2,400 under 1,500
Alberta 16,500 & + 7,500 - 16,400 4,000 - 7,400 under 4,000
British Columbia 25,000 &+ | 11,000 - 24,900 6,000 - 10,900 under 6,000
Atlantic Provinces 7,500 & + 3,500 - 7,400 2,000 - 3,400 under 2,000
Praine Provinces 13,000 & + 5,500 -12,900 3,000 - 5,400 under 3,000
CANADA 20,000 & + 9,000 - 19,900 5,000 - 8,900 under 5,000
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CV Tables

RESIDENTIAL TELEPHONE SERVICES SURVEY - 0898

Approximate Sampling Variability Tables for NEWFOUNDLAND

NUMERATOR OF ESTIMATED PERCENTAGE
PERCENTAGE

('000) 0.1% 1.0% 2.0% 5.0% 10.0% 15.0% 20.0% 25.0% 30.0% 35.0% 40.0% 50.0% 70.0% 90.0%
1 bl 41.6 41.3 40.7 39.6 38.5 37.4 36.2 34.9 3857 RS 29.5 22.9 13k

2 s il 29.4 29.2 28.8 28.0 27.2 26.4 25.6 26.7 23.8 22.9 20.9 16.2 9.8

3 b i 2319 2358 22.9 22.2 21.6 20.9 20.2 19.4 18.7 17.0 13.2 74

4 e oo 4 il 20.7 20.4 19.8 1953 18.7 18.1 173 16.8 16.2 14.8 11.4 6.6

5 e dede e de g e e 18.2 W% Jrale 16.7 16.2 15.6 15.1 14.5 13.2 10.2 S\
6 AR Ve S IR SRR W e e e A e 16.6 16.2 LT 15.2 14.8 14.3 135¥1 13.2 12.1 9.3 5.4
7 T s de de ek R e TR e 15.4 15.0 14.6 1414 13.7 13.2 12.7 2.2 11.2 8.6 5.0

8 o T R AR R 14.4 14.0 13.6 13.2 12.8 12.4 L 11.4 10.4 8.1 4.7

9 FRRA kR R R AR A AR TR AN AR 5% 13.2 12.8 12.5 12.1 11.6 11.2 10.8 9.8 7.6 4.4
10 ERRRRRAR R AR RN Ak 12.9 12.5 12.2 11.8 1.4 11.0 10.6 10.2 9.3 et 4.2
11 wwsersssersmeerttoccsseessesrs 119 11,6 1.3 10,9 105 10.2 9.8 8.9 6.9 4.0
12 L L T M4 1454 10.8 10.4 10.1 9.7 9.3 8.5 6.6 348
13 e L 11.0 0.7 10.4 10.0 9.7 9.3 9.0 8.2 6.3 S
14 R e T e 10.6 10.3 10.0 (-1 9.3 9.0 8.6 7.9 6.1 3.5
15 ERAENNENFARRAIANIANANAN AR IR A AR 10.2 9.9 9.6 9.3 9.0 8.7 8.4 7.6 5.9 3.4
16 FHAANRRRR IR ANRAREARNN KR AR ARAA AR 9.9 9.6 .3 9.0 8.7 8.4 8.1 7.4 a7 Sus
17 B T 9.6 9.3 9.1 8.8 8.5 8.2 7.8 7.2 LS 3.2
18 FHIKRIRAREARARRERIRARRRA R AR RN 9.3 9.1 8.8 8.5 B.2 7.9 7.6 7.0 5.4 31
19 P Ve T o o ok A A R 9.1 8.8 8.6 8.3 8.0 s 7 d 7.4 6.8 Loy ) 210}
20 B T R g S e 8.9 8.6 8.4 8.1 7.8 7.5 7 6.6 5.1 3.0
21 B e e L T L P T T TS T e B.4 8.2 7.9 7.6 7.3 1 6.4 5.0 2.9
22 L T T T T e T 8.2 8.0 7.7 e 7.2 6.9 6.3 4.9 2.8
23 B T L e 8.0 7.8 7.5 753 740 6.7 6.2 4.8 2ud
Al R e 7.9 7.6 7.4 7 6.9 6.6 6.0 4.7 e
25 ERRERE KRR AAIARR RN TR R R AR R AR AR A TAT 7.5 7.2 7.0 5.5 6.5 5.9 4.6 2.6
30 HRHHRAERR AR NAENIAN R RIRRREARRNR AR RRA R 7. 6.8 6.6 6.k 6.4 5.9 5.4 42 200
35 HHERERARNAANAAARRA RN RAANR AR A AN RANRA A AR AR AR R 6.3 6.1 5.9 B 5IAD 5.0 3.9 2.2
40 L e 2 e S e 5. 5.7 5.5 5.3 S 4.7 3.6 2l
45 B Rl L L I R T T S e ) 5.4 542 5.0 %8 LNt 3.4 210
50 B R 5. 4.9 4.8 4.6 4.2 3.2 1
55 B L T Y & T 4.5 b.b 4.0 3.1 1.8
60 e e e e o e e e o e e i A e T e e e e s e ol e o o R e T e W A e e e 4.5 4.3 4.2 3.8 3.0 T
65 B T S e e o0 2.7 2.8 L)
70 B R T L R L N T R e e T T S T T T 2 2 T2 e A T Y 4.0 3.9 3Ly 2.7 1.6
75 e L g T 3.7 3.4 2.6 Miel)
80 R L e L g R e 3.6 3.3 2.6 145
85 AR AT AR RR T AR A AN RRR A AR AR AR AR A AR AR AR AR AR A AT AR AR AR AR A AR AR dd o dddd 3.2 2.5 1-4
90 THAN AR AT A AR ERATAARR AR AR A AR AARANRRA AR AR R RERAAANRE AR AR ARTRAANE AR RN AR A AR AR AR hd 3.1 2.‘ 1_Q
95 AR AA AT AARAEAEAARAAAAAAAREA AR AR R AAAA AR AR AR R AR R ARAAAN AR AREER A RRARRR AR AT ARk 3.0 ?_3 1,L
100 R AR R R A A AR A AR AR AR R R A AR R A AR AR AR RAR AR R AR AR RN R ARA AN A R AR A AR AR R R R R AR S 2.3 1'®
125 L L g L T e e e e s el 2_0 iL.B
150 AR AT R R AR R AR R AR AN AR R R A AR AR R AR R AR AR A AR AR AR AAR AR A AR A AR AR TR ERR RN AR AR A AR AR RARRAAR AR R A A AR NN AR A AR 1_]

NOTE: FOR CORRECT USAGE OF THESE TABLES PLFASE REFER TO MICRODATA DOCUMENTATION
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RESIDENTIAL TELEPHONE SERVICES SURVEY - 0898

Approximate Sampling Variability Tables for PRINCE EDWARD ISLAND

UMERATOR OF ESTIMATED PERCENTAGE
PERCENTAGE

('000) 0.1% 1.0% 2.0% 5.0 10.0Xx 15.0X 20.0% 25.0% 30.0x 35.0X 40.0% 50.0Xx 70.0% 90.0%
1 whewkkamwaRaRaRs 1.5 21,2 206 2.0 19.5 18.8 18.2 17.5 16.8 15.4 1.9 6.9
2 sedamnansamwnaRRnRwRaNs 150 14,6  14.2  13.8 13.3  12.9  12.4 1.9 10.9 8.4 4.9
3 ERRARRRENRRCRRAA R AR, 119 11,6 11, 10.9  10.5  10.1 9.7 8.9 6.9 4.0
4 AR AR IR I AR AR 10.3 10.0 9.7 9.4 9.1 8.8 8.4 7 6.0 3.4
5 P L T e T ey (o8 9.0 8.7 8.4 8.1 7.8 7.5 6.9 5.3 3.1
6 Ll e s s 8.2 7.9 12877, 7.4 7.2 6.9 6.3 4.9 2.8
” D Y 7.6 7.4 75 6.9 6.6 6.4 5.8 4.9 2.6
8 R e e e 6.9 6.7 6.4 6.2 6.0 5.4 4.2 2.4
[+] AR R RRERERA RN AR AR RAN AR AR RN AR AR AR RN 6.5 6.3 6.1 5.8 5.6 5.1 4.0 2.3
10 WRERE AR AR AR R R AR AR AR AR AR AR RN 6.2 6.0 5.8 5.5 5.3 4.9 3.8 2.2
11 AR R AT R AR A AR R ARk kAR drdw 5.7 5.5 5.3 5.1 4.6 3.6 2.1
12 Ll e e e s e et il S. 5.3 5.1 4.9 4.4 3.4 2.0
13 L L e e e e et ] 5.0 4.9 4.7 4.3 3.3 1.9
A L e e e e e e e e e T 4.9 4.7 4.5 4.1 3.2 128
15 AR E RN R R TR TR A R TR R AR AR AR A AR AR Rk 4. 4.5 4.3 4.0 3.1 1.8
16 P e L e e e T e 2 4.4 4. 2 3.8 3.0 A7/
17 D e e L T A 4.3 A 3.7 2.9 )7
18 L e et e e e 2 e 2 2 e i e e e i 2 2 s 4. 4.0 3.6 2.8 1.6
19 R N R A R A R R TR drd W rwr i ki wr 3_9 3'5 2. 74 1 _6
20 AR AR AR AR RN R AR R AR R AR TR R AR AR R AR R AR R R RR R AR AR AR ER R R R AR AR R AR TR R R ARk R AR 3. 3.4 2.7 1.5
2 AR RAARA I RRR R A AR AR R AR R AR AR N KA RAR AR RAEARRR R AR AR RRR AR RR R AR A AR AR AR RR AN AR R AR AR rR 3.4 2.6 1.5
22 LR R g d e e s e A R T 2 P e R e e L A e o 3.3 2.5 1.9
23 R e L e e e e e 2 e 3.2 2.5 1.4
24 L e s e e 3.1 2.4 1.4
25 L D e e e L g L T e e 3. 2.4 1.4
30 D e e 2.2 1.3
35 L S e T e e e e 2.0 52
40 P L L L e R el 2l g1
45 AR AN A R AR R R R Wk dr sk kA kR AR R Rk A AR R R R R & " [ n

TE: FOR CORRECT USAGE OF THESE TABLES PLEASE REFER TO MICRODATA DOCUMENTATION
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RESIDENTIAL TELEPHONE SERVICES SURVEY - 0898

Approximate Sampling Variability Tables for NOVA SCOTIA

NUMERATOR OF ESTIMATED PERCENTAGE
PERCENTAGE

('000) 0.1% 1.0% 2.0% $.0X 10.0X 15.0%x 20.0X 25.0% 30.0%x 35.0% 40.0% 50.0% 70.0% 90.0%
1 sswswwir 5,1 538 53.0 51.6 50.1 4B8.6 47.1 45.5 43.8  42.1 385 29.8 17.2

2 bl aiiabd 38L3 38.1 375 365 35.5 34.4 33.3 32.2 31.0 29.8 & 214 12.2

3 T B2 341 30.6 29.8 28.9 28.1 27.2 26.3 2558 24.3 2252 17.2 9.8

4 velldariarigers 269 265 5.8 5.4 223 B5 V2R A9 M1 w2 19T BB

5 shabksaskitbens, 26 1 2347| 2311 22.4 2108 T @120 195" MER w72 138 T
§ ' EEEeestsemle P20 ¢ 21.6( 211, 205 199 19.2°0 {86 - 179 ' dr.2 187 12 7.0
7 || seadedsseliilass . 203 20,00 195 19.0 18.4 17.8 2 #B.E 9  wS 113 | &8
8 W o e e e o e o e e e o e 18.7 18.2 17.7 17.2 16.7 16.1 EC) 14.9 13.6 10.5 S8
9 Wt e e R e e e 17.7 17.2 16.7 16.2 15.7 15.2 14.6 14.0 12.8 9.9 8.7
10 wwewswswssweewwwssnosssr 168 16,3 159 15.4  14.9 144 13.9 133 12,2 9.4 5.4
1 sl s anhalies - q6.0] 15.6 15.0 6.7 $4.2. 1397 "Wd BT e 9.0 5.
12 N K e AT A e ok b o e 15.3 14.9 14.5 14.0 13.6 134 12af 2.2 1.1 8.6 5=0
13 e e W e e W b 145%; 14.3 13.9 13.5 13.1 12.6 12.2 1% 10.7 8.3 4.8
14 S e ek o e 1452 13.8 13.4 13.0 12.6 12.2 B E3 10.3 8.0 4.6
15 Sk dd e i ek e i ek R 12k 1303 12.9 12.6 12.2 T 11-3 10.9 9.9 7.7 4.4
16 e e e A W i R o e R R e 12.9 12.% 12.2 11.8 11.4 11.0 0.5 9.6 7.4 don B
17 wkbeamowsesswesseeswass 1290 1250 12,2 1.8 1.4 1.0 10.6  10.2 9.3 7.2 4.2
18 B L S a2 L aes 12.5 128 11.8 11.5 M 31 10.7 10.3 9.9 9.1 7.0 4.1
19 wewmmesrkesreeesswsaecsvseoressss 11,80 11,5 11,2 10,8 10.4 101 B.7 ‘&8 &3 - BB
20 AT e ke S e o e o ek 11.5 M 10.9 10.5 10.2 9.8 9.4 8.6 6.7 3.8
21 L L P 1E 10.9 10.6 10.3 9.9 9.6 9.2 8.4 6.5 3.8
22 e de e e e W e e e e 1.0 10.7 10.4 10.0 9.7 9.3 9.0 8.2 6.4 B
23 Stk e ke ek ok o e e W 10.8 10.5 10.1 9.8 9.5 9.1 8.8 8.0 6.2 B.d6
24 et e e el W e Wk e o o o 10.5 10152 9.9 9.6 9.3 9.0 8.6 7.8 6.1 5.8
25 e e e e e o ok el o e b e e 10.3 10.0 9.7 9.4 9.1 8.8 8.4 A/ 6.0 3.4
30 B e ) 9.4 9.2 8.9 8.6 8.3 8.0 Te. U 7.0 5.4 3.1
35 L LA L T T LT 8.7 8.5 8.2 8.0 rr /(A 7.1 6.5 5.0 25y
40 e T T L L L T 7.9 7.7 7.4 7.5 6.9 6.7 & 4.7 2
45 L L L e 2 7.5 723 7.0 6.8 6.5 6.3 G 4.4 2.6
50 L 7.1 &£.9 6.7 &.4 6.2 6.0 5.4 4.2 2.4
55 R L 2 L 2.1 6.6 6.4 6.1 5.9 Sl 5.2 4.0 2.2
&0 Tkt etk e ok T Ok e e e R R ko 6.3 6.1 5.9 5.7 5.4 5.0 3.8 2.2
&5 e o e e vl ok ke e e o ke e o i e i o ok e ok o ol o sk ko e e e e 6.0 5.8 5.6 5NG 5.2 4.8 S 2l
70 o i o e o e o e R i o RO o ok o ok o e o o o e e 5. 5.6 5.4 5.2 5.0 4.6 3.6 21
75 P e e i e s i e e ok e o il e iy A e oo el ol i ok e sk o ol s vl o vl vl o e e R o i i o e ol ol i el 5.4 5.3 5Ly 4.9 4.4 3.4 2.0
80 e e e e R R o e okl o g o e ot e e 5.3 5.1 4.9 AN/ 4.3 3.3 7
85 L T e T 2 5.1 4.9 Lug 4.6 G2 3.2 1.3
90 e o o e R R o o ok o R ol o ek S okl e 5.0 4.8 4.6 4.4 (A% 3.1 18
95 L L L e e e AN 4.5 5.3 2.9 3 (-
100 L e T e e T 4.6 A 4.2 3.8 3.0 .
125 B e e e e 3.9 By 3 2L 19
150 b 247 2.4 1.4
200 W e e R o i i o i o ke o o o i o o R R i e o o e e S R R e 2.1 1.4
250 e ke ek o e ko e R ke e o o R R ok A R R R A R R ek R A R 1.9 400
300 B e e Lt =0

NOTE: FOR CORRECT USAGE OF THESE TABLES PLEASE REFER TO MICRODATA DOCUMENTATION




RESIDENTIAL TELEPHONE SERVICES SURVEY - 0898

Approximate Sampling Variability Tables for NEW BRUNSWICK

am am Em ==

ERATOR OF ESTIMATED PERCENTAGE
PERCENTAGE
(*000) 0.1% 1.0% 2.0% 5.0% 10.0% 15.0% 20.0X% 25.0% 30.0% 35.0%4 40.0% 50.0% 70.0% <90.0%
. 1 SR 37.3 37.2 36.6 35.6 34.6 313.6 32.5 31.4 30.3 29.1 26.5 20.6 119
2 ol A 26.4 26.3 25.9 25.2 24.5 23.7 23.0 22.2 21.4 20.6 18.8 14.5 8.4
3 whwwswamakawxsr® 215 211 20,6 20.0 19.6 18.8 181 17.5 16.8 153 119 6.9
4 wwkwawswawawswaw 486 183 17.8 17.3 16.8 163 15.7 151 145 133 10.3 5.9
l 5 wanwwnmkwkekeRx 166 16.4  15.9  15.5 15.0 14.5 14.0 13.5 13.0 1.9 9.2 5.3
6 HRRENRRTRR RN AR ARR TR RRRA 14.9 14.5 141 13.7 13.3 12.8 12.4 11.9 10.8 8.4 4.8
7 swwaeastennEonEcennewr 138 135 13,1 12,7 123 11,9 1.4 11.0 10.0 7.8 4.5
8 whaaRRAEARRRRRRARARRRRSY 120 12,6 12.2 11,9 11,5 11,1 10.7 10.3 9.4 7.3 4.2
l 9 e e e T L T 19 11.9 11.5 11.2 10.8 10.5 10.1 9.7 8.8 6.9 4.0
10 whERRERNTEREESCRERRERs 116 11,3 10.9  10.6  10.3 9.9 9.6 9.2 8.4 6.5 3.8
1 wawkwkenravRRRRsaRaRRRs 110 10,7  10.4  10.1 9.8 9.5 9.1 8.8 8.0 8.2 3.6
12 L e T T 10.6 10.3 10.0 9.7 9.4 9.1 8.7 8.4 (/50 5.9 3.4
l 13 WRAR AR RRRRRRAARATAA RN 10.1 9.9 9.6 9.3 9.0 8.7 8.4 8.1 7.4 5.7 3.3
14 HRRENURRSRRI SR AR R AR R 9.8 9.5 9.2 9.0 8.7 8.4 8.1 7.8 7.1 5.5 3.2
15 Wk ART R RN TN RRERRA TR ARk TR kRN 9.2 8.9 8.7 8.4 8.1 7.8 7.5 6.9 5.3 3.1
16 AR A RRRATATRARRARRAATARE Rk Ak A" 8.9 8.7 8.4 8.1 7.9 7.6 7.3 6.6 5.9 3.0
17 ARE AR R AR d R AR Rk WA 8.6 8.4 8.1 7.9 7.6 7.3 7.1 6.4 5.0 2.9
l 18 ERRREACERRRRIN AR RIT R ARRA R SR 8.4 8.2 7.9 17l 7.4 /o1 6.9 6.3 4.8 2.8
19 e ey e e e ke e W o o ok T e e e e ok e e 8.2 7.9 7.7 7.5 7.2 6.9 6.7 6.1 4.7 2.7
20 P 2 e T e e 2 At T e 8.0 (N7 7.5 7.3 7.0 6.8 6.5 5.9 4.6 2.7
21 ARRRRA IR RRRRA AR ANA AR R R RRRER 7.8 7.6 7.3 ) 6.9 6.6 6.3 5.8 4.5 2.6
22 AR RARARR AR IR ERTATATT AR TR TR 7,96 7.0 7i52 6.9 6.7 6.5 6.2 5o 4.4 2.5
I 23 AREARARRTERRRTRERRRT RN AR R AN R oW TG 7.2 7.0 6.8 6.5 6.3 6.1 5.5 4.3 2.5
24 ARRTWRARAE TR AR AR R TR TR R AN A 7.3 7.1 6.9 6.6 6.4 6.2 5.9 5.4 4.2 2.4
25 e e e L L e e 2 7 6.9 6.7 6.5 6.3 6.1 5.8 5.3 4.1 2.4
30 P T R L T R A S 6.3 6.1 5.9 5.7 5.5 5.3 4.8 3.8 2.2
35 T T 1 2 L LAl il 5.8 5.7 5.5 5.3 5.1 4.9 4.5 3.5 2.0
l 40 D L L e T ) 5.5 5.3 5.1 5.0 4.8 4.6 4.2 3.3 1.9
45 P Lt L e L T L T 2] 5.0 4.8 4.7 4.5 4.3 4.0 3.1 1.8
50 R AR AR AT kA AT R A AR TR A AR RN R RARTARR R R TRE NNk 4.7 4.6 4.4 4.3 4.1 3.8 2.9 157
l 55 P e s e s e A e it T - & [ANA 4.2 4.1 3.9 3.6 2.8 1.6
60 Y ey T Ty T A e e T a2 e L e el 4.2 4.1 3.9 3.8 3.4 2.7 15
65 AERARAR AN AR R R R R Rl AR A AN R RSt W o o o o v v o e i ol e o e ol o o oo 4.0 3.9 3.8 3.6 3.3 2.5 1.5
70 Pt e e s et e e e e P a T e e g ] 3.9 3.8 3.6 2.5 3.2 2.5 1.4
75 P T Rl LR L e s T A R e e i 3.6 3.5 LA 3.1 2.4 1.4
I 80 P S R LRl g g T L S e e T2t i 3.5 3.4 3.3 3.0 2.3 1.3
85 ARE AR AR R R R Rl v s sk sk o v W o o0 o o Yoo YW e Vo Vo Y Y Y o W o v e ke o o ok ol el o e o 2.4 3.3 3.2 2.9 2.2 1.3
90 AR AR RN R AR R R R R RN AR R AR AR R RE R R WA A ddddrddodk ok s kb ko ko kw 3.2 3.1 2.8 2.2 153,
95 B 2 L Lt e L e L e A S R e d a Tt 3.1 3.0 R.7T 2.1 1.2
l 100 P L L s e A e e S I e S S 2 i Ed 2 3.0 2. AT 2.1 1.2
125 P T L 2 L L Lt LR L L o g e e 2 e e P g e e e e e T e L e 2.4 1.8 1.1
150 P L E L L L L Ly L et e e LAt e e Lt 1.7 1.0
200 e T L L Ll e T e e a R e e ALl 1.5 0.8
. 250 *t'ilttt*ﬁtﬁ*iitti*i'ii*i*tit*i*t*ikitt**t*kt*tk**tkittitﬂ*itittt*tiiﬂkkktttttttttﬁkiﬁkﬂiittii*iiiititii 0'8

NOTE: FOR CORRECT USAGE OF THESE TABLES PLEASE REFER TO MICRODATA DOCUMENTATION

Special Surveys Division 53



RESICENTIAL TELEPHONE SERVICES SURVEY - 0898

Approximate Sampling Variabitity Tables for QUEBEC

NUMERATOR OF ESTIMATED PERCENTAGE
PERCENTAGE

('000) 0.1% 1.0% 2.0% 5.04 10.0% 15.0% 20.0% 25.0% 30.0% 35.0% 40.0% 50.0% 70.0% 90.0%
1 81.3 80.9 80.5 79.3 7.1 75.0 72.7 70.4 68.0 65.6 63.0 57.5 44.5 2555
2 57.5 57.2 56.9 56.0 54.6 53.0 51.4 49.8 48.1 46.4 44.5 40.7 3.5 18.2
3 46.9 46.7 46.5 45.8 445 43.3 42.0 40.7 893 37.9 36.4 B 25.7 14.8
4 b4’ "0 40.5 40.3 39.6 38.6 3755 36.4 35.2 34.0 32.8 SHES) 28.8 22.3 12.9
5 SRRSO SR ALESAr] 3540 EeS . 335 3G MS | ERE | 9 isEas Yl [ el
6 EEEAKR** 33.0 32.9 32.4 M =5 30.6 29.7 28.8 27.8 26.8 25.7 2355 18.2 10.5
4 L vEEAey 30.6 30.4 30.0 29.2 28.3 275! 26.6 25.7 24.8 23.8 21.7 16.8 9.7
8 TR 28.6 28.5 28.0 27.3 26.5 5.7 24.9 24.1 23.2 22.3 20.3 15197 41
9 Fir b raddeld 27.0 26.8 26.4 25.7 25.0 24.2 23.5 2.7 21.9 21.0 19.2 14.8 8.6
10 e e 25.6 25.5 25.1 24.4 23.7 23.0 22.3 21.5 20.7 19.9 18.2 14.1 8.1
1 N VAl o B L o3 8e, B33 s A WlaoN| g0.2 V20l IRttt 150 Fa
12 i 2 23.4 23192 22.9 AR 21.6 21.0 20.3 19.6 18.9 18.2 16.6 12.9 7.4
13 TR Wk 22.4 22.3 22.0 21.4 20.8 20.2 19.5 18.9 18.2 17.5 15.9 12.4 Al
14 FRERRNA® 21.6 21.5 2n2 20.6 20.0 19.4 18.8 18.2 17.5 16.8 15.4 119, 6.9
15 oo™ 20.9 20.8 20.5 19.9 19.4 18.8 18.2 17.6 16.9 16.3 14.8 115 6.6
16 ol 20.2 20.1 19.8 19.3 18.7 18.2 17.6 17.0 16.4 15.7 14.4 U 6.4
7% RN W 19.6 19.5 19.2 18.7 18.2 17.6 17.1 16.5 15.9 15.3 13.9 10.8 6.2
18 bl T el 19 19.0 18.7 18.2 17 k72 17.1 16.6 16.0 1555 14.8 13.6 10.5 6.l
19 LAl 18.6 18.5 18.2 W7 ¥ 17.2 16.7 16.2 15.6 15.0 14.5 18r2 10.2 5 5
20 R 18.1 18.0 17.7 1|48 16.8 16.3 15.7 15.2 14.7 14.1 12.9 10.0 5.8
21 I B Wt | 178 el ee - 1Y g 154 AGTTT ke BT NI i TR
22 R Ak s 1752 16.9 16.4 16.0 181.5 15.0 14.5 14.0 13.4 12.3 9.5 345
23 Wews T @Y nEE | 165 164 56 15L20 AT T asBieeades 5.9 gl dile v o T
AN AE 4605 ¢ s < 116.20 5.7 15.3 0 W.ET 1.4 300 BNy (Ree T 1157 o pokl 5.2
G\ S T WllE ' 1580 5.4 15.0 MRS - 44,0 - 1358 LAE0H0 RN 1.5 TARZNi. TS
30 bl i~ el 14.8 14.7 14.5 14.1 {57 1315 12.9 12.4 12.0 11.5 10.5 8.1 4.7
B R eeass  Bs | @341 @30 127, 2R 1.9 . 1S U - AN ss i e T ks IS
Gy SRR W12.7 | 125, R2 1.9, .S o wdd.1 10088 losa] wiBeE D S 7.0 4l
45 seamsawarwnessar 120 11,8 11.5  11.2  10.8  10.5  10.1 9.8 9 - 8.6" y bilbns N
50 wWsmwaswwawsewss 114 11,2 10.9 10.6 103 10.0 9.6 - 9.3 gis = 8.1 6.3 3.6
35 HRRL RN LRNNNES, 10.9 10.7 10.4 10.1 9.8 9.5 9.2 8.8 8.5 7.8 6.0 BLS
60 b il S L 10.4 10.2 10.0 9.7 9.4 9.1 8.8 8.5 8.1 7.4 5.8 S8
65 PESATRE AR RATEEN A Ak AN, 9.8 9.6 985 9.0 8.7 8.4 8.1 7.8 o 5.8 St
70 ARl W R AR A 9.5 9.2 9.0 8.7 8.4 8.1 7.8 7.5 6.9 5.3 LA 1
75 2 SR A SRR e Rk e 9.2 8.9 8.7 8.4 8.1 7.9 7.6 7.3 6.6 5.1 215
a0 b T Rk A 8.9 8.6 8.4 8.1 7.9 7.6 745 7.0 6.4 5.0 2
a5 P L L LT T T T2 8.6 8.4 8.1 7.9 7.6 7.4 71 6.8 6.2 4.8 2.8
90 wemRAwmmwanawaRwRARRARR g4 7.9 BT T o+ BLWIEEL S~ G s
95 P PN T S 8.1 7.9 A7 7.5 7.2 7.0 6.7 6.5 5.9 4.6 2 0
100 LT T e R R 7.9 747/ 7.5 7.3 7.0 6.8 6.6 6.3 5.8 4.5 216
15, R Al R | 2 1) 69 6.7 - BB 63 61 5egr’ Ttk bl . rakn 2D
150 WRAWA K A RN R Wy 6.5 6.3 6.1 5.9 5.8 5.6 5.4 Sis | 4.7 3.6 2.4
200 LAl A T e 5.5 5.3 5.1 5.0 4.8 4.6 4.5 4.1 3.1 1.8
250 B L T L e ey 4.9 4.7 4.6 4.5 4.3 4.1 4.0 3.6 2.8 1.6
300 L e S R e e e S poney 4.5 4.3 4.2 4.1 3.9 3.8 3.6 3.3 2.6 1, 75!
350 LAE AR AT 22 A BT 2 T e e e T N 4.0 3.9 3.8 3.6 3.5 3.4 el 2.4 1.4
400 L L T TR B P ara g ey 3.7 3.6 3.5 3.4 3.3 3.1 2.9 2.2 1
450 LA D L 2 TP S A e anp 3.5 3.4 3.3 3.2 3.1 3.0 2.7 2.1 142
500 L T 2 T Sy 3.3 3.1 3.0 2.9 2.8 2.6 2.0 2
750 HRA Ak A AR AR AR RARARA RN RERRR R R R AR R RAAATTAAARAN RN RN 2.6 2.5 2.4 2.3 2.1 1.6 . 0.9
1000 LR L T R A e e e e e e 20 2. 1.8 1.4 0.8
1500 TR R AR A A R AT R AR A R AR R AR R R r A i A i Rk A s A d ke s i ok o 2 o W W ol vl o v o v o o A 7 o0 o o e e e o 1.5 B2 0.7
2000 b L g E g e g e e L 2 £ L S ARt L2t s2Td 1 .0 0.6

NOTE: FOR CORRECT USAGE OF THESE TABLES PLEASE REFER TO MICRODATA DOCUMENTATION
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Approximate Sampling Variability Tables for ONTARIO

- e e .

MERATOR OF ESTIMATED PERCENTAGE
PERCENTAGE

('000) 0.1% 1.0% 2.0% 5.0% 10.0% 15.0% 20.0% 25.0% 30.0% 35.0% 40.0% 50.0% 70.0% 90.0%
1 23.2 23.1 23.0 22.6 22.0 21.4 20.8 20.1 19.4 18.7 18.0 16.4 12.7 7.3
2 16.4 16.3 16.3 16.0 15.6 15.1 16.7 14.2 13.7 13.2 12.7 11.6 9.0 5.2
3 13.4 13.3 13.3 13.1 12.7 12.4 12.0 1.6 11.2 10.8 10.4 9.5 783 4.2
4 11.6 11.6 k5 11.3 11.0 10.7 10.4 10.1 9.7 9.4 9.0 8.2 6.4 3.7
5 wwiwress 10,3 10.3 10.1 9.9 9.6 9.3 9.0 8.7 8.4 8.0 7.3 8.7 3.3
6 * R Rk 9.4 9.4 9.2 9.0 8.7 8.5 8.2 7.9 7.6 7.3 6.7 5r@ 3.0
7 ol 8.7 8.7 8.6 8.3 8.1 7.9 7.6 73 /51 6.8 6.2 4.8 2.8
8 kg & 8.2 8.1 8.0 7.8 7.6 7.3 e 6.9 6.6 6.4 5.8 4.5 2.6
9 o T 7.7 7.7 (/55) 7.3 7.1 6.9 6.7 6.5 6.2 6.0 5.5 4.2 2.4
10 el 7.3 7.3 7.2 7.0 6.8 6.6 6.4 6.1 5.9 5.7 5.2 4.0 2.3
N Ll At 7.0 6.9 6.8 6.6 6.5 6.3 6.1 5.9 5.6 5.4 5.0 3.8 2.2
12 ol 6.7 6.6 6.5 6.4 6.2 6.0 5.8 5.6 5.4 5.2 4.7 3.7 2.1
13 kA 6.4 6.4 6.3 6.1 5.9 5.8 5.6 5.4 5.2 5.0 4.6 3.5 2.0
14 bbbttt 6.2 6.1 6.1 5.9 5.7 5.6 5.4 5.2 5.0 4.8 4.4 3.4 2.0
15 b LLLL 6.0 5.9 5.8 5.7 5.5 5.4 5.2 5.0 4.8 4.6 4.2 3.3 1.9
16 bt 5.8 5.7 5.7 5.5 5.4 5.2 5.0 4.9 4.7 4.5 4.1 3.2 1.8
17 ek de 5.6 5.6 5.5 5.3 5.2 5.0 4.9 4.7 4.5 4.4 4.0 S 1.8
18 wrrrare 5.4 5.4 5.3 5.2 5.0 4.9 4.7 4.6 44 4.2 3.9 3.0 1%
19 Tkrwickn 5.3 5.3 5.2 5.1 4.9 4.8 4.6 4.5 4.3 4.1 3.8 2.9 147
20 wrREEREE 5.2 5.1 5.1 4.9 4.8 4.6 4.5 4.3 4.2 4.0 3.7 2.8 1.6
21 ok ik 5.0 5.0 4.9 4.8 4.7 4.5 4.4 4.2 4.1 3.9 3.6 2.8 1.6
22 wewwawwr L9 49 4.8 4.7 46 44 &3 4.1 4.0 3.8 3.5 20F 1.6
2