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Preface 

In recent years, there has been a growing demand within government and private sectors for 
statistical tools suitable for analysing data collected periodically over time from sample surveys, 
censuses and administrative sources. In view of this demand, an international symposium on 
Analysis of Data in Time was organized to bring together researchers and practitioners in various 
substantive fields from universities, government and other statistical agencies. It was sponsored by 
Statistics Canada and the Laboratory for Research in Statistics and Probability, Carleton University 
and University of Ottawa. 

The symposium was held October 23-25, 1989 in the Simon Goldberg Conference Centre at 
Statistics Canada, Ottawa, attended by about 325 registered participants. Several papers from well 
known statisticians around the world were presented. The key note address was given by Prof. 
\Vayne Fuller of Iowa State University. The special invited lecture by Prof. l)avid Brillinger of 
L niversity of California at Berkeley could not be presented at the symposium due to the difficult 
circumstances caused by the earthquake in California. It is nevertheless included in the proceedings 
for the benefit of readers. 

The present volume contains 27 papers with varying levels of theoretical and applied content. It 
is believed that the wide range of topics covered in the symposium would be very useful to both 
researchers and practitioners engaged in various fields of statistics. The papers have been organized 
into the following eight parts: 

Part 1: Sampling on Repeated Occasions 
Part 2: Time Series Analysis in the Presence of Survey Error 
Part 3: Analysis of Time Series of Counts 
Part 4: Developments in the Analysis of Time Series Data 
Part 5: Epidemiology 
Part 6: Demography 
Part 7: Econometrics 
Part 8: Education 

The Proceedings also includes the opening remarks given by G. Brackstone and the closing 
remarks by D. Binder. The French translations of the papers were reviewed by a number of 
methodologists. Our sincere appreciation goes to J. Armstrong, S. Beaulieu, J.-M. Berthelot, 
J.-RBoudreau, R. Boyer, M. Brodeur, M. Bureau, P. Daoust, P. David, J. Denis, J. E)ufour, J. Dumais, 
S. Giroux, M. Joricas, M. Lachance, D. Lalande, E. Langlet, Y. Leblond, J. Lynch, S. Perron, C. Morin, 
C. Poirier, G. Sampson, P. St-Martin, A. Théberge, M. Thibeault, and J. Tourigny. It is also our great 
pleasure to thank Judy Clarke, Carole Jean-Marie, Christine Larabie, Carmen Lacroix and 
Pat Pariseau for their efficient manuscript processing and especially Judy for coordinating the 
production work. 

The organization of the symposium was supported by many persons at Statistics Canada, 
especially J. Mayda and J. Morabito. We would also like to thank D. Binder, G. Brackstone, D. Drew, 
J. Kovar, J.N.K. Rao, and M.P. Singh for their encouragement and consultation. Finally, our 
appreciation must be offered to the speakers for making the symposium a great success. 

A.C. Singh 
P. Whitridge 

Ottawa, Ontario Canada 	 Organizing and Editorial Committee 
October 1990 	 Symposium '89 
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Proceedings of the Statistics Canada 
Symposium on Analysis of Data in Time 
October 1989 

INTRODUCTION 

G.J. Brackstone' 

On behalf of Statistics Canada may I welcome you to Symposium 89. This symposium is sponsored jointly by 
Statistics Canada and the Laboratory for Research in Statistics and Probability of Carleton University and the 
University of Ottawa. It is very encouraging to see such a large crowd here this morning. It shows that either 
we have picked a very pertinent topic and designed an attractive program, or our Organizing Committee has 
undertaken a very successful marketing effort, or both. 

The theme of this Symposium is the Analysis of Data in Time. This title, of course, has a certain ambiguity 
about it, at least in English. Those of you who have come here to learn how you can speed up your analysis, or 
ensure that it meets deadlines, may be in for disappointment because that is not the sense in which we have 
interpreted this year's theme. It is with the collection, processing, and especially the analysis of data in the 
time dimension that we shall be concerned. 

In keeping with this theme let me say that this Symposium is the sixth realization in the time series of 
methodology symposia at Statistics Canada. Previous symposium topics from 1984 to 1988 have been: Analysis 
of Survey Data (1984) - where we focussed on cross-sectional analysis of data from complex surveys; Small Area 
Statistics (1985) - which resulted in a published book; Missing Data in Surveys (1986) - a smaller symposium but 
with some top-notch speakers on this problem area for statistical agencies; Statistical Uses of Administrative 
Data (1987) - where we had a really international set of speakers on both statistical and privacy aspects of this 
topic; and then last year, The Impact of High Technology on Survey Taking - where we explored the synergy 
between survey methodology and informatics. 

For enthusiasts, I'll leave the question of whether this symposia time series is a random or non-random 
realization. For those who specialize in prediction, I leave the challenge to predict the topic for next year's 
symposit:m before it is announced later in the week. 

At Statistics Canada we believe that these symposia have many benefits - otherwise we wouldn't persist with 
them. They provide the opportunity for theoreticians and practitioners to come together to discuss a topic of 
real and practical importance to statistical agencies. They serve, we hope, to generate interest among 
statisticians outside statistical agencies in applications of importance to statistical agencies. They provide a 
focus and deadline for both our staff and statisticians outside to complete relevant research work, and to 
exhibit it for peer review. And for our own staff, they provide the opportunity to listen to some of the world's 
foremost statisticians without having to get travel approval. 

The choice of this year's topic, the Analysis of Data in Time, is to my mind both timely and appropriate. It 
provides a forum for the exchange of ideas between theorists and practitioners and between statisticians from 
universities and those from governments and other agencies. Despite important developments in time series 
theory and methods, and notwithstanding the availability of data generated by repeated experiments, regular 
surveys, censuses and administrative files, there are time series methods with well known and worthwhile 
features which, far from being in routine use, are almost never used in government agency programs. 

There are perhaps three main factors which have brought about this situation: 

First, these methods often involve rather complex calculations and data handling, and a fairly heavy load of 
computations; 

Second, practitioners, especially those carrying out the investigations, may be unfamiliar with the current 
theory; 

And third, there are undeniable weaknesses and deficiencies in the theory -- it does not cover all the situations 
faced by practitioners. 

The first of these causes: computational complexity, while not to be dismissed outright is not so important an 
issue today and is likely to be even less important in the future. But the other two causes: lack of familiarity 
with theory on the part of practitioners, and shortcomings in theory, will persist unless we do something about 
them. And that is why we are having this Symposium. It is one of the ways in which we try to bridge the gap 
between theory and practice, between theoreticians and practitioners. 

G.j.Brackstone, Informatics and Methodology Field ;  Statistics Canada, Ottawa, Ontario K1A 0T6 
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To flourish, the community of theoreticians needs real and important problems on which to work. Practitioners 
can offer this. Much of a practitioner's work is concerned with the tailoring and implementation of theory for 
specific applications, in the course of which limitations of existing theory may be discovered, thus providing 
further challenges for the theorist. 

Now I want to say a few words about why this topic is important to Statistics Canada, as well as to other 
statistical agencies. Almost all the data we publish are time series. There are not many statistics for which 
one could say that the only interest is in its value today. People want to know how things are changing, and 
that means time series - whether we call them that or not. So what are the trends that make this Symposium's 
theme particularly important? 

Like everyone else we are suffering resource constraints. We therefore want to extract the maximum 
information out of existing data without additional costly data collection. Bringing the time dimension into the 
analysis can help in this regard. 

As our primary source of data, the design of surveys has to be optimized. More attention to the time dimension 
in both the design and estimation stages of surveys whose data will be used to monitor change may yield 
significant benefits. 

Another prime concern is user understanding and interpretation of data we publish. Some of the least 
understood aspects of our data are time-related. I refer to seasonal adjustment and to revision practices that 
incorporate later data into series published earlier in preliminary form. We believe there is progress to make, if 
not in simplifying such procedures, at least in explaining them, and in ensuring that they result in consistent 
data sets. 

Finally, there is the growing interest in longitudinal data at the micro-level - that is, information about how 
individuals (persons, businesses, farms, etc.) are changing, rather than only how the aggregate measures are 
changing. Here again time series methods can help. 

These are some of the issues we are facing today that make the theme of this Symposium an important one for 
us. 

The program looks to me like a very interesting one with a good mixture of theory and practice in a variety of 
fields including demography, econometrics, education and epidemiology. I hope that each of you will benefit 
from this Symposium, and that at least some of you will be inspired to pursue further the development or 
application of theory in this area. I hope also that some interest may be generated in more collaborative work 
between university and government statisticians. 

Thank you all for supporting this Symposium and I wish you an interesting and productive three days 
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Proceedings of the Statistics Canada 
Symposium on Analysis of Data in Time 
October 1989 

ANALYSIS OF REPEATED SURVEYS 

Wayne A. Fuller 1  

ABSTRACT 
KEY WORDS: Survey sampling, least squares, measurement error, gross change. 

Repeated surveys in which a portion of the units are observed at more than one time point and 
some units are not observed at some time points are of primary interest. 	Least squares 
estimation for such surveys is reviewed. 	Included in the discussion are estimation 
procedures, jodificd so that existing estimates are not revised when new data become 
available. ,' Also considered are techniques for the estimation of longitudinal parameters, 
such as gross change tables. Estimation for a repeated survey of land use conducted by the 
U. S. Soil Conservation Service is described. The effects of measurement error on gross 
change estimates is illustrated and it is shown that a survey design that estimates the 
parameters of measurement error process can be very efficient. 

1. INTRODUCTION 

There is considerable interest in the analysis of surveys that are repeated in time. 
Evidence of this interest are the recently published proceedings of a conference on panel 
surveys edited by Kaspryk, Duncan, Kalton and Singh (1989), sessions at the last two 
meetings of the International Statistical Institute, and this conference. Smith and ilolt 
(1989) at the 1989 ISI session in Paris call this a 'resurgence of interest In the design and 
analysis of longitudinal studies" They note that researchers in areas such as sociology and 
health have long conducted panel surveys and cohort studies. They cite, as an example, 
Lazarsfeld and Fiske (1938). An example in a health related area is Garcia, Battese, and 
Brewer (1975). 

Official agencies conduct many surveys, such as labor force surveys, on a regular basis. The 
output of such surveys is usually a sequence of reports, such as those on current employment 
and unemployment. Typically, very few statistics on the behavior of individual units over 
time have been reported from repeated official surveys. An example of a survey designed to 
produce longitudinal estimates is the U.S. Survey of Income and Program Participation. 	See 
Kasprzyk and Mct'tillen (1987). 	While information on private surveys is less complete than 
that on government surveys, It seems that the most common use of repeated private surveys Is 
also to produce a sequence of reports for points in time. However, the demand for 
longitudinal analysis has increased for both public and private data providers. 

The complex issues associated with repeated surveys are brought into focus when one attempts 
to develop a taxonomy for such studies. Duncan and Kalton (1987) list some seven objectives 
of surveys repeated over time. These are: 

A. To provide estimates of population parameters at distinct time points. 
B. 'To provide estimates of population parameters summed across time. 
C. To measure net change at the aggregate level. 
D. To measure components of change including 

1) gross change 
change for an individual 
variability for an individual 

E. To aggregate individual data over time. 
F. To measure the frequency, timing and duration of events, 
C. To accumulate information on rare populations. 

While not mentioned explicitly, several of these objectives implicitly include the estimation 
of the parameters of subject matter models. 

Duncan and Kalton also define four kinds of surveys. Their definitions were: (1) repeated 
survey, in which no attempt is made to guarantee that particular elements appear in more than 
one sample; (2) the pure panel survey, in which the same elements are observed at every point 
in time; (3) the rotating panel survey, in which there is a fixed pattern under which 

'Department of Statistics, Iowa State University, Ames, Iowa, 50011. 
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eiemenLs are observed for a fixed number of times and then rotated out of the sample; and (4) 
the split panel survey, in which a pure panel survey is combined with a repeated survey or a 
rotating panel survey. Duncan and Kalton present a table in which they outline how the 
different kinds of surveys are appropriate for the different kinds of objectives. 

An institution conducting a repeated survey faces all of the usual survey problems, but the 
problems are magnified. 	Nonresponse is always a concern, but it is more difficult to 
maintain cooperation over a period of time. Response error is always present, but repeated 
surveys encounter problems of "conditioning" associated with repeated interviews. 	Also, 
response errors introduce inconsistencies into data collected over time. 	The quality 
repetition of a survey requires maintaining consistent field, processing, and estimation 
procedures over time. Also data management problems increase for repeated surveys. Finally, 
the changing composition of units, such as families, over time complicates estimation and 
analysis. 

We shall examine only a few issues associated with repeated surveys. 	Our discussion is 
motivated by a large scale survey conducted by the U.S. Soil Conservation Service with the 
cooperation of Iowa State University. In Section 2 we review some of the estimation 
techniques applicable for repeated surveys. This discussion is continued in Section 3 with 
more emphasis on estimation of longitudinal parameters in panel surveys. In Section 4 we 
briefly describe the estimation procedures used in the U.S. Soil Conservation Service 
study. Section 5 contains a short description of the effects of measurement error on gross 
change estimates. 

2. ESTIMATION 

In this section we outline generalized least squares estimation for surveys with only a 
subset of elements observed at successive times. Generalized least squares was the procedure 
first considered by authors studying estimation for surveys repeated in time. Beginning with 
Jesson (1942), who was influenced by Cochran (1942), authors considered the 
construction of minimum variance weights for a Set of unbiased estimators available at each 
point in time of the survey. 

Jessen (1942) investigated the special case of sampling on two occasions with unequal numbers 
of observations, and studied the optimal allocation of units to overlapping and 
nonoverlapping sample groups. 	Patterson (1950) considered sampling on T occasions under 
several schemes of partial replacement of units. 	The simplest such sampling plan required 
the replacement of a fixed proportion of sampling units on each successive sampling 
occasion. 	Also, Patterson (1950) assumed that for a given I, 	the differences x(ti) 
x(t), tl, 2 ..... followed a first-order autoregressive process, where 	x(ti) 	was the 
value of the i-th population unit at time 	t , and 	x(t) 	was the corresponding finite 
population mean. Under the resulting error model, he developed optimal estimators of the 
fixed x(t) values and of the differences x(t) - x(t-l) . He also considered the optimal 
estimation of x(t) under generalizations of the partial replacement plan, optimal sample 
size selection, and estimation with nonautoregressive errors. 

Least squares procedures were considered further by Eckler (1955), Gurney and Daly (1965) and 
Jones (1980). Composite estimation was a name given to certain types of estimators. See Rao 
and Graham (1964), Graham (1973), and Wolter (1979). Battese, Hasabelnaby and Fuller (1989) 
describe the application of the least squares procedure to the farm survey conducted by the 
U.S. Department of Agriculture. 

It seems fair to say that the parameters under consideration by these authors were means or 
totals at specific time points. 	That is, longitudinal parameters, such as the fraction of 
individuals in a particular class at both time I and time 2, were not explicitly 
considered by these authors. However, as we shall see, the least squares method extends to 
such parameters. 

Linear least squares has the desirable feature that estimators for a number of 
characteristics are internally consistent. That is, the least squares estimator of Y 
plus the least squares estimator of Z is the least squares estimator of Y -I- Z . However, 
if different vectors of observations are used to construct different estimates, the internal 
consistency is destroyed. 

in many applied surveys it is not possible to compute the optimum least squares estimators 
for all points in time. 	First, all available information can not be used in the 
estimation. 	That is, it is not possible to incorporate all data from the surveys of 
preceding times into a least squares analysis for the current time. 	Often the number of 
variables exceeds time number of observations. Second, the releasing organization may be 
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restricted in the number of times they revise previous estimates. This second point has been 
discussed by Smith and Holt (1989). 

To illustrate these estimation problems, we have constructed a small example. The example 
two-way table for classification at two points in time, as observed in a very large sampla, 
is given in Table 1. We have given names to this table, letting the first category be 
employed and letting the second category be unemployed. We shall assume that the population 
is constant over time. If there are births and deaths, then the table would need to be 
increased to a 3 x 3 table. Let us assume that we are interested in estimating the change in 
level from one period to the next. Let us also assume that we are interested in the gross 
change table which involves estimating the interior cells of the table. in the 2 x 2 table 
it is only necessary to estimate the (1, 1) cell and the marginal proportions to define all 
cells of the table. 

Table 1. Hypothetical proportions for two points in time 

TIME 2 

TIME 1 Employed Unemployed Total 

Employed 0,91 0.02 0.93 

Unemployed 0.03 0.04 0.07 

Total 0.94 0.06 1.00  

We assume a two period study in which an equal number of elements are observed at each of the 
two times. We assume that one-half of the elements observed at the first time are also 
observed at the second time. That is, of the elements observed at the second time, one-half 
were observed at the first time and one-half are new to the sample. We take as our vector of 
observations the proportion of elements in category 1 in the one-half of the sample that is 
not observed the second time [denoted by P(E.1)], the proportion of elements in category 1 
at time 1 in the remaining half of the sample (denoted by P(E.2)J, the elements that are in 
category 1 at both time 1 and time 2 for the portion of the sample that is observed at both 
time periods (denoted by P(EE)], the proportion of the elements in category 1 at time 2 for 
the elements that are observed at both times (denoted by P(.E2)}, and the proportion of 
elements in category 1 at time 2 for the portion of the sample that is observed only at time 
2 [denoted by P(.E3)]. We shall place arguments in parenthesis when the expressions appear 
in the text and place the arguments as subscripts in the displays. 

We assume simple random sampling. Then, because the statistics are sample proportions, it is 
easy to write down the covariance matrix of the vector of five estimates. A multiple of that 
covariance matrix is given in Table 2. To obtain the covariance matrix for a sample of 
size n at each time period, divide every entry in the table by n and multiply by two. In 
Table 3 we give the variance of alternative estimation procedures. In the first column is 
the variance of the procedure that uses as the estimator of the first period proportion only 
the elements appearing in the first period sample. To estimate the fraction appearing in 
category 1 (employed) both at time 1 and time 2, the simple procedure uses only the overlap 

Table 2. Covariance matrix of the vector of sample proportions, 
two time points and fifty percent overlap in sample. 
(For a sample of size n multiply entries by 2 and 
divide by n .) 

E.2 EE 1' .E2 .E3 

0.0651 0 0 0 0 

0 0,0651 0.0637 0.0358 0 

0 0,0637 0.0819 0.0566 0 

0 0.0358 0.0546 0.0564 0 

0 0 0 0 0.0564 
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elements, and 	to 	etimaLe the 	nuniber 	in 	the first category 	at 	time t 	, 	 it 	uses 	only 	the 
sample observed at 	time 	2. Thus, 	if we have a sample of 200 elements at each 	time period, 
the 	first period sample of 200 elements 	is used to estimate the first probability. 	The 100 
elements observed 	at both time 	1 	and 	time 	2 are used 	to estimate 	the 	elements 	staying in 
category I, 	and 	the 	200 elements 	observed at 	time 	2 	are 	used 	to estimate 	the 	time 	2 
proportion. 

Table 	3. Variance of alternative estimation procedures (For 
a sample of size n 	at each period, multiply entries 
by 2 and divide by 	n 	.) 

Parameter Simple 

Procedure 

Restricted GLS Full CLS 

E. 0.0326 0.0326 0.0294 

EE 0.0819 0.0397 0.0374 

0.0278 0.0258 0.0255 

0.0290 0.0229 0.0220 

E. 0.0429 0.0367 0.0353 

The last column is the variance of the best linear unbiased estimators constructed using 
generalized least squares. The estimators are constructed from the vector of five basic 
statistics and the covariance matrix of that vector. This estimator is of the form 

13 	(X'VX)X'V 1Y 

where V is given in Table 2, 13 	E' g .E' EE 

11000 

X' - 0 0 0 1 1 

00100 

and Y is the five-dimensional vector of direct estimates, 

- 	'E.2' 	EE 	t' .E2' 

The second column of Table 3 gives the variance of the restricted least squares estimators, 
where the restriction is that the estimator for the first period must be the estimator 
obtained from the initial sample. 	This would be the appropriate procedure if the agency 
never made a revision in the once published estimates. 	For example, the Bureau of Labor 
Statistics in the United States does not revise the unemployment statistics. Once released, 
they are the official estimates. Of course, the United States unemployment statistics are 
based on a more complicated sample and are based on a survey that is conducted over a longer 
period of time. 

To describe the restricted generalized least squares estimator of Table 3, let the model be 

Y - X13 + e 

where X is a fixed n x k matrix and 
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Elee') - V 

The generalized least squares estimator of f3 	with some elements of fJ restricted to be 
certain liner combinations of Y can be constructed as follows. Consider the Lagrangian 

b 
(Y - Xjl) V 1 (Y - X13) - 2 Z \(E'P - g 1 ) 

i—1 

where I'(i) is a fixed row vector and b is the number of restrictions. The solution to 
this minimization problem is defined by 

xv 'x r 	p 	xv 1y 

1' 	0 	A 	g 

where 	A' - 
	

Ab), F' - (L'jF ......... and g' - (91.92 ..... gb). 

If we replace g by the linear combination CY 	the equation becomes 

- 	Y. 

F 	0 	A 	C 

This equation defines the restricted estimator of 13 as a linear function of Y . Hence the 
variance of the estimator of 13 is the upper k x k portion of 

	

xvx r 	xv 1 	xvx r 	-1 XV 
V 

11 	0 	C 	F 	0 	C 

This isnot the only way to compute the restricted generalized least squares estimator. An 
alternative estimator of level and change that leaves the previous estimator unchanged is the 
composite estimator. See, for example, Wolter (1979). 

Several points are illustrated by this small example. 	First, with a correlation of 0.591 
between employment at the two time periods, the improvement in the current estimate of 
unemployment from using generalized least squares is modest, about 10%. On the other hand, 
there is a very large improvement in the variance of the estimate of P(EE) from using 
generalized least squares. The variance of the generalized least squares estimator is about 
45% of the variance of the simple estimator. The second important point is that the use of 
restricted generalized least squares to estimate P(EE) and P(.E) produces estimates that 
are nearly as efficient as full generalized least squares. There is about a one percent loss 
for the estimate of P( .E) and about a six percent loss for the estimate of P(EE) 

3. LONGITUDINAL ESTIMATORS 

Recall that our definition of a pure panel survey is one in which the same elements are 
observed at every time point of data collection. 	The pure panel survey is possible for 
observations of certain physical units, such as plots of land. 	In the case of surveys of 
human populations, the pure panel must be classed as a figment of the statistician's 
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unavailable at the second time. 	Good reviews of procedures for missing data are given by 
Lepkowski (1989) and Little and Su (1989). Also see Little and Rubin (1987), Kalton (1983), 
and Madow et al. (1983). 

We have described the rotating panel survey in which the design calls for some elements to 
leave the study and some elements to enter the study at every time point at which the study 
is conducted. In this type of survey we might say that we have planned nonresponse for those 
elements that are rotated out of the sample. Thus, estimation in the presence of nonresponse 
and estimation for rotating panel surveys are related problems. 

Given that one does not obtain data from every respondent at every point in time of a 
repeated survey, one is faced with a choice among methods of handling planned and unplanned 
nonresponse. There are two simple, and common, procedures. If the interest is in following 
individuals over time, then very often the investigator retains in the study only those 
individuals that responded every time. A weighting procedure may be used to adjust the data 
using characteristics of the initial respondents and (or) external auxiliary data. 	This 
procedure is often used in special one-time studies of a specific population. 	In such 
situations the report on the study is released only after the entire study is completed. 

The second common type of estimation procedure is to construct estimates for each time period 
using the data that are available for that time period. This procedure is often used if the 
survey is repeated regularly, the results are released after each survey, no revisions are 
made in the releases, and no longitudinal estimates are produced. One-period-at-a-time 
estimation has the advantage of being very easy to compute at time t because no information 
from the previous period is used in calculating the current estimators. It generally gives 
good estimates (not optimal) of the current value, but rather poor estimates of change. 

In fact, one might use both of these procedures in a single survey. The Survey of Income and 
Program Participation (SIPP) conductd by the U.S. Bureau of the Census is a panel survey with 
a rotating time- of-interview with a four month recall period. The Census Bureau provides a 
set of weights at each time of the survey that can be used to construct estimates for that 
point in time using all individuals that respond at that time point. They also provide (a) 
the sample of individuals that responded all eight times for the period 1984-85 with weights 
for these individuals, (b) the sample of Individuals that resonded all four times in 1984 
with an appropriate weight and (c) the sample of individuals that responded all four times in 
1985 and an appropriate weight. 

We outline an estimation procedure for a panel survey with nonresponse where the analysis is 
conducted at the end of the survey. It is assumed that a reasonable fraction of the units 
respond at all time points of the survey and that longitudinal analysis is of interest. The 
computational procedure consists of constructing weights for the units with complete response 
records. Information from respondents with incomplete records constitutes a form of 
auxiliary information. 

The first step in the analysis is to pick a few variables that are very important to the 
study. The number of variables that can be used will depend upon the sample size. The 
covariance structure of the vector of estimates composed of the simple estimates for each of 
these variables for each type of response pattern for each point in time where the estimate 
is appr'opriate, is computed. The covariance structure is a function of the response- 
nonresponse pattern. 	There are different definitions of simple estimators. 	For simple 
random sampling, simple estimators are simple means. For stratified samples, one might 
define the original vector to include estimates for each stratum. Alternatively, the simple 
estimator for a stratified sample might weight the responses in each stratum for 
nonresponse. The vector Y used in (I) is an example of a vector of simple estimates. 

Given the vector of simple estimators and the estimated covariance matrix of the vector, 
improved estimators for each of the time periods is constructed by generalized least 
squares. For example, if we had a panel study with three time points, there are seven 
response patterns. These are XXX, OXX, XOX, XXO, XOO, OXO, OOX, where X denotes response 
and 0 denotes nonresponse. If we choose two variables of interest, the vector of simple 
estimates will contain 	12 x 2 — 24 estimates because there are 12 group-response times 
associated with the seven response patterns. 	In this example, generalized least squares 
would be used to produce six estimates, the estimates for the two variables for each of the 
three time periods. 

The generalized least squares estimator for the selected charcterlstics become control 
variables for a next stage of estimation. 	Using regression weighting methods, weights are 
constructed for the individuals that responded all times. 	The weights are constructed so 
that the generalized least squares estimates for each time period are reproduced by the 
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weighted sample of 100% respondents. That is, the time estimates for the chosen variables 
are used as controls. 

The efficiency of this procedure depends upon the correlation between the chosen control 
variables and the analysis variable. If a control variable is also the analysis variable, 
the procedure will be very efficient. It is less than fully efficient only because a limited 
amount of information is used in the generalized least squares procedure. 

The strong advantage of this procedure is that it produces a single tabulation data set that 
can be used to construct internally consistent estimates for all reporting times and for all 
gross change tables. 

The variance of the procedure can be computed by analogy to the procedures used for double 
sampling. Let \' be the characteristic of interest. For simplicity, assume a simple random 
sample at each time. We write the model to be used in estimation as 

Y 
i - pY 	I 

+ ( X. 	
X 

- p )O + e 

PX - E(X) 

e 1 	Ind(0, a 2) 

Let p 	be the generalized least squares estimator of p) . Then our estimator for the mean 

of '1 is 

py - y + (p - X)D 

where (y, x) is the mean vector for the elements observed at every time period, and 
o - hat is the vector of regression coefficients obtained in the regression of Y(i) on X(l) 
using the set of complete observations. 	Let m be the number of complete observations. 
Then the variance of the estimator is, approximately 

-12 

	

m o 	+ 0V(p)D V(p1) - 
	e  

where V(p) is the covariance matrix of p 

The least squares estimator we have described will perform well in most situations. However, 
it is possible for the estimator to produce negative estimates for quantities known to be 
non-negative. This Is because the estimator is linear and it is possible for some of the 
weights to be negative. Procedures have been developed to avoid this problem. See hluang and 
Fuller (1978). 

4. THE U.S. NATIONAL RESOURCE INVENTORY 

The Iowa State Statistical Laboratory cooperates with the U.S. Soil Conservation Service on a 
large survey of land use in the United States. The survey was conducted in 1958, 1967, 1975, 
1977, 1982. and 1987. A survey is currently being planned for 1992. 

The survey collects data on soil charcteristics, land use and land cover, potential for 
converting land not used for crops to cropland, soil and water erosion, and conservation 
practices. The data are collected by employees of the Soil Conservation Service. Iowa State 
University has responsibility for sample design and for estimation. 

The sample is a stratified sample of the non federal area of 49 states (all except Alaska) 
and Puerto Rico. The sampling units are areas of land called segments. The segments vary in 
size from 40 acres to 640 acres. Data are collected for the entire segment on items such as 
urban land and water area. Detailed data on soil properties and land use are collected at a 
random sample of points within the segment. Generally, there are three points per segment, 
but 40 acre segments contain two points and the samples in two States contain one point per 
segment. Some data, such as total land area and area in roads, is collected on a census 
basis external to the sample survey. 
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In 1982 the sample contained about 350,000 segments and nearly one million points. The 1987 
sample was composed of about 100,000 segments. The majority of the 1987 sample segments were 
a subsample of the 1982 segments. However, about 1500 new segments were selected in areas of 
rapid urban growth. Data were collected on about 280,000 points in 1987. 

For the first time in 1987, it was decided that longitudinal data analysis would be performed 
for the period 1982-1987. Also for the first time, it was decided that the data were to be 
made available to the state Soil Conservation Service staff so that they could perform their 
own analyses. 

In 1987, the field personnel were provided with a preprinted work sheet containing the 1982 
information for the segment. They entered the information for 1987 on the basis of field 
observation and aerial photography. Field personnel were permitted to change the 1982 data 
if they found it to be incorrect. Edit and checking procedures were applied throughout the 
processing operation. 

The sample was designed to produce reasonable estimates for units called Major Land Resource 
Areas. These areas are defined on the basis of soil and cover characteristics. There are 
about 180 Major Land Resources Areas in the study area. Also the acreage estimates for any 
county were to be consistent with the total acreage of that county. There are about 3100 
counties in the sample. 8ecause the sample must provide consistent acreage estimates for 
both counties and Major Land Resource Areas, the basic tabulation unit is the portion of a 
Major Land Resource Area within the county. There are 5530 of these units, which we called 
MLRAC's. 

The design of the sample is a simple form of a panel survey in that the 1987 sample is nearly 
a subsample of the 1982 sample. It was decided to use as the control variables from the 1982 
study, the 1982 acres of 14 major land uses such as cropland, rangeland, forestland, and 
urban land. In addition, the external information, such as 1987 area in roads, and the 
segment information, such as 1987 area in urban land, is auxiliary information similar to 
that obtained from incomplete observations. 

Table 4 is a condensed version of an estimation table for one of the states In the survey. 
It contains only four uses instead of the 14 actually employed in the estimation. The 
entries in the right column are the 1982 estimates. The entries in the last row for urban 
land and roads are from the segment data and the external sources, respectively. The vector 
of six entries, (the first four entries of the last column, 1987 urban land, and 1987 roads) 
is a vector of totals corresponding to the vector of estimated means, p(x) - hat of Section 
3. 

The internal estimates of the table are essentially least squares estimates that satisfy the 
six control totals. In the actual estimation scheme it was necessary to use imputation 
methods when, for example, a change is reported in the segment data, but there is no 
corresponding change in the point data. 

Table 4. Illustration of estimation procedure 

1987 

1982 Cropland Other Urban Roads TOTAl 

Cropland 26,243 179 13 6 26,441 

Other 771 7,114 6 2 7,893 

Urban 0 0 623 0 623 

Roads 17 4 0 1,038 1,059 

1987 TOTAL 27,031 7.297 642 1,046 36,016 

The design produced large variances for the directly estimated change in small uses such as 
urban land, farmsteads, and small water bodies. Therefore, a small area estimation scheme 
was used to construct estimates of change for the major land resource areas within 
counties. 	We used a computer program for small area estimation that we have developed at 
Iowa State University. 	The theory for the small area estimation procedure is decribed in 
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Fuller (1986). Estimated changes in five small land uses for each of the 5,500 MLRAC's were 
constructed with the small area program. This procedure is essentially an allocation program 
in that the sum of the MLRAC estimates is the state estimate. Estimates for the entries in 
Table 4 (with 14 categories) were constructed for each MLRAC. In this estimation, the small 
area MLRAC estimates, the external estimate for roads, and the state marginals for cropland 
were used as controls. The final step in the estimation procedure was the assignment of 
weights to the point data such that the weighted point data give the estimates of Table 4 for 
each MLRAC. 

To summarize, the final product of the estimation procedure is a tabulation data set of 
points that permits estimation of complete two-way tables of 1982-1987 land use for any 
identifiable area designation. The estimates are consistent with previous estimates for 
major land use categories for the states and are consistent with data from sources outside of 
the point sample. 

Generally speaking, it is not possible to obtain good variance estimates from the tabulation 
sample, although segment and stratum identification are given in the data set. Variance 
estimates computed with the point data for principal uses, such as cropland, will be too 
large because of the control on the larger 1982 sample. 

5. MEASUREMENT ERROR 

Measurement error can have a very large impact on the analysis of data over time. 	This 
impact may be moderate in the case of simple means reported at a sequence of times. However, 
in gross change estimation and in regression estimation, measurement error can be extremely 
important. 

To illustrate the magnitude of measurement error bias in estimators of gross change, let us 
return to the simple example of Table 1. If the data were collected by a procedure such as 
that of the U.S. Census Bureau, the work of Chua and Fuller (1987) demonstrates that the 
interior cells of the two way table will be seriously biased. 	Also see Abowd and Zeliner 
(1985) and E'oterba and Summers (1985). 	Under the Chua-Fuller model, the response error at 
the two points in time is assumed to be independent. Also it is assumed that, at each time, 

P(response - Eltrue - E) - 1 - a + aPE 

P{response - Ultrue - E) - 

P(response - ultrue - U) - 1 - a + aP 

P(response - Etrue - U) - 

where a is the parameter of the response mechanism. Under this model the expected value 
for the' proportion unemployed at any point in time is the true proportion. A consistent 
estimator of P(EE) under the Chua-Fuller model is 

7rEE - (1 - 	)2(P 	
- 	

- (1 - a)2J) 
EE 

where P(EE) , 	P(E.) and P(.E) are the direct estimators and a is a parameter of the 
response mechanism. 	Also see Battese and Fuller (1973). 	On the basis of the U.S. 
reinterview data, a value of a - 0.10 is not unreasonable. For our example, we have 

EE 	
(0.90) 2 10.91 - 0.93(0.94)(0.19)1 

- 0.9184 
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H.. r;.. 	Lo -.iy tHI,le of proportions adjusted for response error is 

	

0.9184 	0.0116 

	

0.0216 	0.0484 

in this example, the bias in the direct estimator of P(EE) 	is 0.0084. 	Chua and Fuller 
estimate the bias to be about 0.0168 in the three way table that includes the not-in-the-
labor-force category. 	Table 5 contains a comparison of alternative estimation procedures 
for P(EE) . A sample of 10,000 is assumed. The first three procedures are those of 
Table 3. 	The last three are the three estimators adjusted for measurement error bias. In 
the variance calculations, a is assumed to have a standard error of 0.01. The estimators 
of P(E.) and P(.E) are 

Table 5. Nlean square error of alternative estimators for a sample of 10,000 at each time and 
50% overlap (Mean square error of measurement error adjusted GLS - 100.) 

Procedure 

Ordinary Measurement Error 

Parameter Simple Rest. GLS Full OLS Simple Rest. GLS Full OLS 

1E. 111 111 100 111 111 100 

1'.E 111 101 100 111 101 100 

EE 1071 967 961 250 106 100 

not changed by the adjustment for measurement error bias. In this example the squared bias 
in the ordinary estimator of P(EE) is about nine times the variance of the generalized 
least squares estimator. Thus the measurement error bias dominates the mean square error of 
time estimator of P(EE) 

These results have serious implications for survey design. To illustrate this, we return to 
the gross change problem. Assume that our objective is to estimate the probability that a 
person will remain employed for two periods, P(EE) . We assume that it is possible to 
conduct independent reinterviews for each point in time, and that interviews at two points in 
time are independent. We assume that the only interview procedures permitted are: 

Interview and reinterview at one of the times. 
Interview at time one and interview at time two. 

We assume that the response error is unbiased and that a simple two-class (employed and 
unemployed) model is appropriate. We also assume that the probabilities of correct response 
depend only on the current class of the respondent. 

Let the response probabilities be defined in terms of a and let 

-y - (1 - a) -2 

Let O(ij) denote the ij-th element of the 2 x 2 matrix of probabilities observed in the 
reinterview study. That is, O(ij) is the probability that an individual responds i on the 
first Interview and j on the reinterview. For this simple model we can obtain explicit 
expressions for the estimators. We have 

- 	ll 	
82)' (9 	- 

and 

P11 - 	(P1k - i. 
	+ l. 
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- 	+ 0 12 - 8 11 + 0 21 

O(ij) 	are the estimates froni the reinterview study and P(ij) are the estimates from the 
interviews conducted at the two time periods. 

In constructing the estimator, the reinterview study is used only to estimate the measurement 
error parameter. In fact, the reinterview study could be used in a generalized least squares 
procedure to improve the estimates of P(11) P(1.) , and P(.1) . Under the assumption 
that all interviews are of equal cost, it can be demonstrated that about one fourth of the 
resources should be used for the reinterview study. The relative efficiency of the 
measurement error procedure to the direct biased procedure is given in Table 6. 

'l'al)Le 6. 	MSE efficiency of t'IEFI to direct 

Sample size, 	n 

500 	1,000 	5,000 	10001 

MSE direct/MSE HEM 0,87 	1.13 	3.22 	5.81 

In small samples the direct procedure has a smaller mean square error because of the smaller 
variance. 	Recall that only three fourths of the observations furnish information on P(EE) - 
P(11) . 	However, for samples greater than 750, the squared bias dominates the mean square 
error of the direct procedure and the consistent measurement error procedure has a smaller 
scan square error. This small example demonstrates the efficacy of surveys containing a 
component to estimate the parameters of the measurement process. 
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UNIQUE FEATURES AND PROBLEMS OF ROLLING SAMPLES 

L. Rish 1  

I am grateful for this opportunity to explain the chief features of rolling samples and the purposes they are 
meant to serve. First, let me attempt a definition of rolling samples: A combined (joint) design of F separate 
periodic samples, each a probability sample of the entire population, designed so that the cumulation of the F 
periods yields a detailed census of the whole population; also intermediate cumulations should yield details 
intermediate between 1 and F periods. We may appreciate that definition by looking at examples and counter-
examples. We shall also examine possible variations that would satisfy the definition and the conflicting needs 
that rolling samples can be aimed to meet. 

Imagine a weekly national sample, each with epsem selection rates of 1/520, and so designed that In 520 weeks 
they are "rolled over" the entire population and the cumulation yields a complete census of the population 
averaged over ten years. Each year would yield national and local samples with selection rates of 52/520 
1/10. The design would combine weekly national samples with an averaged decennial complete census, and with 
sample censuses of ten percent each year. 

I use the words "would" and "might", because the design does not yet exist anywhere as far as I know. 1 am bold 
to coin this definition, as I first used it in 1981 in a published report to a committee of the U.S. Congress [Kish 
19811. Earlier I described such plans with the title "Rotating samples instead of censuses" IKish 19791. But 
the name "rotating samples" met objections, because of its confusion with the well known partially overlapping 
samples that are widely used for labor surveys. By coining the new name "rolling samples" I intend to avoid 
needless confusions with other designs. By coining descriptive names for my methods I also hope to advance 
understanding. Furthermore, they also help to avoid having the authors' names attached to their methods; an 
annoying practice, which leads to needless antagonism about priorities. 

The labor force surveys now in use, such as the CPS in the USA and the CLFS in Canada, differ from rolling 
samples in important ways. First, the labor force surveys typically have considerable overlaps, which hinder 
and delay cumulatlons. Second, they are confined to primary sampling areas, so that eumulations fail to cover 
the national population area. Third, they may not be large enough in size to cumulate to a complete census. 
Fourth, the methods tend to yield less complete coverage than the census. 

Nonoverlapping samples are sometimes called "multiround" surveys and are used to cumulate data that depend 
on short periods of recall. In developing countries they have been used to collect demographic data, such as 
birth and death rates. The 52 weekly nonoverlapping samples of 1000 households of the HIS of the NCHS may 
be a good example. However it is also too small and too confined to PSU's to qualify now as a rolling sample, 
which would yield a detailed national census. 

At the August 1989 meeting of the ASA, a statewise alternation between years of complete censuses was 
advanced, with the false tag of "rolling samples". I asked the authors to avoid this needless confusion. 
Furthermore, I hope that the idea has little chance of success. It would confound yearly and statewide 
variation, so as to confuse both temporal and spatial comparisons. As such it would contradict the efforts of 
the UN for decennial collection dates. We may forego further criticisms here, but only use it as a 
counterexample to rolling samples. 

We now must review, ever so briefly, the chief alternatives to rolling samples for providing the detailed 
information needed for small domains, which is one principal aim of cumulating rolling samples, the other being 
to provide overall population estimates at frequent (weekly, yearly) intervals. Publicity today favors detailed 
population counts for administrative areas, but details for other domains, for "cross domains" (like age and 
social classes) may be as important in the long run. 

First and foremost we must put the decennial censuses of population, housing, agriculture, industry and others, 
which humankind has been spreading over the earth's face in the last two centuries, and especially in the last 
two generations with the help of the United Nations. In addition to the detailed data for small domains, 
censuses sometimes may also obtain better coverage due to concentrated publicity and the national "ceremony" 
connected with the census. The Chinese census of 1982 is a good example. The concentrated efforts of the 
census may also yield lower unit costs than surveys; but at 2.6 billions, the US census of 1990 will cost $10 per 
capita or $30 per household. However,rolling samples are being proposed here chiefly because decennial 
censuses lack timeliness: from collection to use the census data are typically from about 1 to 14 years old I Kish 
19811. 

More frequent censuses, quinquennial or yearly, have also been proposed. But quinquennial may not be frequent 

L. Kish, Research Scientist & Prof Emeritus, Inst. for Social Research, University of Michigan, Ann Arbor, 
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enough, and yearly censuses would be too costly. Sample censuses of 1 or 10 percent have been proposed, but 
the former may be too small and the latter too costly. In two countries at least, quinquennial censuses of 10 
percent had half of the cost of a complete census and one also suffered from increased noncoverage. The 1 
percent microcensus of West Germany and the 1/2000 samples of China provide some yearly data. Canada had 
10 percent census in 1985. 1 doubt that these efforts will provide generally the needs for data that are both 
timely and detailed. To paraphrase Lincoln: "You cannot poll all the people, all of the time". 

That stolen phrase leads us to registers or administrative records as a method for collecting data, which can be 
both timely and detailed. Outstanding examples are the population registers of the nordic countries: Sweden, 
Norway, Denmark, and Finland, and perhaps a few others. In a few cases they have replaced or may replace 
censuses with data from registers. Their completeness is based on cooperation, motivation, and literacy. In 
other situations their coverage, quality, and updating are far from adequate. I expect further growth in their 
quality, their spread and their use, but not that such registers will replace censuses either soom or completely, 
because their contents are likely to be limited to a few basic variables, too few for modern census needs. To 
paraphrase Lincoln again: "You cannot poll all the people, all the time, about everything". 

What about synthetic and raking estimators that would give us timely and detailed estimates based on censuses, 
plus registers, plus surveys? I am optimistic about progress with those methods, but not about their replacing 
data collections by censuses or by rolling samples. 

Now we must discuss briefly three problems facing cumulated rolling samples: their costs, their coverage, and 
their bases in averaging over changing populations. These averages must cover both population changes over 
time and individual changes of location In space. 

Averaging variations over time must overcome mental blocks based on the tradition and practice for both 
censuses and surveys. I have made several efforts to overcome those blocks with arguments based on statistical 
inference and philosophy, and we need more theoretical, methodological, and empirical work. The sum of 
repeated surveys over an enture time interval can lead to better statistical inference than a single, 
concentrated one-shot survey. Probability selection of time segments from an entire interval permits 
statistical inference from the sample to an average condition over the interval. On the contrary, inference 
from a "typical" time segment from one-shot survey to the entire interval demands judgment, assumptions, 
models about the nature of variation, or lack of variation, over the entire interval. The choice of a single time 
segment is exposed to the risks of seasonal, cyclical, secular, and catastrophic variations, known or unknown, 
The sum of repeated surveys relies on averaging out the variations over the repeated surveys [Kish, 1965, 
12.5D1. Sampling and cumulating over time should be preferable on statistical, methodological grounds to 
accepting any arbitrarily chosen "typical" period. It is paradoxical that judgmental selection is still accepted 
and practiced in the time dimension, whilst we refuse to tolerate judgmental selection of spatial segments in 
probability sampling [Kish, 1979, 1981, 1983, 19861. 

A less formidable but annoying problem for rolling samples is caused by changes of location (of people, 
households ete) so that the same units can fall into two or even more periodic samples. These moves are ruled 
out by the arbitrary census date, though their application is costly, arbitrary and faulty. They also occur in 
one-shot surveys. But they will occur by the thousands in cumulated rolling samples. However for the random 
selections of area segments of probability samples they cause no bias. We only need to understand and explain. 

The problems of cost for a complete rolling census seem formidable compared to the costs of most periodic 
surveys alone. But the contrasts are less formidable in smaller countries, because sampling fractions are 
greater in smaller countries. For example, monthly labor force surveys of 80,000 households need only f1/1000 
in a giant country of 80 million households; but they need f=1/100 in a country of 8 million households, and 
those would cumulate without overlaps to a complete census in the 120 months of ten years. We shall discuss 
the overlaps soon. Furthermore the cost per interview for a rolling sample is bound to be higher than for the 
current samples confined to primary sampling areas. However the travel cost would not increase nearly as 
much as would be suggested by small areas of PSU's on the maps of the national territory. The large majority 
of the sample and the population in each country are concentrated in a relatively small number of "self-
represent ing areas". 

However, for allowable cost we must add to the costs of labor force surveys, also the costs of the decennial and 
perhaps quinquennial censuses, because the roiling samples presume to do the work of both. It may be true that 
census workers are generally poorly paid but the costs of recruiting and training for only a few days work may 
be relatively high. 

The question of relatively good coverage by some censuses compared with sample surveys, as mentioned earlier, 
is too technical and specific for brief treatment here. It is likely that with special efforts, the coverage in 
sample surveys may be improved. For example, the USCB is endeavoring to check and improve the 1990 Census 
with a special sample survey of 150,000 households. 

For periodic labor force surveys, and for some others also, considerable overlaps are often used for two chief 
reasons. The most important reason is less often mentioned: the later interviews cost less than the first, 
especially when they are done by telephone. Though the ratios of their total costs are not overwhelming, they 
demand consideration in any comparison. Better known in formulas are the reasons based on the correlations 
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found in reinterviews; these reduce variances modestly for current estimates, and even more for estimating net 
(or macro-) changes between periods. However those correlations are weak for many survey variables, for 
example for measures of unemployment. They are further weakened by response errors and by moving rates 
that approach 0.2 between years. 

Thus correlations are lower when the overlaps are for segments rather than persons; but such overlaps are 
simpler to handle, are cheaper, and not subject to the biases of panels of persons. On the other hand, a panel of 
persons would have higher correlations and also permit the analysis of individual changes, i.e., micro changes, or 
gross changes. Because of this conflict some surveys have done both: covered the same segments and also 
followed the moving individuals for panels. 

The size and nature of the overlapping sample needs technical studies; these studies should be multipurpose 
because the correlations will vary greatly between variables. My informal advice is for overlaps that would be 
1/3 or less of the cumulated nonoverlapping portion. Also the overlap could be a panel of individuals followed 
for many periods, to permit dynamic analysis of individual changes, now missing from labor force surveys. The 
overlaps over many periods would reduce variances of net changes for all those pairs of periods. 1 proposed the 
name split panel designs (SPD) for such designs [lUsh 1982, 1986, 19871. 

The basic design calls for F periodic surveys for frequent (weekly or monthly or yearly) population estimates 
designed for cumulating the F samples for small domain estimates over the entire interval. Within that 
definition a great deal of flexibility may be encouraged, and some examples now follow. First, improved 
estimates for domains (provinces) may be designed both with larger sampling fractions and with longer 
cumulations. With quarterly estimates instead of monthly, and tripled sampling rates, the sample base would be 
increased by a factor of nine, for example. 

Periodic symmetrical samples (weekly or monthly or quarterly) may be the simplest and best, but departures 
from that may be tolerated, and perhaps compensated with weights. Furthermore, to the basic contents of the 
surveys, additional variables may be added as needed. 

Although the emphasis has been on the two extremes - single surveys for timeliness and complete cumulations 
over the entire interval (ten years?) for small domains - intermediate cuinulations for major domains 
(provinces?) and for minor domains (districts?) would be often desirable and feasible. At this point we must add 
that whereas a complete 100 percent census was indicated or implied, the basic idea can also include large 
fractions (10 percent) as the census targeted over the interval; particularly where decennial censuses are also 
collected. Similarly the "population" in the definition is clearly meant to include many populations along with a 
national count of persons. 
The sizes and weights of periodic samples should be considered together, and a great deal of flexibility is 
advisable. Methodological research can make solid contributions. Here and now, we assume similar sampling 
fractions for all periods, and only consider different weights for each of 10 years, with a total weight of 10 over 
the entire 10 years. For the national sample and for highly fluctuating variables (e.g. infectious diseases) the 
last year may carry the full weight of 10. On the contrary, for total populations of small domains, each of the 
ten years may have a unit weight of 1. However many variables and for large domains an intermediate moving 
average may be better than either extreme, for example (100, 90, 80, 65, 50, 40, 30, 20, 15, 10)/50. 

Finally, I wish to add a quote (lUsh, 1986) that concerns rolling samples as well as other periodic (or other 
repeated) sample surveys. "Fifth, statistical strategy should dictate less frequent reporting especially for small 
but non-negligible domains. Too often such domains either remain unreported, or they are reported with unduly 
large errors or at too great a cost, or both. As prime examples consider the vast but underpopulated areas with 
small populations which appear in many countries and for which provincial authorities demand separate reports. 
Other examples come from demographic, ethnic, occupation groups, etc., for which separate data are needed. 
Instead of the usual rigid practice prevailing now, it would be preferable to report at, to cumulate for, and to 
design for longer periods for these smaller domains. The tables for these statistics should indicate the different 
designs used for those statistics." 
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ABSTRACT 

We discuss frame and sample maintenance issues that arise in recurring surveys. A new system is 
described that meets four objectives. Through time, it maintains (1) the geographical balance of 
asample; (2) the sample size; (3) the unbiased character of estimators; and (4) the lack of 
distortion in estimated trends. The system is based upon the Peano key, which creates a fractal, 
space-filling curve. An example of the new system is presented using a national survey of 
establishments in the United States conducted by the A. C. Nielsen Company, 

1. INTRODUCTION 

We are concerned with recurring surveys conducted over time and the maintenance they require, 
Let U t  denote a survey universe at time t, with t - 0 denoting the inception of a new survey. We 
assume a probability sample of units of 1UO  has been selected, and thus that it is feasible to 
construct unbiased (or at least consistent) estimators of the population total and other parameters 
of interest. As time goes by, we assume the universe is surveyed repeatedly at regular intervals 
of time, in part to track the "level" of the population, and in part to measure its "trends." A 
panel or a rotation sampling design is usually employed for this purpose (see, e.g. , Rao and Graham 
(1964) and Wolter (1979) and the references cited by those authors). In all such surveys of people 
or their institutions, which is all we concern ourselves with here, the composition of the universe 
changes with time as births, deaths, and other changes occur to the status of the units. The 
survey frame, the sampling design, and the schemes for observing or collecting the survey data must 
be maintained for such change; otherwise, the sample may become excessively biased and cease to 
be representative of the universe. 

The types of maintenance issues that arise in recurring surveys depend in part on the kind of 
universe under study, in part on the choice of sampling unit, and in part on the interplay between 
the sampling unit and the universe elemental units. We shall summarize briefly the issues that 
arise in four different situations: 

establishment surveys with establishment as the sampling unit; 

establishment surveys with company or some similar cluster of establishments as 
the sampling unit; 

surveys of people or households with the address or housing unit as the sampling 
unit; and 

surveys of people or households with the household or family as the sampling unit. 

In this work, we use the words "establishment" and "company" in a generic sense. An establishment 
may be a retail store, a manufacturing plant, a school, a hospital, a golf course, or any other 
similar, single-location entity, while the corresponding company would be the corporate, legal 
entity that owns the retail store, or the school district, and so on. In some cases, of course, 
the establishment and company will be synonymous, e.g. , a single, independent grocery store. 

For case (i), the main universe dynamics include 

establishments arising from new construction 

reclassified establishments from some out-of-scope category to an in-scope category 

reclassified establishments from one in-scope category to another in-scope category 

reclassified establishments from an in-scope category to an out-of-scope category 

conversion of a structure from residential use to commercial use 

conversion of a structure from commercial use to residential use 

Kirk M. Wolter, Vice President, A.C. Nielsen, Northbrook, Illinois, 60062 
Rachel M. Harter, A.C. Nielsen, Northbrook, Illinois, 60062 

-21 - 



uoi iLiun of uu oxisLing estalis1uienL 

establishment that moves in and out of vacancy status 

changes in the configuration of an establishment, e.g. division into two or more 
establishments. 

Case (ii) is far more complicated than case (1), principally because sampling units are now 
clusters of elemental units. All of the issues from case (I) apply to single-establishmeuL 
companies. For multi-establishment companies, we face the following additional dynamics: 

mergers wherein two companies combine to form a new successor company 

acquisitions wherein one company is acquire4 by another, with the acquiring company as 
the sole successor company 

joint ventures wherein two companies collaborate to form a new company that may be a 
subsidiary to both the parent companies 

divestitures wherein a company spins off a new and independent company 

divestitures where a company sells parts of itself to another acquiring company. 

In a sense, case (iii) is very similar to case (i) in respect to the kinds of universe dynamics 
that inay arise: 

housing units arising from new construction 

reclassified housing units from some out-of-scope category to an in-scope category 

• 	reclassified housing units from one in-scope category to another 

• 	reclassified housing units from an in-scope category to an out-of-scope category 

• 	conversions from residential to commercial 

conversions from commercial to residential 

• 	demolition of an existing housing unit 

• 	reconfigurations of existing structures, e.g., reconfigurations of apartments within a 
small inultiunit structure. 

Note 1ow closely these issues match those for case (i). 

Finally, case (iv) is very similar to case (ii) in terms of the composition and complexity of 
universe change. Maintenance issues include: 

marriage, wherein a new successor family is created, possibly from whole predecessor 
families or from part families 

• 	new members move into an existing family, either eliminating another family or part of 
a family 

divorce, wherein successor families may be created from one predecessor family 

family members move away, either to join another existing family or to establish a new 
family 

births of family members 

deaths of family members 

a whole family moves, thus requiring tracing and perhaps altering field-work assignments. 

To handle the universe dynamics listed above, properly reflecting them in the sample, so that 
sample representativeness is retained over time, the survey organization must design and adopt 
an explicit system of maintenance. We define a sample maintenance system to be a sampling design 
and a universe updating methodology, possibly specified in the forms of simple rules, that permit 
the statistician to achieve known, nonzero probabilities of inclusion for each of the elemental 

- 22 - 



units in the population for each time period in the recurring survey, or failing that, to weight 
the survey data properly so as to achieve unbiased or consistent estimators of the population 
parameters of interest. From cases (1) through (iv) above, it is clear that a maintenance system 
must perform at least four functions: 

give new elemental units a known, nonzero probability of selection 

account properly for elemental units that may no longer exist in a substantive sense 

not give elemental units multiple chances of selection into the sample; otherwise, if 
multiple changes are given, the system must appropriately record this information so that 
adjustments may be made in the estimation procedures 

appropriately update the universe frame so as to facilitate and control the above 
activities. 

A general and necessary rule of thumb for any sample maintenance system is that the system, or 
the rules that define the system, must treat symmetrically universe changes both within and 
outside of the sample. If a proposed maintenance rule violates this rule of thumb, then there 
is risk of bias in estimators of totals and other universe parameters to be estimated. For 
example, consider two rules that might be used for case (ii) for sampling new companies created 
as the result of a divestiture. One possibility is to declare the new companies part of the 
sample if their predecessor companies were part of the sample, and otherwise, if their predecessors 
were not part of the sample, to subject the new companies to a new round of sampling. This rule 
is seen to give the new companies multiple probabilities of selection, and thus may result In 
biased estimation unless appropriate adjustments are made in the estimation procedure. (The 
adjustments we have in mind are related to the multiplicity rules studied by ttonroe Sirken (1970) 
and others.) A second possibility is to declare the new companies part of the sample if and only 
if their predecessor companies were part of the sample. Because this second rule treats 
symmetrically the universe changes both within and outside of the sample, it is seen to result in 
unbiased estimation for the survey parameters of interest. 

In designing a sample maintenance system, the statistician must be guided not only by the 
statistical properties of the resulting estimators, but also by the cost, feasibility, and customer 
acceptance of alternative rules. Some rules may require additional data collection, thus entailing 
additional cost that must be planned from the inception of a new recurring survey. Certain 
applications may actually require that additional data be collected retrospectively. This may be 
impractical, or at the very least, may entail considerable nonsainpling error, thus risking bias. 
Some rules may well be feasible and cost-effective, yet may not satisfy the requirements of the 
customers or users of the survey data. 

Finally, we note that this problem of maintenance is neither new nor newly recognized; for example, 
maintenance systems have been in place for years in many of the major recurring surveys at 
Statistics Canada, the United States Bureau of the Census, and the A. C. Nielsen Company. 
Nevertheless, there is remarkably little literature on this subject. For brief discussions of some 
maintenance issues, see Welter et al (1976) for case (ii), Hanson (1978) for case (iii), and Ernst 
(1989) for case (iv). 

In the balance of this article, we focus on case (1), where the establishment is both the sampling 
and elemental unit. This is the case we face in our establishment surveys at the A. C, Nielsen 
Company. Section 2 describes one of our major surveys, the Scantrack survey, and the specific 
inaintenane issues we face in that survey. We also describe some of the key objectives we had in 
designing a new maintenance system for this survey. 

The new maintenance system is based upon a parameter known in mathematics as the Peano key, which 
creates a fractal, space-filling curve. The Peano key is defined in Section 3, where we also 
provide several graphical displays for illustration purposes. We close the article in Section 4 
by describing the rules that implement our new maintenance system. 

2. THE SCANTRACK SURVEY 

The Nielsen companies provide information from several marketing surveys. The media surveys, 
such as Nielsen Television Index and Nielsen Station Index, are based on samples of either housing 
units or households. Surveys for the packaged goods industry, including Nielsen Food Index, 
Nielsen Drug Index, and Nielsen Scantrack United States (NSUS), are based on samples of stores, 
The Single Source service, which ties together consumer purchasing behavior with household 
television viewing and retail marketing support, is based on both household and store samples. 
Although sample maintenance is an important issue to each of these surveys, the present discussion 
will focus on our Scantrack sample of grocery supermarkets which is the basis for the NSUS service. 
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S(ILtrk aup1e includes 3,000 supermarkets stratified by 50 reLrol -'oiitan 	rkct 
eIna Lfl1L1J Uni. ted States s tratwn. Within a niarke t, the sample is further stratified by inaj or 
chain organizations. The frame is ordered geographically, and a systematic sample is selected 
within each stratum to achieve proper socio-ecoriomic representation. This sample is also 
representative of store age, store size, and other factors associated with item sales. Although 
a geographically ordered systematic sample is exceedingly simple and straightforward, the choice 
of this sample design is justified based on years of experience, as well as the results of 
unpirical studies in which various sample designs were tested on universe data. 

Stores in the Scantrack sample are equipped with electronic scanners at the checkout, which read 
oar codes on packaged goods. Bar codes are called universal product codes or UPC's. When the item 
is scanned, the transaction is entered into the store's computer where the UPC is matched with the 
item's price. Each week, the sample stores provide us with total sales movement and price data 
for every item that is scanned in the store. Since a supermarket typically carries over 10,000 
UPC's, we receive and process over 30 million observations per week. 

In addition to scanner data, we obtain data on promotion conditions for the items in each of the 
sasple stores, including whether an item was featured in a newspaper advertisement store display, 
or store coupon. If an item was featured, we also know the type of newspaper advertisement used 
and the location of the display within the store. 

NSUS reports include estimated sales totals for individual items and aggregates of items for each 
market and the total United States. A ratio estimator is used, with all-commodity volume as the 
auxiliary variable. All-commodity volume, or ACV, refers to total sales of all items in a store, 
usually on an annual basis. ACV tends to be highly correlated with sales of individual items. 
In addition, the NSUS reports include estimates of sales and sales rates by promotion condition 
and estimates of year-to-year sales trends. 

Continuous maintenance is necessary for the Scantrack sample because the national supermarket 
universe of approximately 30,500 stores is not static. In a recent 12-month period, approximately 
2,200 new supermarkets opened, and 2,450 existing stores went out of business. Another 170 stores 
were reclassified during the year. Reclassification can result from any of a number of changes. 
Some smaller grocery stores enter the Scantrack universe when their ACV's surpass the $2-million-
per-year threshold which defines a supermarket. A store might change name or location, or be 
expanded through remodeling. Some stores change to an extended or economy format, such as a 
superstore, warehouse store, or other nontraditional supermarket. In 1979, about 3,800 extended 
and economy stores accounted for 17% of total supermarket sales. By 1988, the number of extended 
and economy stores had grown to over 9,000, and they accounted for almost 50% of all supermarket 
sales (Progressive Grocer 1989). Sometimes, individual stores or entire chains are acquired by 
another organization, affecting stratum definitions. 

In addition to universe changes, missing or faulty data situations arise that require substitution 
of sample stores. Some selected sample stores do not scan, and some that do have incompatible 
scanning equipment. If a store is consistently unable to provide us with usable data, it must be 
dropped from the sample. Sometimes a request for a sample change within an organization comes from 
the chain itself. Occasionally, a retailer simply refuses to cooperate. 

The principal objectives of our maintenance system for the Scantrack sample are: (I) the sample 
should maintain geographic balance through time, (2) the system should maintain the sample size 
through time, (3) the sample should adhere to principles of probability sampling so as to avoid 
bias in estimators of total sales, and (4) sample changes should not disturb excessively estimates 
of year-tb-year trends. 

Geographic balance is a proxy for socio-economic balance. Because different neighborhoods have 
different purchasing patterns, geographical balance is important to achieving an efficient sample 
design (i.e., low sampling variability) over a wide range of products. Furthermore, geographic 
balance is an important factor in our customers' perception of an appropriate sample. 

A sample size decrease would adversely affect the standard errors of the estimators, and a sample 
size increase would adversely affect our costs. Neither outcome is desirable. Furthermore, 
contracts with chain organizations specify sample sizes and cooperation payments, and any changes 
would have to be renegotiated. This too is undesirable. 

All applications involving Scantrack data require efficient, unbiased estimators of total sales. 
Manufacturers and retailers need such data for everyday business decisions, such as how much to 
produce, how much to ship, how much to keep in inventory, and how to allocate store shelf space. 

Clients also require reliable year-to-year trend information for managing their businesses, 
Trend estimates help manufacturers assess the overall health of their businesses. Both 
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manufacturers and retailers benefit from knowing the longer-term performances of all major brands 
In all product categories. 

We describe the maintenance system that has been developed to meet these objectives in section 6. 
But first, we describe a new geographic ordering scheme in section 3. 

3. PEANO KEYS 

The Peano key is a parameter that defines a certain fractal, space-filling curve. It provides 
a mapping from 	to Rl such that points in fl2  or spatial objects can be arranged in a unique 
order (Peano order) on a list. 	In the application we have in mind, the spatial objects are 
sampling units, and the space u 2  is represented by earth's geographic coordinate system. 

We obtain the Peano key by interleaving bits. See Peano (1908), Laurini (1987), and Sanlfeld, 
Fifield, Brooine, and Meixler (1988). Let X - Xk ... X3X2X1 and Y - . .Y312Y1 represent the 
longitude and latitude of an arbitrary point in k-digit binary form. Then, the corresponding 
['eano key is P - XkYk ... X3Y3X2Y2X1Y1. Also see figure 1 for an example for the case k - 4. Note 
how simple it is to calculate the value of P. 

FIGURE 1. CREATING THE PEANO KEY BY BIT INTERLEAVING 
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Given k-digit (for any finite k) latitude and longitude coordinates, the spatial 'point" 
represented by the value of P is actually a square in iR 2 . As k increases, the sizes of the 
squares decrease. In fact, as k tends to infinity, the value of P will tend to represent a 
specific point in 

The space-filling curve created by the values of the Peano key, P, is in the shape of a recursive 
N. Figure 2 illustrates the N-curve, using a grid of 1024 points. This figure displays the 
self-similarity feature of fractal Images. 

The N-curve passes once and only once through each point in space, points being defined as squares 
whose size is determined by the number of digits carried in the latitude and longitude coordinates. 
The order of points on the curve (Peano order) is largely preserving of geographic contiguity. 
Thus, Peano order facilitates proximity searches. Peano order Involves a few geographic 
discontinulties, such as the jump from point 516 to point 517 in figure 2, as does any mapping 
from ii2  to  fill 

In the specific application we envision here, economic establishments are arranged on a list in 
Peano order by moans of their latitude and longitude coordinates. Probability samples of the 
establishments may be drawn systematically from the ordered list. Because the earth's coordinate 
system is stable, there is no ambiguity in determining the list position of new establishments. 
Thus, they may be subjected to sampling too. 

To Illustrate this application, see figure 3 which displays a chain of retail establishments in 
the United States. Each establishment is described by a double-letter code. This code in natural 
lexicographic order signifies the Peano order of the establishments. 

In time next section, we describe a sample maintenance system that is based upon the establishments' 
Peano order. 

p= 
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Figure 2. Peano Order Based on 1024 Points 

Figure 3. Chain of Retail Establishments in Peano Order 
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4. RULES FOR MAINTAINING TIlE SAMPLE 

We describe a system for maintaining samples of retail stores, taking proper account of births, 
deaths, scanning conversions, and other changes in the status of the retail store universe. As 
stated earlier, we developed the system for applications at the A. C. Nielsen Company. 

AC 
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We consider a given and arbitrary sampling stratum, say of size N, and assume the universe of 
stores in the stratum is arranged in Peano order. For example, a stratum might include all stores 
in a given metropolitan market, such as Vancouver or Montreal. Ordering by Peano key values will 
turn out to be especially well-suited to the maintenance system that follows. Other ordering 
schemes may be considered for this work so long as they are stable across time and effectively map 

to P1  in such fashion as to preserve geographic contiguity and to assign all birth stores a 
unique position in the ordering. 

We assume an original sample is selected systematically with equal probability from the ordered 
list of stores at time t - 0. Let Uj ,j denote the j-th store in the i-th possible systematic 
sample, for i - 1 ..... k and j - 1, .... nj, where k is the sampling interval and n1 is the size 
of the l-th possible sample. If N - nk 4- r, r < k, then r samples will be of size n1 - n + 1 and 
k . r samples of size n. In what follows, we shall also use the subscript "I" to represent the 
sample actually selected. 

Leti- denote the Peano key value associated with Ujj. Let L  and  PU  denote the smallest and 
largest possible Peano key values within the market under study. Thus, 

	

1'L 	
P11  < P21  < 	

< kl < P 12 
 < 	< P 	 < 	

< 1'kn,<ij 

Note that we are assuming each store possesses a unique geographic location and thus a unique 
Peano key value. 

Let Y tij  denote the value of some characteristic of Ujj at time t. A standard, unbiased estimator 
of the population total, Y, is 

	

A 	 Vt 

I —k 
ti j'-1 tij 

while the ratio estimator is given by 

	

A 	A 	 A 

	

Y 	 —Y X /X 
Rti 	ti t 	ti 

A 	 A 
where the X-variable is a measure of size and X and X ti  are analogous to Y and Y t ,, respect. 

Ively, 

Define N Peano key segments, Sjj, by partitioning the range FL'  P1j1 at the N store values P jj. 
We let Sj - (i'll i+l,j). where it will be understood that k+1j  represents P1 j+ j. A special 
definition is needed for the final segment. We define S - 1knPUI U  (EL' P11) so that the 
entire Peano range [L Ni is covered by the N segments. This secial definition, which treats 
the Peano range as if it were on a circle, is needed later to guarantee that all store births are 
given a nonzero probability of selection. Alternative segmentation schemes may be used without 
defeating the statistical properties of the maintenance system. 

Our maintenance scheme is based upon the Peano key segments. The basic idea is to view the 
systematic selection process as applying to the segments, with subsampling of stores within the 
selected segments. Thus, as a formal matter, the segment is the primary sampling unit (PSLJ), 
not the store. Of course, as of the time of initial sample selection, there is, by construction, 
only one store per segment. 

4.1 Birth Sampling 

At a future point in time, say t', one or more new stores may open for business. Each new store 
will be assigned its unique Peano key value, and this value will be an element of one and only one 
Peano key segment. The Peano key permits us to automatically place new stores in their correct 
and unique positions on the ordered universe list. 

The simplest possible rule for sampling births is the following: 

Rule 1. A birth store is selected into the sample if and only if its Peano key value is 
an element of a selected Peano key segment. Birth stores whose Peano key values are elements 
of nonselected segments are themselves not selected. 

Given this rule, a birth store is selected with probability 1/k. This occurs because its segment, 
which is unique, is selected with probability 1/k. Unfortunately, Rule 1 does not provide good 
control of the sample size over time. 
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To conttol the sample size, we advocate some form of subsampling within PSU's. Let U1j1. U j 2 
denote the stores in segment Sjj. The original store is now labeled U 1 1, whereas 

U1j2 Ujjg  are the birth stores in Peano order. The number, - 1, ol births in 

any given segment will be 0, 1, or 2 in most applications. Then, we may subsample as described 
in the following alternative rule. 

Rule IA. A birth store will be subjected to subsampling if and only if its Peano key value 
is an element of a selected Peano key segment. Associate with U jj 1. U 11 2 .....UjjB.. the 
probabilities Pijl. P1j2 .....PijB.4' where  PIjb > 0 and Pib - 1. Now choose one the 
stores according to this probabilit+Jweasure. Subsanipling is independent from one selected 
segment to the next. Birth stores whose Peano key values are elements of nonselected 
segments are themselves not selected. 

The probabilities in Rule 1A may be equal or unequal. 	If unequal, they may be defined in 
proportion to some preliminary measure of size, or defined so as to accelerate or retard the 
replacement of the sample. 

We observe that our principal maintenance objectives are well-satisfied by Rule lA. First, the 
rule ninintains geographic balance over time because there is always one unit selected from each 
of the originally selected segments, which themselves were geographically balanced by virtue of 
the systematic sampling design. Second, the rule maintains a constant sample size over time 
because there is always one and only one store selected from each of the originally selected 
segments. Third, the rule is in accord with strict principles of probability sampling, whereby 
probabilities of inclusion are known and nonzero, and thus unbiased estimators of population totals 
are available. Finally, by appropriate choice of the Pijb'  we may control distortion in year-
to-year trends. 

The unconditional probabilities of selection are given by 

ijb 	Pijb 

for b - 1, ....Bjj. That is, lrijb is equal to the probability of selecting the PSU times the 
conditional probability of selecting the store, given the selected PSU. 

Let Ytijb  denote the value of the unit Uilb,  and let Y yjj+  denote the total for the (i,j)th PSU. 
Then, the unbiased estimator of the poputation total ''t'  is given by 

A 	 n 

	

- 	
t'ijb / ijb 

j-1 

where Yt'ijb is the value of the single unit selected from the (i,j)-th selected segment, with 
variance 

	

A 	
I k 
	n 	

2 
-t 	

i 
k 	n 	

2 

	

VarY 	)-- E (k EiY 	-Y, 	k E 	a 	(1) t'i 	
k i-1 	

j-1 t'ij+ 	
) 	

i-1 j-1 t'ij 

where 

B 	Y 2 	ij 	t'ijb - 

t"j- b-I 	ijb
ijb 

The first term on the right side of (1) is the variance due to the sampling of segments. This is 
the original variance in the sense that it is the variance expression that applied at the time of 
original sample selection. The second term on the right side is the variance due to subsainpling 
within segments. Note that Oij vanishes for any segment in which birth subsampling has not 
occurred. Note also that the subsampling scheme achieves its minimum variance when, for each given 
I andj, the probabilities Pijb are defined to be proportional tot'iib• In this case, the within 
component of variance vanishes. For any real application, however, this proportionality condition 
will be satisfied only approximately. 

As usual, a first-order Taylor series approximation may be used to discover the variance of the 
ratio estimator. See Wojter (1986) for appropriate techniques to estimate the variance of both 
the unbiased estimator, Y t , i , and the ratio estimator, Rt'i• 

As time passes, it will be necessary to periodically update the sample to reflect additional 
births and other changes in the universe. It may be desirable to schedule the updating at regular 
Intervals of time, so as to facilitate management of the work. I will refer to these intervals 
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as update cycles. Such cycles may occur monthly, bimonthly, quarterly, or at whatever interval 
makes sense in a particular application. Factors to consider in establishing the frequency of the 
updating cycles include cost of the updating process; desired accuracy of the estimators of level 
and trend; and perceptions of the customers or users of the data. 

Cenerally speaking, more frequent updating will cost more, achieve greater accuracy, and be 
perceived better by customers than less frequent updating. 

For an update cycle at any future time t', Rules 1 or IA may be used to maintain the sample. 
New stores are always placed automatically in their correct segment, by their Peano key values, 
and the subscript b reflects this order at each cycle. To explicitly reflect these ideas, we 
should have further subscripted the U's, B's, p's, and ir's by time, but we avoidd doing so as a 
notational convenience. The expressions for the estimators of total, Y,, i  and 7Rt'j'  and their 
variances remain valid for each t'. 

4.2 Updating for Deaths 

Rules for maintaining a sample over time must obey an important general principle. They must 
treat equally both selected and nonselected units. In the case of deaths, this principle implies 
that all deaths, both those in and out of the sample, must be handled in the same fashion in any 
sample updating process. If this principle is not followed, the resulting estimators will be 
biased, and the bias may accumulate over time. 

In what follows, we describe procedures for death updating that follow this essential principle. 
There are two cases to consider: (i) deaths are not known on a universe basis, (ii) deaths are 
known on a universe basis. 

For case (i), we suggest Rule 2. 

Rule 2. All deaths in the sample will be known. They should remain in the sample but be 
set to zero (i.e., y - 0) at the time of an update cycle. 

This rule permits unbiased estimation of the universe population totals. 	Deaths cause the 
estimator variances to increase, and estimators of variance will properly reflect this increase, 
provided the deaths are retained in the sample with zero values. 

For case (ii), we suggest Rule 3. 

Rule 3. Remove all deaths from the universe at the time of the next update cycle. Subject 
only the remaining live cases to sampling, including births. 

Rule 3 will cause the store count B 11  to change in segments where deaths have occurred, unless 
births exactly offset deaths. In facf, the B's and p's will necessarily change in segments where 
there are deaths and no births. As a consequence, a replacement store will necessarily be selected 
within a given segment whenever the sample store from the segment has died, and a replacement 
store may be selected even when the sample store is alive and well. 

Two additional issues must be addressed in handling deaths. 	The first issue concerns the 
coordination of birth and death updating. 	Store births and deaths will occur naturally at 
irregular intervals, depending upon business conditions and population growth. 	In some time 
periods neither births nor deaths will occur. In other time periods, births may occur but not 
deaths, ot vice versa. While in other periods, both deaths and births will occur. In theory, it 
would be possible to employ different update cycles for grocery store births and deaths. For 
example, one might update bimonthly for both births and deaths, but in alternating months. This 
approach may have advantage in leveling the work load over time. On the other hand, alternating 
cycles may tend to defeat the ability of the sample to properly measure trends, creating a sawtooth 
pattern in the store time series as first births are introduced, then deaths dropped, then births, 
deaths, and so on. On balance, we recommend coincident sample updating for births and deaths so 
as to preserve trends. 

The second issue concerns the handling of deaths during the period from their actual occurrence 
until the next update cycle. This issue arises only if the frequency of the updating process is 
less than that of the data-collection process. If the two processes are coincident, then there 
are no new problems. If updating is the less frequent, then there are two alternatives: 

drop the deaths from the sample as soon as they are known to us (to be more precise 
statistically, this means the deaths are included in the sample with a value of zero) 

continue the deaths in the sample by imputing for them until the time of the next update 
cycle. 
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Alternative a) is the simplest, cleanest way of proceeding. Aside from the problem of births, it 
is unbiased and permits correct variance estimators. Because of the birth problem, however, this 
alternative may have a negative effect on the ability of the sample to properly measure trends. 
As deaths occur during the first weeks of an update cycle, one can imagine a slight decline in 
the store time series, not because of fundamental change in economic conditions, but simply because 
the sample reflects deaths and not births. Alternative b) provides a short-term fix to the problem 
of properly measuring trends. The essential notion here is that by imputing for deaths, we 
implicitly make a correction for any births that have occurred since the last update cycle. This 
fix is not particularly elegant, and it is difficult to frame a rigorous, unassailable technical 
justification for it. On the other hand, history has shown that populations of economic 
establishments tend to be stable in the short run. Deaths are often associated with or are 
compensated by births, with the net size of the population remaining approximately level in the 
short run. The United States Bureau of the Census has used this alternative in its wholesale 
trade survey, with quarterly update cycles and monthly data collection. See Wolter et al (1976). 

4.3 	Scanning Conversions 

In this final subsection, we present sample maintenance rules for handling stores that convert 
from nonscanning to scanning, and vice versa. Of course, this particular type of universe dynamic 
does not arise in surveys that utilize other data collection technologies. 

First, we treat conversions to scanning. There are two principal cases to consider: (i) scanning 
status is known for all stores prior to sampling; (ii) scanning status is not known prior to 
sampling, but is observed after sampling for the selected stores only. 

Case (i) is relatively easy to handle. Here is a natural rule: 

Rule 4. Do not subject nonscanning stores to sampling. Sample only from the subuniverse 
of scanning stores. As a given nonscanning store converts to scanning, then treat it as a 
birth, subjecting it to birth sampling. Prior to conversion, nonscanning stores shall be 
represented in the universe by utilizing imputation or other missing data techniques. 

Given this rule and the prior data (i.e., scanning status) it assumes, the entire survey budget 
may be allocated to the sample of scanning stores. None of the sample resources need be committed 
to nonscanning stores. Unfortunately, this desirable property does not hold for case (ii). 

To address case (ii), some additional notation is needed. Let A denote the set of scanning stores 
and B the sot of nonscanning stores, where A U B spans the entire universe. Set s denote the 
selected sample of stores, and let SA s fl A and SB - s fl B. 

By assumption, 5A  and  SBare  not observed until after initial field work is completed. Obviously, 
all of these Sets vary with time, but we suppress explicit time subscripts to simplify the 
notation. 

Sample sA  should be maintained by rules presented elsewhere in this paper for births and deaths. 
New rules are required to handle sB.  Here is an illustrative rule that treats the stores in sB 
as nonrespondents. 

Rule 5. At time t, impute for store Uj I b E s the value YtiJb - xtijb YAt / xAt, where 
Xtjjb is the value of an auxiliary variale for store Ujib, YAt is the sample sA  total for 
the estimation variable, and XAt  is the corresponding total for the auxiliary variable. 
Alternatively,imputation may occur by means of substitution, hot deck/matching, or other 
means. Now, act as if the data set is complete, applying standard estimators of the survey 
parameters of interest. At the time Ujjb  converts to scanning, it shall be deleted from 5B 
and joined to 5A'  and the estimation shall still be performed by means of the standard 
estimators applied to the completed data set. 

Giver Rule 5, the effective sample size is reduced because of imputation variance associated with 
the YtIjb• Substitution maintains a larger effective sample size than the ot1er rules, but is 
clearly the most expensive to implement. All rules require limited field work on a continuous 
basis to monitor the scanning status of Ujib C SB. 

As an alternative to missing data techniques, we may observe the nonscanning stores using an 
alternative mode of data collection. Depending upon the data to be collected, this could involve 
a store audit or an interview conducted with store personnel by telephone, mail, or in person. 
This alternative would likely be more accurate than the imputation-based methods, yet additional 
cost and time may be involved, as well as burden associated with the management and control of 
two data collection methodologies. 

Finally, we treat conversions of sample stores from scanning to nonscanning. Such conversions 
are likely to be relatively small in number and are treated here only for completeness. 
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Let Ujjb E  sA,  i.e. I is a scanning store in the sample. Note that Uijb  may be either a store 
that has scanned since being selected into the sample, or a store that converted to scanning after 
originally entering the sample as a nonscanner under Rule 5. 

Rule 6. At the time Ujjb  converts to nonscanning, it shall be deleted from sA,  joined to 
and subsequently handled by missing data techniques, as in Rule 5. Standard formulae 

shall be applied to the completed data set. To simplify processing and field work, the 
method selected shall be identical to the method selected to handle conversions from 
rionscanning to scanning. 

In the bizarre instance in which a store flip-flops repeatedly between scanning and nonscanning, 
one may handle the store by sequentially applying Rule 5 or 6, as the case may be, each time 
updating the sets 5A  and  sB- 
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SUMMARY 

Marginal and approximate conditional likelihoods are given for the correlation parameters in a normal linear 
regression model with correlated errors, both under a fixed regression parameter assumption and under a 
random coefficients regression model. These likelihoods may be evaluated using state space models. This 
general likelihood approach is applied to obtain marginal and conditional likelihoods for the 
correlation parameters in sampling on successive occasions under both simple random sampling on each occasion 
and more complex surveys. 

KEY WORDS: Likelihood inference, Sampling in time, ARMA models, State space models. 

1. INTRODUCTION 

Marginal likelihoods were introduced as a general method for eliminating nuisance parameters from the 
likelihood function (Fraser, 1967; Kalbfleisch and Sprott, 1970). Cox and Reid (1987) introduced approximate 
conditional likelihoods which also address this problem. They argued that the approximate conditional 
likelihood was preferable to the profile likelihood obtained by replacing the nuisance parameters in the 
likelihood by their maximum likelihood estimates when the parameters of interest are given. Bellhouse (1990) 
established the equivalence of marginal and approximate conditional likelihoods for correlation parameters 
under a normal model. Following on the work of Cox and Reid, Cruddas et al. (1989) obtained an approximate 
conditional likelihood for the correlation parameter in several short series of autoregressive processes of order 
one with common variance and autocorrelation parameters. Based on a simulation study, Cruddas et al. (1989) 
showed that the estimate based on the approximate conditional likelihood has a much smaller bias and better 
coverage properties of the confidence interval than the maximum likelihood estimate from the profile 
likelihood. 

A situation similar to the one studied by Cruddas et al. (1989) appears in sampling on successive occasions in 
sample surveys. In order to reduce the response burden, individuals in a survey are retained in the sample for 
relatively short periods of time. For any occasion on which the survey is carried out, the sample consists of 
some individuals who have been previously surveyed on some past occasion or occasions, and some who are new 
to the survey for the first time. The sample measurements on an individual are usually modelled by an 
autoregressive moving average process (ARMA); see Binder and Hidiroglou (1988) for a review of the application 
of time series models to sampling on successive occasions. Moreover, because of the response burden, the 
observed time series for an individual is short. If the model means on each occasion are assumed to be 
different, then the dimension of the parameter space increases with time so that the maximum likelihood 
estimates of the parameters can be biased and inconsistent. Consequently, it is of interest to obtain marginal 
and approximate conditional likelihoods under ARMA models. 

The marginal and approximate conditional likelihoods for the correlation parameters in a normal model are 
obtained in section 2. The general results of section 2 are illustrated in section 3 by applying the results to 
sampling on successive occasions assuming simple random sampling. In section 4, several methods are given to 
apply these likelihood methods to complex surveys. 

2. MARGINAL AND APPROXIMATE CONDITIONAL IAKELIIIOODS FOR 
CORRELATION PARAMETERS UNDER A NORMAL MODEL 

For the linear model 

y = X + 
	 (1) 

with error vector e 	N(O,o 2 l), where a is the correlation matrix, the log1ike1ihood for 6, 02 and Q is given 
by 

-(m inc + ( mini)!? + (yX8)Tn(yXB)/2o2)} 	(2) 

D.R. Bellhouse, Department of Statistical and Actuarial Sciences, University of Western Ontario, London, 
Ontario, Canada NGA 5B9. 
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The vector of observations y is of dimension a x 1 and the vector of regression coefficients @ is p x 1 	so 
that X is rn x p. For a given value of n, 

= (XTQ_ 1 X)XT Q_ly  
and 

2 	-1 
s = y T 	

y - yTii 1 X (XT1 X) 1  XTny 	 (3) 

are jointly sufficient for B and a. 

A marginal likelihood for 0 is obtained by making a transformation of the data y to the sufficient statistics B 
and 	and the ancillary statistic 

a = a 1 "2 (y - X (XT X) 1  XT y)/s, 

where 	is the a x a dimensional matrix such that 	= 	1I2n' '2 . The marginal likelihood of n 	is11 

the marginal distribution of the ancillary a times the product of the differentials da 1  , 1=1, ..., a. See 
Ralbfleisch and Sprott (1970, eqs. 6 and 10) for a general discussion and a general expression for nda 1 . 
Bellhouse (1978) and, later independently Tunnicliffe Wilson (1989), showed that the marginal likelihood for Q 
under the normal model is given by 

IN(a) = [ iaiV2 1 xT_lx1l/25m_p 1_1 	
(4) 

Note that (3) is proportional to the maximum likelihood estimate of a given fl and that s'(XTaX) 1  is 
proportional to the estimated variance-covariance matrix of the maximum likelihood estimate of B given 0. 
Then (4) can be written as 

	

= es: v r(; )
lh/2 	

(5) 

To obtain an approximate conditional likelihood, it is first necessary to transform the parameters to achieve 
parameter orthogonality between the parameters of interest and the nuisance parameters, which now may 
depend on the parameters of interest. Sets of parameters are orthogonal if the associated information matrix is 
block diagonal, with each block as the information matrix for each parameter set. The conditional likelihood is 
related to the distribution of the data y conditional on the maximum likelihood estimate of the nuisance 
parameters for fixed values of the parameters of interest. The approximate conditional likelihood is obtained 
by applying two approximations to this conditional distribution. See Cox and Reid (1987, section 4.1) for a 
discussion of the derivation. For example, let 0 be the vector of parameters of interest and let A, possibly 
depending on 0, be the vector of nuisance parameters orthogonal to 0. The full likelihood of the data for 
parameters a and A is denoted by L(0,A) and the profile likelihood for 0, L(o,) is the likelihood with It 
replaced by its maximum likelihood estimate. The approximate conditional likelihood for 0 is 

L(0,A) I I(o,It) I 112 

where I(o,A) is the observed information matrix for A at a fixed value of 0. See Cox and Reid (1987, eq. 10). 

Following Cruddas et al. (1989), Bellhouse (1990) suggested, for model (1), the parameter transformation 
x = ma + ( 1nii)/(2m) leaving B the same. The log-likelihood under the new parameterization is denoted 
by 1(9,x,n) and can be obtained from (2). If the entries of fi are functions of a parameter •, then the 
nuisance parameters x and B are each orthogonal to 0, i.e. 

- 	1(B,X,a) i = 0 

and 

- 	I(B,x1c1) 	= '3B 

when each entry of 0 is a continuous and differentiable function of ip. Moreover, in this case the approximate 
conditional likelihood for 0, L(0)  is the same as the marginal likelihod L(a), given by (4) or (5). See 
Bellhouse (1990) for details. 
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The marginal and approximate conditional likelihod in (4) or (5) can be evaluated at any n using state space 
models in the approach of Harvey and Phillips (1979). For any given 12, once the recursions to estimate 0 and 

are complete, the value of S 2  and Jal 112  can be calculated from Harvey and Phillips (1979), eqs. 5.6 and 
-1 	 1 -1 6.6, and 4.3 respectively). It is then necessary only to obtain X T  a X and its determinant. The value of X 	X 

may be obtained from the final step in the recursive equations of Harvey and Phillips (1979, eq. 3.4). 

Suppose in model (1) that B is a random vector modelled by B = W6 + U, where W is a p x q matrix of 
known values, & is a q x 1 vector of parameters, and U 	N(O, 1 2 r), independent of c. Under the composite 
model y = XW& + Xu + c, the log-likelihood for S,P,r, y 2 , and IC= 	 denoted by 1(6,K,y 2 ,r,n), is 
given by (2), with 12 replaced by K12 + XrXT  and X13 replaced by XWL 	Likewise, the marginal likelihood, 
denoted by L(K,r,Q), is given by (4) and (3), with X replaced by XW and 12 replaced by iza + XrXT . 	This 
yields 

= { i 	+ XrXI 112  (XW) T(Ka + XrX 1 ) xWr 112 g mq}  1, 	
(6) 

where 
=T 	 + XrXT)_ly 

- T(12 + XrX1)XW((XW)T(Kn + XFXT)I XW) 1 (XW) T (n + XrXT)ly. 

Now the dimension of fl may be large in comparison to r; this can be the case in sampling on successive 
occasions. As an alternate approach, one could take the likelihood implied by (2), multiply it by the distribution 
for B, and integrate over B to obtain the likelihood for the parameters under the random model. This will 
yield matrices of the same dimension as r. 

3. SIMPLE RANDOM SAMPLING ON SUCCESSIVE OCCASIONS 

3.1 Rotation Sampling 

Consider a finite population of N units which has been sampled on k occasions by one-level rotation sampling. 
Let yti  denote the measurement on the jth  population unit taken on the tth  occasion, j=1, ..., N and t=1, 

k. To begin with, it is assumed that any two units, say j and  j' are independent, but that the same unit 
across time is correlated. In particular, assume that for any j, 

	

(Y1 	Y2i, ... 	kj 
	 (7) 

where 12k  is a k x k correlation matrix and where v is the 1 x k vector of fixed means 

The notation of Bellhouse (1989) is used to describe the sampling scheme. On any occasion, C rotation groups are 
sampled. Rotation group r, denoted by Gr  consists of mr  sample units, r = 1, 2, ..., k + C - 1. On occasion 
t, the sample consists of the units in G ,  Gt+ i ,  ...' Gt+i, so that the total sample size on occasion 

nt = nit + ni +  + ... + rn+1. Each rotation group is chosen by simple random sampling without 
replacement from previously unchosen units in the population. The total sample size over all k occasions is 
m = n + n + 	+ 

Suppose G, first appears in the sample on occasion U and last appears on occasion v; U is either 1 or r and v is 
either r + C -1 or k. The total number of occasions on which a unit in G is present in the sample is 
b = v + 1 - U. Let y ur' "' 	be the sample means or elementary estimates for G on occasions 

u + 1, ..., v - 1, V respectively. Then under model (7), the contribution of Gr  to the log likelihood in (2) 
is 

	

- {bn inc + 	r 2 ) ln(nr P) + 

En x 1c2x + (n - 1) tr(cc ' Sr )]/( 2 o ) , 	 (8) r r r r 	r 
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where x is the 1 x b vector 	
- u' u+1,r - 	"' v-i,r - v-1' Yv,r - 	where Sr is 

the b x b matrix of sums of squares and cross products of observations within the rotation group, and where 

is the b x b correlation matrix on the observations on a single unit within the rotation group. By the 

independence assumption, the full log likelihood is obtained by summing (8) over all rotation groups. 

Given1, or equivalently al, •• expressions for the maximum likelihood estimates u and a, for .i 

and a respectively, may be found. Likewise, V(p), the estimated variance-covariance matrix of may be 

obtained. This is illustrated for a first-order autoregressive process in section 3.2. Then the marginal 

likelihood for the parameters in a, ..., is given by (4) with the expressions in (4) given by 

k+c-1 
1u1 112  = 	11 

r= 1 

XTaXI1"2 = 

2 k+c-1 

	

s = r  {(n x r Tcl  r  1x  r 	'r - 1) tr(czS r )}. 	(9) 
r=1  

and p = k, where 	is Xr  with the u's in Xr  replaced by their maximum likelihood estimates. 

3.2 First-Order Autogressive Processes 

Consider an autoregressive model which allows independence between different units but correlation within a 
unit over time. in particular, assume the first-order autoregressive model 

+ 	
- at-i) + ttj' 	 (10) 

where c - N(O,a) for t = 1, ..., k and j = 1, ..., N, and where the c's are mutually independent. 

Model (9), essentially Patterson's (1950) model, is a special case of (7). As in section 3.1, the vector of 

regression parameters B = (u1, Uk). When the data vector y contains the measurements on each unit 

grouped by all the occasions on which it was sampled as in the rotation sampling description of section 3.1, the 

correlation matrix 0, now a function of 0, can be written as a direct sum of matrices, each of which are the 
correlation matrices of a first-order autoregressive process. 

The following notation, similar to Patterson (1950), is used to denote various sample sizes, means and sums of 
squares and cross products (corrected for the appropriate mean) for occasion t: 

= the proportion of units on occasion t that are matched with units from the previous occasion (t-1); 

= the number of units sampled on occasion t; 

Yt  = the mean of the units on occasion t that are matched with units from the previous occasion (t-1); 

-11 

Yt = the mean of the units on occasion t that are unmatched with units from the previous occasion (t-1); 

Yt = the mean of all the units on occasion t; 

= the mean of the units on occasion t that are matched with units from the following occasion (t+l); 

Syy = the sum of squares among units on occasion t which are matched with units 
from the previous occasion (t-1); 

11 
syy = the sum of squares among units on occasion t which are unmatched with units 

from the previous occasion (t-1); 

Sxx = the sum of squares among units on occasion t which are matched with units from the following 
occasion (t+1); 
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sxy = The sum of squares among all the units on occasion t; 

syy = the sum of cross products for measurements on sample units from occasion t matched with sample 
units from t- 1. 

Under the special case of model (10), and after much algebra, it may be shown that (8) summed over all rotation 
groups r, the log-likelihood for the data reduces to 

2 	 2 	 2 
10 	 uk0 ,i) = -m ma + (d/2)ln(1- ) - {A(p,) + B()}/(2a ), 	(11) 

where d is the distinct number of units sampled (irrespective of the number of occasions on which a unit is 
sampled) and m is the total sample size (n 1  + ... + nk). Further in (11), 

= (1-)n1(1 
- 

k 
+ 	

- 	 - 	

- 	 + (1 
- 	 2 	

- ut) 2  I 	(12) )n (1 - 
t 	t t=2 

and 

	

B() = (1-0) syy 1  + £ 
(2 

XX 1  - 2o sxy + syy + (1- ) syy}. 	(13) 
t=2 

For any given value of • the maximum likelihood estimator is v = Gz and a = {A(, .) + 

	

where A(u,)  is (12) with u  replaced with its maximum likelihood estimate and where G 	is a symmetric 
k x k band matrix of bandwidth 3 and z is a k x 1 vector. The nonzero entries of G are 

2 	 2 

= 	+ 	
- 	 - 	 + t+it+i , for t = 1, ..., k 	(14) 

and 

= 	+1+1 	for t = 1, ... k - i, 	 (15) 

where R 1 =  5k+1 = 0. The entries of z are 

zt = it t n t u~
- 	 - i + (1 

- t)nt( 1  - 	 ) 
- t,i°t+i+i - 	 ), 	(16) 

for t = 1, ..., k, where i 	'k ~ 1 = 0 and 	= 	The vector of estimated means ii is unbiased for p 

under model (10) and its variance-covariance matrix is a 	. It follows from (4) or (5) that the marginal and 
approximate conditional likelihood for 0 is 

- (1 
- 

{A(p,) + B()}(m-k)/2IGIl/2• 	
(17) 

3.3 Random Model Means 

The discussion in section 3.1 and 3.2 has ignored the possibility of a relationship between the means for each 
occasion. The means for each occasion are the ultimate quantity of interest, and much information may be lost 
if the relationship between the means over time is ignored. Blight and Scott (1973), for example, note that the 
survey means on successive occasions are often correlated and assume, in addition to (10), that 

11t - 	 = 	- 	 ) + U t , 
	 (18) 

where u - N(0,1) and where the U's are mutually independent. Model asumptions such as (18) can be 
incorporated in the estimation procedures in at least two ways. 

The first method is to use the full likelihood approach. Under the model defined by (10) and (18), the log- 

Mira 



likelihood for the data becomes 

L(,y
2 
 ,O,,K) = -m my + ( k12) inK + ( d/2) 1n(1 - 2 ) + ( 112) ln(i - 

2 

 

- {A(,) + B() + C(,,K) - 2(K) 0(,,K) + ( K) E(,b,K)}/2y ' ). 	( 19) 

tn(19), C(,,K) = zT(G_l - F)z, D(,4,K) = (1 - ) 	and E(,,K) = k - 2(k-1)4 + (k-2) 

+ K(l - 	 where the 1 x k vector v = (1, l-o, 1-, ... , 1-, 1), where the matrix G 	is given 
by (14) and (15), and where z is given by (16). The matrix F in (19) is a symmetric k x k 	band matrix of 
bandwidth 3, whose diagonal entries are 	+ K(]. 

+ 	
for t 	2, ..., k-i and gtt  + K for t = 1 or k, 

and whose nonzero off-diagonal entries are 	+ •K for t = 1, ..., k-i. On setting the derivatives of 
(19) with respect to 	and y equal to 0, the maximum likelihood estimates of these parameters, given 
and K may be easily found. Upon derivation of the variance of 	under the composite model (10) and (18), and 
on using (6), 	 the marginal and approximate conditional likelihood, although a complicated function 
of 0 , 	and K, may be easily expressed. Since the total number of parameters is small the maximum likelihood 
estimate and the maximum marginal likelihood estimate are both consistent and asymptotically unbiased, and 
will likely be close in value. Exact likelihoods, though they may be complicated expressions, may be obtained 
when (10) and (18) are replaced by general stationary autoregressive-moving average models. Likewise, the 
associated marginal and approximate conditional likelihoods may be derived. 

The second approach is a two-step procedure. Under the fixed regression parameter model, the marginal or 
approximate conditional likelihood has a very simple form, given by (4) or (5). In the context of sampling on 
successive occasions with a first-order autoregressive model and simple random sampling, the marginal and 
approximate conditional likelihood is given by (17). Moreover, the value of the marginal likelihood for any given 
value of the parameters of Q may be easily obtained on a direct application of the state-space model approach 
given by Harvey and Phillips (1979). Once the random coefficient model is used, for example the model of 
Blight and Scott (1973) in sampling on successive occasions, both the likelihood (full, marginal or approximate 
conditional) and the state-space models to apply the approach in this context, become much more complicated. 
In addition, model identification, for example (18) or a higher order process, is not straightforward. In view of 
the desire for simplicity, with perhaps only a small loss in efficiency, the following scheme may be suggested 
for the estimation of the parameters in a by using the marginal or conditional likelihood approach conditional 
on the occasion means uk(or conditional on 6 in the regression context). As the number of occasions 
k increases, so will the number of model parameters increase. In situations in which there are relatively short 
time series on individual units as in the case of sampling on successive occasions, the maximum likelihood 
estimates of the parameters in a may be biased and inconsistent. However, as Cruddas et al. (1989) have 
shown empirically for an autoregressive process of order one, the use of the marginal or approximate 
conditional likelihood to estimate the correlation parameters corrects this problem. Once estimates of the 
parameters of a have been obtained then estimates pp ..., 	of 	..., u 	may be obtained by the 
methods outlined by Harvey and Phillips (1979). Now, for example, under model (10) and (18) with the process in 
(18) replaced by a general ARMA process, the variance-covariance matrix ofu, 	u is given by cG 	+ 
y r. If a G 	is small compared to y r, which may be the case when the sample sizes for the elementary 
surveys estimates are large, then U, ..., 	may be used with little loss in efficiency as the data to identify 
the process and estimate the parameters in F. Revised estimates of u t  may be obtained using the estimated 
process. 

4. COMPLEX SURVEYS 

There are several ways in which one may proceed to analyze time series data from complex surveys. Each 
method that can be put forward will depend upon the sample information that is available. 

If data are available at the micro level, then varianee-covariance matrices based on the complex design can be 
computed for the elementary estimates for each rotation group. For the situation in which i, 	are 
treated as fixed, a pseudo marginal likelihood is given by (4) and (9) with x and Sr  replaced by their complex 
survey counterparts. A similar approach is taken, for example, by Roberts, Rao and ECumar (1987) in logistic 
regression analysis for complex surveys: obtain a likelihood or a set of likelihood equations and replace the 
usual statistics by their complex survey counterparts. For random model means, one option is to proceed with 
the fixed means analysis as the first step in the two-step estimation procedure described in section 3.3. 
Another option is to obtain the marginal likelihood under the random means model, for example the likelihood in 
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(19) and the marginal likelihood that may be derived from it. Then the statistics in this marginal likelihood are 
replaced by their complex surveys counterparts to obtain a pseudo marginal likelihood. 

In many cases the data at the micro level will not be available. The estimation procedure then depends upon 
the data that are available. Two scenarios are considered here; many more could be formulated. In the first 
scenario, the sample covariances or correlations are not available, while in the second, they are. 

Suppose that only the elementary estimates and their design effects are available. Let Y 	 be the estimate 
from rotation group G on occasion t based on a sample of size m . Let defft 	be the design effect 

	

r 	 - 	 ,r 
associated with t,r' 11 a /mr is the variance of Yt,r under simple random sampling, then on appealing to 
the Central Limit Theorem, 

- Ut)/(defft,r) I12 
	N(0,o

2 
 /111r ) 	 (20) 

approximately. The modelling may proceed by assuming, within Gr  an ARMA-type process such as 

	

t,r 	Utdft,r)1/2 
	 1/2 

= 	t-1,r - Uti)/(deffti,r) 	+ Ct' 	 (21) 

where € 	has constant variance. This may be easily cast into the framework of model (1), where the data 
vector y contains data of the form 5 t,r/(det,r) , where B is ( 1 1, U2 .....Uk) and where X 

contains entries of the form 1/(defft1 r 112 The marginal likelihood, obtained as a special case of (5) or 
(6), may be evaluated using the state space models of Harvey and Phillips (1979) as noted in section 2. Marginal 
and approximate conditional likelihood estimation is desirable under the model given by (20) and (21). The 
estimate of in this case is based on the variation between elementary estimates within each rotation group; 
the variation within elementary estimates is not available. The length of time a rotation group remains in the 
sample is short so that the problems of bias and inconsistency in the maximum likelihood estimates will be 
applicable here. 

If model (21) is combined with, for example, model (10), then the two-step procedure, as outlined in section 3.3 
may be used to estimate the autoregressive parameter in (10). 

For the second scenario, suppose that the survey estimates of the mean, say y t , are available for each 
occasion t = 1, ..., k. Also, the matrix, say S, of variances and covariances of the surveys estimates is 
available. In this situation a pseudo marginal likelihood can be obtained from (6). As in Binder and Dick (1989), 
among several others, the Y t' may be modelled by 

Yt = Ut + e , 	 (22) 

where et is the survey error at time t with variance-covariance matrix estimated by S. The means on each 
occasion, li t  for occasion t, follow an ARMA process. Since this is a special case of the random coefficients 
regression model, the appropriate marginal likelihood may be obtained through (6). Since S 	Is available, an 
estimate of n, the correlation matrix of the survey error, may be easily obtained. An estimate of K 

may also be obtained. From assumptions which lead to the marginal likelihood in (6), it is necessary to assume 
that e 1  in (22) is a stationary random variable. Then an estimate of a 	is the average of the diagonal 
elements in S. If y 2  is the variance of the p's then the variation between t' t = 1, ..., k 	provides an 
estimate of o + y 2 . From these two estimates, an estimate of K may be obtained. Under model (22), X 	in 
(6) is the k x k identity matrix, while W is a k x 1 column vector of l's. Then the pseudo marginal 
likelihood for r (pseudo since K and fl have been replaced by their estimates) is given by (6) with the 
appropriate substitutions. If k, the number of occasions, is relatively large in comparison to the number of 
parameters in r, then the marginal and approximate conditional likelihood estimates should be similar to the 
maximum likelihood estimator. For ease of computation, it seems that the full likelihood approach using the 
state space models as outlined by Binder and Dick (1989, section 3) appears to be the simplest approach to use 
in this situation. 
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5. DISCUSSION 

Marginal and approximate conditional likelihood techniques can be applied in a variety of situations for 
sampling on successive occasions. Since marginal likelihood methods show substantial improvements over 
maximum likelihood estimation when the number of nuisance parameters is large, use of these likelihood 
techniques may be recommended for use in the fixed means model such as (7) or in the random means model 
using a two-step estimation procedure as outlined in section 3.3. State space models may be easily applied in 
these situations to evaluate the marginal likelihood. In other situations where the number of nuisance 
parameters is small, such as the random means model outlined in (22), the use of the full likelihood is preferred. 
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A TIME SERIES MODEL FOR ESTIMATING hOUSING PRICE INDEXES 
ADJUSTED FOR CHANGES IN QUALITY 

D. Pfeffermann, L. Burck, and S. I3en-Tuvia' 

ABST RACT 

The estimation of housing price indexes is based on the sale prices of homes sold in successive time periods. As 
such, the transactions recorded are not under control and they usually include homes of different quality in 
different time periods. The common approach to adjust for quality changes (e.g. in the computation of 
automobile price indexes) is to regress the sale prices against variables measuring quality. However, the 
housing price indexes are required separately for numerous cells with only few or even no transactions being 
recorded in many of these cells at the time that the indexes are calculated. In order to deal with this problem 
we propose the use of a dynamic linear model which accounts for the time series relationships between the cell 
regression coefficients and allows for contemporary correlations between coefficients operating in neighbouring 
cells. Modifications to ensure the robustness of the model and control its performance in periods of accelerated 
inflation are proposed. Empirical results illustrating the performance of the model in comparison to models 
which postulate fixed regression coefficients are presented using data on borne prices in the city of Jerusalem 
for the years 1982-1989. 

KEY WORDS: Hedonic Regression, Laspeyres Index, Robust Prediction, State Space Model. 

1. INTRODUCTION 

The consumer price index (CPI) is one of the most important and widely used economic series. It constitutes a 
major indicator of economic developments and often serves as a basis for salary and wage contracts as well as 
contracts in capital markets. Another important use of the CPI is to serve as a deflator for converting 
statistical series expressed in current prices to the same series expressed in constant prices of a given period. 

Ideally, the CPI is intended to measure the effect of price changes on the budget required by consumers to 
maintain a given level of consumption. In practice, the index measures the percentage change over time in the 
expenditure required to consume a fixed "basket" of commodities and services. The items included in the 
basket and their relative weights are determined periodically on the basis of a family expenditure survey so that 
the basket represents the average consumption of the population to which the index refers. 

In the present study we confine the discussion to the Laspeyres price index which is the index in common use. 
Denoting by P ko  and  Qko  the price and quantity of an item k in a base period and by P kt the corresponding price 

of the same item in time period t, the Laspeyres index for time t is defined as 

L 

	

z 	W = 	kt 	/ 	ko k0 = k 	ko k k 

where the summation is over all the items included in the basket and Wk = ko k0 /L P k 	Written in 
k 

this manner, the index can be viewed as a weighted average of the price indexes Rkt 	kt1ko of the goods 

and services included in the basket with the weights representing the relative expenditures of the corresponding 
items in the base period. Item k may itself be an aggregate of a number of sub-items in which case the index 
Rkt is again computed as a Laspeyres index of the sub-items composing the item k. 	This method is usually 

applied over several levels of aggregation, depending on the good or service under consideration. 

In order to assure that the index reflects only changes in prices of the goods and services and not other changes, 
it is imperative that the prices recorded in successive time periods will refer to the same or equivalent items. 
However, this requirement is frequently problematic. Some food and wear items are seasonal and are not 
available in every time period. Among durable goods new models come out which have different qualities from 
the models introduced in previous periods. This last is a perennial problem in calculating annual price indexes 
for road vehicles. 

When computing housing price indexes (HPI), the changes in quality between adjacent time periods arise from 
the fact that the transactions performed in any two periods are not under control and they usually involve 
different types of housing. In Israel, where our empirical data come from, this problem is of particular concern 
because the aggregate HPI is a weighted average of FIPI's computed in small cells classified by geographic units 

D. Pfeffermann, Hebrew University, Jerusalem, Israel 91905, L. Burck, Central Bureau of Statistics, 
Jerusalem, Israel 91130, S. Ben-Tuvia, Central Bureau of Statistics, Jerusalem, Israel 91130 
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(towns) and the home size (number of rooms). With time intervals of only one month, the actual number of 
transactions carried out and processed in time can be very low in many of these cells giving rise to large 
differences in quality. 

As an illustration, we show below the monthly means of age and floor area of 2 room apartments in the city of 
Jerusalem for the months of July 1987 - June 1989. The number of transactions which these means are based on 
ranges from 5 to 69. (The numbers are particularly small in the last 3 months because most of the transactions 
are usually recorded only within 3 months after the HPL is first calculated and published.) 

The problem of quality changes in the computation of price indexes has many facets and it had been widely 
discussed in the literature. See for example the books by Hofsten (1952) and Griliehes (1971). (130th books share 
the same title - "Price Indexes and Quality Change"). Most of the studies in this area focus however on the 
computation of aggregate price indexes for durable goods so that the emphasis is on the ways by which to 
account for technical improvements and the addition of new features and not on changes in quality caused by 
small sample sizes. As Griliches notes, "most of the workers in this area, including myself, tried to get as large 
a cross section in any year as possible, not worrying too much about the overall comparability of any two cross 
sections" (Griliches, 1971, p. 7). 

In the present article we consider this different aspect of the quality change problem namely, the change 
implied by the use of small samples which are not under control. We focus our attention to the computation of 
housing price indexes based on actual sale prices which prompted this study. In Israel (as in many other 
countries), the HPI is a major component of the CPI with a weight of about 15 percent. In addition, the HPI 
serves as an important economic indicator and is used for the linkage of contracts in construction and house 
rentals. 

It should be emphasized that the use of actual sale prices (often referred to in the literature as the "Home 
Purchase Approach") is only one alternative for the computation of the HPI. In fact, there are at least four 
different such approaches with different countries adopting different methods at different times. Thus, while 
the Bureau of Labour Statistics in the U.S. used the home purchase approach until 1983 when it adopted a 
Rental Equivalence Approach", the practice in New Zealand was to change from the rental equivalence 

approach to the home purchase approach. Castles (1987) provides an excellent review of the alternative 
approaches and summarizes the practices in over 130 countries. 

Although we study the problem in the context of housing price indexes, the approach outlined in the present 
aticle can be applied after certain modifications to other price indexes of similar nature, e.g. the computation 
of price indexes of used cars. Furthermore, the model we use is a regression model with stochastic coefficients 
that can vary cross-sectionally and over time. Such a model has a large variety of applications in statistical 
and econometric studies. 

The content of the article is as follows: in the next section we review the Hedonic regression approach for the 
adjustment of quality changes and describe its application in Israel pointing out the problems underlying its use. 
In section 3 we define the proposed model and discuss its properties. Estimation of the model parameters is 
considered in section 4. A modification to ensure the robustness of the model and control its performance in 
periods of accelerated inflation is proposed in section 5. Section 6 contains empirical results illustrating the 
important features of the model. We conclude the article with an outline for further analysis in section 7. 

This article is of an expository nature and as such, the technical details have been reduced to the minimum 
necessary. The missing mathematical derivations can be obtained from the authors. 

2. QUALITY ADJUSTMENT USING HEDONIC REGRESSIONS 

The common procedure to adjust for changes in quality is by use of "hedonic" regression as originated from the 
works of Court (1939), Stone (1956), and Adelman and Griliches (1961). (The first and the third studies deal with 
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the computation of automobile price indexes. The second study considers price indexes in the national 
accounts.) 

The hedonic regression approach has two variants. In the first variant, the transaction costs corresponding to a 
given time period are regressed against quality measure variables (QMV). Using the estimated coefficients, a 
'mean transaction cost' is estimated for each of the time periods by computing the fitted regression values at 
fixed 'average' values of the QMV. Calculating ratios of these means yields the desired indexes. In the second 
variant, the transaction costs of several time periods are regressed against the QMV and time dummy variables 
with the coefficients of the latter being interpreted as estimates of the pure price change. (The regression 
coefficients of the other variables are assumed fixed over the time periods considered.) 

The rationale underlying the two approaches is that 'most' of the transaction cost variation can be explained by 
a relatively small number of QMV (referred to as "characteristics" in the hedonic context) with the other, 
omitted aspects of quality assumed to be uncorrelated with the included ones. The first variant allows the 
regression coefficients to vary over time whereas under the second variant the weights of the QMV are held 
fixed, postulating therefore that any change in the average prices between successive time periods is 
encompassed in the coefficients of the time dummy variables. Assuming that the separate regression equations 
used for the first variant include intercept terms, it can easily be seen that the combined model holding over 
the various time periods includes the model used under the second variant as a special case. The theoretical 
aspects of the use of these two approaches are discussed in Griliehes (1971). (See also the discussion at the end 
of this section). 

In Israel, the Central Bureau of Statistics (CBS) adopted a modified version of the second variant for the 
computation of the lIPI's. Three QMV are used in the regression: Floor area (in square meters), Age (in years) 
and District (defined by one or two dummy variables depending on the size of the city). 

The computations consist of three stages: 

Stage 1: For each cell defined by city and number of rooms, with sufficient data, a multiplicative regression 
model is estimated every three months using the data available for the most recent six month period. The 
regression equation has the form 

D(1) + k4 	+ 9k(t) + ctkJ 	(2.1) tkj 	o  Log 	 + °kl log Ftkj + °k2 log Atkj + ak3 tkj 

where Ytkj is the cost of the j-th transaction in cell k during month t, Ftkj Atkj 	and 	 are the 
 tkj 

corresponding floor area, age and the two district indicator variables (only one indicator variable is considered 

in the small cities) and r 	is a random disturbance assumed to have constant variance ° 2 	2 
tkj 	 k = E(tkj). 

The time function gk is piecewise linear and it is defined for t=1 ... 6 as follows (t6 represents the most 

recent month with data). 
it 	ift<4 	 0 	ift<4 

+ Ak?t? 	; 	t 1  = 	 , t 2  = 	 (2.2) 

3.5 otherwise 	 t-3.5 otherwise 

The model defined by (2.1) and (2.2) is estimated using ordinary least squares (OLS) yielding preliminary 

estimates (Aki ,  xK2) with estimated variances {V (Aki),  v 

Stage 2: In stage 2 the estimates (Aki, "K2 are "shrinked" towards a common mean calculated from 

estimators obtained for neighbouring cells. The neighbouring cells used for the shrinkage process are all the 
cells pertaining to the same city if sufficient data is available or the cells pertaining to a group of cities 
otherwise. The shrinkage is carried out by considering the > -coefficients operating in a given group of cells as 
exchangeable independent random variables such that 

a = b, k = V. 

E(Ak a ) = Aa; 	ka - X a ) (A V.b - Ab) = 
10 	otherwise 	

a,b,=1,2 	 (2.3) 

The modified, shrinked estimates are the empirical extended least square estImates (Pfeffermann and Nathan, 
1981) defined as 

xk d (e) = GK AKa + (1 - GK) A a (e) ; X() = E GK Ka"  GK 	 (2.4) 

where GK = 	/ { 	+ v (>Ka)}  The variances 6 are estimated using the iterative procedure proposed by 

Pfeffermann and Nathan (1981) which is applied to all the cell estimates of all the groups, so that only one 
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variance estimate is used in every quarter for each of the two X coefficients. The -eoefficients of cells with 
insufficient data to allow the computation of the OLS estimators are estimated by the corresponding means 

a=1,2. For notational convenience we use below the symbols AK8(e) for all the cells regardless of data 
availability. 

Stage 3: Using the model defined by (2.1) and (2.2), an HPI is estimated for each of the cells for a time span of 
3 months. The index represents the average price increase between month 2 (the mid-point of the first quarter) 
and month 5 (the mid-point of the second quarter) and it is calculated as 

RKS/2 = Y5K-2K = exp (1.5 XKl(e) + 1.5 xK?(e)} 

where Y tK'  is the predicted (fitted) price at time t for given average values of the QMV. Notice that as a result 
of the use of a multiplicative relationship and the assumption of fixed coefficients during the six month period, 

the ratio RK 5/2 is independent of the choice of the average values of the QMV. Another noteworthy point is 
that under the assumption of normality for the error terms, the ratio RkS/2  is biased as an estimator of 

{E 	/ E 	but the bias was found to have a negligible effect on the estimated MSE of the 
estimators and hence is ignored when constructing the index. 

1 -laying calculated the cell indexes, they are aggregated to form higher level indexes using appropriate cost 
weights obtained from the most recent family expenditure survey. Monthly indexes are calculated by 
interpolation using the corresponding changes in the index of "Inputs in Residential Building" as benchmarks. 
The monthly indexes are then incorporated in the CPI. 

Due to late registry of some of the transactions and administrative delays in processing, data pertaining to a 
given month may become available up to three months later. Using the delayed data, the HPI is revised after 3 
months, concurrent with the computation of the new 1-IPI. However, the revised HPI, although more stable, is 
only of limited use. 

DISCUSSION: The method described above has some clear shortcomings. The assumption that the marginal 
effects of the QMV remain fixed throughout a six month period and that the price changes are reflected solely 
in the time function goes against much of the index number literature and is at best a crude approximation. It 
implies under the multiplicative relationship (2.1) that the ratio between the expected prices of homes of 
different fixed qualities remains constant throughout the time period of six months. The housing market is an 
unstable market determined by negotiations between sellers and buyers which are affected by the concurrent 
state of the economy and as such, it seems much more appropriate to let the coefficients of the QMV to change 
over time. (The instability of econometric relationships is often argued in the literature, see for example the 
discussion in Cooley and Prescott, 1976). The particular choice of the time function although based on some 
empirical evidence in a particular year is clearly not flexible enough to account for the month to month changes 
in the prices of homes and not general enough to hold simultaneously in all the time periods and for all the 
different types of housing. Another limitation of the current procedure is the interpolation of the monthly 
indexes which is done in a rather ad-hoc manner. 

The obvious reason for the use of this particular method by the CBS is the lack of sufficient data, even for the 
larger cells at the time that the HPI is calculated. While an attempt is made to borrow information from 
neighbouring cells, this does not solve the other problems listed above. It seems that a major source of 
information not exploited in the current procedure is the time series properties of the data. As it stands, data 
prior to the six months period under consideration are ignored when computing the current indexes despite the 
fact that these data pertain to the same cells and measure the same phenomenon. The model presented in the 
next section accounts for both the time serie and the cross-sectional relationships between the regression 
coefficients. By borrowing information from the past, the estimation of the indexes can be carried out on a 
monthly basis without the need to impose constant coefficients for the QMV or postulate a deterministic time 
function to represent the price changes which are the major limitations of the current procedure. 

3. REGRESSION WITH COEFFICIENTS THAT VARY CROSS-SECTIONALLY AND OVER TIME 

In what follows we denote by Y tk the 	x 1) vector of observations on the dependent variable (logs oftk 
transaction costs in our case) pertaining to cell (domain) k at time t, k=1 ... K, t=1, 2 ..... We assume that 
-tk is nonempty although as will become evident in section 4, having no observations in some of the cells at 
certain times causes no methodological difficulties. Let Xtk represent the corresponding model (design) matrix 
of explanatory variables (QMV in our case). The regression model in cell k is defined as 

tk = ntk 'tk + Xtk a tk + tk 	E(tk) = ?' E(€tk tk = ° 2 k tntk 	 (3.1) 

where !ntk and 'ntk are correspondingly the unit vector and identity matrix of order n tk The notable feature 
of equation (3.1) is that the coefficients Ytkand 8 

tk  are allowed to vary cross-sectionally and over time. The 
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following equations specify the variation of the coefficients over time, 

tk = t-1,k + St_1,k + 1tk 	 = U, 	 = 

Stk = St_1,k + stk 	E(nstk) = , E(n) = 	 (3.2) 

tk = t-1,k + Btk' 	tk 	ç 	E(ntk iBtk )  = 	, E(n 	nYtk) = 

It is assumed also that n stk  is uncorrelated with (n tk' 96tk and that all the serial correlations are equal to 
zero. 
The implication of equations (3.2) is that they define a local approximation to a linear trend for the intercept 
term and a random walk model for the other coefficients. Since the explanatory variables are usually 
correlated, the changes in the values of the various coefficients may likewise be correlated which is 
accomodated by allowing for a general V-C matrix A (allowing in particular different residual variances for 
difference coefficients) and a general covariance vector 

A simple way to account for the cross-sectional relationships between the regression coefficients is by allowing 
for non-zero correlations between the corresponding residual terms of the equations (3.2). However, even with 
a small number of cells, one has to impose a certain structure on these correlations if the number of unknown 
model parameters is to be kept at a manageable level. One possibility which seems particularly useful in the 
case of a small number of cells is to assume constant correlations between the residual terms operating in 
different cells. Denoting !k = ytk' °stk' stk' this assumption can be formulated as 

	

E(ntk 9i9d = AO, k 	 (3.3) 

where A is diagonal with S,6 and the diagonal elements of A on the main diagonal and 0 is another diagonal 
matrix with all its elements being inside the interval ( - 1,1). The diagonal elements of 0 define the correlations 
between residual terms pertaining to different cells. 

Another possibility applicable in the case where a "distance" can be measured between the various cells (like in 
the present study where the cells are defined by the number of rooms) is to postulate that the correlations 
between the residual terms decay as the distance between the cells increases. This assumption can be 
formulated as 

) = 	Xr(k,t) ;  kt 	 (3.4) 

where f(k,) is a monotonic decreasing function of the distances D(k,). Equation (3.3) is an obvious special 
case of (3.4). 

DISCUSSION: The use of stochastic regression coefficients to account for time and/or cross-sectional 
variation of the regression coefficients is common in the statistical and econometric literature. Johnson (1977, 
1980) provides an annotated bibliography of over 150 articles which consider models of this kind. Our model 
extends on previous models by postulating local linear trends for the intercept coefficients and by imposing a 
structure on the cross-sectional correlations. Cooley and Prescott (1976) and LaMotte and McWhorter (1977) 
assume that all the regression coefficients in their model follow a random walk, Rosenberg (1973a) assumes 
autoregressive relationships where as Hsiao (1974) and Swamy and Mehta (1977) assume that the coefficient 
realizations can be factorized into a common mean and independent error components which account for the 
time and the cross-sectional variation. For a review of these and the many other studies on regression with 
stochastic coefficients see the discussions in Rosenberg (1973b), Maddala (1977, Chapter 7), Dielman (1983) and 
Pfeffermann and Smith (1985). 

The reasons for permitting the regression coefficients to vary over time have already been discussed at the end 
of section 2. The random walk model implies that the coefficients drift gradually away from their initial value 
with no inherent tendency to return to a mean value. This kind of model appeals to us as being appropriate for 
fitting the home purchase costs. It has the further advantage of being parsimonious in terms of the number of 
unknown parameters which is very important in view of the already large number of parameters included in the 
equations (3.1) - ( 3.3). 

The particular choice of the model for the intercept term was dictated by the relatively high monthly inflation 
rates in Israel, fluctuating around 1.5 percent in the last two years. This means that we would expect the log of 
the prices of given homes (the dependent variable in our model) to grow approximately linearly over time which, 
for fixed values of the other regression coefficients would imply an approximately linear trend for the intercept 
term as defined by the first two equations of (3.2). 

The model defined by (3.1) - (3.3) overcomes the limitations of the CBS procedure discussed at the end of 
section 2. The weights assigned to the various QMV are no longer fixed over time and the deterministic time 
function (2.2) is replaced by a more flexible and time adapting trend function. The estimators derived for any 
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given cell are strengthened by borrowing information from both neighbouring cells and from past data. The 
amount of information borrowed is determined by the nearness of the vectors of coefficients (cross-sectionally 
and over time) as detected by the estimators of the model variances and covariances (see section 4 for details). 

4. MODEL ESTIMATION 

4.1 Model Representation in State Space Form 

In what follows we use the following notation: we define Y 	 tK 	to represent the vector of 
K 

observations at time t of length n =k=1 tk and 	i " tK to represent the corresponding vector of 

residuals. Let Ztk = 	ntk' Xtk] where 9ntk  is the null vector of length n tk and let Z be the block 

diagonal matrix with Ztk  comprising the k-th block. The matrix Z is of order nr(m) where m denotes the 
number of columns in each of the matrices Ztk.  Define a tK = 	tK' StK,  §W to represent the regression 

coefficients corresponding to cell k and let 	= (:1 tl ...  tK 

Using the above notation, the set by equations defined by (3.1) can be written compactly as 

	

=Ztcit + 	 ' E(') = 	 (4.1) 

where z = Diag 	°K1ntK1 

Let_ 	1,1 
I - 	0,1 	

be a block diagonal matrix of order mxni where I 	is the identity matrix of order 0 1 m-2 	 m-2 

(m-2) and define T=rK1 where 0 denotes the kronecker product. 

The system of equations defined by (3.2) and (3.3) can be written compactly as 

= Ta 	+t 	; 	E  2t = 	, 	E 	= A 	 (4.2) 

where nj = (nh... 	and A = [Akt, k,t = 1 ... KI with 

62 0 

Akk 	E(ntk tk = 	 0' 	and 'kt = 	2tk n) = a, kg. 

s0 	a By - 	B 

(The matrices Akk  and A are of order mXm).ki  

Equations (4.1) and (4.2) conform to the classical state-space model formulation - Harvey, 1984 with (4.1) 
representing the observations equation and (4.2) the system equation. The advantage of restructuring the model 
in a state space form is that the vectors a can be estimated then most conveniently by use of the Kalman 
filter. We describe the basic steps of the filter in the next section. 

4.2 Model Estimation by Means of the Kalman Filter 

In this section we assume that the V-C matrices z and a are known. Estimation of the unknown elements of 
these matrices is considered in Section 4.3. The Kalman filter consists of a set of recursive equations which 
define how to update current and past estimators of the system state vectors (the model regression coefficients 

in our case) and how to predict future vectors every time that new data become available. In addition, the 

filter provides the V-C matrices of the various estimators and predictors. The theory of the Kalman filter is 
developed in numerous publications, (see e.g. Anderson and Moore, 1979 and Meinhold and Singpurwalla, 1983), 
and so we only present here the basic equations. 

Let 	be the best linear unbiased predictor (blup) of a 	 based on all the data observed up to time (t-l). Since 

is blup foratl , 	= Tati is the blup of 	at time (t-1). Furthermore, if Pt_i = E 	--i 

- 	is the V-C matrix of the prediction errors at time (t-1), 
Pt -i = 	t_i' 	is the V-C 
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matrix of the prediction errors ( 	_i - a
t ). (Follows straightforwardly from 4.2). 

When a new vector of observations becomes available, the predictor of a and the V-C matrix Pt_i  are updated 
according to the formulae 	 -1 

tt-i + Ptt-i ZF 
	(! - 

= 	- P 

	

tti t F1Z) Pi- 	
(4.3) 

where !tti 	Z 	 is the blup of Y at time (t-1) so that e t 
 = 	- 	

is 	the 	vector of 

innovations with V-C matrix Ft = (z t  Pt t-i Z 	+ 

The new data observed at time t can be used also for the updating (smoothing) of past estimators. Denoting by 
t the most recent month with observations, the smoothing is carried out using the equations. 

a CL -+ P T I P_ i  
= t 	t 	t+1t(t+1It* - Tat) 

=+ PtT'PiIt(Pt+iIt* - 	 ; t=2, 3, ... t 	 (4.4) 

where Ptt 
 is the V-C matrix of the prediction errors (tlt* - at). Notice that a 	 = 2t. 	

and 

= 	which defines the starting values for the smoothing equations. 

When applying the model for the estimation of the HPI in a given month t, one needs to estimate the vectors at 

and a _i In order to estimate the variance of the estimated index it is necessary to estimate the covariance 

matrix between the estimators & and & t_it. The covariance matrix has the following form, 

I 	 I i 
- tt-1it - t-1 	= 0 - Pt ti  ZtF Zt)TPt1 	 (4) 

4.3 Estimation of the V-C matrices and Initialization of the Filter 

The actual application of the Kalman Filter requires the estimation of the unknown elements of the matrices E 1  
and A and the initialization of the filter, that is, the estimation of the vector a 0  and the corresponding V-C 
matrix P0  of the estimation errors. In this section we describe briefly the estimation methods used in the 

present study. 

The unknown model parameters have been estimated using maximum likelihood theory. Assuming a normal 
distribution for the residual terms c and n and a diffuse prior distribution for a 0 , the log likelihood function 

for the observations V3 ... 	conditional on Y, and V 2  can be formulated as 

I 
1(x) = constant - 	x (log IFtI + e F1 et) 	 (4.6) 

- 	 t=3 

where A contains the unknown model variances and covariances written in a vector form. The expression (4.6) 
follows by using the predktion error decomposition, see Schweppe (1965) and Harvey (1981) for details. For 
given matrices 	and A, the innovations e and the V-C matrices Ft  are obtained by application of the Kalman 

filter equations (4.3). 

The computation of the likelihood function requires the initialization of the Kalinan filter which was carried out 
using the approach proposed by Harvey and Phillips (1979). By this approach, the assumption of a diffuse prior 
for a0  is actualized by initializing the filter at time t=O with a0  = 0 and P0  = NI where N is a large finite 

number and I is the identity matrix of the appropriate order. 

Maximization of the likelihood function (4.6) was implemented using the method of scoring with a variable step 
length. Let A( 0 ) define initial estimates of the unknown elements in A. 	The method of scoring consists of 

solving iteratively the set of equations 

(i) = 	(i-1) + ri {1Lx (11) I}9Lx (1l) I 	 (4.7) 

where X (11)  is the estimator of X as obtained in the (i - 1)th iteraction, I1A(1 1)1 is the information matrix 
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evaluated at X 	 and 91X(1 1)  is the gradient of the log likelihood evaluated at 	The coefficient r 1 	is 
the variable step length introduced to guarantee that LIA (1)  I > L[A(1 1)1 in every iteration. The value of r 1  

was determined by a grid search procedure. The formulae for the k-th element of the gradiant vector and the 
kl-th element of the information matrix are given in Watson and Engle (1983). 

Having estimated the model variances and covariances, they can be substituted for the true parameters in the 
Kalman filter equations (4.3) - (4.5) to yield the estimators of the regression coefficients and the V-C matrices. 
Notice that the estimated V-C matrices ignore the extra variability induced by the need to estimate the 
unknown elements contained in A. Ansley and Kohn (1986) propose correction factors of order 1/ta to account 
for this extra variation in state space modelling. 

A computer program which implements the methods described in this section for the estimation of the Kalman 
filter has been written using the procedure PROClML of the SAS system. 

5. MODIFICATIONS TO PROTECT AGAINST MODEL BREAKDOWNS 

5.1 Description of the problem and proposed modifications 

The use of a model for calculating the UPI is inevitable in view of the quality change problem. It raises the 
question however of how to protect against possible model breakdowns. Testing the model every time that new 
data become available is not practical, requiring instead the development of a "built-in mechanism" which will 
secure the robustness of the indexes when the model fails to hold. 

This problem is of particular concern in months where the prices show an unexpected jump. In Israel, for 
example, the currency is occasionalily devaluated in rates of up to 10 percent. While the devaluations are 
usually accompanied by strict price policies which attempt to freeze the old prices, these policies have little 
effect on home purchase prices which are determined by direct negotiations between buyers and sellers and 
hence are not under control. On the other hand, the model proposed in section (3) uses past relationships 
between prices and qualities to strenghten the estimation of current relationships and as such, it will adjust 
itself to such sudden changes only after a certain lag. 

In order to deal with this problem we propose to modify the regression estimators derived in the various time 
periods so that they satisfy certain linear constraints obtained by equating aggregate means of the raw data 
with their expected values under the model. More precisely, we propose to augment the model equations (3.1) 
by linear constraints of the form 

i=1,2 "1(t) 
tk w) 	tktk + ltkXtkatk) =Wt(ki)Etkj  

Where the coefficients (w} are fixed weights standardized to satisfy 	tkWtk 	= 1. 	It is important to 
emphasize that the constraints (5.1) do not represent external information about possible values of the 
regression coefficients. Rather, they serve as a control system to guarantee that the model estimators adjust 
themselves more rapidly to sudden changes in the behavior of the regression coefficients. As such, the 
variances of the modified regression estimators are slightly larger than the variances of the optimal estimators 
under the model. Obviously, when no such changes occur and the variances of the aggregate means are 
sufficiently small, one would expect the constraints to be satisfied approximately without imposing them 
explicitly. Ideally, one would like to incorporate several separate constraints in each time period but it is 
imperative that the variances of the corresponding aggregate means will be small enough to ensure that the 
modifications are indeed necessary and do not interfere with the random fluctuation of the raw data. 

Examples of aggregate means which can be used in the case of the home purchase data include i) averaging 
separately over all the data included in cells with a large number of transactions, ii) averaging separately over 
combined cells of a given number of rooms, iii) averaging over cells with different number of rooms, e.g. over 
all the data pertaining to a given city. Notice that in view of the correlations between the regression 
coefficients operating in the various cells, a constraint applied to a sub-set of the cells will modify the 
regression estimates of all the cells. Battese, Harter and Fuller (1988) propose a similar kind of modification in 
the context of small area estimation. 

5.2 Robust Estimation Using the Augmented Equations 

In section 5.1 we proposed to amend the model equations (3.1) by imposing the set of constraints (5.1) thereby 
securing the robustness of the regression estimators against sudden drifts in the values of the coefficients. 
Computationally, this could be implemented most conveniently by augmenting the vectors Y of equation (4.1) 
by the scalars 2wL Y. [11,2" .1(t) indexes the number of constraints in time tj, 	augmenting 	the , 

k 	
(1) 

matrices Z by the corresponding row vectors (w .)1,tiZti ... WtK 1ntK7tK 	and setting the respective 
variances of the residual terms to zero. The augmented set of equations, together with (4.2), form a pseudo 
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state-pace model which could be estimated using the Kalman filter equations (4.3). Notice that the pseudo V - C 
matrix of the augmented residual vector is no longer positive definite (the last 1(t) rows and columns of 
(P) consist of zeroes) but this does not imply computational difficulties. 

The drawback of applying the Kalman filter to the pseudo model is that the V-C matrices of the regression 
estimators fail to account for the actual variability of the aggregate means of the raw data. Although it was 
argued in section 5.1 that this variability could be ignored when the means are based on sufficiently large 
numbers of transactions, a better and more robust procedure would be to amend the formula for the updating 
of the V-C matrix P (equation 4.3) so that the variances and covariances of the random variables tkj 

will be taken into account. Let 	 represent the augmented V vector and Z matrix at time t 	and 

denote by Z 	 the actual V-C matrix of the residual terms 	- 	The matrix E 	 is of order 

In + 1(t)] with E in the first n t rows and columns and the variances and covarianees of the means 

EWME Ytk among themselves and with the vector Vt  in the remaining rows and columns. Denoting by k 	j 	 - 	 -- 

the robust predictor of 

	

	as obtained at time (t-l) using the pseudo model and by Pj the actual V-C 
(A)  matrix of the errors 	-i - t-1' the modified state estimator at time t is obtained as 

(A 	(A) (A) 	(A) 	(A) 	 (A) 	) 
- Z 	Tt_1 	 (5.2) = T1 + Ptt-i t 	t 

(A) 	- (TP A I T' 	+ A) and 	= ] Z (A) p (A) 	 + (P)1 	(Compare with 4.3). 	It can be where P t it-i - t 	tit-1 

shown that the actual V-C matrix P (A) 	 (A) of the errors (cit 	- at) satisfies the recursive equation 

	

(A) =- K"Z] p;i_1 + 	 - 	 ( 5.3) t 	t 

where 4P) = 	z )  (F) 1  is the pseudo Kalman gain. The first expression on the right hand side of 
(5.3) corresponds to the usual updating formula of the Kalman filter [compare with (4.3)]. The second 
expression is a correction factor which accounts for the actual variances and eovariances of the means 

not taken into account in the first expression. 
3 	j 	 I'  

The amended Kalinan filter defined by the equations (5.2) and (5.3) produces the robust predictors c4'1  instead 
of the optimal model dependent predictors but uses the correct V-C matrices under the model. Thus, this filter 
can be used for the routine estimation of the vectors of coefficients and when the model holds it will give 
similar results to those obtained under the optimal filter. In periods where the model fails to hold, the updating 
formula (5.3) could be incorrect (depending on the particular model failures) but the predictors ci(A) will 

nonetheless satisfy the linear constraints (5.1). The smoothing equations (4.4) and the V-C matrix in (4.5) can be 
modified to the case of using the robust predictors in a similar way. 

6. EMPIRICAL RESULTS 

In order to confirm and illustrate the appropriateness of the model to the home purchase prices in Israel, we 
fitted the model separately to the five cells in the city of Jerusalem using the data observed for the 
transactions performed during the period September 1982 - June 1988. The cells are defined by the number of 
rooms - ranging from 1 to 5. For time and other technical reasons we have not yet run the model incorporating 
simultaneously data from different cells so that the model uses only the time series relationships between the 
cell regression coefficients as defined by the equation (3.2). Since we only used data from one cell in each run 
we have also not incorporated the modifications discussed in section 5. A comprehensive computer program 
which fits the full model defined by the equations (3.1) - (3.3) using the estimation methods described in section 
4 and incorporating the modifications of section 5 is now in a test process and will be available to interested 
readers upon request. (The raw data may likewise be provided). 

The models fitted to the five cells were found to be generally consistent in terms of the significance of the 
model variance estimators. Thus, except for the case of 5 room apartments, the variance 6 	 of the slope 
coefficient was found to be insignificant, implying in turn a random walk model for the intercept coefficient 
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since the initial slope coefficient was set to zero. For 5 room apartments, 	= 4.10 	which is very low 
although significant at the 0.5 percent level. Likewise, except for the case of 4 room apartments, the variances 
of the intercept and the other four QMV defined by the equation (2.1) were all found to be highly significant 
supporting our initial conjecture that the regression coefficients change stochastically over time. In the case of 
4 room apartments floor, the variance of the intercept coefficient is again highly significant and the variance 
of the floor area slope coefficient is significant at the 10 percent level but the remaining variance estimators 
are not significant. 

(In section 3, we suggested that in view of the relatively high and approximately constant monthly inflation 
rates in Israel, the intercept coefficients could be growing linearly. The discussion assumed however that the 
other coefficients are constant over time which is clearly not the case. It seems also that the HPI is much more 
variable compared to the overall consumer price index.) 

In the remainder of this section we show several graphs illustrating the performance of the model in the case of 
2 room apartments. The restriction to 2 room apartments is merely for space reasons and the results obtained 
for the other cells are generally very similar. We use the following definitions 

Y tj 	- the log of the sale price of apartment j in month t, j=1 ... n, t=1,2 ... T 

x . 	- the QMV corresponding to apartment j in month t. The QMV are the intercept and the four variables 
specified by equation (2.1) [excluding the time function 

OLS - the OLS estimators of the QMV coefficients based on the transactions performed during month t. 

4 - the filtered estimators of the QMV coefficients based on the transactions performed up to and 
 including month t (equation 4.3) 

- the smoothed estimators based on all the transactions performed in all the months (equation 4.4) 

	

tIt-1 = r4 	- the predicted values of the QMV coefficients one step ahead 

et 	= 	- 	4) - the residual observed for transaction .J in month t 

nt 	 nt 2 

	

= 	
e/n and mse

= 	
e/n - the monthly means and MSE's of the residuals 

et = 	- 	
j tt-i) - the prediction error associated with transaction (tj) 

 ti 

nt 	 '1t 2 

	

= 	
e/n and mse 	= j1 

epj / n  - the monthly means and MSE's of the prediction errors. 
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Figures 3 and 4 plot the monthly means of the residuals and the prediction errors for the months of July 87 - 
June 89. Figures 5 and 6 plot the corresponding MSE's. Notice that the last 12 months' data were not used for 
the estimation of the model variances. As could be expected, the prediction errors are more variable than the 
residuals but there is nothing in the four Figures to indicate systematic model failures and the results obtained 
for the months of July 87 - June 88 (the data for these months were used in the estimation process) are similar 
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to the results obtained for the other 12 months. Notice that since practically all the QMV coefficients follow a 

random walk model, 2tlt-1 = 2 1  so that, for example, the relatively large negative residual mean observed 

for the month of November 1987 is reflected by a large negative prediction error mean in the month of 
December 1987. 

Figures 7 and 8 show the monthly estimators of the intercept and the floor area coefficient as obtained by 
ordinary least squares using only the data for the corresponding months,' by using the filtered estimators and by 
using the smoothed estimators. As can be seen the filtered and the smoothed estimators are generally very 
similar (they are obviously much more apart in the first months not shown in the plots) and they vary only 
slightly form one month to the other. The OLS estimator on the other hand exhibits a large month to month 
variation and in the months of July 87 - October 87 the area coefficient estimators came out even negative. 
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The instability of the OLS estimators is further illustarated in the followiing table 1 where we compare the 
variances of the OLS and the smoothed estimators for the months of April and May, 1989. As could be 
expected, the smoothed estimators which use the data of all the months have in all cases much smaller 
variances. 

Table 1: Variances of OLS and Smoothed Estimators of the Regression Coefficients 

Month Estimator Intercept Floor Area Age District 1 District 2 

April 89 OLS .174 .064 .006 .011 .011 
Smoothed .068 .025 .0002 .002 .0017 

May 	89 OLS .471 .142 .0021 .011 .010 
Smoothed .093 .033 .0003 .002 .0013 

The small month to month variation of the filtered and smoothed estimators could suggest that the regression 
equations are practically fixed over time. We already mentioned that the variances of the residual terms of 
the regression coefficients came out highly significant indicating that a model which permits the regression to 
change over time is more appropriate. In order to further illustrate this point, we compare in figures 9 and 10 
the means and MSE's of the prediction errors as obtained by using the filtered estimators (same as in figures 4 
and 6) and by using aggregate OLS estimators based on all the data up to and including time t. The plots in 
these figures are illuminating and they reveal that fixing the regression coefficients over time results in large 
and increasing prediction biases which translate into increasing prediction MSE's. 
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The most important question concerning the goodness of fit of the model is its peformance in estimating the 
HP1's. In order to partially answer this question we computed two sets of statistics: i) Monthly 
"coefficients of determination" (R 2 ) defined as 

- exP(x t 	)J 2  / E (Ytj - j=l 	 j=l 

where Vt is the mean of the sale prices in month t - the results are plotted in Figure 11, and ii) Ratios of the 

monthly means of the raw data, R1 	= 	and of the monthly means of the corresponding fitted values 

f - 	- 	- 	 ' 
Rt 	= 	/ 	1 where 	= 	exp (x 	"t) / 	The two sets of ratios are plotted in Figure 12. I- 	 - 	 j=1 
Notice that all the above statistics have been computed after transforming back from the logarithmic scale. 
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As can be seen from Figure 11, the R 2  statistics are in most cases above 0.4 which is quite high with this kind of 
data. Figure 12 reveals a close correspondance between the monthly ratios of the raw data and the ratios of 
the fitted values. It should be emphasized that these ratios are not estimates of the HP! since they are not 
necessarily based on prices of homes of similar qualities. However, the fact that the ratios of the fitted values 
came out so close to the ratios of the original data is very encouraging. 

7. CONCLUDING REMARKS 

The results of this study indicate that regression relationships within small cells can be estimated efficiently by 
modelling the variation of the regression coefficients over time. Obviously, further tests are needed to 
ascertain the suitability of the model. We are already in the process of applying the full model defined by the 
equations (3.1)-(3.3) incorporating also the robustness modifications suggested in section 5. Comparing the 
results of the present article with the results obtained for the full model, with and without the modifications, 
will provide additional insight as to the performance of the model and the effectiveness of the modifications. It 
is planned also to test the goodness of fit of the model in predicting the sale prices of homes registered after 
the publication of the index. The registration dates have not been coded in our current working files which is 
why this test procedure has not been applied so far. 
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ABST ItACT 

A commonly used model for the analysis of time series models is the seasonal ARIMA model. However, the 
survey errors of the input data are usually ignored in the analysis. We show, through the use of state-space 
models with partially improper initial conditions, how to estimate the unknown parameters of this model using 
maximum likelihood methods. As well, the survey estimates can be smoothed using an empirical Bayes 
framework. We apply these techniques to an unemployment series from the Labour Force Survey. 

1. INTRODUCTION 

It is common practice to analyze data from surveys where similar data items are collected on repeated 
occasions, using time series analysis methods. Most standard methods for these analyses assume the data are 
either observed without error or have independent measurement errors. However, in the analysis of repeated 
survey data, when there are overlapping sampling units between occasions, the survey errors can be correlated 
over time. 

A commonly used model in the analysis of time series is the seasonal integrated autoregressive-moving average 
(ARIMA) regression model, which we discuss in this paper. We show how to incorporate the (possibly correlated) 
survey errors into the analysis. In particul8r, we consider the case where the survey (design) error can be 
assumed to be an ARMA process up to a multiplicative constant. 

When such a model for the behaviour of the population characteristics is assumed, the minimum mean squared 
error, or, equivalently, the Bayes linear estimator for the characteristic at a point in time can be derived. This 
estimator incorporates the model structure which the classical estimators, such as the minimum variance linear 
unbiased estimators, ignore. When the model parameters are estimated from the survey data, the estimators 
are empirical Bayes. 

Blight and Scott (1973), Scott and Smith (1974), Scott, Smith and Jones (1977), Jones (1980) and others 
considered the implications of certain stochastic models for the population means over time. In Binder and 
Dick (1989), these results were generalized using state space models and Kalman filters. In this paper, we 
extend the framework to include the model where differencing of the original series of the population means 
yields an ARMA model. We use the modified Kalman filter approach given by Kohn and Ansley (1986). To 
estimate the unknown parameters, we maximize the marginal likelihood function using the method of scoring. 
'l'his approach can also handle missing data routinely. We also show how the survey estimates can be smoothed 
to incorporate the model features using empirical Bayes methods. Confidence intervals for these smoothed 
values are also given, using the method described by Ansley and Kohn (1986). 

An example of this model is described in Section 5 using unemployment data from the Canadian Labour Force 
Survey. This example shows the implications on the estimates of the model parameters when the survey errors 
are taken into account. We also derive a smoothed estimate of the underlying process under the model 
assumptions. 

2. THE MODEL 

Suppose we have a series of point estimates from a repeated survey of a population characteristic, given by 
y 1 , y2, ..., y 1 . We assume that y t  can be decomposed into three components, so that 

X'11 + at + et, 	 (2.1) 

where xy is a deterministic regression term, 0 is a population parameter following a time series model, and 

is the survey error, assumed to have zero expectation. 

We first describe an integrated seasonal autoregressive-moving average model for {o}. We let B be the 
backshift operator; V = 1-B and V5 = i-B 5 , where S is the seasonal period. We define the following polynomial 
functions: 

x(A) = 1 - x 1  A - x 2A 2  - ... - 

D.A. Binder, [IusinessSurvey Methods Division and J.P. Dick, Social Survey Methods Division, Statistics Canada, 
Tunney's Pasture, Ottawa, Ontario, Canada K1A 0T6 
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A) = 1 - a 
1 
 A - 0 2 A 2  - ... - 

v(A) 	1 - v1A - v 2A 2  - ... - vQAQ  
and 

The seasonal ARIMA (Pd.q)(P,OQ) model for 	is given by 

A(B S )a(B)V d O t  = v(8 S )B(B)E t , 

where the E t  I s are independent N(O,o 2 ). Wedefinea(B) = A(BS)o(B), a (p+sP)-degree 
a(B) = v d v 	 a (d+sD)-degree polynomial; b(B) = ( BS)B(B), a (q+sQ)-degree 
A(B) = a(B)(B), a (p+d+sP+sO)-degree polynomial; u = (B)e, an ARMA(p+sP,q+sQ) 
Therefore, alternative representations of (2.2) are 

a(B)(B)e t = b(B)t ,  

and 
	 = b(B)ct ,  

a(B)u t = b(B)ct ,  

(2.2) 

polynomial; 

polynomial; 

process. 

(2.3) 

(2.4) 

(2.5) 

We now consider the survey errors (er)  of expression (2.1). It will be assumed that the sample sizes of the 

repeated survey are sufficiently large that the errors for the survey estimates can be approximated by a 
multivariate normal distribution. In the simplest case, where the surveys are non-overlapping and the sampling 
fractions are small, the e tS can be assumed to be independent. In a rotating panel survey, the survey errors 

are usually correlated. In this case, since the correlations between survey occasions are zero after panels have 
been rotated out, a pure moving average process can be used to describe the survey error process. 

Alternatively, if a random sample of units are replaced on each survey occasion, a pure autoregressive process 
may best describe the process. More complicated models are also possible. For example, in a two-stage design, 
some of the first stage units may be replaced randomly on each occasion and the second stage units may have a 
rotating panel design. This might be represented by an autoregressive-moving average process. 

In this paper, we assume that the survey error process is given by 

et = ktt , 	 (2.6) 

where {wt)  is an ARMA (m,n) process, given by 

= IlJ ( B ) Tlt 	 (2.7) 

(B) = 1 - 	- 2 B 2  - ... - 

The qt Is are independent N(O,t 2 ). The factor kt  has been included in (2.6) to allow for non-homogeneous 
variances, even when the autocorrelation function is homogeneous in time. 

In the model just described we assume that T 2,  the kts and the coefficients of 4(B) and of (B) can be 
estimated directly from the survey data, using design-based methods. 	However, in general, the other 
parameters are unknown. This includes y, a 2, and the coefficients of x (A), c(A), v(A) and of 6(A). The 	'S is 
the regression term are assumed known. 

and 

and 
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3. STATE SPACE FORMULATION OF THE MODEL 

3.1 General Formulation 

The model described in Section 2 can be formulated as a state space model with partially improper priors. This 
has a number of advantages. It permits, through use of a modified Kalman filter, calculation of a marginal 
likelihood function, which can be maximized to estimate unknown parameters. It also accommodates smoothing 
of the original survey estimates, by removing the estimates of survey error from the data. 

In the state space model, two processes occur simultaneously. The first process, the observation system, details 
how the observations depend on the current state of the process parameters. The second process, the transition 
system, details how the parameters evolve over time. 

For the state space models we consider here, the observation equation is written as 

and the transition equation is 

yt = 
hz 	 (3.1a) 

zt = Fz1 + Get , 	 (3.1b) 

where Zt  is an (rd) state vector and ht  is a fixed (rd) vector. In the transition equation, F is a fixed (r=r) 

transition matrix, G is a fixed (rm) matrix and the t'  are independent normal vectors with mean zero and 
covariance U. 

The final requirement to complete the specification of the state space process is the initial conditions for 20. 
In this paper, we shall use the improper prior formulation given in Kohn and Ansley (1986). In general, we 

assume that Z has a partially diffuse r-variate normal distribution with mean m(OIO) = 0 and covariance 

matrix V(0I0), where 

V(0I0) = KV 1 (0I0) + V0 (010) 	 (3.2) 
for large K. 

We denote the conditional mean of z given the observations up to and including time t by m(tlt'), and the 

conditional variance by V(tlt'), where 

V(tit') = KV 1 (tIt) + V0 (tit'). 	 (3.3) 

Recursive formulae for the cases where t=t' and t=t'+l are given in Kohn and Ansley (1986). They refer to 
this as the modified Kalman filter. 

Since the model for (y) given by (2.1) contains survey errors {e 1: } an estimate of the components without 
survey error, given by 

' (smoothed) = x- + 	 (3.4) 

is often of interest. When the right hand side of (3.4) can be expressed as gz 1: , for some g, then it is possible 

to obtain the conditional mean and variance of the linear combination gz given all the data, using the 

modified Kalman filter. To do this, the recursions are applied up to time t to obtain m(tlt) and V(tlt). Then 

the state vector Z is augmented by the state z 1: 
r+i = 9z

1: , and m(tlt)  and V(t(t) are also appropriately 

augmented. The matrix F in (3.1b) is modified to add the equation Z1:1 r+i = Ztr+1• After these 

modifications, the modified Kalman filter can be used as before sr ,  that the last component of m(TJT) gives the 

conditional expectation of gz 1: , given all the data, y1, y 2 , ... y1. As well, the last diagonal component of 

V(tt) gives the conditional variance. This procedure can be generalized to include any number of smoothed 

estimates and their conditional covariarrees. 

3.2 Model for a 

Ilarvey and Phillips (1979) described a method to put the ARIMA model (2.4) into the state space form given by 
(3.1). The dimension of z t  is r = max(p+d+sP+sO, q+sQ). By augmenting A = (Al. ..., Ap+d+sp+SD) or 
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b = (b1, ... bq+sQ) with zeroes to have dimension r, the ARIMA model may be written in the form given by 

(3.1), where hj = (1, 0, . . . , 0), GL = ( 1, -b 1 , . . . * _br_i) and 

F = I, 

IA I01 

I' I 
where I 	 is the (r-1) .(r-1) identity matrix and 0' is a row vector of zeroes. 

In this formulation, the state vector z = ( zi ,  . . . , Zrt) is defined as 

z1 = A1ot 1 + A1+iet 2 + 	+ ArOt( r i + 1) 

- bi€t - blEt 1 - 	- blrt(i) 	 (3.5) 

for i = 2, 3, .. ., r and z1 	
= a.  

To complete the specification for {Ot},  initial conditions for z 0  are required. These are given in Ansley and 

Kohn (1985), a summary of which is provided here. 

From expression (2.5), {Ut}  is an ARMA process. We define 

a 	= ( eo ,  0 19 ..., 

where S = max(0, p+sP+d+sO-1). We let 

u 	= (u 01  U11 ..., 

where R = max(0, p+sP-1). Finally, we let 

w 	
° -R-1' 8-R-2' .., 

when S > R. 

Now, u_ is assumed to be a stationary ARMA process, so that its covariance matrix can be derived from 

expression (2.5). It is assumed that w is N(0, <I) and is independent of u . Since (U', w)' is a linear 

combination of 0, the covariance matrix for 0 can be derived. Using the form of expression (3.5) for 20,  the 

initial covariance matrix can be computed. Note that when both d and 0 are zero, so that no differencing takes 

place in the jrodel, then w_ is the null vector and we have U = 0 

3.3 Model for the Observed Data 

In Section 2 we assumed that et = kt wt where wt  is an ARMA(ni,n) model. Therefore, from the discussion in 

Section 3.3, it is clear that e t can be represented in state space form, with ht = (kt, 0, ..., 0) ', and 

= hzt. 

The regression component can be similarly represented. We let z0 = y, the regression coefficients, assumed to 

have mean zero and covariance KI. The transition equation is simply Z41 = Z. 

Since we can represent each of the components of y 	 in expression (2.1) by a state space model, it 

straightforward to combine the individual models into an overall model, by extending the state vector to include 

the state vectors from the individual components. The observation equation is then the sum of the three 

individual components. 
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4. ESTIMATION OF THE STATE SPACE MODEL 

4.1 Estimation of the Parameters 

The unknown parameters of this model are a 2,  and the coefficients of (A), a(A), v(A) and s(A). We 
2 	 2 

performed the iterations on log(o ), rather than o , to avoid problems with negative values. Note that the 

regression coefficients, y, are included as parameters of the state vector. The model for the vector of 

observations y = (y1, Y2. 	. . Y1)' given in Section 3 is equivalent to 

y = jr + 
	

(4.1) 

where ri is i-variate N(O, K 1), c is 1-variate N(O, W), and M is a T 	j matrix. 

Kohn and Ansley (1986) recommended maximizing the limit of 
j 12  times the likelihood function for the data, 

as K tends to infinity. It can be shown that the limit of the likelihood function is equivalent to the marginal 

likelihood function of y - M, where fj is the maximum likelihood estimate of n when M and W are known. 

Tunnicliffe-Wilson (1989) has shown that the Jacobian of transformation from the data y to (ii, y - Mj) does 

not depend on the model parameters of W whenever M is known. As well, the derivative of the transformation 

from y to Ills M. Ansley and Kohn (1985) has shown that M does not depend on the unknown parameters. By using 

the modified Kalman filter, the computations for the marginal likelihood function are straightforward. 

The procedure we employed computes both the marginal likelihood function and its first derivatives with 
respect to the unknown parameters. This involves taking first derivatives of the initial conditions and of 
m(tlt) and the components of V(tlt) for t=t' and t=t'+l. All the computations were done using PROC 
IML in SAS. 

The likelihood function was maximized using a modification of the method of scoring. This modification 
allowed for varying step sizes. On each iteration, the likelihood function was computed at the previous step 
size, as well as at this step size multiplied and divided by a predetermined constant. (We used 1.1 as the 
factor.) The next step size was that which maximized the likelihood function among the three points. Each 
time a check was made to determine whether the parameters were in range. This was done by checking for 
positive semi-definiteness of the initial covariance matrix of the state vector. If it was out of range, the step 
size was divided again by the constant and the procedure repeated. 

To obtain the estimated variance matrix for the estimated parameters, the inverse of the Fisher information 
was used. This is readily computed since the first derivatives of the likelihood function are available. 

4.2 Estimation of the Smoothed Values 

Smoothed values for the estimates can be obtained by zeroing out that component of the state vector which 
corresponds to the survey error. However, this still leaves open the question of how to estimate its variance. 
To derive the standard error of the smoothed estimate it is necessary to account for the fact that the unknown 
parameters have been estimated from the data, particularly when the data series is short; see 
Jones (1979). 

To obtain the variance of 	it is sufficient to derive the variance Z - ii(TIT), where i(T1) is the 

estimate of ,n(TIT) at the estimated parameter values. This is because the state vector has been augmented to 

include 9'z. Now, 

Zr - rn(TiT) = 	- m(TIT)I 

	

+ [m(TIT) - rn(TIT)]. 	 (4.2) 

The first component of the right hand side of (4.2) has conditional variance V(TIT) = V0 (TIT), assuming that 

V 1 (1If) = 0. The second component of (4.2) represents a bias term and is independent of the first term, since 

it depends only on the data y. By taking a Taylor series expansion of the second term around the true 

parameter values and ignoring higher terms, we have the second component of (4.2) is 

m(TiT) - rn(TT) - F_- rn(1IT)1, 	
- 	 (4.3) 
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where is the vector of unknown parameters and 	is its estimate. 	Therefore, the variance of (4.2) is 
approximately 

VarIzT - m(TiT)J = V0 (TIT) 

+ F ] 	
rn(Ti1) 

0 	 (4.4) 

where V, is the covariance matrix for the unknown parameters. Expression (4.4) is estimated by using the 
estimated parameter values. This is the same approach as that given by Ansley and Kohn (1986). 

5. LABOUR FORCE SURVEY DATA 

To demonstrate this procedure, we took data from the Canadian Labour Force Survey (LFS). The L1'S is a 
monthly rotating panel survey. Each panel, which contains one-sixth of the selected households, remains in the 
sample for six consecutive months: the sample design is a stratified multi-stage design. The primary sampling 
units are rotated out after approximately two years. 

The data were the estimated monthly number of unemployed from January 1977 to December 1986 in Nova 
Scotia and the subprovincial area within Nova Scotia corresponding to Cape Breton Island. This province was 
chosen because the sampling errors were moderate compared to the larger provinces and because subprovincial 
data were available. The logarithm of the Nova Scotia data is displayed on Graph Ia while the logarithm of the 
Cape Breton Island data is shown on Graph 2a. The models were fitted to this transformed series. 

Lee (1987) estimated the autocorrelations for Nova Scotia survey error process up to a lag of eleven. Using 

these autocorrelations, we used the method of moments to estimate the coefficients of i 2, i(8) and (B) 
given in (2.7). A good fit was found using an ARMA(3,6) model. The estimated parameters were 0 1 = 0.2575, 

= -0.358, 0 3  = -0.6041, p l  = -0.1847, 2 = -0.5873, 0 3  = 0.3496, o. 	0.0647, 05 = 0.0982, 
06 = 0.0347, and 	= 0.7246. The kt's of (2.6) were the estimated standard errors of the estimates, derived 

by taking a Taylor series approximation for the logarithms.2 

A series of models were fitted to the data where no sampling error was assumed; that is, all the kt' S were 
taken as zero. These models were then refitted using the assumed structure for the survey error. We compared 
the estimated parameter values. As well in the case where the survey error structure is assumed to be non-
zero, we computed smoothed values for the survey estimates and compared their standard errors with the 
standard errors of the original series. 

Initially the model selected for the Nova Scotia series incorporating the survey error, was a seasonal ARIMA 
(1,1,0)(0,0,1)12) with a deterministic regression term to account for the seasonality. The 12 regression 

variables included a linear term and a dummy variable for each of the first 11 months. The dummy variable for 
a reference month took the value 1 for the reference month, -1 for December and 0 for the other months. Note 
that an intercept term is not estimable because the first differences of the data are fitted. The estimated 
parameters for this model were highly unstable so it was decided to drop the seasonal moving average 
component from the model. This left as the model an ARIMA (1,1,0) with a deterministic regression term. 
The same model was used to for the Nova Scotia data ignoring the sampling error and for the Cape Breton 
Island data. 

The parameter estimates for both Nova Scotia and Cape Breton Island are displayed in Table 1. We display the 
estimates which do not take into account the survey error component in the "Without Sampling Error" columns. 
The estimates from both models for Cape Breton Island, especially for the regression estimates, are very 
similar. Note that the AR component also has a similar estimates and that the 'With Sample Error' model has 
reduced the variance substantialy. The column headed by 'T-value' displays the test statistics for assuming a 
true value of zero for the parameter. Note that the significance level for the regression estimates is fairly 
close in every case. However, the model 'Without Sampling Error' indicates a strong significance level 
(t = -2.85) for the AR(1) component while the model incorporating the survey error process shows no need to 
include the AR component in the mode! (t = - 0.68). This result leads to accepting a regression model for the 
unemployment series in Cape Breton Island for the model with the survey process incorporated. If the survey 
error is ignored, then the model would include a term relating the previous month's estimate to the current 
month's. 

The results for Nova Scotia have some similarities to the Cape Breton Island results. The regression estimates 
for both the 'With error' and 'Without error' models are fairly close. Note that the significance level for the 
regression estimates in the 'With error' model are much smaller than in the 'Without error' model. The variance 
reduction for the 'With error' model relative to the 'Without error' model is far larger than the variance 
reduction between the same two models for the Cape Breton Island data. However, the most interesting result 
is in the AR component. Both models show that the AR component is significant for each model. The 
estimates, however, are entirely different. The 'Without error' model gives as an estimate of a = -0.296. The 
'With error' model estimates a = 0.862. Clearly, the intrepretat ions that would be made are different. 
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Intuitively, after removing the trend and the monthly effects, it would be expected that the previous month's 
estimate would have a positive correlation with the current month. This is exactly what happens in the 'With 
error' model. It would seem that the negative AR component estimated for the model 'Without error' is picking 
up some of survey error process; thus leading to a misleading intrepretation to the data. 

Graph la shows the smoothed estimates calculated from the model incorporating survey errors superimposed on 
the original data points for Nova Scotia. Graph 2a shows similar smoothed estimates for Cape Breton Island. 
The observed values minus the smoothed estimates for the Nova Scotia series are displayed in Graph lb. From 
this graph it can be seen that the recession of 1981 is having a large impact. Prior to 1981 the smoothed 
estimates tend to be higher than the original values while after 1981 the smoothed estimates tend to be lower 
than the original values. The observed minus the smoothed estimator from Cape Breton Island are displayed in 
Graph 2b. These appear to form a more random arrangement than the Nova Scotia results probably due to the 
larger sampling errors associated with the Cape Breton Island data. 

In summary, when the sampLing error component is incorporated, the best model can differ from the ease when 
sampling is ignored or it can provide an entirely different interpretation to the model. The data from Cape 
Breton Island displays a situation when the survey error is accounted for, where a regression model will 
satisfactorily explain the data while the model ignoring the survey process requires the inclusion an AR 
component. On the other hand, the Nova Scotia data required an AR component for both models, but gave 
entirely different interpretations for these components. In the future more work needs to be developed on 
evaluating the competing models. In particular, since the one-step ahead prediction errors can be combined 
with the estimates to form a independent normal process, these predictions can be evaluated using standard 
residual analysis procedures. Future work will detail the results of incorporating this analysis. 
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I Alpha (1) 

Sigeo 

Trend 

January 

February 

March 

April 

may 

June 

July 

August 

September 

October 

Nononber 

-5.296 	-3.23 

0.0591 	- 

	

0.00427 	1.01 

	

0.054 	3.60 

	

0.083 	4.80 

	

0.166 	10.20 

	

0.106 	6.60 

	

0.005 	0.60 

	

-0.101 	-6,00 

	

-0.016 	-1.20 

	

-0.050 	-3.60 

	

-0.108 	-6.60 

	

-0.081 	-4.80 

	

-0,026 	-1.60 

	

0.852 	2.08 	-0.260 	-2.85 

	

0.0032 	I 	0.1049 	- 

0.00420 1.89 I 	0.00607 0,10 

0.048 1.93 I 	-0.007 -0.23 

0.078 3.30 I 	0.027 0.89 

0.165 0.40 0.171 5.76 

0.104 4.10 0.099 3.33 

0.016 0.70 	I -0.000 -0.28 

-0.008 -3.30 	I -0.029 -0.96 

-0.011 -0.63 	I 0.082 2.77 

-0.062 '2,37 	I -0.011 -0.31 

-0.105 -3.96 -0.104 -3.5I 	I 
-0.011 -3.08 	I -0.084 -2.03 	I 
-0.029 -1.00 	I -0,053 -2.10 	I 

Table I 

Paranter Eoti.oateo - Unemployment Series 1977 -1985 

5004 Stotia 	 Cape Oreton Island 

I 	 I 
Aitbout Sampling 	With Sampling 	J Without SmnpliOg 

I 	Error 	Error 	Error 

I 	I 	 I 	 I 
I Parameter 	I Estimate I-value 	Eatimate I-value 	Eatioate T-ain. 

With Sampling 

Error 

	

Estimate 	T-nuiue 	I 

	

-0.231 	-0.68 

I 	0.0520 	- 

	

0.00598 	1.50 	I 

	

-0.003 	-0.10 	I 

	

0.020 	0.91 

	

0.164 	5.76 

	

0.089 	3.19 	I 

	

-0.001 	-0.21 	I 

	

-0.033 	-1.17 	I 

	

0.081 	3.13 	I 

	

-0.009 	-0.30 	I 

	

-0.098 	-3.10 	I 

	

-0.069 	-2.41 	I 

	

-0.074 	-2.10 	I 

Graph 1 
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SMALL AREA ESTIMATION USING MODELS THAT COMBINE 
TIME SERIES AND CROSS-SECTIONAL DATA 

G.H. Choudhry' and J.N.K. Rao 2  

ABSTRACT 
Cross-sectional and tiiiie series models with raiidoin effects and autocorrclatcd errors are developed. Using 
tlic-se models, "l,est linear unbiased" estimators for small areas at each time point are obtained. The efficiencies 
of Several siiiall area estimators are evaluated, using monthly survey estimates of unemployment for census 
divisions (small arcas) from the Canadian Labour Force Survey in conjunction with monthly administrative 
counts from the Uueinployinciit Insurance System and monthly survey estimates of population in labour force 
as iiuxiliuiy vuial)k's. 

1. INTItODUCTION 

The demand for reliable small area statistics has steadily increa.secl in recent years due to their use in formti-
hitt,iiig policies and programs, in allocation of government funds, and in regional programs. Statistics Canada 
rcspolm(lcd to user mmccds by undertaking a progunil of small areas (lcvclopmnent. Brackstone (1086) discussed 
the issues arising in the development and provision of small area data. 

Direct small urea estimators from survey data are likely to yield unacceptably large standard errors due to 
simmall s;uimplc sizes. Alternative estimators that "borrow strength" from related small areas are therefore 
needed to improve efficiency. Such estimators use models, either implicitly or explicitly, that link the small 
areas through supplementary data such as recent census counts and administrative records. 

I\lost of time research oii smnahl area estimation has focused on cross-sectional data at a given point in time. 
Pan ( IOSG) has given an account of this research. Estimators proposed in the literature include (a) synthetic 
estimators (Gonzalez, 1973; Ericksen, 1074), structure preserving estimators (SPREE), Purcell and Kish 
IOSO); (h) sample size depeimdemmt estimators (Drew et al. 1982; Särndal and Ilidiroglou, 1989); (c) empirical 

Miyes cstimmumtoms (Fay and llerriot, 1970) and empirical best linear unbiased predictors (EBLUP), Battese 
et iii. (lOSS) amid Prim_sad amid Rao (1990). Time EBLUP is obtained fromim time best linear unbiased predictor 
(BLUP) by rephiiciiig the unknown variance parameters with their estimates, similar to the empirical Bayes 
estimmuttom obtained from the Bayes estimator. 

Time main purpose of this paper is to develop cross-sectional and time series models with random effects 
int'l a utocorrelated errors, and to obtain EBLUP's for small areas at each 1)oimmt in time using these models. 
Section 2 iCVICVS the work on regression synthetic estimators and cimipirical Bayes estimators obtained from 
cioss-sectiommiml data M. a given point in time. Cross-sectional and time series models are considered in Section 
3, and an extension of the Fay-Herriot (1979) model is l)ropose(1.  The EBLUP is obtained in Section 4. 
The efficiencies of EBLUP, relative to two synthetic estimators rI.n(l a direct survey estimator are evaluated 
iii Section 5, using mommtlmly survey estimates of tumemnploynieimt for census divisions (small areas) from time 
Ca.imadian Labour Force Survey in conjunction with monthly a(hmninistrative counts from the Unemployment 
Insurance (UI) system and monthly survey estimates of population in labour force as auxiliary variables. 

2. CROSS-SECTIONAL ESTIMATORS 

2.1 Etegressiou Synthetic Estimators 

Let y, be the direct survey estimator of i-th small area mean 0, at a given point in time. For simplicity, we 
assume that a single concomitant variable x i  related to 9, is available; extension to two or more concomitant 
variables is straightforward. We also assume that y, is unbiased for 0, i.e., yi = 0, + e, where the e,'s are the 
smuuphing errors with E(e1) = 0. 

We assume the following linear regression model on the 0's that links the small areas through the concomnitamit 
data x 1 : 

O,=f30+131r1, 	i=1,...,I, 	 (2.1) 

G.H. Chmommdhmry, Business Survey Methods Division, Statistics Canada, Ottawa, Ontario K1A OTO 
2 J.N.K. Ran, Departmnemit of Mathematics & Statistics, Carleton University, Ottawa, Ontario K1S 5136 
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v1icre i1 0  nd / are the regression coefficients. A regression synthetic estimator of O i  is then given by 

0 i(reg) = Io + / 1Xj, 	 (2.2) 

witcic /3 ;uid 13  are the ordinary least squares estimators of fib  and 0 obtained from the combined model 
i3 + flu .r1 + c 1 , i = 1, . . , I. Alternatively, we can use the generalized (weighted) least squares estimators 

of 00  and Th if the estiiivatcd covariancc matrix of survey estimators y i  is available. 

Synthetic estimator (2.2) could lead to large biases since it does not give a weight to the direct survey 
estimator uj,. On the other luauud, the eiuipirical Bayes estimator or the EBLUP gives proper weights to the 
smurvcv estuattor and time synthetic estimator, and as a result leads to smaller biases relative to the synthetic 
es ti It ma tor 

2.2 Eiiipirical Bayes Estimator or EBLUP 

Fay and Herniot (1979) introduced uncertainty into the model (2.1) as follows: 

Oi = i9  + 01r + vi, 	 (2.3) 

where the v 1 's are independent normal variables with mean 0 and unknown vamiance o. For sampling errors, 
they assumed that the c1's are independent normal variables with E(e 1 ) = 0 and Var(c 1 ) = a, where o,2, is 
known. Time conibi med model is given by 

ii = /% + flu r, -F v + c 1 . 	 (2.4) 

Time empirical Bayes estimator of 0 is given as a weighted suni of the direct survey estimator y i  and the 
regression synthetic estiuitator 0r(reg) 	fib + fi x 

t1(&, y) = wIll, + ( 1 	11)1 )8 i(reg), 	 (2.5) 

Who u' = &/( o + at), and o  and 13i are the weighted least squares estinmators under the combined model,Z .

and 7. is an estiiim:utor of o. A simple moment estimator of o or a more complicated estimator, such as the 
nmxinmumu likelihood estimator of o, may be used. Fay and Herriot (1979) used (2.5) to estimate per capita 
imicuine for small areas (i.e., population less than 1000) from the 1970 U.S. Census of Population and Housing, 
and presented evidence that (2.5) leads to smaller average error than either the direct survey estimator or 
time synthetic estimator using the county average. 

Prasad and Rao (1990) obtained an accurate estimator of the mean squared error of EBLUP (2.5) by taking 
account of time uncertainty in the estimator of u. 

3. CROSS-SECTIONAL AND TIME SERIES MODELS 
The immethods of Section 2 use only cross-sectional data at a given point in time, and its a result do not exploit 
infoimnatioui in data at other time points. Scott et al (1977), Jones (1980), Tiller (1989) and others used 
time series modelling of aggregates (e.g., overall means) from repeated survey data, and obtained improved 
estimators of aggregates at different time points. However, very little work has been reported on extending 
the Fay-hleruiot approach for small area estimation to time series of cross-sectional survey estimates of small 
areas in conjunction with census data and time varying supplementary data such as administrative records. 

Cronkhite(1986) developed regression synthetic estinimttors using pooled cross-sectional time series data, and 
applied thein to estimate substatc area eml)loymnemmt and unemployment, using time Current Population Survey 
(CI'S) mnuimthily sumvey estimates as dependent variable and counts from the UI system and census variables 
as nmdepeimdent variables. Time motivation for our research was to obtain reliable monthly estimates of un-
cuumiloynmcnt, for census divisions, using Labour Force Survey estimates of unemployment and labour force 
irticipatiomm rates, amid administrative counts from the UI system. Three-year average tmemnploymnent rates 
for cemusmis (livisions are used in couujimuction with other variables to produce an index winch in turn is used to 
allocate funds for industrial incentive. 

Extensive econometric literature exists on mnodellimmg and estimnatimig relationships that combine time series 
and cross-sectional data (for example, see Judge ct al, 1980, Chapter 13), but sampling errors are seldom 
taken into account.. We now consider some of these models. For simplicity, we again consider only one 
comicouumitamit Variable. Let On, un and 37 11  respectively be the population mean, the direct survey estimate and 
time commcomuiitant variable associate with time i-th small area at time t (i = 1,. . . , I; t = 1,. . . ,T). We have 

- 68 - 



Yit = 	+ ej, 	i = 1,.. .1; 	t =1,... ,T, 	 (3.1) 

and, folkwing Fay and llerriot (1979), we assume that the covariance matrix of sampling errors cj is block 
(lingonal with known blocks E, where j is a T x T matrix, and E(c) = 0. Recent research has focused 
on niodclhng sainilnig errors of aggregates. For example, Binder and Dick (1089) and Tiller (1989) proposed 
an torcgrcssi vc moving average (ARMA) models. 

The mode]s on 0 k ,, proposed in the econometric literature, include the following: 

Oii = Io + 0 1 x + V 1  + ( j f , 	 ( 3.2) 

"wrc the i' 1 's arc fixed small area effect.s and the 	's are independent iiornni.l variables with wean 0 and 
variance C 2 , abbreviated 	N(0, a 2 ). 

9 it = Io + fli xi + V + fit, 	 (3.3) 

where v 	N(0, o), 	'd N(0, a 2 ) and {v } and {e 1 , } are independent, here the u i 's are random small 
area eflccts. 

Oil - I1) + /3 1 x, -I- V + U + f, 	 (3.4) 
where i ' d N(O, a), a, j,id N(0 )  a), fi t 	N(0, a 2 ) and {u, }, {t  ) , { o} are independent. Here vi's 
and a 's are random small area effects and randoin time effects respectively 

0, = /3o + f31x, + Vi 4- U(, 	 (3.5) 

Ui, = pU,,_ i -I- ii,, 	1PI < 1 

whieme Vj "-,, N(0, a), 	JV(0, a 2 ) and {u ) , 	) are independent. Here the vi's arc random sinail 
area effects amid { u, } follow an AR( 1) process. The model (3.5) may be rewritten as a (histributed lag model: 

Oit = 	-1- 0 - p)3o + /iri, - fl,px 	+ 0 - p)vj + c,,. 	 (36) 

Model IV appears to be the most rcaiistic among time four models since the alternative form (3.0) relates 
the current population mean, O, to the previous period population mean, 0k and to the values of the 
auxiliary vari;ibie for the current and previous periods, x , and xi, i - 1  respectively. The form (3.5) of model 
IV reflects the dependence of O il  over time for each area m. Henceforth, we adopt model IV in the form (3.5). 
The combined iiiodcl using (3.1) and (3.5) is given by 

Yie = /3 + A i + v, + (e,, -t- it), 	 (3,7) 
= Pii,,,_ i  + r1,, III < 1, 

where 	i I(O, a ) fit — i,,,i N(O, a 2 ), and the e j ,'s have mean zero and known block cliagomial covariance 
ma trix E= (liilg( E 1 , - . , 

Unfortunacly, the sampling covariance matrix E from the Canadian Labour Force Survey is currently not 
available, so we treated the coniposite error wi l  = 	+ u, as an AR.(1 ) process: w, = pw,,_1 + fit  with 
ft 	N(0, a 2 ), and then considered Oif as 

 go  Oi l = 	+ 13 1 x i1  + V. 	 (3.8) 

Tiller (19S9) used a si]iiilar approach in the context of labour force estimation from aggregate time series data 
generated fn.>mn repeated surveys. The combined model, under the above assmnnption, may be written as 

Yie = /3o + /31X0 + i'1 + w0 , 	 ( 3.9) 
Wt = P".t-.-i -1- f11, P1 < 1, 

here v "1uid  N (0, a, ) and  fit — i,,d N(0, a 2 ). 
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4. EMPIRICAL BEST LINEAR UNBIASED PREDICTOR 

4.1 BLUP 

Arranging the data {y,} as y = (Yii 	ThT; 	jn , 	, PiT) '  = (y , . . . , yr)', the model (3.9) can be 
expressed as a special case of the general mixed model 

y=X/3+Zv+w 	 (4.1) 

Mu 
X'=(X,...,X) 

Z = I® 1 7, 3 = (flo,i) ' , 
where X 1  is a T x 2 matrix with t-th row given by (1, X1), I is the identity matrix of order I and 1T  is the 
i-vector of l's. Further, 

E(v) = 0, Cov(v) = crI 

E(w) = 0, Cov(w) = cr2(I ® ) = a2 R (say) 

mud F is a T x T matrix with (i,j)-th element yj = (1 - p2)pI'—'I. 

llendersoii (1975) derived the best linear unbiased predictor (BLUP) of any linear combination of and the 
riuudoui effects v, say r = k'/3 + in'v, as 

	

= k + ni'Z'(y - X/3)(ci,/c 2 ). 	 (4.2) 

	

Here,E = I® [(o/a2 )J + F] with J denoting a Tx T matrix of l's, and 	= (X 	'X) 1 (X'y) is the 
generalized least squares estimator of . If T = Oit as giveul by (3.8), then 

	

k' = (1,x 1 ), in' = (0,.. .,0,l,0,.. .,0) 	 (4.3) 

with 1 in the ith position, and 

	

- Xi3) = 1 '..t(cr/a 2 )J ± r 1  (yj 	- X 1 J3). 	 (4.4) 

4.2 Estimation of c 

The BLUP (4.2) depends on the unknown variance ratio a /a2  and the unknown autocorrelation p. \Ve 
used the uuicthiod of Pantula and Pohlack (1985) to estimate the parameters a 2 , o and p. This method is an 
exteutsion of the method of fitting constants for the case p = 0 (Fuller and Battese, 1973), and the estimates 

2 a, and p are obtained as below. 
Lt {} be the ordinary least squares residuals obtained by regressing yi j  on xa,  with the intercept term 
included. Then p is estimated by 

I T-7  

(4.5) 
i=j 1=1 	 1=1 u=i 

Dcli ne 

where 

and 

'Vi thu 

(i) - 	( 2) 
4iu - Z11 - it 

1:11 = yi, -  PY.u—i, 	t > 2 

=fiYa, t =1 

,it = c'df1 

c= (1 —j3)[T—(T-2),6], 
f=1-3 2 , i=1 

=1—,3, t > 2 

di 	fizju. 
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• 	- 	 (I) 	(2) 	 (1) 	(2) Siiiularly define (lr,  Ii 	, h ) and (h h , hhc , h 111  ) in terms of the elements I and x, i.e., replace YII  with 
1 ali(l :r 0  respectively iii the expressions for (zj, z, 2). Let 'ê be the residual sum of squares obtained 
by rcgi'cssing 4t) on i4 an d h, without the intercept term. Also, define 

gi = 

f0i = 	fii o , f1i = 	f 1 h 11 . 

Let i '  ü be thre residual sum of squares obtained by regressing gj on foi and fli , without the intercept term. 
The estimates of o 2  and a 2  are now obtained as 

	

= [I(t - 1) - 2]ê'6 
	

(4.6) 
a 11(1 

= c(I - 2)'[ü'ü - â 2 (I —2)], 	 (4.7) 

in t lie Case of model (3.9). 

If p— 1(> 2) v-variables are included in the model, then {ë } are obtained by regressing ya  on x1j, . . . , s p . j  ,,, 
1(1) 	(2) 	. with the intercept terni included. Similarly, (h0, 1j0 1 	) j = 0, 1, . . . , p - 1 are defined in terms of the 

(I) 	h' 	hW 	(I) eleuwuts 1, 	......r 1,_ 	, and ê'é is obtained by regressing z it  on 	, . . . , h,,_ 	without the 0it 
7 ,  

intercept term, and Ü'Ü is obtained by defining f = 	fli j , j = 0, 1,. . . ,p - 1 and regressing gi on 

Joi, fli ,. . . , f,,_ 	without the intercept term. Fimiully, P and & 2 are defined by (4.6) and (4.7) respectively, 
with I(T - 1) - 2 changed to I(T - 1) - p and I - 2 changed to I - p. . it is also possible to get maximum 
liki'hilio<ol cstiiiiates of a2, U2 v and p, using the EM algorithm (see Clii and Ileimisel, 1989). 

Substituting the estimates ô 2 , & and in (4.2), we get time empirical best linear unbiased predictor (EBLUP) 
of 9j (l(lid)tCd by 

5. MEAN SQUARE ERROR OF EBLUP 

Following Henderson (1975), the mean square error (MSE) of BLUP, = iif, is given by 

IvISE () = a 2 {k'(X''X)' k + (a/a 2 )iiYmn - (a/a 2 ) 2 i'Z'i AZmn 
- 2(c/a 2 )k'(X'i'X)X'EZmn}, 	 (5.1) 

where A = I - X(X'EX) X1'. The MSE of EBLUP, 8, involves lower order terms that take account 
of the uiicertniimt.y in the estimators a 2 , & and 5. We are currently developing an accurate approximation to 
time MSE of EBLUP, along the lines of Prasacl and Rao (1990) for the Fay-Herriot model. 

Iii this paper we ignored the uncertainty in the estimators a2, &2  and 3, and used (5.1) with  
substituted for (a 2 ,a,, p) as an estimator of MSE of the EBLUP. This estimator underestimates the true 
MSE of EBLUP, but time underestimation is not likely to be serious for our empirical study in Section 7. 

The MSE of time survey estimator, y if , of 0 j , under the model (3.9) is given by 

MSE(y1 1 ) = E(y1 - O)2 = V(w1 1 ) = a2/(1 - p2 ). 	 (5.2) 

Au estimmiator of MSE (y) is obtained by substituting (0, 5) for (a 2 , p) in (5.2). 

6. SYNTHETIC ESTIMATORS 

If we ignore the random small area effects { v ) , and use the model 

Yi = /3 + /3 1 x, 1  + tOt, 	 (6.1) 
= ew_1 + e, 1P* 1 < 1, 

wlicm-e E 	iitil N(O, a 2 ) we get a synthetic estimator of Oit = ( + f3 1 x.,. It is given by 
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0 11 (S) = fi0(S) + fi1(S)x1, 	 (6.2) 

where 	(S) and 	(S) are the generalized least squares estimators of fib  and 0 undcr the model (6.1): 
P(S) = (X'It 	X) )(XIR*_I y ) ,  where R is given by R with p substituted for p. The estimator 0i1(S) 
is tuihiased for Oj = fib + 1315i1 + v i  under the mode] of interest, (3.9). 

Writing 01 1 (.c) as a linear function, a'y, of the observations y, the MSE of O€(S) under the model of interest 
(3.9) can he obtained. It is given by 

MSE[8 1 (S)] = E(a'y - k'13 - m'v) 2  
= a 2 [(Z'a - ni)'(Z'a - w)(a/o 2 ) + a'Ra], 	 (6.3) 

where k and in are given by (4.3). 

Since ,(S) depends on the unknown autocorrelations p, we estimate p from (6.1) using the modified 
Gauss-Newton method (Hartley, 1961), The MSE of the resulting estimator, 6 i1(S), is estimated by substi-
tuting 5, /5) for (a 2  o, p) in (6.3). This estimator will underestimate the true MSE of (S) since the 
uncertainty iii cstiiiiatiug p is ignored.Ncvertheless, the underestimation is not likely to be serious for our 
('Ii ipirica I S tudv in Sec timi 7. 

Another synthetic estimator is obtained by considering the fixed effects model (3.2) on 0 i1 and then writing 

	

Yit = fib + /31rj1 + v + z7vii 	 (6.4) 

tbil = Pit-i -F 	P1 < 1, 

wlicm'c?, 1 	N(O, a2)  and (v) arc fixed small area effects. The resulting synthetic estimator of Oi l  is given 
by (Clioudliry and Hunter, 1987): 

O 1 (S1) = Io(Sl) + I3 1 (S1)x 1  + i 1 (S1), 	 (6.5) 

where (S1) = [fi1(Sl), /3(.1), 	(S1), . . . , (S1)]' is the generalized least squares estimator given by 
(W'1tW)(W'Ity). Here the (i, t)-tli row of W is the I x (I + 2) vector (l,.r i , 0,... 0,1,0,.. . , 0) 
with 1 in the (i -I 2)-tb position, R is given by R with /5 substituted for p, and (W'R 'W) is a generalized 
ilivel'sc of \V'R'W. The estimator 8, 1 (S1) is unique for any choice of generalized inverse. 

Writing 01 1 (S1) as b'y, it is seen that O 1 (S1) is biased for 0j1  under the model of interest (3.9). Its MSE 
mimider the model of interest (3.9) is given by 

MSE[6 1 (5I) = E(b'y - k'/3 - in ' v) 2  

	

= [(X'b - k)'/3] 2  -I- a 2 [(Z'b - m)'(Z'b - 111)(0, /a 2 ) + b'Rbl 	(6.6) 

Since the estimator O 1 (S1) depemids on the unknown autocori -elation /5,we estimate /5 from (6.4) using the 
miiodificd Gauss-Newton method. The MSE of the resulting estimnator, G, 1 (S1), is estiniateci by replacing fi 
with fi in (6.6) and then substituting (2, & , /5) for (a 2 , a, p). This estimator will underestimate the true 
MSE of O1(S1) since the uncertainty in estimating /5 is ignored. Nevertheless, the underestimation is not 
likely to be serious for our empirical study in Section 7. 

7. EMPIRICAL STUDY 

The efficiencies of the EBLUP, and the two synthetic estimators and the survey estimator Yit  are now evalu-
ated, ilsilIg 36 months (January '83 - December '85) of survey estimates of unemployment from the Canadian 
Labour Force Survey for 21 census divisions (small areas) in the province of British Columbia. The auxiliary 
varial)lcs used iii the regression are monthly administrative counts from the UI system and the population 
in the labour force from time Labour Force Survey. Here, letting t = 1, . . . ,36 and i = 1, . . . ,21, y, = log 
(survey estimate of proportion of population unemployed), x1if = log (Unemployment Insurance bcncflcia-
rics/h)rojccted l)Ol )UlatiOIl 15 years and over), X2il = survey estimate of labour force participation rate. The 
labour force participation rate is defined as the proportion of target proportion which is either employed 
or unemul)loyedl. Although X2if  is subjected to sampling errors, its coefficient of variation (cv) is negligible 
corn pared to the cv of Yit and hence these errors may be ignored without affecting the estimates. 

Oim r 1110(1(1 (3.9) v i tIm two concomitant variables may be writ 	as 
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Yit = 0 + flx I it + 132 C2il + V1 + Wj 

it 	P',-i + st, 	J /) < 1 	 (7.1) 
where v, 	N(0, (y) and e 1 	N(0, a 2 ). The estimated MSE of the EBLUP under (7.1) was computed 
from (5.1) for ciic!i (i, /) by substituting the estiniates (&2, b,, ,5) and using (1, x 1  , x211 ) for the t-th row 
of X,. These estimates were obtained by using the method of Pantula and Pullock (1985), and are as follows; 

a 2  = 0.0391, &2 
V = 0.0175, ,3 = 0.362. 

Turning to the synthetic estimator, the estimated MSE of thc synthetic estniiator, °(S) which ignores the raiuluin elects {v } in (7.1), is obt;uiicd for each (i, t) from (6.3) by substituting (&2, â,, /3). Similarly, the 
estiiiiated MSE of the synthetic estimate Oi(S1), which treats {v} as fixed effects in (7.1), is Ol)ttUlied for 
cadi (i, t) from (6.6) by replacing 	with 	and then substituting (0, â, /3) for (a 2 , ct,, p). Finally, all  
estimate of MSE of the survey estiuiate y, is obtained from (5.2) by substituting (&2, /3) for (o 2 , p). 
Denote the estimated efficiency of the EBLUP relative to the synthetic estimator 9(S) as Euj e  = 
est MSE 1°(S)}/ est MSE (EBLUP), the estimated efficiency of the EBLUP relative to the synthetic es-
tiiuiator 9,(S1) as E21f = est MSE [/.t(S1)1/est MSE (EI3LUP), and the efficiency of EBLUP relative to the 
survey estiniat.c !/t as E3 i t  = est MSE(y, )/ est MSE (EBLUP). It should be noted that the MSE's of the 
synthetic estimates 61 1 (S) and 9,(S1 ), and the survey estimate y, are estimated under the model (7.1). 
The averages of E11 , E2 f , and E311  over thirty-six months are computed as Eli = EE1 it/.361 E21 	EE211136 , 
and 	= E 1  E31 1,36  for each sinail area i, uic1 these values are reported in Table 1. 

It is clear funn Table 1 that the EBLUP leads to large gains in average efficiency over the survey estimator, 
P.1i  raugiuig fiouii 7.56 to 10.11. The gains in average efficiency of the EBLUP over the synthetic estimator 
61 1 (S) are also sulistauitini, E 11  ranging from 2.67 to 3.56. The average efficiency of the EBLUP over the 
synthetic ostiuuiator O(S1), denoted by 21 , ranges from 0.82 to 6.45. The over-all average efficiency values 
are its follows: E 1  = EE 11 /21 = 3.02, E 2  = EE21 /21 = 2.50 and E3  = EE 31 /21 = 8.61. 

Table 1. Average Monthly Efficiency of time EBLUP 
Relative to the Synthetic Estimators and 

the Survey Estimator, Under tIme Model (7.1) 

Small Area El i E21  E3 , 

1 3.56 1.14 10.11 
2 2.86 1.92 8.10 
3 2.89 1.63 8.19 
4 2.67 3.59 7.56 
5 2.87 3.94 8.13 
6 3.01 2.87 8.56 
7 3,07 0.82 8.72 
8 2.98 0.94 8.52 
9 3.44 2.05 9.74 
10 3.08 1.64 9.72 
11 3.24 1.85 9.18 
12 2.98 6.45 8.43 
13 2.75 1.88 7.80 
14 2.98 2.16 8.50 
15 3.14 1.98 8.89 
16 2.73 4.91 7.74 
17 2.76 2.72 7.83 
18 2.81 3.37 8.02 
19 2.95 4.11 8.34 
20 3.43 1.16 9.18 
21 3.14 1.44 8.94 

Over-all 	3.02 	2.50 	8.61 
Average 
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8. CONCLUDING REMARKS 

The EI3LUP vill be derived under the generalized Fay-Ilerriot model given by (3.7), by first deriving the 
estimates of time l);tr1metcrs 0.2 , o' aiicl p along the lines of PaIItUIa and Pollack (1985) and then substituting 
these estimmietors in tim(! BLUP to gct the EBLUP. The efficiency of the EBLUP will he evaluated along the 
hues of Section 7 using the Canachiaui Labour Force Survey data and an estimate of the sampling covariance 
matrix, E. Work is in progress on obtaining an estimate of E for the Canadian Labour Force Survey. 

Accurate apl)roxiimLtions to the mean square error of the EBLUP aiid their estimators will also be drived, 
along the lutes of Prasad and Rao (1990). 
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MAPPING AGGREGATE IIIRTII DATA 

David R. I3rillinger 

MisrRAcT 

Births by census division are studied via maps for the province of Saskatchewan for the year 1986.   A principal goat 
of the work is to see how births are related to geography by obtaining contour maps displaying the birth phenomenon 
in a smooth fashion. A hierarchy of nlo(lcls for count-valued random variates are lit to the data by maxi 1mm likeli-
hood. Models include: the Poisson, the Poisson with a weekday effect and the Poisson-lognomial. The last ineiitioned 
is motivated by the idea that important covariates are unavailable to include in the analysis. 

KFY WORI)S: Aggregate (lata; Contouring; Extra-Poisson variation; Locally-weighted analysis: Maps; Poisson (us-
tril)ution; Poisson-lognonrial distribution; Random effects; Spatial data; Unmeasured covariatcs. 

1. INTRODUCTION 

The concern of this paper is data that has been aggregated over geographical regions. The analysis of such data 
should be easy" because of the graphing possibilities, eg. quantity versus geography in the manner of residual plots so 
often employed in regression analyis; however in the present case the aggregation leads to impoitant difficulties. 

'I'lie specific data studied consists of daily births for the calendar year 1986 to women aged 25-29 for each of the 
18 census divisions of the province of Saskatchewan. The corresponding population sizes, as determined in the 1986 
Census, ate also employed in order to compute rates. The reason that Saskatchewan was selected for this pilot Stu(ly is 
that it is moderate sized and its boundaries and those of its census divisions are regular. (The tatter was important at 
he early stages of the work because computer based maps were unavailable.) Women ages 25-29 were selected 

because that was the 5 year age group with most bitths. These data were provided to the author by Statistics Canada. 
The data is characterized by being aggregate, by being nonGaussian and by being nonstationiu -y in space and 

time. 
It is wished to understand the relationship of births to geography, specifically to allow spatial patterns of fertility 

and possible surprises to show themselves. There are two aspects to the study; a locally-weighted analysis of grouped 
data is developed and random effects models are set down and lit to handle extra-Poisson variation. 

It is to be emphasized that this is a preliminary report on work in progress. For example the line structure of the 
data is not taken advantage of and no measures of uncertainty of the various estimates have been provided. The l)itper 
focuses principally on annual totals for the 18 census divisions. The related paper I3rillinger (1990) considers both 
temporal and spat ia I aspects. 

Saskatchewan has 18 census divisions. These may be seen in Figure L That figure also provides the total 
numbers of births to women aged 25 to 29 for 1986 and the corresponding female population sizes on Census l)ay, 3 
June. (Actually because of Statistics Canada's confidentiality requirements (he final digits have been mounded to the 
neater of 2 and 7). The small population in the northern half of the province is evident. Figure 2 gives time annual 
bim iii rates plotted by census division. The divisions with the lowest values, 131 and .133 births per year, correspond 
to the cities of Saskatoon and Regina respectively. Figure 3 is a chloropleth map of the rates with intensity of hatch-
ing proportional to birth rate. 

2. PAFCII OR CIILOR()PLE'rIt MAPS 
Maps of most quantities of direct interest that assign average values to the w/mole.s of counties thereby lie, lie, lie. 

In these graphic words lukey (1979) deplores the use of maps such as those of Figures 2, 3 that are constant across 
geographic divisions. Indeed examination of Figure 2, as does common knowledge, suggests that the birth 
pIicnonuciion qtiite likely varies smoothly across census division boundaries. One of the concerns of this work is to 
develop maps with smooth variation, it is hoped that such maps will prove useful in the discovery of general models 
and will allow insightful exploratory analyses. 

A second concern is with the statistical distribution of the counts themselves. A natural special stochastic model 
to employ is the Poisson. Yet the birth process has been found to relate to many socio-cconomic quantities, eg. diet, 
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lifestyle, weather, environment, weekday, holidays, age structure. Further the population of the province has varied 
around the Census Day values throughout 1986 and lastly the women's ages range betwcen 25 and 29. In summary it 
sccins necessary to employ a more ficxible model than the Poisson, a model able to handle omitted covarmates. The 
Poisson-lognormal will be employed in this work. As a skicline due to the presence of the standard devianon parame-
ter in the Poisson-lognorinal, there will be a borrowing of strength that takes place in combining the data values, 

3. LOCALLY-WEIG LITED ANALYSIS 
In the case of nonaggregate data, locally-weighted fitting is a convenient fashion by which to estimate smoothly 

varying quantities. Suppose one has a variate Y with probability distribution p (Y I 0) depending on the finite dinien-
sional parameter 0. Suppose one wishes an estimate of 0 particular to the location with coordinates ( ,y). Suppose 
the diuuin Yi  is available for location (x1  ,y). Let W1  (x ,y) be a weight dependent on the distance of (x1 ,y)  to (x ,y). 

Consider estimating 0 by maximizing the weighted loglikelihood 
W1(x,y)iogp(Y1I 0) 	 (1) 

or (often equivalently) by solving the system of estimating equations 
W1 (x,y)y(Y1 1 6 ) =0 	 (2) 

with 1i(Y I 0) =D log p/J0 ,the score function. 
To illustrate the technique consider an elementary case, specifically take Y to be nonnal with mean t and vari-

ance 2,  The locally weighted estimate of i results from minimizing 
W(x,y)iY1 _l.I] 2  

and is given by 
t (x ,y) = 	W1  (x ,y) Y1  I 	W1  (x ,y) 

an expression with intuitive appeal. It is to be noted that such formulas arc commonly used in computer graphics as 
interpolation procedures, see for example Franke (1982). 

Among references we may mention Gilchrist (1967) concerned with 'dicounting', Pelto er al. (1968), con-
cerned with least squares, Cleveland and Kleiner (1975), who suggested the use of moving midmeans and Stone 
(1977) focusing on regression. In the discussion of Stone's paper. I3rillinger (1977) suggested the form (2) for a gen-
eral distribution and justified it as a Bayes' rule. Cleveland and Dcvlin (1988) develop the least squares approach in 
real detail. Tibshirani and Ilastie (1987) develop an equi-weighted local likelihood estimation procedure. Staniswalis 
(1989) studies and implements the general p case. Advantages of the locally-weighted technique include: no 'hidden' 
model distribution assumption, the possibility of discerning nonaditivity, variants for resistance and influence, simple 
additivity of the observation component, and no matrix inversion (as, for example, kriging requires). 

4. CONSTRUCTION OF THE WEiGhTS 
The birth data of concern in this work is aggregate (or grouped) totals over census divisions. The procedure of 

the preceding section cannot therefore be employed directly. The problem is that of obtaining appropriate weights 
w1 (x ,y) evidencing the effect of the census division i on the location x ,y). Suppose I R1  I denotes the area of 
census division i . Then the naive weight function is 

w (x ,y) = l/j R i  I 	for (x ,y) in R 1  
and equal 0 otherwise. In this work functions of the essential form 

w 1  (x ,y) 	J W (x -u ,y -v )dudv 
	 (3) 

will be employed where W(.) is a kernel appropriate for the nonaggregate case as studied in Cleveland and Devliri 
(1988). The formula (3) may be motivated by consideration of the Poisson point process case. Estimates will be 
determined via the criteria (I) or (2) with W1  replaced by w1. 

The specific weights employed at r = (x ,y) are 

w1 (r)=exp(—(l—p)2 I I r—r 4 1 I 212t2) 	 (4) 

outside the ellipse (rp-F1)S'(r0 - r)'=d = 5.991 and equal 	I 	inside. 	Here 11iI 2 =x 2 +y 2 , 
p do/\I(r - F1)Si'(r - F j)' and 'c = .025, where F = E U1 and Si = var U1 with U1 a variate unifonnly distributed 
within R 1 . The logic is that the census divisions are approximated by ellipses with the same mean and variance-
covariance matrix. (The specific values were chosen after a bit of experimentation, in part to make the area in the ini-
tial ellipse about .95 of the division's.) 

Figure 4 displays the .50 and .99 contours of the w(x,y) plotted for several of the census divisions. The con-
tours are seen to follow the general shapes of the census divisions. 

Other weight functions constructed with similar problems in mind may be found in Tobler (1979) and Dyn and 
Wahba (1982). Advantages of the present approach, as listed for the nonaggregate case above include: the terms are 



additive and do not interact, no matrix inversion is needed, and resistance to outliers is easily built in. 
Cliff and Ord (1975) Section 5.1. discusses ineasurcs of the influence of counties on each other. The concern of 

this prescut paper is the influence of a 'county' on a point location. 

5. THE SIMPLE POISSON 

Throughout the analysis, the female population aged 25-29 and births to its members will be considered. Let 
= ,..., 18 index census division. Let N1 denote the census count of the women in the I -th division. (These are the 

counts for Census Day, 3 June 1986) Let B1 denote the total number of births to women aged 25-29 in the year 1986. 
Suppose that the probability distribution p () of Section 3 is that B1 is Poisson with mean Ni t. The parameter t 

is a birth rate. One logic for the Poisson assuniption ComcS from the idea that birthdays are random, see l3rillinger 
(1986). 

With the Poisson assumption, the locally weighted estimate of the birth rate at location (x ,y) is 

	

f(x,y)=w1x,y)B 1  1w1(x,y)N1 	 (5) 

'l'hcse values are computed for (x,y) on a 40 by 40 grid. The corresponding contour plot is given in Figure 5. The 
contours are seen to vary smoothly. This (smoothed) rate varies from .14 to .20, with the higher values in the upper 
half of the province and the lower centred around the most urban part of the province. 

6. THE POISSON WITH WEEKDAY EFFECTS 

While the focus of this paper is on spatial analysis, it is usefult to briefly take Some definite note of the temporal 
aspects that are present. It is common knowledge that birth rates vary with the day of the week due to medical inter-
veniioli, sec for example Miyaokoa (1989). The total number of births cannot therefore be reasonably expected o be 
a homogeneous Poisson. The following model seems worth considering. Let j be an indicator variable with j = I if 
the measurement is for a weekday and j = 2 if the measurement is for a weekend. Let Bij denote the corresponding 
number of births in census division i. Suppose that B1 is Poisson with mean N1exp(a-t-13). Pj  is the weekday effect 
and it will be assumed that 131 + 132 = 0 to make the model identifiable. If there is no weekday effect, then 13. 132 = 0. 
Now, via locally-weighted estimation as described in Sections 3 and 4, one can obtain estimates of a and 13 as func-tions of location. 

Figure 6 provides the estimate exp((x ,y )) obtained of the annual birth rate. It is interesting to note that, relative 
to (he constant Poisson model, the contours have expanded out from the urban area for the annual rate. Figure 7 pro-
vides the estimated weekday effect 1 (x,y). In its case there is bulge to the cast. The order of magnitude of the 1's is 
.0010 .10 while rr is order -2.0 to -1.6 

The just preceding analysis suggests that there are basic variables that can affect birth rates and that modelling 
and analysis needs to take this circumstance into account. 

7. TIlE POISSON-LOGNORMAL 
With a niulti-dimensional explanatory variable x i  in hand, a Poisson model that has B1 of mean Ni exp(x 1 Q 

might do a good job of explaining the data. Examples of explanatory variables include: diet, lifestyle, weather, 
environment, holidays, population change, age structure, vagaries of boundaries. In the present situation, these vari-
ables arc not at hand. The omitted variables in time model will be assumed specifically accumulated into an error vari-
able. It will be assumed that, given e, the variate B i  is Poisson with mean Ni .t expfe1)  and that ej is normal with 
rican C) and variance cy2. Here B is said to have a Poisson lognormal distribution. Some information on this distribu-

lion may be touiid in Shaban (1988). 
A ccntral difficulty, that arises in working with a Poisson- log normal model, is that closed expressions do not 

exist for the probabilty function. Yet it is clearly flexible for introducing effects and handling missing variables. Fol-
lowing the work of Bock and Liehernian (1970) and Pierce and Sands (1975) however, one can proceed via numerical 
integration. The probability function may be written 

= 	)Y exp(—ve °)(z )dz 

with 4 the standard normal density, with y corresponding to B and with V corresponding to Np.. The integral is 
approxiniated by a finite number of terms involving nodes and weights. 

Figuies 8 and 9 provides the result of fItting employing 61 nodes. Figure 8 again shows a dip around the urban 
region as in Figures 5 and 6. The irregularities suggest that perhaps the estimation procedure convcrgc4 to a local 
extiemutini. Figure 9 is not easily described. It suggests that the estimate is fairly variable. The estimate a is seen to 
be of order of magnitude .1 and so comparable to the weekday effect of Section 6. 

8. I)ISCUSSEON 

- 79 - 



Locally-wcighted analysis and random effect models appear to provide a flexible means of dealing with a broad 
class of problems involving geographic data. The random effect terms have two important roles: handling omitted 
effects and borrowing strength for improved estimates of the principal parameters. For the Poisson alone, naive totals 
are efficient, yet there exists extra-Poisson variability due to ommited variables in the present case. The approach is 
computer intensive, because of the numerical integration and the niaxiniuni likelihood estimation at many points on a 
grid, but proved quite niangeable on the Berkeley network of Sun 3/50's. 

Much future work remains including: tools for assessing fit, uncertainty computation, weight function choice 
(including choice oft in (4)), analyses for other age groups and provinces, and appropriate aSyniptotics. Some further 
results are provided in Brillinger (1990). 

Other recent papers devoted to the analysis of vital statistics rates are: Clayton and Kaldor (1987), Tsutakawa 
(1988) and Manton et at. (1989). These papers are not directed at the problem of obtaining a smooth surface, which 
is the concern of this work. 

After the analyses were completed it was learned that the birth counts were based on 1981 census divisions, 
while the population counts were based on 1986. The boundaries have not changed much, but this provides even more 
reason for \vanting a procedure that can handle extra-variation. 
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APPENDiX 

In lhis Appcndix a few computing details are provided. The census divisions and the province boundaries are 
specilic(I as polygons. To compute the weights Wj(X,) a routine was required to check whether a given point was 
inside a given polygon. To compute the mean and variance of a random point inside a given polygon, a procedure 
breaking the polygon up into triangles was required. Such routines are discussed in Preparata and Shamos (1985), 
The likelihood was maximized via the l-Iarwell FORTRAN routine va09a. For the parallel computations the 40 by 40 
grid was broken up into 20 disjoint segments. 

FIGURE LE(;ENDS 

Figrite I. Births for the 18 census divisions of Saskatchewan for the year 1986 to WOmen in the 25-29 age group and 
corresponding total numbers of women in that age group on June 3 of the year. (As discussed in the text, the 
final digits of counts have been rounded to the nearer of 2 and 7.) 

Figure 2. Annual birth rates for the 18 census divisions for women aged 25 to 29. 
Figure 3. The rates of Figure 2 displayed via intensity of hatching. 
Figwc 4. The weights, W (x ,y) applied in equations (1) or (2) computed via expression (4) for four of the census divi-

sions. They are not shown for all the divisions in the interests of clarity. 

Figure 5. Expression (5) graphed for the weights of (4) with !I j  the count of births in CCflSUS division i and Ni the 
corresponding population count of women aged 25-29. 

1-igure 6. The estimated birth rate assuming that the number of births, B , given the population at risk, N, is Poisson 
with mean N exp(a ± J with the pJus sign for weekdays and minus for weekends. Local weighted fitting is car-
ried out to obtain the estimate exp(a(x ,y )). 

Figure 7. Plot of the estimated weekday effect (x ,y) obtained as per Figure 6. 
Figure 8. A plot comparable to Figure 6, except that now a normal error tenn is added to the linear predictor. 
Figure 9. A plot comparable to rigure 7, except now (as in Figure 8) a normal error term has been added to the linear 

predictor. 
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ABSTRACT 
lii this pape, regiessitin models for parallel time series of count data arc considered. Iii particular, we exainimie 
the effects of ralidlom effects muiximig processes to model the variation in response between series, overolispeision 
wit.litii each SerieS, and time dependemit correlation. Estinating eopL1Ltiomis are employed to estiiiiat.e both tie 
IeLC5S1O ILL RIRI uvrilispeisioii pa ran Leters 

1. INTRODUCTION 

Regression models for count, data subject to overdispersiori have undergone Vigorous dcvc1o1niiemit iii recoitt. 
years (McCmillagh & Neidcr, 1983). Cox (1981) examninccl models with ovcrrhisl:)crsioii proportional to the 
variance of the observations, while Brcslow (1984), Morton (1987), Lawless (1987) and Dean & Lawless 
1989) comisidcrccl negative binomial type variance structnrcs whicli arise as a compound Poisson (Listni ml ion. 

The coinpoitiid Poissoii-iiormnal and Poisson-inverse-Gaussian cases have been considered by H imale (1982) 
and Dean et al (1989) respectively, while Brillimmger & Prcisler (1983) examined arbitram'v o'omiilmmuId Poisson 
dist.mibiitions. Nested rmidoin effects models for conuit data have been studied by Morton (1987) using quasi-
hikehiliom,mcl methods, and have been extended to the exponential family by Anderson & II jude (lOSS) em mmploviimg 
full hialihood methods and time EM algoritlun. Zcger et al (1988) considered it simmmilmu prublemmi, l,ti ivithm 
nimmioloul efFects associated wiLll nicasum-ed covamiates. Autocorelation has been incorporated hilm mmiodels for it 

single series of count data by Zcgcr (1988) and Zeger & Qaqisli (1088). 

Iii this paper we focus on regression models for parallel tune series of count data. Such data arise in time study 
of the efiects of aininent air pollution on daily hospital admission rates for respiratory illnesses (Bates and 
Sixto, 1987). Since a nmnmmbcr of hospitals are usually examined, several timmicscr ies of tim(- nuuIIl)er of daily 
admissions will be available for analysis. Since hios1dtal records are maintained lmistoric,.1ly for LLIuI.ILV yeats, 
we coimsimler estmiiitiomm procedires wInch arc applicable with long time series. A fill] hilcehihi,oal uippouehm 
to pauummnetei- estimation usually requires ntmnierica,l integration or assmunptiomms concern mug the nmm,p,nitude of 
time overdispersion (Zegem-  et at, 1988). For bug tune series, miummmel]cal integration can be commml>mmtmttiommahlv 
h;mrdemmson me. However, Zeger (1988) considered a single time series of counts mmd employed urn esti 11111 hug 
oouu mt.iomi approach to es ti mating both regression mmdl overdispersion parameters. No lii mmi tatiom us on tI me degree 
of overchspersion are needed and the method does not require the use of numerical integration. In this Iwper, 
we extend this method to the case of umsultiple time series. 

2. MODEL DEFINITION 
Let. )ji  denote tIme observation omi the t 	occasion from the i°' series ( t = 1, - . . , im 	1, . . . , N ) .Ahl.hmougli 
we will assumime that, tIme observations aie equally spaced in time, mitissing data (:alm he accomnimmomlated in 
the allillysis. Lct x,, be a (p x 1) vector of covariates with an associa ted vector of regression haraimmeLm'rs 

= (flu 	fir) . Further, let fi t  be a strictly positive randonm variable with unit expectation, and covanimimwe 
given by 

Cov( e, E1o+) = 0t, 	 (2.1) 

whieme 0 > 0 and 1pfl < 1 represents the lag e = 1, 2, . .. , k < max (ui ) autocormelation. Let il i  represent t lie 
rammolnmn effect for time z' series with unit expectation mid variance r > 0, indepemichent of f0 . F'olluving Zegor 
(1988), we nissimnie that time cumidlitional expectation and variance of the observations are defined by 

E ( yi , '1i, Eu ) = Var (Un 1 71i, f1) = ) u €0 -\,, 	 (2.2) 

ivhmcre A 'j  = exp (x7fl) The conditional covariance between any two observatiomis within the sartle series is 
assumed to be zero. The mean, variance and covariamice between two observations within tIme saute series, 
given ib, are then 

E (yii Iii) = qjAit 

Var(ymIiiu) = 	-F 07 1 ) 11 , audI 	 (2.3) 

Coy (y,, yi,m+(lmi,) 	0ptmf.X um  

- 85 - 



The n ii CI a all tiojial iiicaii , Valiance and (1)Va ilafleC arc givel I by 

E(y 11 ) = A, 

Var(y 11 ) = ), + ( r  + 	+ 1]) )i II and 	 (24) 
Cov(y,, Yi,+() = (r + [r + ljp) A,, 

The variimce-cova.r,ancc matrix for the th time series is 

Cov(Y 1 ) = Ai -f ARx)A 	V, 	 (2.5) 

wlicir Y1 = (y,i.. . . A I = thug (A l ,, ... ,A,,,), 0  = (, r,01 ,..., Pk) and 

It,(cl) = r.J, + 5(r + 1)1;. 	 (2.6) 

here, J, is ii (u, x n) matrix of ones and Qj is (ni x n ) correlation matrix with entries on tlic C' diagonal 
givcn by Pt. Our objective is to estimate the regression parameters /3 and the oVer(hiSpersion 1> anicteis ; 

3. PARAMETER ESTIMATION 

Since ho assumptions have been made concerning the distribution of the coiichitioiiai obseivatiui,s a I 
iliixiiig, ratidomn variables e it  and ij, a likelihood approach to estimation is not possible. However, since tle 
first two moments of the observations have been defined, estilmiating equations for repeated i,ica.siircs data 
univ be used (Liaiig & Zeger, 1986). 

Given a N 112  consistent estimate & of cr, the estunate 	of the regression vector 13 satisfies the estimating 
equation 

U(I&) = 	D,()"V'(, &) (, - A(Th) = o, 	 (3.1) 

wliu e D,(13) = 	= A;X, with .X, = (A , . . . , A,,, )' and X i  = ( x,1 ,...,x ,,, )'. The estimate i3 is 
deterituiuictl by an iterative procedure (Liang & Zeger, 1986). Givemi the current stii,iitte (h) 	iiII(l 
of , the updated cstiui,atc /3(4. £) S given by 

= (h) + 
H (i"),&') - I_J 	 (3.2) 

icre 

H = —E(0U/D/3) = 	D[V1 ' D 	 (3.3) 

Miiuueu,t estimates of 0 and p( are (Icternujuled by noting that 0 rcpresei,ts oveidisperion of the ol,sciviit ails 
within, a giveul series and pr represents the lag e autocorrelation. A consistent cstiiiiator (mz 	. 	) of the 
average Coil(hitioi,al variance 	Var(y,, i)i)/ni in the 1 1  series is 

1l 

= (Yii

- 	)2 
/n 	 (3.4) 

= exl)(X 7( 13) arid 

is a consistent estimator of mi,. It follows from (2.3) that a consistent estimator of 0, as N - 00, is given by 

2 	- N n. 	
A i 	- 	- lii it 

2 	
(3.6) 

I 	it 	I 

(j 
Aim estimumate for Pt  is obtaiuied by equating a. moment estimate of time lag C ;iutocorrclation to it 's expectation, 
given i,,, winch is derived ham (2.3), yielding 
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Pt = 
1=1 I=t+i 	

N 
	 (3.7) 

>12 >112 

for C 	1,, 	, k. The correlation pirmnoterq of an autogressive I)i'OCCSS are cstiiiittcd froiii the / hv the 
Yu1c Walker equa tioiis (Zeger, lOSS). For a first order autoregressive process, the correlation piriuneter is 
cst.miat.ed by the lag one autocorrelation 

Fi oil ly, a in ni nei it es Li in ate of r is obtained by equating LI ie I uoiueiit est illi ate of LI ic liii C( iii di t ion a! var i i ice 
to it s expectation, yielding 

+ =  

-') 

 

( 	>i 1=
N 

 1 1=1 

The estimation procedure is completed by updating estimates of 13, given by (3.2), and a, given I y (3.6) (3.5) 

until convergence. The estimated covariance matrix of /3 is Coy () = ii (/3, &) 	Note thiiit the covriiiice 
of j3 does not depend on the variance of a due to the independence of the unconditional ex1)ectatioli 	and 
the ovcrdispersion parameters a. 

Since only the first two moments of 71i or fi j  have been specified, estimates of the error iii & arc not, iii 
general, available. however, the focus of our analysis is I)II the regression har;uneters 3, with (Iverdislarsion 
treated as a nuisance factor. We suggest it sensitivity analysis on Coy (/3) with respect to the ft >iiii of a 
as a lucius of selecting an appropriate overdispersion model. For cxinup! e, setting i-  = 0 indicates that the 
l)ari!Iel series may be considered as a single aggregate time series. If p = 0, tlieim time observations will not 
display an autoregressive error structure. If T = p = 0 and 0 > 0, then the data represent a single series of 
tijicorreinted overdispersed eounts. Other approaches to detecting Overdis1)crSioli in (I single Series of couiits 
have been discussed by Dean et iii. (1989). 

4. ESTIMATION FOR LONG TIME SERIES 

In iiuii applications, long time series are obtained. Our methods require the repeated iliversiomi of t lie 
variaiice-covariauce matrix V 1  , which, for protracted series, can be couiputatioiially burdetisunme. We cir-
((iii went this probleimi by einphiyii ig a worki hg covarianee matrix wlnchi can be algebraically invert I w hei i 
estil101 ting 0 by (3.2). The dispersion matrix of the vector of regression parameter esti tiates is t Ion calculated 
using the actual covariance. This approach has been employed for a single series of counts by Zcget (lOSS). 
Consider first an approxintatiomi Vi to V i  which has the form 

= A,c,A, + rA.\f,  

where A, = diag {(' + (r  + 1 ) 	) h/2 ,.  . . , 	-I- 0(r  + 1 	) 1/2). Note that V 1  has time same diiguii;tl 
elements as V . Setting G i  = A, 1lA , it follows from time binomial inverse tlieorcni for matrices ( Ibm, 1973, 

. 33) that 

= G' [i - r)7G 	(i-h- rAG)], 	 (1.2) 

where G 	= 	 For an autoregressive autocorrela.tion structure, 1 . 	miiay be determiiiiied t'- 
plicitly (Zeger lOSS). The estimated covariance of time regression parameter esti nates eniployi ig the working 
covariance is given by 

	

Coy (J) = ü 	 1I 	 (4.3) 

- 	N 	- 
where II = 	DJ V D, This forin of the covariance does not require V to be inverted. 

For very long time series, much over 100 observations, we suggest all even simpler form for the working 
covariance. Setting a = 0 leads to a working covariance given by A;, whic!i is easily inverted. Further, siuce 
the estimate of 0 does not depend on a in this situation, joint iteration between the cstimiiates of 0 and u is 
not required. 

- 87 - 



5. DISCUSSiON 

Regression models for parallel time series of counts have been described. These models arise in studies of the 
health effects of ambient air pollution, currently undertaken within the Health Protection Branch liete, thu.' 
daily iiuiiiher of respiratory hospital adnussions for several hospitals is associated with daily levels of iont dent 
air i>ollution inowtorcd iii the proximity of each hospital. Three sources of overdispersion are cm sidered: 
betwccii hospital variation in aditussion rates; within hospital overdispersion; and time depeident c urelation. 

Oveidispersion is modeled by a rundoin effects mixing processes under the assuruptioli that given time ranilomn 
effects, the conditional expectation is ccival to time conditional variance. Since only the first two niomnents of 
time comiditiomuil observations are defined, estimating equation methods are used to esti nate both the regres-
sion mmd overdispersion parameters. Consistent estimates of time parameters are obtained and a consistent 
estiniate of the variance of time regression parameters is also derived. However, estimimates of the v;miimmce of 
the overdispersion parameters are not available due to the lack of further inforitmntion on the higher nmonments. 
Nonetheless, if the focus of the analysis is on the regression paramctcrs, and ovcrdispersiomm is considered as 
ii nisuice factor, then this ii nitation is not critical ii practice. 
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ABSTRACT 

A parameter-driven framework for defining generalized linear models for time series data is proposed. The 
time dependent structure of the cross-sectional parameters is specified through state space models. For this 
purpose, cross-sectionally consistent estimates of model parameters are utilized. A modification of the Kalman 
filter, in which the observation vector is suitably transformed, is used in defining the recursive equations for 
prediction and updating. Application of the proposed method to cross-classified categorical time series of 
counts is illustrated for the problem of predicting cancer mortality. 

KEY WORDS: State space models; Generalized linear models; Kalman filter. 

1. INTRODUCTION 

The problem of modelling and projecting cross-classified categorical time seri€s is quite common for purposes 
of planning and policy decisions. The data are generally in the form of a fairly long series of multi-way tables 
of counts based on a large number of observations collected at regular time intervals. For instance, the 
Canadian cancer mortality data series represent annual counts for each province cross-classified by cancer site, 
age and sex; see section 5 for an example. The mortality series are derived from administrative sources with a 
lag of approximately two years before the data are published. The problem of timeliness has been of major 
concern among users and researchers and clearly, it would be very useful to project such data series at least up 
to the current year before their publication. For this purpose, the underlying nature of the data could be 
considered stochastic (l3rillinger, 1986) in spite of their origin from administrative sources. It is then 
reasonable to assume that there is serial dependence in the series due to certain (known and unknown) common 
factors. If the data were normal then various familiar time series methods could be employed, see for example 
the well-known texts by Box and Jenkins (1970), Fuller (1976) and Harvey (1981). However, for non-normal such 
as Poisson data arising from cancer mortality counts, alternative time series methods should be considered. 

There exists considerable research work in analysing non-normal data collected over time. In particular, for 
repeated categorical outcomes, Koch, Landis, Freeman, Freeman, and Lehnen (1977) use generalized least 
squares to fit non-linear models in which time is deemed as another classifying factor. The work due to 
Stiratelli, Laird, and Ware (1984) describes a family of mixed models appropriate for repeated diehotomons 
responses in which certain assumptions are made about covariance structures. Zeger, Liang, and Self (1985), on 
the other hand, consider logistic regression models for repeated binary observations under a simple first order 
auto-regressive time dependence. Methods for modelling ordered categorical outcomes over time are 
considered by Strain, Wei, and Ware (1988) in which model parameters are assumed to be specific to each 
occasion or time point and are estimated by maximizing the occasion-specific likelihoods. The joint asymptotic 
normality of these occasion-specific estimates is used to characterize dependence among repeated 
observations. The work of Morton (1987) and Preisler (1989) deal with fitting generalized linear models with 
random effects nested within random day/time effects. The above papers, however, are not concerned with the 
problein of projection considered in this article. 

The time series approaches to non-normal data, can be classified into two types following Cox (1981), namely, 
observation driven and parameter driven models. Some methods belonging to the former type are due to 
Kalbfleiseh and Lawless (1984, 1985) and Kaufmann (1987) in which Markov models for regression (or transition 
probabilities) with categorical outcomes are considered; see also Zeger and Qaqish (1988) for a quasi-likelihood 
approach to Markov regression models for general time series. Another method was recently proposed by Smith 
and Brunsdon (1989) in which approximate normality is assumed after the multivariate additive-logistic 
transformation for multinomial data is effected and then ARMA models are employed. Some methods belonging 
to the latter type, i.e. parameter-driven models, are due to West, Harrison, and Migon (1985) with a Bayesian 
set up for dynamic extension of generalized linear models, Kitagawa (1987) for a non-normal state space 
approach in which non-normal densities at each step of the Kalman filter are numerically evaluated, Zeger 
(1988) with an estimating equation approach where auto-correlation is introduced via a random mixing process, 
and recently Harvey and Fernandes (1989) with a non-Bayesian state space modelling although conjugate priors 
are used to specify transition equations. 

The above time series methods for non-normal data were developed for univariate data or unidimensional data 
in the categorical case. While it may be possible to extend these methods to multivariate (or multidimensional) 
data, the resulting computational requirements seem quite complex. In this article, we propose a simpler 
alternative when both the number (mit) of observations at each time point and the total number (1) of time 
points are reasonably large. Even if T is not large, the estimates of model parameters remain consistent (for nt 
large) under fairly mild conditions. The proposed model is termed a state space generalized linear model 

A.C. Singh and G.R. Roberts, Social Survey Methods Division, Statistics Canada, Ottawa, Ontario, Canada 
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(SSGLM) in which the technique of Kalman filtering is modified to suit non-normal and non-linear modelling. 
The modified Kalman filter used in SSGLM is related to the generalized Kalman filter of Zehnwirth (1988) when 
the link function of SSGLM is identity. The condition nt large allows for "linearization" of the problem in 
order to employ the familiar state space linear model methods. This aspect is similar to the transformation 
idea of Smith and Brunsdon (1989). Also, having nt  large provides consistent cross-sectional parameter 
estimates which can be conveniently used to specify serial dependence among observations through the 
transition equation in the state space modelling. This aspect is somewhat related to the approach used in 
Stram, Wei, and Ware (1988). 

Some preliminaries including notation and motivation are first given in section 2. It is seen that the SSGLM 
formulation arises almost naturally for our problem. In section 3, the proposed method SSGLM is defined within 
a general set of assumptions similar to those in GLM. Some theoretical results are given in section 4 followed 
by an illustrative numerical example on projecting cancer mortality data series in section 5. Finally, section 6 
contains discussion and suggested directions for future work. 

2. PRELIMINARIES 

Let y 
t 
 denote the nt_vector  of observations at time 1;, t = 1,2 ... T. If the nt  observations are grouped or 

cross-classified according to some covariates into m domains or groups of interest, then y will also be used to 

denote the rn-vector of estimates, e.g. counts, proportions, or means. It will be assumed that the elements of 
the vector y t  for the ungrouped case are independent. However, for the grouped case, they could be dependent. 

In the following, both n and T will be assumed to be large. Symbols "_" and 'f' will be used to denote terms 

"distributed as" and "asymptotically distributed as" respectively. In the interest of a general framework, we 
shall work only with the second moment assumptions, i.e. distributions will be specified in the wide sense (WS) 
only. Suppose 

-. WS 	 ) 	 (2.1a) 

and 
= (j 	.... 	

- WS (ii.  a). 	 (2.1b) 

where Z is assumed to be nonsingular and may vary with 
it 

 Also, a will not, in general, be block diagonal due 

to serial dependence in the time series of vector observations y,  t=l, ... T. Note that if the n 1;  observations 

are not grouped, then E would be a diagonal matrix due to the assumed independence of observations. The 

problem of interest is to predict y for t>T. For this purpose, a suitable model for ji as a function of a 

parsimonious set of parameters B is required such that ii'S are as close as possible to y's. 

First we define certain notation and terms from Linear Models (LM), Generalized Linear Models (GLM), State 
Space Linear Models (SSLM), and Random Coefficient Regression (RCR) models. These will be useful in 
motivating the proposed method described in the next section. 

2.1 WLS (Weighted Least Squares) Method from LM Theory 

For the cross-section at time t, consider the linear predictor or the model Flit: Pt = Ft 2t, where 0 	 is a 

r - vector of fixed effects (rsm for the grouped data case), and Ft  is a known covariate (or incidence) matrix. 

Further assume that a 1  is constant i.e. does not vary with P t  and is approximately known for large n t . The opt-

imal estimate 5 of 0 in the Gauss-Markov sense given by the WLS method is obtained as a solution of 

F1; Et 
-1 	

- ! t) = 
	

(2.2a) 

which implies that 

	

a 	Ft) 	F 1;  Z 
1 	 (2.2b) 

The asymptotic distribution of i
t 
 up to terms of order n as nt.=  is obtained under a suitable CLT as 

N2t' F 1 Ft)1). (2.3) 

If Cov(yt)  is known only up to a constant multiple a 2  of Etp the optimal estimator (2.2b) does not change, but 

the covariance (2.3) is multiplied by the factor a2, the overdispersion parameter. 

2.2 IWLS (Iterative Weighted Least Squares) Method from GLM Theory 

We next consider the generalization of LM theory to GLM in which E is allowed to vary with Ut  in a known 

manner and p t  can be a non-linear monotone differentiable function of O t , termed the inverse-link function. 

The form of the variance-mean relation is motivated from an exponential family distribution which is analogous 
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to the assumption of constant variance motivated from normal distributions. Estimation of 9 for GLM can be 
carried out by the following method. 

Here as before consider t fixed. The linear predictor after transformation through the link function is specified 
by the model I-l2: = Ft 2t, where 0 is again a r - vector of fixed effects, Ft is a known matrix of 
covariates and 9  is the link function. Furthermore, the covariance matrix Et () of  Y t  is assumed to be a 
known function of p t . An asymptotically optimal (in the extended Gauss-Markov sense, McCullagh, 1983) 
estimate 6 C  of 0 is given by the solution of the following quasi-likelihood score equation (MeCullagh and 
Nelder, 1989, Ch. 9): 

Dt 	(V - 
	

0, 	 (2.4) 

where Z being a function of o t  depends on o t , and Dt  is the nxr matrix (dut/dot). For the grouped case, Dt 
would be a mr matrix. The equation (2.4) can be solved by IWLS based on the Newton-.Raphson procedure. For 
this purpose, first an adjusted dependent variable is defined for each iteration I, 1=1, 2 ... as follows. 

= 	(i-i) 
+ (dflt/dUt) 	Ut) I 	- 	(i-I) 	 (2.5) 

- 

where n t  = g(u), and 	is set equal toSome ad hoe modification to 
t  may be required if 	is not 

well defined. Now for each iteration I, a WLS estimate 0 	is 	obtained 	using 	the 	working 	model 
E (zr) = 41) 

= F4' along with the working covariance of 	given by 

= (t/dt) t(nt/dt) 	= 	 (2.6) 

The above process is repeated until convergence. Denoting by 	the converged solution, 	the corresponding 
variable from (2.5), and r the corresponding matrix from (2.6), we have as 

4 	N 	Dy'), 	 (2.7) 
and 

WS (fl t  I P09 (2.8) 

where (2.7) is valid under a suitable CLT. Note that the length of Z increases with n in the ungrouped case in 
which the asymptotic distribution in (2.8) should be interpreted in terms of all finite dimensional rnarginals of 

The above equations (2.7) and (2.8) are GLM analogues of (2.3) and (2.1) respectively in the sense that 

(Dt 	1 Dt) 4  = (Ft r t1 Ft) 4 . 	 (2.9) 
because 	 I 	 I 	

I 	 I 

Dt = (dut/det) = (dPt/dflt)(dflt/det) = (dM/d) Ft , 	(2.10a) 
and 

r1 = (dpt / dflt)(d 	/ dfl). 	 (2.10b) 

Moreover, the estimate 4 does not change in the presence of overdispersion parameter 2  i.e. when Cov(y t ) is 
() The asymptotic variance of 4 in (2.7), however, changes by a multiplicative factor of 

Whenever the observation y provides a consistent estimator of p t  (this, for example, would be the case if the 
observations were grouped into m cells), then an alternative one-step estimator 	can be used following the 

GSK methodology of Grizzle, Starmer, and Koch (1969). In other words, iteration is stopped after only one 
cycle and not continued until convergence. The estimator 	can be shown to be asymptotically equivalent to 

4 . However, the estimator 4 would be preferable from finite sample considerations since 	(40)) may be 
unstable due to presence of cells with possibly small number of observations. It may be of interest to note that 
when H2t  is a saturated model for grouped data case i.e. when r = m, then the two estimators 4 and 
coincide with each other and are equal to 40)  or F1g(yt). 
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2.3 F'WLS (Filtered Weighted Least Squares) method from SSLM theory 

We now consider the generalization of LM theory to SSLM (state space linear models) in order to allow for 
serial dependence. In SSLM (see e.g. Harvey, 1981, chapter 4, and Harvey, 1984), the serial dependence is 
introduced via randomly varying parameters 0, t=1, ..., T, which are connected by state space models. For 
the problem considered in this article in which both n and I are assumed to be large, it seems natural as well 
as convenient to attempt modelling 

t 
 contemporaneously for cross-sectional behaviour and then model the 

underlying parameters 0 temporally for longitudinal behaviour as in state space modelling, i.e. the model is 

specified by two equations. In this subsection, estimation methods for SSLM are briefly summarized. Unlike 
GLM, variance is not allowed to vary with mean, and only the identity link function is used. However, the 
method proposed in the next section generalizes SSLM in the same way as GLM extends LM in order to provide 
a suitable method for the problem described earlier in the introduction. 

Unlike the previous two subsections, we consider both cross-sectional and longitudinal data together, i.e., the 
time series of vector observations y,  k1, ... T. The vector yt,  as mentioned earlier, is either a nt-vector for 
ungrouped data or a rn-vector for the grouped case. Two equations are used for modelling in SSLM, see e.g. 
Zehnwirth (1988). 	First, for cross-sectional behaviour, the measurement equation is defined as 

= Ft 2t 4-  t' 	 (2.11) 

where Ft  is a known matrix of covariates, 0 is a r-vector of random parameters termed the state vector, and 

the distribution of random errors F up to second moments is 

WS(0,V), Cov(Et, Es'2t e) = 0 for t#s. 	 (2.12) 

The covariance matrix Vt  does not depend on 0 and is assumed to be known for every t. Next, for longitudinal 

behaviour, the transition equation is defined as 

= G t  0 	 + 	 (2.13a) 

where G is a known rxr transition matrix, and the errors 	are specified by 

- WS(0,W), Cov(t , 	) = 0, s/t, and 

Cov( , 	1e) = 0 for all s,t; Cov(t,e5) = 0 for t>s. 	 (2.13b) 

The covariance matrix W is also assumed to be known. It may be noted that the Markov-type assumption in the 
transition equation (2.13) is made for the purpose of recursive estimation and is not required for optimality 
considerations. 

The model defined by (2.11) and (2.13) is completely specified except for the distribution of the initial state 
vector O. 1-lere we shall not consider the usual initialization methods as described in Harvey (1981, Ch. 4) and 
Harvey and Peters (1984), which is then followed by the optimal estimation of parameters 
successively by the Kalman filter (KF). Instead, we shall first consider a reduced form of (2.11) and (2.13) into 
a single equation containing only one parameter vector 8-I-  and then a suitable method of estimating 0 T which 
will be needed for predicting y t  for t>T. This approach will be useful in relating SSLM to LM and GLM 
described earlier. 

Conditional on 0 T'  the model (2.11) and (2.13) can be written as a LM for y = (Yji ..., Yj) as in Harvey and 
Peters (1984). Writing 8,  ...' i-_i in terms of O-- and t 'S, we get 

= F - -0 	 + 
	 (2.14) 

where F 	is a known I*xr  matrix of fixed values (the order T*  will be ml for the grouped data case and n 1  + 
+ n-i- for ungrouped data), and T  is a new Txl error vector with mean zero and covariance matrix 	The 

matrix a1  can be completely specified in terms of the known matrices V, W, Ft  and  Gt. 	Note that the 

model (2.14) could have been written conditional on 0 at any particular point in time t=T. Now 0- 	can 	be 

estimated optimally using WLS as in LM by the expression 

*' -1 * -1 * 	-1 
= (FT 'T  FT) 	FT 0T 	' 	 (2.15) 

where L stands for the longitudinal data used in estimation. 
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The above expression involves inversion of Q 	 which would generally have a large dimension; therefore, 
computational difficulty could arise. One can, however, easily evaluate the above WLS estimate using a ICF 
with a flat prior for the initial state vector because the recursive estimates so obtained are I3LUPs (best linear 
unbiased predictors) or MMSLUEs (minimum mean square linear unbiased estimates); see Harvey (1981, p.  105) 
and Zehnwirth (1988). A suitable modification to the distribution of the initial state vector will be required if 
some of the elements in the initial state are stationary, see Harvey and Peters (1984). The recursive algorithm 
for KF which provides BLUP 6 	 of 0 given yi, ..' 	and the updated predictor 4 given y 1 , 	for 
every t2, is given by 	 - 	 - 

=G 4- 	 (2,16a) 

	

4 = 	iti + K(y 	- Ft 	it-1' 

Kt = Atit i F (Ft AtitiFt + 
(2.16c) 

= GtAt 1  Gt + Wt , 	 (2.16d) 

At = (I - KtFt) At1ti , 
	 (2.16e) 

where At 	is the unconditional error covariance matrix of 	i.e. its MSE, and At = At 	i.e. the MSE of 

4 . It can be seen that the values of 4 and A 1  for starting off the KF (2.16) are 4 and (F 1  V 1  Fi') 
respectively where 4 is the cross-sectional WLS estimate (2.2) for fixed 8 1  with i replaced by V 1 . The matrix 

is the Kalman gain at time t. The above algorithm also gives recursively the wide sense distributions of 

(4 - 	t=1, ... Tin the process of computing 4. That is for t=1, ... T. 

4 - 	- WS(0, At). 	 (2.17) 

In analogy with the IWLS method used for calculating 4 for GLM, the above method of computing 4 for SSLM 
by WLS via Kalman filtering will be referred to in this article as the FWLS method, in order to highlight its 
relationship with the usual WLS method for LM. 

The Kalman filter, in addition to providing various FILLiPs, also gives a simple method of calculating error sum 
of squares for the model (2.14) or (2.11) and (2.13) by means of the one-step ahead prediction residuals 

- 	-i and their MSEs. It follows from the equivalence result (B.2) proved in Harvey and Peters (1984) 
that for any given t=, 

' 	L) 	n' 	
*1 	L ) 	I 	 - p - (y-F 	6 ( - F 	o 	- 	T 	-T = t=1 	(t - tti)Bti 	- 	it-1' 	(2.18) 

where for t2, 

it_i = Ft 	it-1' Bt1t  i = Ft At1t 1 It + Vt 	 (2.19) 

and and B 110  are set equal to F1 4 and V 1  respectively. The above result is analogous to the 
equivalence of SSE from the usual least squares for LM and the sum of squares of one-step ahead prediction 
residuals obtained from the recursive least squares method. 

Finally, it can be easily seen from (2.16) that if the model covariance matrices V and W are only specified up 
to a multiplicative overdispersion parameter a 2 , the estimates 6 and 4 do not change except for the 
multiplicative adjustment in their MSE by a factor of a 2. 

In the next section, we propose SSGLM - state space generalized linear models as an extension of SSLM. Notice 
that in the GLM extension to LM, the model was linearized by transforming from y to Z via IWLS. Thus, it is 
natural to define SSGLM by applying SSLM on the transformed series JZ t J i.e. the FWLS algorithm is 
administered on jz}.  In other words, both filtering and iterative steps are required in order to obtain WLS 
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estimates in SSGLM. This leads to the algorithm F[WLS for the proposed method. it may be noted that this 
algorithm is somewhat similar to the IWFLS (Iteratively Weighted and Filtered Least Squares) algorithm of 
Zeger (1998) which was introduced for a different purpose and does not use the recursive Kalman filter. In 
using FIWLS, we first need to specify the error covariance matrices Vt(Pt(et)) and W. For large n, the matrix 

Vt can be reasonally well approximated by Vt(Pt()) where 5 C  is a consistent estimate of e t  similar to the one 

given in (2.7). As regards W, if we can assume that it is time-invariant i.e. W t = W, then for T large a consistent 

estimate can be constructed by using a method parallel to the one employed in RCR models of Swamy (1970). 
This is described in the following subsection. 

2.4 Specification of the covarianee matrix W under the time-invariance assumption 

A consistent estimate W can be defined under the assumption W = W when nt  and T both are large. 	In 
regression models with random coefficients proposed in econometrics for cross-sectional data, Swamy (1970) 
used least squares regression estimates 5 i 's from several groups (or clusters) to estimate variance of the 
random regression component ; see also Pfeffermann and Nathan (1981). Although the problem of prediction 
in time series is quite different from the problem of estimating the underlying a (or some function of i3. 's), the 

consistent cross-sectional estimates {, t=1, ... T} can be used in a similar manner to estimate W. In Swamy's 
(1970) method, a bias corrected variance estimate is obtained. The unbiasedness property in our framework 
would correspond to asymptotic unbiasedness for n large. The estimate 14 can be defined as follows. 

For t2, let 
= ic - G 0 	 (2.20a) 

= (T-1) 1 	E[(a - 	) ( 	- 	 (2.20b) 

R2  = (T-11 it=2 	It (a - 	 (2.20c) 

and define two estimators W and W given by 

= (T1)1=2 
tt' w = W - R 1 -R 2-R. 	 (2.20d) 

We have 	 E(W) = 14 + R 1 +R2+R, E(W) = W 	 (2.21) 

Therefore, bias in 14 is given by R 1 -i-R 2+R. Notice that the term R 2  is not zero because E(t let, 	is not, 

in general, equal to 	The bias corrected estimate 14 of (2.20d) with suitable estimates of R 1  'S is analogous to 

Swamy's (1970) variance estimate. However, the bias term R 1 +R 2+R would be negligible for large n t  when the 

mean and covariance of a conditional on (er ,  eti) coincide in limit with those of the asymptotic distribution. 

The necessary regularity conditions for this to hold will be assumed in this article and therefore 14 would be 

(approximately) unbiased. Thus, for large n, we can omit bias correction and use only 14 to estimate W. It may 

be noted that the estimate 14, unlike 14, is always non-negative definite which is, of course, desirable in practice. 

However unless T is large, 14 will not be consistent for W. It will be seen later in section 4 that this kind of 
misspecification of W when I is not large, does not affect the consistency of parameters estimates of the 
SSGLM predictor under fairly mild conditions. 

3. THE PROPOSED METHOD - SSGLM 

3.1 Definition The state space generalized linear model (SSCLM) can be defined in terms of the following two 
equations. 

(i) Cross-sectional Behaviour: For each t1 ..... T, 

= 	+ t' 	
(3.1a) 

= () = Ft 2t, (3.1b) 

where £tlItWS(0,Vt(iit)), Cov(c, st's = 0 
for t#s, and g is a monotone differentiable link 

function. 
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(ii) Longitudinal Behaviour: For t=2, ..., 1, 

2t = G 
t 2 t - 1 +  4 , 	 (3.2) 

where Ft 	WS(O , Wt) along with the usual conditions as given earlier by (2.14). 

The two main differences between this formulation and that of SSLM given by (2.11) and (2.13) are that the 
covariance matrix Vt depends on the mean vector v and hence on the state vector O t , and that the link 
function is not necessarily the identity. In fitting SSGLM to time series data, it will generally be assumed that 
both n and I are large. The choice of the design matrices Ft's can be guided by cross-sectional analyses 
and that of the Gt's by analysing the temporal pattern in the series of cross-sectional estimates {e}. 	The 
covariance matrix W, if not known apriori, could be estimated by W under the assumption of time-invariance 
as described in the subsection 2.4. It should also be noted that the above formulation could be obviously 
extended to allow for the overdispersion parameter 02 as was the case with SSLM discussed earlier in sub-
section 2.3. For fitting SSGLM, we propose the following algorithm for estimation of model parameters. 

3.2 Estimation Algorithm - FIWLS 

The filtered and iterative weighted least squares (FIWLS) algorithm for estimating (or predicting) 
0 	consists of two stages, each requring a series of iterative steps. 	 1  

Stage I: Linearization for state space formulation 

First transform y to Z for each t=l, ..., I as in (2.5). Now for n 	 large, an approximate SSLM 
framework for {z} series can be defined as 

= It 2t + 	 (3.3a) 

= G pt-i + t' 	 (3.3b) 

where 	 WS(O, U(e)), ct 	WS(O ,W), 	 (3.4a) 

Ut(e) = (dtit/du) Vt(Pt)(dflt/d)'i 	
- 	

(3.4b) 

- 

The error vectors 6 	satisfy the usual conditions given earlier for the definition of SSLM in the 
subsection 2.3. 	- 

Stage 11: Kalman Filtering for obtaining 0L 
T 

The BLUP 0 1j (only approximate in view of the linearization in stage I) of 	based on z 1 , ..., 	 can be 
computed in the same way as 4 was obtained from the KF given in (2.16). The appropriate modifications of 
(2.16) are obtained by replacing 	Vt and At 1ti by 	Ut ,  and C 11  respectively. The KF Is started 
off by 4 and C 1  where 4 is the cross-sectional WLS estimate 4 as in (2.7) for fixed O when U 1  is substituted 
for E l

, 
and C 1  is (F 1  UI' F 1 1 . As mentioned earlier in the introduction the GI{F (Generalized Kalman 

Filter) proposed by Zehnwirth (1988) for state-dependent observation variance and identity link function is 
related to the above [(F for the model defined by (3.3) and (3.4) in the sense that Zehnwirth uses 
U(= E0 Ut(ot)) and not Ut(e) in defining [(F. ''his essentially amounts to approximatingil by the expression 
insidethe expection. U would generally be computationafly intractable for non-linear link function g. 
however, if U were available, it should be preferable in the interest of optimality. We can also calculate the 
error sum of squares for the model (3.3), analogous to the expression (2.18), as a by-product of Kairnan filtering 
as follows: 

SSE -' P  = 	
= 	t - 	 tit-1 	- 	 it-i' 	 (3.5) 

where ~ 110 and D , io  are defined as F1 4 and U 1 (4) respectively and Dt1ti as in (2.18) with A 
replaced by C and V by U. From SSE, an estimate of the overdispersion parameter 02 can be obtained as 
SSE/DF where DF denotes the appropriate degrees of freedom. After fitting the model, we next consider some 
methods for model checking. 
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3.3 Diagnostics 

Let the data be available up to time T-i-T'. Suppose data for the first I (chosen arbit-rarily) points are used 
for model fitting. We shall refer to diagnostics based on these points as "within sample" and those based on 
time points 1+1,..., 1+1' as "post sample". The following tools can be used for checking fit of the model, 
see e.g. Harvey (1984), Harvey and Durbin (1986), and Harvey and Fernandes (1989). 

3.3.1 Within Sample Diagnostics 

Let r1t  denote the standardized one-step ahead prediction residual corresponding to the ith element of 
vector Z at time t. These residuals for each I, can be plotted against time and against Ztitl 	and 
examined for randomness. 

Check whether the sample variance of the residuals {r1t:  t=2, ..., i} for each 1 is close to one. A 
value greater than one indicates overdispersion relative to the model being fitted (Harvey and Fernandes, 
1989). 

Following Harvey (1984), first a naive model is chosen as a yardstick which is defined by 

g() = 	+ a + 	 WS(O, a 2 1), 	 (3.6) 

where g is the link function defined by (3.1b) and a is a constant drift parameter. Next, the root mean square 
of the one-step ahead prediction errors within sample for grouped data case is computed as 

RMSEW0 = 
	t-2't - 	it_1) 	- 	t_i)f(m(T_1)_k 0 )1 	 (3.7) 

where 	is 	'(( 1 ) + ), 9 denotes the average of the first differences of g(y)'s 1  and k0  denotes 
the length of B in the model (3.6). Similarly, for the model of interest defined by (3.3) and (3.4), we compute 

I 
RMSEW1 = 

	t=2!t - 	t-1 ( 	- 	t i)1(m(T-1) - k 1 )1, 	 (3.8) 

where k 1  is the number of fixed parameters estimated in order to apply the linear predictor. For the 
ungrouped data case, the denominators in (3.7) and (3.8) are suitably modified. If RMSEW 1  is more than 
RMSEW 0 , then clearly the model is not worth pursuing. 

3.3.2 Post-sample Diagnostics 

Post-sample predictive tests for the grouped data ease can be defined. See the next section for their 
asymptotic justification when n and T are large. With t-step ahead predictions Z 	

IT' 
 defined below 

in the subsection 3.4, a chi-square test for lack of fit of the model is given by rejecting for large values of 
(referred to a X distribution) where for =l, 2, ..., I 

= (+ - T+iT 	TlT 	T+t - 	+TIT 	
(3.9) 

Cross-validation errors can be computed for both the naive model and the model of interest and examined 
for the extent of improvement. For i-step ahead predictions, cross-validation errors for the grouped data 
case can be defined by the root mean square of T-step ahead prediction errors for the post-sample as 

T'-i 
RMSEP0 (t) = 	( i++ - 	+t+jiI+j 	I++j - 	 (3.10) 

j =0 

where are predictions for the naive model. Similarly, RMSEP 1 (t) for the model of interest can be 
defined using the untransformed vectors y t  and their predictors. The denominator in (3.10) in the case of 
ungrouped data can be modified in an obvious manner. 

3.4 Prediction and Smoothing 
Predictions for the post sample period are needed for diagnostic purposes and if the model is deemed adequate, 
then predictions for future observations and their associated MSE's (mean square error) would generally be 
required. For this purpose, the updating equations of the KF are simply bypassed, and the BLUP of 8, t 
periods ahead, is first obtained recursively as 

= G 	+i-1IT' 	 (3.11) 
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and its MSE as 	CT+11 T = GT+  CT+l IT GP- i +  W 	 (3.12)TIT

Note that for predicting at t>T+T', all the data up to T+T' time points should be used by refitting the model. 
Now, the predictor of 	is obtained as 

.J+TlI = F1I 	+iIT ' 	 (3.13) 

and the corresponding MSE is 

DT+I T = FT 	C 	F 	+ U 	 (3.14) +1 T+tlT T+t 	T+i 

Here U 1 	can be evaluated at 8 	IT' the i-step ahead predictor of 	whenever 	is not available. 

For the untransformed y t , the 'T+lT is obtained as g(z 	and the MSEfor y 	 is 

approximately given by (dt/dr4) T+ IT (dt/d)'. 

The smoothed predictors of 8 or Y t for any point t<T given all the observations y1, 
..., 	 can be carried 

out using the algorithm given in Harvey (1981, P.  115) or a fast algorithm due to Kohn and Ansley (1989). 

4. SOME ThEORETICAL RESULTS 

Suppose n is large for each t so that Ut(e) 'S do provide approximate covariance matrices for 
conditional on at's.  The covariance matrix W 	 is assumed known for propositions 4.1 and 4.2. In proposition 
4.3, however, we investigate the effect of misspecified W on the estimates of 0 when I 	is not large i.e. 
when W is unstable. The following proposition establishes the asymptotic distribution of X defined earlier by 
(3.10). 

Proposition 4.1 Suppose the data are grouped into rn-vectors y S which for large n, 	are 	asymptotically 
normal under a suitable CLT. Then 

(4.1) 
To see this, observe that 

- t -t - m ' t 

it_i - Ft 2t 	N(O, Ft Ct1t 1  Ft) 

Thus under our model assumptions, since z and Z 	are uncorrelated given o t
, 

we get 

N(O Dt1ti), 

where 0tt_1 is Ft Ct t_i F + U t (e). The result (4.1) then follows immediately. 

Now consider the grouped data situation in which the measurement equation represents a saturated model for 
i.e. the vector 0 contains rn-parameters. Cross-sectionally, the optimal predictor of y t  is yt 	itself. 

Longitudinally, one could also show that by allowing for nonrandom drift parameters in the transition equation, 
is y t  itself. Also 	(or ~ It-1)  is equal to z(or 	which implies that SSE is zero. This is 

given by the next proposition. 

Proposition 4.2 For the grouped case, let 2t represent parameters in the saturated model for cross-sectional 
behaviour and !t  represent unknown but nonrandom time varying drift parameters in modelling the 
longitudinal behaviour i.e. the transition equation is given by, for t2, 

= Gt oti + I t + 
	 (4.2) 

Then 	
= 	 (4.3a) 

and 	 tt-i ( !t )  = t. 	 (4.3b) 
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To prove this, notice that the reduced form (2.14) will now be modified to contain parameters 	 XT along 

with 6.. Then the number of parameters is the same as the number of z's, i.e. ml. Hence the result (4.3a) 

follows because y is F'(zt)  for the saturated model. To derive (4.3b), first note that for given !t'Sp 

is Ft Gt °i + Ft it, By substituting estimates of i t  obtained by minimizing SSE of (3.5) up to time t, 	it 

can be seen thatt_i  is 
 t 

 and hence (4.3b) follows. 

Next consider the situation when the unknown W = W but I is not large. In this case W will not be a good 
specification for W because it is unlikely to be in the proximity of W. 	Although the BLUP property of 

estimates will no longer hold, the next proposition shows that the estimatesand 	 continue to be 

consistent for large n. This property of robust inference about e t  is similar to the one obtained by Zeger 
(1988) for regression models for time series of counts. 

Proposition 4.3 Assume that the mean function is correctly specified in terms of Ft  and  Gt,  but W 	may be 

misspeeified by W when I is not large. Then, for large n and for t2,the 	asymptotic 	means 	of 	the t 	 * 	 * 
distributions of 2t it-i - 	and It,t - 	remain the same, i.e. zero, but their MSEs change to C 

it-i 
 and C 

respectively where, for t2, 

* 	* 
C 1 	G C1 G + 

	
(4.4) 

C 	( 1 KtFt) ctti(ti C11 	t-i + Ft U 'Ft) ctti(1KtFt) 	' 

* 
and "" indicates that W is substituted for W. In (4.4) above, for t=1, C 1  is the same as C 1  defined earlier 

by (F 1  U 1  F 1 1 . 

The proof of the above proposition can be seen as follows. Following Zehnwirth (1988), the estimator 2tcan 

be expressed as a linear combination of 
tt_i  and the estimator 	or (FtU '  Ft1 1  Ft U 1 	i.e. 

= (I - A) 	
t_i + 
	

(4.6) 

where 

A = (I - KtFt) C11 Ft c' Ft. 	 (4.7) 

and A corresponds to i\ when W is substituted for W. As 	the consistency of e now follows easily by 

induction starting with t=2, 3, ... and so on. To obtain the expression (4.4) for C, write another equivalent 
expression for (4.6) as 

= 	1t-1 + 	- Ft 	t-i 
	

(4.8a) 

= (I - KtFt) Ctti( 	ti 	t-i + F Ut '  zt) , 	 (4.8b) 

because of the identity 

' - (I - K 
t  F  t  ) Ctit_i  F 	

1 U 	= Kt 
(4.9) 

The desired results (4.4) and (4.5) follow immediately from (4.8b). It may be noted that when W = W, then in 
view of (4.9), Ct  of(4.5) reduces approximately to C or (I_KtFt)  C 11  as expected. 

5. APPLICATION TO CANCER MORTALITY SERIES OF COUNTS 

For the purpose of illustrating SSGLM, the data on annual lung cancer mortality counts for Ontario for the 
years 1970-1987 cross-classified by sex and age was analysed. Five age groups were considered: 1 a 0-44, 
2 a 45-54, 3 a 55-64, 4 65-74 and 5 a 75+. The ten time series of counts are shown in Figures 1 and 2 
classified by male and female. We used data for 1970-85 (i.e. 16 time points) to fit the model and the data for 
the next two time points (1986, 1987) for post-sample diagnostics. 

For fitting SSGLM, we first need to specify the cross-sectional behaviour at time t. There are ten groups i.e. 
m=10. For the ith group, the count y it, for each I is assumed to follow a Poisson-motivated wide sense 
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distribution with meanu. equal to 	 where 	is the known population size. A log-linear model forit 
the rates (x1,  1=1, ..., Io} was considered. A row-effects model for ordinal data where row and column 
refer to sex and age respectively (Agresti, 1984, p. 84) gave a reasonable fit cross-sectionally for almost all 
time points. Therefore, the cross-sectional model with suitable scores for age categories was chosen as 

log x 1 	f 1  e, 14, 2, ..., 10 	 (5.1a) 

where 
C' 

1 

f i  2 

= 

to 

1 1 1 0 0 0 -2 

1 1 0 1 0 0 -1 

110010 0 

110001 1 

110000 2 

101000 0 

101000 0 

100010 0 

100001 0 

100000 0 

(5.lb) 

There is a total of seven effects 01, 	•••
1 a 7 P

one for constant, one for sex, four for age, and one for age- 

sex interaction. Note that the incidence matrix Ft  is time-invariant in this case. 	The covariance matrix 

Ut(et) is evaluated at the estimate 	as 

Ut(e) = diag (8C) 	 (5.2) 

The form of (5.2) is easily obtained using the Poisson variance-mean relation and the log link function. 

	

-c 	-c 	-c 
Next for specifying the longitudinal behaviour rn SSGLM, the plots of 	and 	- 8ft-1 against time were

it  

examined for each 1=1 .....10; see figures 3 and 4. The first difference series of 0 	 appeared 	fairly
it  

random around zero mean except for a slight drift in 0 	 series. One could regress 0 	on 0 	for each I
it 

and check for randomness in the residuals instead of the first differences. However, for the sake of illustration 
and simplicity, a random walk with no drift model was chosen to represent the transition equation, i.e. 

= pt-i + 	 (5.3) 

Thus, the transition matrix Gt  was also assumed to be time invariant and set equal to I. The covariance of 
was estimated by 

ci = 	t=2t - 	 - 	 (5.4) 

Alter having specified SSGLM, the model was fitted using the FIWLS algorithm given earlier in subsection 3.2. 
The sample standard deviations of standardized one-step ahead residuals r1t's,  1=1, ..., 10 are given in Table 1. 

Table 1: Estimated Standard Deviations of Standardized One-step Ahead Prediction Residuals 

1 	2 	3 	4 	5 	6 	7 	8 	9 	10 

.76 	.86 	.70 	.99 	.50 	.88 	.69 	.68 	.99 	.72 

There is no indication of overdispersion because all SD(r1t)'s  are below one. A plot of rj's 	against time 

showed no indication of misspeeification. Post-sample predictive tests for one-step and two-step ahead 

projections were carried out for the last two years 1986 and 1987. The X values were obtained as 

= 9.40 	, 	= 1.14 , 	 (5.5) 

i which when referred to a x 210 distribution were clearly nsignificant. The SSE was computed as 167.5 with an 

estimate of the overdispersion parameter a as 1.046. Again there seemed no indication of overdispersion. The 
RMSEW 1 , RMSEP 1 (l) and RMSEP 1 (2) were obtained respectively as 31.1, 28.1, and 17.6. The corresponding 
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values for the naive model were 84.7, 26.4 and 56.1. The SSGLM seems to give a considerable improvement 
over the naive model. It may be noted that in computing RMSEP(1), only predictions for one time point (1986) 
were made using data up to 1985. 

Figures 5 and 6 show sample plots of actual, cross-sectionally fitted, one-step ahead predicted (two-step for the 
last point), and filtered (or updated) counts for male in the age group 65-74 and female in the age group 55-64 
respectively. Table 2 gives a summary of predicted counts as well as actual counts over all the 10 groups for 
1986 and 1987. The values of RMSE for predicted counts are given in the parentheses. These are not likely to 
be stable because I is not large in the example under consideration. 

Table 2: Predicted counts (P) vs. Actual Counts (A) for Lung Cancer Mortality in Ontario 

AgeGroup: 1 2 
Male 

3 4 5 1 2 
Female 
3 	4 5 

1986 	P: 58 246 818 1114 799 46 143 370 424 317 
(14) (36) (64) (74) (57) (14) (20) (42) (53) (55) 

A: 51 242 851 1050 775 38 150 329 435 304 

1987 	P: 59 250 823 1155 833 47 146 371 441 329 
(18) (48) (83) (99) (74) (18) (25) (55) (74) (76) 

A: 56 256 810 1110 835 50 164 383 422 334 

6. DISCUSSION 

It is shown that if the number of time points and the number of observations at each time point are fairly large, 
then a nonstationary and non-normal time series data under possibly non-linear models can be suitably 
transformed for application of state space linear modelling techniques. 	The consistent cross-sectional 

} can be used to specify approximately the eovariance matrix W 	of the transition parameter estimates {e  
equation when I is large and W is assumed time-invariant. It may be noted that if the transition matrix Gt 

involves some unknown parameters, they can also be estimated consistently by using Zellner's (1962) two-step 
Aitken estimator introduced in the context of seemingly unrelated regression equations. It is also shown that 
when T is not large, inferences about 0

t  remain robust to misspecification of W provided the mean function 
is correctly specified. 

As the Kalman filter approach (Harvey, 1984) can routinely handle missing data problems when observations are 
assumed to be equi-spaced, the proposed method SSGLM can also be applied to these situations. There are 
certain directions, however, in which extensions of SSGLM could be investigated. For instance, inclusion of 
seasonal effects for monthly or quarterly series as well as intervention effects in the transition equation for 
SSGLM would be desirable. The present SSGLM framework can be modified to include nonstoehastie seasonal or 
intervention effects. However, the case of stochastic effects needs further investigation. Also for time series 
arising from complex surveys, it would be important to investigate the impact of complex designs on the 
inference about model parameters analogous to Rao and Scott (1984) adjustments for cross-sectional data 
analysis. In the case of panel surveys, there is the additional problem of correlated survey errors in the 
measurement equation due to overlapping units between successive time points as considered by Binder and 
Dick (1989) and Pfeffermarin (1989) for ARMA modelling of survey errors in the context of state space linear 
models. 
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ALTERNATIVE APPROACHES TO THE ANALYSIS OF TIME SERIES COMPONENTS 
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ABSTRACT 

In the time series literature of recent years one finds different approaches to the analysis of time series rostulated to follow some type of component structure. There are alternatives to the now familiar ARIMA 
autoregressive— integrated—moving average) modeling approach, perhaps the most popular being the 

'structural modeling" approach of Harvey and others, which uses an explicit components structure. Despite 
the considerable research on these models, remarkably little work has appeared comparing results from the 
alternative approaches. Questions arise regarding the comparative fit of alternative models, and the effect of 
model choice on applications such as model—based seasonal adjustment and use of time series methods in 
repeated survey estimation. As these are empirical questions, we attempt to address them here through 
comparing results from applying such alternative models to some Census Bureau time series. 

KEY WORDS: ARIMA Model; Components Model; AIC; Seasonal Adjustment; Repeated Survey 
Estimation. 

1. INTRODUCTION 

The analysis of the components of time series has a long history (discussed in Nerlove, Grether, and Carvalho 
1979), going back to work in astronomy, meteorology, and economics in the 17th through 19th centuries, and 
to early seasonal analysis by Buys—Ballot (1847). Empirical methods of seasonal adjustment were developed 
in the early part of this century leading utlimately to the development of the well—known X-11 method in 
1967. As discussed in Bell and Hillmer (1984), these methods were developed in advance of adequate seasonal 
time series models, which have only become widely available and computationally feasible in the last 20 years 
or so. 

This well—establi.shed interest in time series components has had important influences on time series 
modeling; in particular, it has led to two rather different approaches to modeling and model—based seasonal 
adjustment. For the autoregressive—integrated—moving average (ARIMA) models (Box and Jenkins 1976), 
several approaches to seasonal adjustment have been developed. The most successful of these, in our view, is 
the "canonical" approach of Burman (1980) and Ililimer and Tiao (1982). In contrast, a "component 
modeling" approach has developed that uses simple ARIMA models for seasonal, trend, irregular, etc. 
components. This approach is exemplified in the work of Akaike (1980), Gersch and Kitagawa (1983) and 
Kitagawa and Gersch (1984), and harvey and Todd (1983) and Harvey (1085), Nerlove, Grether, and 
Carvalho (1979) suggested a somewhat different approach that appears not to have caught on, possibly 
because their ARIMA component models are too flexible to even assure that the model structure is identified 
(Hotta 1989), and because their treatment of nonstationarity (by polynomial detrendirig) is now viewed as 
inadequate. 

While there has been considerable developmental work on both modeling appproaches, there is surprisingly 
little literature comparing results for the two different approaches. harvey and Todd (1983) compared the 
forecast performance of their "basic structural model" (BSM) with that of ARIMA models fitted by Prothero 
and Wahhis (1976) to six quarterly macroeconomic time series. Their results were rather inconclusive, also 
some of the ARIMA models used were of unusual form, featuring long lags in the seasonal operators. (In 
fairness, Prothero and \Vallis' (1976) work was in the early stages of development of seasonal ARIItIA 
modeling, before such refinements as exact maximum likelihood and outlier treatment were readily available.) 
Expanding the BSM, Flarvey (1985) developed components models to explain cyclical behavior (with 
nonseasonal series) and gave some discussion of their relation to ARIMA models. Maravall (1985) observed 
that the BSM could yield an overall model close to Box and Jenkins (1976) popular ARIMA ( 0 ,l, 1 )(0 , 1 , 1 )12 
"airline model," by showing that autocorrelations for the differenced series could be similar for the two 
models (depending on parameter values). This raised the important possibility that the BSM and certain 
ARIMA models could be about the same for some series. Carlin and Dempster (1089), in a detailed analysis 
of two series, found only small differences between canonical ARIMA seasonal adjustments and those from a 
fractionally—integrated—moving average (FRIMA) components model, and more major differences when 
comparing the FRIMA adjustment with the X-11 adjustment used in practice for another series. 

W. R. Bell, Statistical Research Division, U. S. Bureau of the Census, Washington, D.C. 20233, U.S.A., 
M. C. Pugh, Department of Biostatistics, Harvard School of Public health, 677 Iluntington Avenue, Boston, 
MA 02115, U.S.A. 
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The literature seems to leave two important questions unanswered, namely: (1) do ARIMA or components 
models provide a better fit to actual data or can available data even discriminate between them, and (2) how 
different are the results from ARIMA and components models in practical applications? The former question 
is one of statistical significance, the latter one of practical significance. Both questions are largely empirical, 
and an empirical investigation into them shall be the primary focus of this paper. In section 2 we describe 
the specific models we shall consider in detail, and use the AIC criterion of Akaike (1973) to compare the fit 
of ARIMA models and the BSM for a set of 45 seasonal time series. In general, AIC expresses a strong 
preference for ARIMA models. 

Section 3 considers seasonal adjustment. Bell and Hillmer (1984) noted that component modelers have 
ignored the inherent uncertainty about seasonal—nonseasonal decompositions consistent with any given fitted 
model. To address this we consider the range of admissible decompositions consistent with a given 
components model, and present a "canonical decomposition" for component models analogous to that given 
for ARIMA models by Burman (1980) and IIillmer and Tiao (1982). The canonical decomposition turns out 
to be trivially simple to obtain and very easy to use in signal extraction for seasonal adjustment. however, it 
also turns out to be very close to the original fitted components model for the series considered here, 
suggesting that seasonal adjustments for the original and canonical components models may typically be 
virtually identical. We then compare ARIMA model and BSM seasonal adjustments for two series and find 
negligible differences in signal extraction point estimates and proportionally large differences in signal 
extraction variances, though the signal extraction variances all seem small in an absolute sense. 

In section 4 we investigate the effects of using ARIMA versus component models in applying time series 
signal extraction techniques to estimation for repeated surveys. This idea was originally suggested by Scott 
and Smith (1974) and Scott, Smith, and Jones (1977), but has seen intensive investigation more recently 
following theoretical and computational developments in estimation and signal extraction for nonstationary 
time series models. For the two series we consider the signal extraction point estimates using ARIMA models 
and the BSM are quite close, but for one series the signal extraction variances are quite different. Finally, in 
section 5 we draw some tentative conclusions. 

2. ARIMA AND COMPONENTS MODELS 

Let Y for t=i,. ..,n be observations on a time series, which will often be the logarithm of some original time 
series. We write 

Yt = 	+ Zt 	 (2.1) 

where Xf3 is a linear regression mean function with X the vector of regression variables at time t and fi the 
vector of regression parameters, and Z is the (zero mean) stochastic part of Y t,The regression variables 
used here will be to account for trend constants, calendar variation, fixed seasonal effects, and outlier effects 
(Findley, et. al. 1988). We will be interested in decompositions of Z such as 

Zt=St+Nt=S t +T t +J t 	 (2.2) 

where S is a (stochastic) seasonal component, and N t a (stochastic) nonseasonal component that can be 
further decomposed into a trend component Tt and an irregular component 1 

V  if Y is the logarithm of the 
time series of interest, note (2.1) and (2.2) imply multiplicative decompositions for the original time series. 

One approach to analyzing time series components involves modeling Z directly, then making assumptions 
that lead from this model to definitions of and models for the components. The other approach is to directly 
specify models for the components, which then implies a model for Z that can be fitted to data. We shall 
consider A1UMA models as a basis for both approaches. While other models have certainly received 
attention in recent years (long memory, ARCH, and nonlinear models come to mind), ARIMA and ARIMA 
component models seem to have been the most popular, and so focusing attention on these two seems an 
appropriate starting point. 

The ARIMA models we shall use for Z can be written in the form (cf. Box and Jenkins 1976): 

= O(B)( 1_012B 12 )at 	 (2.3) 

where B is the backshift operator (BZ t = Zti), d > 0 (if d=0, (l_B)d = 1), (B) = 1- 1 13—.. ._ØBP and 
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0(13) = 1_0113_..._0qB q are AR and MA operators of low order (usually p, q 5 3), and a t is white noise (iid 

This model is for monthly seasonal data; the modifications for data with other seasonal periods 

(e.g. quarterly) are obvious, and the 1—B 12  and 1-012B 2  are removed for nonseasonal data. We could have 
included a seasonal autoregressive operator in (2.3), though we rarely use these. If 012 = 1 we can "cancel" 

the 1—B 12  factor on both sides of (2.3) and add seasonal mean variables to X (Abraham and Box 1978, Bell 
1987). 	Identification, estimation, and diagnostic checking of these models proceeds with by now 
well—established procedures - see Box and Jenkins (1976) for pure ARIMA models, Bell and Ilillrner (1983) 
and Findley et al. (1988) for models with regression terms. Estimation is by macimum likelihood where the 
likelihood function is defined as the joint density of the differenced data (1_B) d (1_B 12 )Yt  t=d+13,...,n. 

Component models specify simple ARIMA models for the components in (2.2). Harvey and Todd's (1983) 
basic structural model (BSM) can be written 

zt = S + Ir t + 

U(B) S = it 	it - iid N(0,r) 

(2.4) 
(I—B )2 

 Tt = (1_17B)e2t 	2t - iid N(0,ci) 

- iid N(0,a2  3 ) 

where 17(B) = 1 + B ... + B 11  sums a series over 12 consecutive months. They actually begin with 
following a random walk with stochastic drift, where the drift also follows a random walk; this leads to the 
(0,2,1) model for Tt  in (2.4) with the constraint j> 0. While we shall not enforce this constraint, it turns out 
to be easily satisfied for all our example series here. If the "stochastic' drift has zero innovation variance (i.e. 
it is actually a constant) then i = 1 and the model for T t reduces to (1_B)T t = flo + €, and we can 

account for 00  by adding the time trend variable t to X. If a = 0 then S becomes fixed and can be handled 
with appropriate variables in X analogous to what was noted when 012 = 1 in the ARIMA model (2.3). 

Geisch and Kitagawa (1983) (see also Kitagawa and Gersch 1984) consider models similar to (2.4), but with 
Tt following the model 

(1—B)8Tt = 2t 	8 = 1,2, or 3. 	 (2.5) 

We whall refer to (2.4) but with Tt  following (2.5) as the GK model. Notice that the GK model with 8 = 2 
becomes the BSM with 77 = 0, while the BSM with 17=1 is the GK with 8=1 and a trend constant. Akaike 
(1980) suggested similar models, but with S following a model that now seems unattractive. 

Gersch and Kitagawa extend their model with the addition of a stationary autoregressive component. This 
can be written as 

= S + Tt + It  + V 
(2.6) 

(1- 1 B - ... - cB)Vt = 4t 	4t - iid N(0,o) 

with St  and It  as in (2.4), and Tt  as in (2.5). Harvey (1985) also considers such an extension to his models, 
with the autoregressive parameters constrained so that Vt  tends to exhibit cyclical behavior. He also 
considers an ARMA(2,1) formulation for Vt. 

Modeling procedures for these component models are more automatic than for ARIMA models and are 
discussed in the references cited. Estimation is again by maximum likelihood, with the likelihood evaluated 
using the Kalman filter. Since the models are nonstationary this presents problems for initialization of the 
Kalman filter that have been recently addressed by Kohn and Ansley (1986) and Bell and hlillmer (1987a). 
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These approaches produce a likelihood function that is again the joint density of the differenced data 1  which 
is now determined by the components models. 

The ARIMA models for the components imply an ARIMA model for the aggregate Z, as has been observed 
by G. C. Tiao (reported in Findley 1983) and Maravall (1985). Taking (2.4) for illustration, applying 
(1—B)2U(B) = (1—B)(1—B 12) to Z gives ( 1-_B)2 it + U(B)(1_77B)f2t  + (1—B)(1-1312)E3t, which follows a 

moving average model of order 13 whose parameters are determined by cr, a, rr, and n. While (2.4) is thus 
equivalent to an ARIMA(0,1,13)x(0,l,O) 12  model for Z, the high regular MA order and the constraints on 
the parameters make it unlikely that direct ARIMA modeling of Z t would yield such a model exactly. Thus, 
there is potential for difference between the ARIMA and component model approaches, though Maravall 
(1985) notes thatcertain parameter values for (2.4) can yield a model close to the popular 
ARIMA(0,1,1)x(0,1,1) 12  "airline model" of Box and Jenkins (1976). For nonseasonal series or series whose 

seasonality is modeled as fixed through the regression function X t fi ,  the A1UMA model implied by (2.4) for 

= T + I depends on ( 1_ 17B)2t + (1_B)21, which follows an MA(2) model whose 3 parameters are 

determined by cr, a, and . We could easily get exactly the same model by direct modeling of Z as 
ARIMA (0,2,2). Similar results obtain for other nonseasonal components models. While the potential for 
difference between nonseasonal ARIMA and components models is difficult to judge, the potential for 
ARIlIA and components models to be effectively the same seems greater in the nonseasonal than in the 
seasonal case. 

This discussion raises questions about how much AIUMA and components models will differ in practice, and 
which will fit better when they do differ? We will make a preliminary investigation into this by comparing 
the fit of ARIMA and components models on a set of time series. As the models we wish to compare are 
generally nonnested (one is not obtained by simple constraints on the parameters of the other) traditional 
hypothesis tests or confidence intervals would be difficult to apply. We shall use the AIC criterion of Akaike 
(1973), which is defined as 

AIC = —2L + 2m 

where L is the maximized log—likelihood and in is the number of parameters estimated. The model with the 
smaller AIC is to be preferred. To compare two models, 1 and 2 say, we present the difference in their AIC's, 
DAIC = AIC 1 —AIC 2 . A positive value of DAIC favors model 2, a negative value model 1. Judging when 
there is a "significant" difference between models as measured by DAIC is not necessarily straightforward 
(see Findley 1988), but users of AIC often view differences of 1 or 2 as significant. We shall use 2 as a rough 
significance boundary. As a crude justification, notice that if we add a parameter to a model L cannot 
decrease, so if the parameter yields no improvement in fit, L remains the same and AIC increases by 2. 

We shall use AIC to compare the fit of ARIMA and components models on a set of Census Bureau seasonal 
time series analyzed by Burman and Otto (1988) using ARIMA models. (Many were analyzed previously in 
Hilimer, Bell, and Tiao (1983), though with fewer years of data available. We also include one series, labelled 
ENM20, from the U.S. Bureau of Labor Statistics, analyzed in Bell and Ilillrner 1984.) These series have the 
advantage of having readily available models with careful treatment of regression terms for calendar 
variation, fixed seasonal effects (occasionally), and outliers. We exclude a few series Burman and Otto (1988) 
analyzed that are not published, as well as the foreign trade series they analyzed since these have undergone 
significant revisions in recent years to correct some major data problems. This leaves 45 series for analysis, 
listed in Bell and Pugh (1990). The series are broadly representative of the series seasonally adjusted by the 
Census Bureau, but are not a random sample, so the analysis here might be best viewed as a pilot study. 

For a given series we shall use the same regression terms with both ARIMA and components models, and also 
will restrict comparisons to models with the same order of differencing. Comparing models with different 
orders of differencing poses some problems since the likelihood functions for the two models are then based on 
different (differenced) data. This restriction means that we will compare ARIMA models (2.3) with d=1 to 
the BSM as in (2.4). ARIMA models with d=0 will be compared to a model as in (2.4), but with Tt 
following (2.5) with 6=1. Models with a fixed seasonal and d=1 in the ARIMA structure will be compared to 
a components model with a fixed seasonal (no stochastic Si),  and with Tt  again following (2.5) with 5=1. 
The latter two cases correspond to particular cases of both the BSM and GK models. When the ARIMA 
model has d=1 and a stochastic seasonal, we shall not make comparisons with the GK model that would use 
(2.5) with 5=2 Since this is a special case of (2A) with i=0, at best this GK model would avoid one 
extraneous parameter and have an AIC 2 less than that of (2.4). At worst, it can have a substantially higher 
AIC than (2.4) if the maximum likelihood estimator is not near 0 (though if 	1 we can think of (2.4) as 

- 108 - 



overdillerencing the GK model with 5=1.) 

The ARIMA models used and their AICs, the fitted BSMs and their AICs, and the AIC differences are given 
in Bell and Pugh (1990). Table 1 below provides a summary. The results are obvious: AIC exhibits a strong 
preference for ARIMA models overall, with large AIC differences (> 8) for about one half of the series. 
I)AIC's for the two series for which the BSM was preferred were only —2.1 and —2.7. 

Table 1: LISM versus A1UMA 

series in Order of Differencing 
DAIC range [Lii LQ.11 filoll 
< — 2 2 0 0 

—2to2 6 1 0 
2to8 9 2 3 

8to20 10 3 2 
20to40 5 0 1 
>40 4 0 0 

36 6 6 

(Three series appear twice in the table since they were refit with fixed seasonals after getting 012 

In looking for possible explanations for the poor fit of the BSM we examined DAICs and corresponding 0125, 

ij's, etc., but found no obvious patterns. Selection bias was considered as a possible explanation, even though 
the ARINIA models were selected with the usual identification approach based on autocorrelations and partial 
autocorrelations, and not by searching a set of models for the model with minimum AIC. To check for 
selection bias, the BSM AICs were compared with those for the AIUMA(0,1,1)x(0 1 1 1 1) 12  "airline model", 
which seems a reasonable choice if one were to use a single ARIMA model. Although the BSM fit much 
better than the airline model for two series (DAICs of —11.7 and —25.6), aside from this the results changed 
little from those in Table 1. This is perhaps not surprising since 15 of the selected ARIMA models were 
airline models, and others were not very different from the airline model. The airline model performed much 
better in comparison to the selected ARIMA models than the BSM, though four series favored the selected 
ARIMA model over the airline model by an AIC greater than 20, suggesting that use of any single model for 
all series will occasionally lead to poor fits. 

This report would not be complete without some comments on our experience fitting components models. 
The results presented here were obtained using a computer program for fitting time series models with 
AItIMA components and regression terms recently developed by ourselves, other members of the Time Series 
Stall of the Statistical Research Division at Census, and Steven Hilimer of the University of Kansas. We 
found the components models much more difficult to fit than regular ARIMA models. For example, getting 
good starting values for nonlinear iteration over the component model parameters seems important, whereas 
we find getting good starting values for ARIMA model parameters not at all important. We have not 
presented results for models with a fourth component as in (2.6) because we were unable to successfully fit 
such models. Adding a fourth component casued the nonlinear search to go outside the stationarity region for 

causing the program to crash on every series. While there are means of programming around this 
problem, and while inclusion of a fourth component might improve the fits, we found these difficulties 
discouraging. Though we did not snake a formal study of the numerical problems we experienced with 
components models, they seemed due to the likelihood being rather flat in certain directions in the parameter 
space. Given this, we find the oft—claimed advantages of "simplicity" and "interpretability" for components 
models difficult to accept. 

The computational difficulties we experienced suggest a final possible explanation for our results - that there 
is something wrong with our software and it is not actually maximizing the likelihood. While we have 
checked our program thoroughly, and do not believe this to be the case, we cannot rule this out with 
certainty. We will gladly provide our data to anyone interested in checking our results. We would be even 
more interested in seeing a study done with other series to see if similar results are obtained. 

3. SEASONAL ADJUSTMENT 

While section 2 suggests that ARIMA models may fit a time series substantially better than components 
models, there is still the question of what difference choice of a model makes in practice? Here we consider 
the effect of model choice on seasonal adjustment. For a given components model, seasonal adjustment can 
be done by applying a Kalman smoother to the series (see, eg., Gersch and Kitagawa 1983). With ARIMA 
models one must first make sufficient assumptions leading from simple ARIMA models for observed series to 
unique component models. This is addressed by Burman (1980) and ililimer and Tiao (1982), who consider a 
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range of possible decompositions and suggest a choice leading to a unique decomposition into component 
models. (The two approaches differ some for certain models that do not seem to occur often.) The 
underlying assumptions are set out and discussed further by Bell and }lillmer (1984). As will be seen shortly, 
we can also consider a range of decompositions for any given components model. 

For Y following (2.1) and (2.3), Burman (1980) and Hillmer and Tiao (1982) achieve a decomposition of 
form (2.2) by making a partial fractions decomposition of the covariance generating function (CGF), )z(B), 
of Z, yielding CGF"s 7s(B), 'yT(B), and 71 (B), and corresponding AIUMA models for the components. This 
yields a range of admissible decompositions corresponding to 7(B) = 17s(B) - + 17T(B) - 21 + E71(B) 
+ 	+ 	for any i  and 	such that each bracketed term is > 0 for all B = eRA. The range reflects 
inherent uncertainty about the decomposition; specifying y, and 72  yields a particular decomposition that 
can be used for seasonal adjustment. Burman (1980) and Ililimer and Tiao (1982) suggest picking the 
ma)umum possible y1  and y2  (1 1  = miii yS(eiA  and= mm 7T(e)),  leading to what is called the 

A 	 A 
canonical decomposition, which has several attractive properties. 	Focusing in particular on the 
seasonal—nonseasonal decomposition now, the components corresponding to any admissible y l  can be written 

as S t  = St + Itand Nt = 	- 	where S and fi t are the canonical seasonal and nonseasonal, and vt  is 

white noise with variance 11 - 	. Thus, the canonical decomposition can be viewed as removing as much 
white noise as possible from the seasonal component and putting it in the nonseasonal through the irregular. 
Since there is no apparent reason to include additional white noise in the seasonal, this is a good argument for 
using the canonical decomposition. (Watson (1987) gives an approach that avoids assuming a particular 
decomposition.) 

(As an aside, we note that it is also necessary to decompose the deterministic regression effects, Xie ,  into 
seasonal and nonseasonal parts. This is discussed in Bell (1984), but since there is no reason to do this 
differently for ARIMA and components models we need not go into it here.) 

Bell and Hillmer (1984) criticize component modelers for simply taking the component models for adjustment 
as those obtained in modeling the observed series, and thus ignoring the uncertainty inherent in the basic 
decomposition into components. We can address this decomposition uncertainty for component models by 
defining a "canonical decomposition" in an analogous way to that defined for ARIMA models - subtracting 
as much white noise as possible from St  and adding it to Nt  through It  In Bell and Pugh (1990, Appendix 

Al) we show that the resulting canonical components model decomposition, Z = t + Rt= t + [T + 

has a canonical irregular I with variance ô 	a + cr/l44, and a canonical seasonal 	which follows the 
model 

= (Bi 	it - iid N(0,5) 	 (3.1) 

where b(B), of order 11, is given in Table 2., and 	= . 8081 	. ( Bell and Pugh (1990) also discuss a 

Table 2.: Coefficients iPk  for (B) = 1 - *1B - - 

k. 

1 	.205555 5 .100648 9 .031188 
2 	.175919 6 .080059 10 .018953 
3 	.148557 7 .061661 11 .008593 
4 	.123471 8 .045395 

canonical trend for components models.) This is in fact the same form as the canonical seasonal model of 
Burman (1980) and Ilillmer and Tiao (1982), though their seasonal model will generally have a different '(B) 
and ö (that depend on the ARIMA model). As with ARIMA models, using any other admissible 
decomposition (corresponding to any valid decomposition of the covariance generating function), including 
that defined by the original fitted components model, can be viewed as adding white noise to the canonical 
seasonal S 	 Notice that, given a components model, the model for S in (3.1) is trivial to obtain. Also, 
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signal extraction for canonical seasonal adjustment may be performed in the usual way with a Kalman 
smoother using the model (3.1) for 9 and increasing the irregular variance to 

Notice that the amount of variance removed from the components model seasonal, o/144, will be small 

unless a is large relative to o,  and o. However, the opposite is true for the series considered here: 

+ o) exceeds .07 for only two of the 45 series. This has two implications: (1) the estimated 
component model typically implies a very nearly fixed seasonal, and (2) the original component model 
decomposition will often be very close to the canonical component model decomposition. In fact, for the 
examples we have tried, seasonal adjustments from the original and canonical component model 
decompositions have been virtually identical. Since this aspect of decomposition choice appears to make little 
difference we shall not consider it further here. This is not to say choosing some other decomposition than 
the canonical cannot have important effects, though we shalt not consider that here either. 

To examine potential differences in seasonal adjustments arising from model choice we examine seasonal 
adjustments for two series: IIIAPVS (value of U.S. household appliances shipped from 1/62-12/81), and 
ENM20 (thousands of employed males 20 and older in nonagricultural industries from 1/65 - 8/79), a series 
analyzed by Bell and Ilillmer (1984). IIIAPVS was one of the series which the BSM fit best (DAIC = —.7), 
while the BSM fit for ENM20 was rather poor (DAIC = 13.7), though far from the worst. ENM20 was the 
one series for which logarithms were not taken so an additive decomposition is used here. 

Figure l.a. shows the estimated ARIMA and BSM seasonal components for IHAPVS. Close inspection is 
required to detect any difference. As this is also true of the seasonal adjustments we do not present these. 
Figure 1.b. shows the signal extraction standard deviations for IHAPVS expressed as coefficients of variation. 
Here substantial differences appear with the ARIMA CV's being 20 percent or more higher near the end of 
the series. (Note the results for the ARIMA model are not necessarily bad.) However, the CV's might all be 
considered small: none exceed about 1.6 percent. 

Figure 2.a shows the ARIMA and BSM seasonals for ENM20. Here we can see a difference: the ARIMA 
seasonal evolves steadily over time white the I3SM seasonal remains relatively fixed. (For ENM20 the BSM 
has 	= 27 and 	= 16,500.) Figure 2.b portrays seasonal adjustment results for the last 5 years of the 
data. While differences can be seen they may not be important since the month—to--month changes 
themselves are not large, seldom exceeding .5 percent. Figure 2.c. shows even larger differences for signal 
extraction standard deviations than we saw for II-IAPVS. The BSM standard deviations rise very little at the 
end of the series because an essentially fixed seasonal is being estimated. Still, the most noteworthy aspect of 
Figure 2.c. may be how small the standard deviations are relative to series values of 40,000 to 50,000. 

We conjecture that Var(St - ) -0 as 012 .- 1 in the ARIMA model and as o ,  -' 0 in the BSM, which 
probably explains the sinaIl signal extraction standard deviations observed in the two examples. However, if 
we decide 012 = 1 or cy = 0 and use a model with fixed seasonal regression effects instead, the signal 
extraction variances will not be 0 since we will have error in estimating the seasonal regression parameters. 
A curious aspect of these results is the apparent discontinuity between results for 01 < 1 (or a 2 > 0) and 

012 = 1 (or cr = 0). 

4. REPEATED SURVEY ESTIMATION 

Scott and Smith (1974) and Scott, Smith and Jones (1977) suggested using time series signal extraction 
techniques for estimation in periodic surveys. If s denotes the true population quantity (the signal) and 
the sampling error at time t, then we use signal extraction to estimate s 

Y=s+e, 	 (4.1) 

If Y is the logarithm of the original series, then exp(st)  and  exp(et)  are the true population quantity and 
multiplicative sampling error in the original series. Any of the models discussed in section 2 can be used for 

Binder and Dick (1989) and Bell and ililimer (1989) use ARIMA models, while Pfefferman (1989) uses a 
BSM. Generally, any regression terms in the model are also part of St. 

Model building for the survey estimation problem is discussed in the references cited above. A primary 
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distinction between this application and what we have considered before, is that the model for et  is generally 
estimated, in some fashion, using survey microdata. The sampling error model is then held fixed when 
estimating the parameters of the s model using the time series data on Y. Questions arise about the 
sensitivity of the survey estimation results to any of the aspects of the modeling. Here we shall examine the 
sensitivity of results to the choice between an ARIMA model and a BSM for St. 

We consider two time series. For the first, U.S. teenage unemployment (in 1000's) from 1/72 to 12/83, Bell 
and Hilimer (1987b) develop the following model for Y = s + e: 

(1-13)(1_1312)st = (1 - .2713)(1 - .68B'2)a 	cr = 4294 

= h t e 	(1 - . 6B)e 	( 1_. 3 B)ct 	or = .8767 	h = - .0000153 Y + 1.971 

The model for s has been reestimated, yielding slightly different parameter values than those reported in Bell 

and Hillmer (1987b). With D,  = . 8767, Var(êt) = 1, so ht  is the (estimated) sampling error standard 
deviation, which is time—varying. The modeling of the second series, U.S. 5 or more unit housing starts, is 
very similar to that for U.S. single family housing starts, also considered in Bell and 1-lillmer (1987b). The 
sampling errors for this series appear approximately uncorrelated over time with relative variance .00729, 
which is also the approximate variance of the logged multiplicative sampling errors. The estimated ARIMA 
model for the signal in the logged time series is 

(1_13)(1_1312)st = (1 - .47B)(1 - .891312)at 	c7 
2  =.0215. 

We used the above models in signal extraction estimation of s, and then did the same with a BSM fitted for 
St with the same et  models given above. The BSM model fitted relatively well for both these series, with 
DAIC = AIC(BSM) - AIC(ARIMA) = - 3.1 for teenage unemployment and DAIC = 1.8 for housing starts. 
(The appropriateness of these AICs is in some question since the et  models are not fitted with the time series 
data.) Figure 3.a. shows the signal extraction point estimates for teenage unemployment using both models; 
( 1_B 12) is shown to avoid the obscuring effects of seasonality. The BSM estimates less variance in the 
signal than the ARIMA model and thus yields slightly smoother estimates. Figure 3.b. shows substantial 
differences in the signal extraction variances for the two models. The two signal extraction estimates for the 
housing starts series were virtually identical, and so are not shown. Figure 4 shows the signal extraction 
coefficients of variation (standard deviations for the logged series) for the last half of the housing starts series 
- those for the first half would be a mirror image. While there are some interesting differences in pattern, 
the magnitude of the differences is small. 

5. CONCLUSIONS 

Even the conclusions drawn in section 2 must be somewhat tentative; it would be interesting to see similar 
studies with other sets of time series. Because of the limited examples considered in sections 3 and 4, the 
conclusions there can only be suggestive. To summarize: 

Data can frequently discriminate between ARIMA and components models. For the 45 series 
analyzed, AIC showed a strong general preference for ARIMA models over the BSM. To the 
extent that model fit is important, merely assuming the BSM provides an adequate fit could be 
dangerous. 

2. 	We found fitting components models more difficult than fitting ARIMA models. While we 
would have liked to see if the addition of a stationary AR component or other cycle term could 
improve the component model fits, we were unable to fit such models due to numerical 
problems. 

Signal extraction point estimates for seasonal adjustment and survey estimation using ARIMA 
models and using the BSM differed little for the examples considered. Signal extraction 
variances showed much larger differences, though for the seasonal adjustment examples the 
variances using both models might he regarded as quite small. This last point is worth more 
investigation, to see if model—based seasonal adjustment variances with canonical, or 
approximately canonical, decompositions are typically very small. 
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ABSTRACT 

The time series staff of the Census Bureau's Statistical Research Division has developed software modules 
which can be adapted to existing seasonal adjustment programs to provide pre- and postprocessing for enhanced 
adjustment and quality control capabilities. The preprocessing module is a program for modeling and doing 
computationally efficient "exact" maximum likelihood estimation of seasonal ARIMA models with a regression 
mean function. Many regressors are built into the software, to permit the user to detect and model a variety of 
common outlier and calendar effects which occur in economic data and which existing seasonal adjustment 
programs either cannot treat or frequently do not handle well. The program also allows the user to include 
their own regressor variables. This note presents some examples illustrating the use of the preprocessing 
module. 

KEY WORDS: REG-ARIMA Model; AIC. 

1. INTRODUCTION 

For many economic time series, establishing an appropriate seasonal adjustment procedure requires several 
cycles of preadjustment and postadjustment processing. The preprocessing involves forecast extensions and 
data adjustments which are performed, perhaps tentatively, before the actual seasonal adjustment moving 
averages are applied to the series. Postprocessing refers to the calculation of a variety of diagnostics to 
evaluate the effects on the seasonally adjusted series of the preprocessing and adjustment options which were 
chosen. The main goal of postprocessing is to determine if a satisfactory adjustment has been achieved. We 
have developed a new set of techniques for postprocessing, called sliding spans analysis, which is described in 
Findley, Monsell, Shulman and Pugh (1990). 

This note concerns preprocessing. We present four examples demonstrating the valuable role of what we shall 
call REG-ARIMA (regression + ARIMA) models for determining or comparing preadjustments. Capabilities for 
identifying and estimating both typical and customized REG-ARIMA models are included in the preprocessing 
module of a seasonal adjustment program, provisionally called X-12-ARIMA, which is nearing completion at the 
U.S. Census Bureau, see Findley, Monsell, Otto, Bell and Pugh (1988). This program also calculates the sliding 
spans diagnostics. 

2. REG-ARIMA MODELS 

Many economic time series show occasional large erratic movements over a short time interval which are 
preceded and followed by longer periods of reasonably stable fluctuations. Such disruptions can be caused by 
external events such as strikes, extreme weather conditions, international hostilities and changes in government 
policies, or they can result from internal factors such as changes in the economic classification scheme or the 
sample used to define or obtain the series. Such disruptions, especially those which result in a long-lasting 
change in the level of the series, compromise the reliability of seasonal adjustments obtained from X-11-
ARIMA and related procedures, and they also make it difficult to identify ARIMA models for forecasting such 
series. 

Frequently it is possible to model these disruptions adequately by means of REG-ARIMA models, which we will 
now describe. Let X denote the series to be modeled (often the logarithm of the observed series 	let B 
denote the backshift operator, BXt = X 1 , and let Z t  denote a vector of known regression variables whose 
coefficient vector 8 can contain both known and unknown coefficients. The unknown coefficients will be 
calculated as a subveetor of the maximum Gaussian likelihood estimates of the unknown parameters of a REG 
ARIMA model, meaning a time series model of the form 

= e(B)at, 	 (2.1) 

where s(B) and o(B) are polynomials having no roots with magnitude less than one, and at is a white noise 
process uncorrelated with preceding values of x. Our method for estimating such models is described in 

Findley et al. (1988). If LN  denotes the maximized value of the log-likelihood function from N observations 

Statistical Research Division, U.S. Bureau of the Census, Washington, D.C. 20233, U.S.A. 
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X 1 ,..., X and if total number of coefficients estimated in p(B), e(B) and 	isp, 	then 	Akaike's 	AIC 
comparison statistic for the fitted model is defined as 

AICN = -2LN + 2p 

When two or more estimated models are being compared, the model with smaller AICN  is usually preferred, see 
Brockwell and Davis (1988) and Findley (1988), for example. (The theory only supports such comparisons via 
AIC when the t(B) polynomials in all the models have the same number of roots with magnitude 1.) 

We list below seven typical sets of regression variables which might be included in z 	and which 
are available in the preprocessing module of X-12-ARIMA. 

Additive Outlier at t 0  

(t 0 ) 	1, t=t 0  
AOt 	= o, tt 0  

Level Shift at 

(t 0 ) 	1, t > t 0  
LSt 	o, t < t o . 

Ramp Between t0  and 

(t ,t) 	1 
= (t-t 0 )/(t 1 -t 0 ), to  < t < t j  

0 

Preadjustment Divisor for Observed Series yt  

Assuming x = log(Y) and Dt  is a positive number to be divided into y (for example, a deflator or a user-
defined estimate of the effect of a special short term campaign to promote sales), we define 

dt = logD 

and set the corresponding regression coefficient in 6 equal to 1, to obtain 

x - dt = log(y/D). 

Monthly Trading Day Variables 

If 	denotes the number of week days of type j in month t, with j=1,... ,7 	designating Monday,..., 
Sunday respectively, then we define 

MTD 	= ML4J )  - MW 7  

Leap Year February Variable 

- .25 in a non-leap year February 
LYFt = .75 in a leap year February 

0 otherwise, 

see Bell and 1 -lillmer (1983) and Bell (1984). 

Fixed Seasonal Variables 

Let m be the number of periods in the year in which an observation is obtained. (Thus, m=12 for monthly 
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data and rn=4 for quarterly data.) Let 1 ( i )  be the indicator variable for the j-th period, j=1, . .., rn. 

(For example, if =4,  then I = 1 ifYt  is the datum for the j-th quarter of some year, and I U 

otherwise). Then we define 

	

= 1(m) - 	j=i, •.., rn-I. 

The program also includes regression variables for the effect of Easter on retail sales and for the effects of 
several other U.S. holidays. Users can input their own regression variables for other special effects or other 
lunar calendar holidays that move between several solar calendar months and have an economic impact, such as 
Ramadan or the Chinese New Year. 

One special set of regressors we considered recently were used to estimate quarterly trading day effects. 

Quartely Trading Day and Leap Year First Quater Variables 

Let 	denote the number of weekdays of type j (as in 5.) in quarter t. 

We define 

QTD 	=Q14 3) 	- 	 , 1 	j < 6 

The leap-year first-quarter regressor LYQ1t  is defined by replacing Februaries in the 

definition of LYFt  in 6. above with first quarters. 

3. EXAMPLIS 

We now present some REG-ARIMA model-based analyses which utilize the variables defined in the preceding 
section. 

Akaike's minimum AIC procedure described above will be used when two competing models must be compared. 
When model 1 is a restricted form of model 2 with fewer parameters to be estimated, this procedure has a 
conventional interpretation: a test of hypotheses could be done under the null hypothesis that model 1 is 
correct by assuming the chi-square asymptotic distribution of the log-likehood ratio, 

H0 : 2{L2 - (1) - 

which leads to A16 	- AIC 2 	x 2 '(d) - 2c1. As a consequence, the condition 

AIC' - AIC 2  > 1 

would usually be interpreted as a statistically significant difference in AIC values, favoring model 2 (rejection 
of H0). 

3.1 Change of Definition of Series. 

As part of a U.S. government program to reduce the burden on firms of responding to government surveys, a law 
was changed to require fewer companies to respond to the survey conducted for the Quarterly Financial Report, 
beginning in the first quarter of 1982. As a result, the levels of some of the series dropped sharply in a way 
that the trend estimation procedures in the X-11-ARIMA program could not adequately follow, see Figures 1 
and 2 below. An additional concern is that the post-1981 segment of the series might have a different seasonal 
pattern from the pre-1982 segment because of the changed sample. To investigate this possiblitity, two 
competing REG-ARIMA models were fit to these series. These contained in their regression variables a level-
shift at 1982/1 and either a single set of fixed seasonal variables for the full series (model 1) or two sets of such 
variables (model 2), one set for the segment 1974/1 - 1981/4 and the other for the remainder of the series. This 
means that for model 2, the coefficients for the seasonal effect before and after the level shift can be 
different. Thus, if the AR and MA lags in the fitted models are the same, then model 1 is a restricted form of 
model 2 obtained by requiring the two sets of fixed seasonal variables in model 2 to have identical coefficients. 
The use of fixed seasonals is a device to permit us to use model comparisons to decide if the seasonal pattern of 
more recent data must be estimated using only post 1981 data. Table I gives the AIC values for REG-ARIMA 
models with these two types of regressor variables fit to the series of Net Income from Retail Sales (NRS, see 
Fig. 1) and Net Wholesale Trade Income After Taxes (NWTAT, see Fig. 2). For both comparisons, the 
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difference d in the number of estimated variables is 3. 

Table 1. AIC Values Testing for a Changed Seasonal Pattern. 

Same Fixed Seasonals 	Different Fixed Seasonals 
(model 1) 	 (model 2) 

NRS 	 1028.8 	 993.1 
NWTAT 	757.0 	 760.0 

Thus, as Fig. 1 suggests, there is a significant change in the seasonal component of NRS in 1982, but not in the 
seasonal component of NWTAT. 

3.2 Testing for the Significance of an Indicated Effect. 

For the monthly series of imports to the U.S. from the European Economic Community, IOECD, from January, 
1974 through December of 1984, the trading day regression F-statistic from the X-11-ARIMA table with (6,124) 
degrees of freedom has the value 6.0. This would be highly significant if the regression assumptions leading to 
the F-distribution were satisfied. However, X-11-ARIMA uses an OLS regression on the estimated irregulars 
series, which is a correlated series resulting from a smoothing procedure, so a fundamental assumption is 
invalid. A well-fitting REG-ARIMA model with trading day regression variables accounts for correlation. We 
fit three such models to this data, each with a (0,1, 1)(0,1, 1)12  ARIMA structure, and with the following 
regression variables: 

constant term, level shift in February, 1975 (model 1); 
constant term, level shift in February, 1975, trading day variables (model 2); 
constant term, level shift in February, 1975, trading day and leap year February variables (model 3). 

The corresponding AIC values are AIC 1 = 2241.9, AEC 2  = 2250.1 and AIC 3  = 2252.0, so model 1 is 
favored, contracting X-ll-ARIMA's F-statistic. An alternative diagnostic, the smoothed periodogram of the 
irregulars series given in Fig. 3, has no peaks at the trading day frequencies, which supports the conclusion of 
the REG-ARIMA analyses: the series does not have a significant trading day component. 

3.3 Detecting Quarterly Trading Day Effects. 

It has long been assumed that, because the weekday composition of quarters is much less variable than that of 
calendar months, trading day effects would not be significant with quarterly economic series. However, we 
were sent some payroll series recently by Shelby Herman of the U.S. Bureau of Economic Analysis which had 
such effects, in her opinion. Our REG-ARIMA analyses confirmed her observations. For example, we fit three 
REG-ARIMA models to the logarithms of the payroll series NEM (Non-electrical Machine Manufactures from 
197 5/1 - 1988/4), with regression effects which included 

no quarterly trading day or leap year effects (model 1), 
quarterly trading day effects (model 2), and 
quarterly trading day and leap year effects (model 3). 

TheAlCvaluesforthecorrespondingmodelsareAlC 	= 808.8, AIC 2  = 786.4. and AIC 3  = 785.0. 

Models 2 and 3 are both preferred over model 1, and their estimated trading day effects are almost identical. A 
graph of the trading day factors, which are antilogarithms multiplied by 100 of the trading day effects of model 
3, is given in Fig. 4. 

4. Comparing Subjective and REG-ARIMA Preadjustment Divisors 

We have frequently been asked whether subjective preadjustrnent divisors (estimated by subject-matter experts) 
or model based preadjustment divisors are to be preferred. REG-ARIMA model comparisons offer an objective 
way to make such decisions on a ease by case basis, as the following example illustrates. The unit auto sales 
series UAS of Fig. 5 has a number of extreme movements that are due to sales promotion campaigns by 
automobile manufacturers. These campaigns were used to reduce large dealer inventories by offering buyers 
low-interest loans or cash rebates. Such promotions increase car sales abnormally in months in which they are 
in effect and cause an atypical decrease in the following month or so. By analyzing the irregulars series from 
an X-ll-ARIMA adjustment of UAS, an analyst obtained the adjustment divisors graphed in Fig. 6. 

We were concerned that X-11-ARIMA seasonal adjustment, and therefore its estimate of the irregulars series, 
would be compromised by the fluctuations arising from the promotions. In this case, the promotion effects 
could not be obtained reliably from the irregulars. 
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It seemed better to us to use the outlier identification procedures of X-12-ARIMA (see Bell, 1983) together with 
some constraints suggested by the analyst to estimate the promotion effects. We fit such a REG-ARIMA 
model, along with trading day, fixed seasonal, and other additive outlier effects, to the logarithms of the 
observed series. For the resulting model (model 1), the estimated outlier effects are graphed in Fig. 7. The 
AIC value of 

thi (1) s model is AICN = 3169.4. The logarithm series adjusted for the analyst
I
s estimate (as in 4. 

of Sec. 1) was 
also fitted with a somewhat different REGARlMA model (model 2) whose regression variables 

included trading day, fixed seasonal and different additive outliers, which in some cases contradicted the 
analyst's adjust inent. Even though no parameter estimation penalty was assigned for the analyst's estimates of 
the promotion effect 

(we dind't know how, because the estimates were not obtained via maximum Likelihood estimation), the AIC 

value for this model is much larger, AIC = 3187.0 We conclude that model 1 better describes the data, and 

therefore that the estimates of the promotion effects obtained via regression terms in the REG-AItIMA model 
are better than those obtained from examining the X-11-ARIMA irregulars series. Other analyses also support 
this conclusion. 
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Figure 2: NWTAT 
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ABSTRACT 
KEY WORDS: Survey errors, non-linear model, weighted least squares, iterative proportional fitting. 

Benchmarking is the improvement of estimates from a sub-annual survey with the help of corresponding 
estimates from an annual survey. For example, estimates of monthly retail sales might be improved 
using estimates from the annual survey. This article deals, first of all, with the problem posed 
by the benchmarking of time series produced by economic surveys, and then reviews the most relevant 
methods for solving this problem. Next, two new statistical methods are proposed, based on a 
non-linear model for sub-annual data. The benchmarked estimates are then collected by applying 
weighted least squares and the raking ratio method to maintain consistency among the tables in the 
series. 

1. INTRODUCTION 

Traditionally benchmarking has been defined as the problem of adjusting monthly or quarterly figures 
detjved from one source to annual values (benchmarks) obtained via another source (see Denton 1971, 
Cholette 1988a, and Konsour and Trager 1979). For example, it could be the monthly shipments of 
Canadian Manufacturers which are adjusted so that they add up to the Annual Census of Manufacturers 
shipments figures. Another definition of benchmarking is the more general problem of improving 
sub-annual estimates derived from one source with annual estimates obtained via a second source 
(see Hillmer and Trabelsi, 1987). This definition assumes that the annual values are subject to 
error which is not the case with the first definition. For example, it could be the monthly 
inventories of Canadian Retailers derived from a sample survey which are improved in using the end 
of year inventories obtained from the annual retail trade sample survey. This second definition 
of the benchmarking problem corresponds to the situation encountered with most economic time series 
at Statistics Canada and it Is the one dealt with in this paper. 

The purpose of this article is fourfold. First, it formulates in detail, the benchmarking problem 
as it appears for most of the Statistics Canada time series produced by large scale economic 
surveys. Then, the most popular existing benchmarking methods dealing with a single time series 
are presented and discussed. Since all these methods fail in some respects to solve the Statistics 
Canada problem, two statistically based methods dealing with a single time series are proposed. 
These two methods use a non-linear weighted least squares approach. Finally, the benchmarking of 
a table of time series and preliminary benchmarking are discussed. 

2. PROBLEM FORXULATION 

The Statistics Canada problem of improving a table of sub-annual series of estimates with annual 
series of estimates from business surveys is formulated here, describing the characteristics of 
the original data and what is desired from a benchmarking procedure. 

The sub-annual data is often biased due to frame coverage deficiencies. First, some new businesses 
have usually been in operation for a while before being included on the frame. This causes 
undercoverage. Another source of undercoverage is non-employer businesses (usually small) which 
are not represented on the sub-annual frame. The last coverage deficiency is the duplication which 
exists between the list of large businesses and the list of small businesses used as a frame by 
sub-annual surveys. Consequently, sub-annual estimated totals are more than likely biased. Another 
characteristic of the sub-annual data is that it is derived from overlapping samples. This implies 
that sampling covariances exist between sub-annual estimates of different time periods. 

In regards to the annual data, in practice they can be assumed to be unbiased since they do not 
suffer much from duplication and the annual frame covers non-employer businesses and most new 
businesses. Also, the annual data usually come from large overlapping samples and thus have 
sampling errors associated with them. 

When applying a benchrnarking procedure it has to be taken into consideration that the results from 
the annual surveys come in approximately two years after the time that they are relevant. For 
example, annual data for 1988 will not be released until some time in 1990, while sub-annual data 
are usually available a few months after the time period that they are relevant. Therefore, when 
the sub-annual data are to be benchrnarked, there will be no annual benchmarks for some of the 
sub-annual periods. 

1 Normand Laniel and Kimberley Fyfe, Business Survey Methods Division, Statistics Canada, 
Ottawa Ontario K1A 0T6 
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There are a number of features that a benchmarking procedure should have in order to be used for 
large scale survey estimates. First, the procedure should be simple enough so that it can be used 
in an automatic fashion without too much intervention from the statistician. Secondly, it must 
be possible to produce preliminary benchmarking factors for months for which benchmarks are not 
available yet. This characteristic allows benchisarking to be performed as the sub-annual data are 
produced. Otherwise discontinuities will be introduced in the sub-annual data. 

The benchmarking method should be capable of improving the level estimates and the year-to-year 
trend estimates of either flow (i.e. data that refers to an interval of time such as sales) or 
stock (i.e. data that refers to a point in time such as inventory) sub-annual data. Another 
desirable characteristic is that the method maintains consistency between the table grand-totals, 
marginal totals, and cell estimates for the benchmarked data. 

3. BENCH}IAPJ(ING A SINGLE SEKIES 

The following sub-sections outline four potential approaches that one could use for benchmarking 
a single time series of sub-annual flow or stock data. Each approach is presented with a statistical 
interpretation, a brief outline of the underlying assumptions and a qualitative evaluation of the 
appropriateness to the problem detailed in section 2. 

3.1 Denton's method 

In his 1971 paper, Denton proposed procedures for a benchmarking approach based on Quadratic 
Minimization. Each corresponds to a specific penalty function. Of these, one could be applied 
to the problem of benclunarking time series as described in section 2, if some assumptions on the 
data are met. The procedure of interest uses a penalty function in terms of proportionate first 
differences between the original and benchinarked series. It can be presented in statistical terms 
by first assuming that the sub-annual data follows the model: 

0, 	01.1 
--- +5, 	t-1,2 
yl yt-I 

restricted to the annual data: 

T-1.2 .....m 

where; 

(y,) is a sequence of biased estimates of the sub-annual parameters (levels), 
(0) is a sequence of fixed sub-annual parameters (true values of the levels), 
(5,) is a sequence of uncorrelated and identically distributed errors with mean 

vector and covariance matrix (0,021) and, 
(z 7 ) is a sequence of annual benchmarks obtained from a census. 

To find the bonchinarked estimates, least squares are applied to the above restricted model. 

It is important to note that Denton's approach implies that O,ly, follows a random walk and that 
the annual data is from a census. Unfortunately, these assumptions are unlikely to be satisfied 
by economic time series. Even though this method is able to handle a bias in the sub'annual data, 
it does not take into account the sampling variances and covariances of the sub-annual and annual 
data and, therefore, it is not statistically efficient. 

3.2 Hilimer and Trabelsj's l4ethod 

In 1987, Milliner and Trabelsi proposed an approach to the benchmarking problem based on the 
Box-Jenkins (1976) ARIMA models. They assumed that the sub-annual data follows the model: 

y 1 -9,+€, 	1-1,2 .....n 
and the annual data follows the model: 

Z,."0,+Q 7 	T-1.2 ..... 

"7 
where: 

(e,) is a sequence of stochastic sub-annual parameters (true values of levels) 
following an ARIMA model, 

(y,) is a sequence of unbiased estimates of the sub-annual parameters, 
(€,) is a sequence of sub-annual dependent sampling errors with mean vector and 

covariance matrix (0. j,), 
(z,.) is a sequence of annual unbiased estimates, and 
(a,.) is a sequence of annual dependent sampling errors with mean vector and 

covariance matrix (0.). 

Using the above models, they obtain the benchmarked sub-annual estimates by applying stochastic 
least squares. That is, they minimize E(0,-0,) 2 , the mean squared error. This technique is also 
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referred to in time series terminology as signal extraction, and the derivation of the solution 
can be found in the paper written by Hilimer and Trabelsi. 

With this method, the annual data can come from either a census or a survey using overlapping 
samples. It also takes into account the sampling variances and covariances of the sub-annual level 
estimates. Unfortunately, the approach does not accommodate biases in the sub-annual data which 
is the case with economic surveys. Also, since ARIMA modelling is being used in this method, it 
would be costly to implement for large scale surveys dealing with hundreds of series. Therefore 
it would be best to use this type of approach for only a small number of very important economic 
indicators. There would also be risks of oversmoothlng the data if the ARIMA models are not 
properly specified. 

Cholette and Dagum(1989) improved upon the Hillmer and Trabelsi approach by using an "intervention" 
model Instead of an ARIMA model. This allows the modelling of systematic effects in the time 
series but according to the authors, this improved approach still possesses the same weaknesses 
as the original Hilimer and Trabelsi method. 

3.3 Model on Trends 

The following method was developed in an attempt to meet the benchmarking requirements of the 
economic surveys. It Is based on the assumption that the sub-annual data follows the model: 

Ys 	of 

Yi.i 	0,. 

and the annual data follows the model: 

T-1.2 ..... m 

where: 
(y,/y,.,) Is a sequence of (nearly) unbiased estimates of the sub-annual trends, 
(9,10,..,) is a sequence of trends of the fixed sub-annual parameters (true values), 

(e,) is a sequence of dependent sub-annual sampling errors with mean vector and 
covariance matrix (O.,), 

(a,.) Is a sequence of annual unbiased estimates, and 
(a,) is a sequence of annual dependent sampling errors with mean vector and 

covariance matrix (O,,). 
Least squares theory is applied to the above models to produce benchinarked estimates. The description 
of the Gauss-Newton algorithm necessary to solve this problem is given in the appendix and is 
followed by the calculation of the covarlance matrix of the benchmarked estimates. 

This method can be used when the benchmarks come from either a census or annual overlapping samples 
and when the sub-annual level estimates are biased, if the relative bias is a constant. The 
assumption of a constant relative bias will be verified in practice when the rate of the frame 
maintenance activities is relatively stable. That is, when the proportion of frame coverage 
deficiencies is fairly constant over time. Also the undercovered businesses have to behave like 
the ones covered by the frame. These assumptions would be verified if the benchmarking procedure 
were applied on a small number of years of data at a time. 

There is one technical problem with this method. The sampling variance-covariance matrix of the 
trends cannot be calculated directly and an approximation has to be used. The first-order Taylor 
approximation has been tried but in some cases the resulting sampling variances and covariances 
were zero or negative when they should be positive. 

3.4 Model on Levels 

The following method is somewhat equivalent to the previous one and was developed so that the 
sampling variance-covariance matrix of the sub-annual estimates would be easier to obtain. It 
assumes that the sub-annual data follows the model: 

y,"aO,+e, 	t-1.2,..n 

and the annual estimates follows the model: 

z,-0,.a,. 	T-I.2 ..... m 

where: 
(Ye) is a sequence of biased estimates of the sub-annual levels, 

a is a fixed parameter taking into account the Constant relative bias, 
(8,) is a sequence of fixed sub-annual parameters (true values of levels). 
(e,) is a sequence of dependent sub-annual sampling errors with mean vector and 

covariance matrix 

(a,.) is a sequence of unbiased annual estimates, and 
(a,.) is a sequence of dependent annual sampling errors with mean vector and 

covariance matrix 
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Benchmarked estimates are found by applying least squares theory to the above models. The algorithm 
required to solve this problem is the same as for method 33. 

This method can be used when the annual data come from either a census or from overlapping samples, 
and when the sub-annual data has biased level estimates if the relative bias is a constant over 
time. 

3.5 Discussion 

Amongst the methods reviewed here the most appropriate one for benchmarking a single time series 
is the new approach based on the model on levels. It has a statistical basis which allows us to 
calculate confidence regions and test the goodness of fit of the benchmarked model. To test for 
lack of fit one has to be careful in choosing a test since the benchznarked estimates, 9,, have 
quite a small number of degrees of freedom, rn-I (the number of annual observations minus one), 
in comparison to the number of observations, n+m. This also suggests that we can expect to get 
benchmarked estimates with a chronological pattern similar to the one observed in the sub-annual 
data. 

At this point in time, the derivation of sampling covariances between two level estimates corresponding 
to two different time periods is a practical issue. Should they be directly calculated for all 
pairs of time periods with an estimation computer system or modelled? From a theoretical point 
of view, it is better to calculate these directly, since the sequence of sampling errors is 
intrinsically a non-stationnary stochastic process. However, it is not evident that this Is 
feasible. On the other hand, no model exists which has been validated. In the literature, some 
authors have arbitrarily tried an AR(l) stationary model (see Jilimer and Trabelsi, 1987). This 
model does not look valid a priori. A slightly different approach has been attempted by Quenneville 
and Srinath (1984) by modelling the sampling correlations between time periods by the autocorrelation 
pattern of an AR(l) process. The validity of this last attempt is not clear. Thus, the question 
of obtaining sampling covariances is still open. 

4. BENCH}IARXING A TABLE OP TIME SERIES 

Most economic sub-annual surveys produce series of estimates for a number of industrial activities 
within a number of geograghical regions. These are published sub-annually in the form of tables, 
where the cells as well as the marginals and the grand totals need to be benchmarked. 

If one applies a benchmarking method independently on each cell series, each marginal series and 
the grand total series, the results will be a series of benchinarked sub-annual estimates where the 
sums of the cell totals are not equal to the marginal totals, and the suni of the marginal totals 
are not equal to the grand total. In other words, a series of inconsistent tables will be produced. 
To avoid this problem, a number of strategies can be adopted. Amongst these strategies, the first 
that comes to mind is the following simple approach. First, the cell series are independently 
benchmarked. Then, the benchmarked cell totals are summed up to get the benchmarked marginal 
totals and benchmarked grand totals. With this method one might get benchmarked margins and grand 
totals with chronological patterns which look more noisy than if they were directly benchmarked 
(this is 0 problem well known in seasonal adjustment). If this is the case one would be better 
to use the following method: 

First benchmark the series of grand totals. 
Then, independently benchmark each series of marginal totals and then for each sub-annual 
period separately adjust the benchmarked margins by a constant factor so that they add 
up to the benchrnarked grand totals. 
Finally, independently benchmark each series of cell totals and then for each sub-annual 
period separately adjust the benchxnarked cells using the raking ratio algorithm (also 
called Iterative proportional fitting, see Deming and Stephan, 1940) so that they add 
up to the adjusted benchmarked margins. 

This method assumes that the series of grand totals is the most important series of the table in 
terms of preserving month-to-month trends, the series of marginal totals are the second most 
Important and the series of cell totals are the least important. An Inconvenient with this method 
is that the month-to-month trends of the cells can be very much disturbed. This has been observed 
In a small number of cases (see Laniel and Fyfe, 1989). 

One can also think of benchmarklng simultaneously the cell series with the margin series and the 
grand total series. Then the problem can become very large in terms of the number of parameters 
to estimate and even difficult to handle with a computer. This has been addressed by Cholette 
(1988b) in the case where series are to be benchmarked with Denton's method. 

More evaluation and analysis needs to be done on these three possible approaches in order to 
determine which one should be used for the problem described in section 2. 
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5. PRELIMINARY BENCHXARKING 

Preliminary benchmarking is performed to avoid discontinuities between the sub-annual periods with 
and without corresponding annual data. This is due to the fact that the annual data is available 
approximately 18 months after the end of the calendar year that it belongs to. Hence, there are 
two sets of sub-annual periods without corresponding annual data. The first contains periods for 
which sub-annual estimates are available. The second set consists of the periods for which 
sub-annual data will only be available at the time of the next application of the benchmarking 
procedure. This is assuming that benchmarking is an annual event. Therefore, when the benchmarking 
procedure is applied, it should produce projected benchinarking factors which can be used to give 
preliminary benchmarked data. 

Two main approaches to produce preliminary benchmarking factors are: 
1) Repeat the factor that was produced for the last benchmarked sub-annual period by either: 

benchmarking up to the last sub-annual period with corresponding annual data, or 
benchniarking up to the last sub-annual period with sub-annual data available, 

2) Use a model to extrapolate the sub-annual series up to the sub-annual period where the 
next application of the benchmarking procedure is to occur. Then apply the benchuiarking 
procedure using the extrapolated sub-annual series to get the preliminary factors. 
Simple models to do such extrapolations have been suggested by Laniel (1986). It should 
be verified that these models are robust enough for a large scale survey system not to 
provide preliminary factors which are less reliable than a procedure that simply repeats 
the last calculated benchmarking factor. 

These two approaches should be investigated and evaluated. Such an evaluation might consist of 
looking at revisions in the benchmarked data from preliminary to final figures. 

CONCLUSION 

The problem of improving sub-annual survey estimates with annual survey estimates has been examined. 
A new and simple procedure to benchmark a single time series has been presented. This procedure 
could be implemented in a computer system which could be used in an automatic mode. The advantage 
of the procedure over more traditional methods is its statistical basis. Confidence regions can 
be derived and goodness of fit of the benchniarking model can be assessed. Some issues in using 
the proposed procedure for benchmarking a single time series have been discussed. Two major 
practical questions have been pointed out: benchmarking a table of series and preliminary bench-
marking. Approaches to address these two topics have been suggested but more work remains to be 
done. 
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APPENDIX 

1. GAUSS - NEWTON ALGORIThM 

The models for the sub-annual and annual estimates of sub-sections 3,3 or 3.6 can be cast into one 
model of the form: 

Y 1 -f(X.y)+u, 	for s-1.....n+m 

where: 	Y. represents the sub-annual response when s-i ..... n and the annual response when 
s-n+i ..... n+m, 

X equal to (X 1 ......x, 1 y is a vector of dichotomic variables defined as: 
- 	fI if s-k ' 	\o if sok 

v equal to (y ..... 	is the vector of parameters to be estimated in the combined 
sub-annual and annual model, 

u. is the sub-annual sampling error when s-I ..... n and the annual sampling error 
when s-n+l ..... nl-m; and 

f(X 1 .y) is equal to 	g(y)X, with g 1 (y) representing the sub-annual model when k-i ..... n 
and the annual model when k-n+i ..... nfm. 

For example, in the case of approach 3.4, we have y-(a,O ...., O) and 
a 0 	if k -I 

0 1  if k-n+1 ..... n-m. 

Both sub-annual models In 3.3 and 3.4 are non-linear in the parameters. The linearization method 
can be used in such a case to estimate the parameters which consists of approximating the non-linear 

model by a linear one of the form Y,-f-f3J,.u, 
where 	f:-f(x_,..), 	p- '-', 	y-(0 ..... v,.) 	and 

L 
are initial estimates close to the true values. In our benchmarking application we have used the 
Denton method (see 3.1) to get these initial values. 

The initial estimates are improved by using linear least squares in successive iterations, which 
leads to the following updating matrix equation: 

where: 	.y, - ( y 1  ...... 	L'(f' ..... f..,)' 	 u-(u ...... 

Y 	(Y 1 ,...,  

For this benchmarking application, computer rounding errors may cause the matrix J,1'J, to look 
singular and thus non-invertible. This is due to a large difference In the size of some of the 
elements of J

,
and can be overcome by simply dividing both the sub-annual and annual series by the 

average of the sub-annual levels before using the iterative algorithm. Once it has converged, the 
sub-annual benchrnarked estimates are then obtained by multiplying back with that average. 

The above iterative process has many convergence problems which are well described with solutions 
in Draper and Smith (1981). In the case of approach 3.4 these problems can be reduced by exploiting 
the structure of the model. One can use the following two step procedure: i) for fixed a, get 
linear weighted least squares estimators of the 0,'s as functions of a, say 0 1 (a), and ii) then use 
,(cx) in place of O in the benchmarking model and apply nonlinear WLS to get an estimate of a, say 

This way, the dimension of the Gauss-Newton algorithm is reduced from n 1 to 1. 

The expression above for ''11  assumes that annual values are observed with errors so that I. is 
non-singular. However this covariance matrix will be singular, when the annual values come from 
a census. In such a case, the solution can be obtained with the minimum E-seminorm g.inverse 
replacing L,. That is, E .  is replaced by 	in the equation for L, (see Rao and Mitra, 1971). 

2. VARIANCE-COVARIANCE MATRIX FOR THE ESTIMATES 

Assuming that the Gauss-Newton algorithm has converged after j iterations to the estimates 

then the approximated covariance matrix is given by  
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ABSTRACT 
Many quarterly surveys carried out by statistical agencies reflect the fiscal quarters of the res-
pondents, covering for instance the months from February to April, May to July, etc. This paper 
proposes a method to transform such data Into calendar quarter estimates, covering from January 
to March, April to June, etc. 

The method is essentially an adaptation of the Denton (1971) benchearking method: A monthly 
seasonal pattern is benchmarked to be consistent with the available fiscal quarter benchmarks. 
The calendar quarter estimates are then simply the appropriate calendar quarter sums of the 
monthly 'benchinarked" values. The Denton method is presented anew in the familiar framework of 
regression analysis. 

KEY WORDS: Benchmarking, Interpolation, Fiscal Quarters, Fiscal Years, Temporal Disaggregation. 

1. INTRODUCTION 

All the quarterly surveys conducted by Statistics Canada actually refer to the financial, i.e. 
fiscal, quarters of the respondents. These quarters cover any of three consecutive months: for 
example, February to April, May to July, etc.; or March to May, June to August, etc. Sometimes 
those months" do not even end on the last day of months. In some cases of course, the fiscal 
quarters coincide with the calendar quarters, covering from January to March, April to June, etc. 

One practice with respect to fiscal quarter data, is to assign them to the calendar quarter, which 
overlaps the most. For instance if the respondents to a survey have any one of the following 
fiscal quarters, December to February, January to March and February to April, their responses 
are all assigned to the first quarter. The "quarterly" total of those responses thus implicitly 
covers five months (December to April), instead of the first quarter. In a seasonal situation 
especially, such quarterly values are obviously misleading. 

This paper proposes a method to calendarize fiscal quarter data, that is to transform them into 
calendar quarter values. It is assumed (1) that the respondents in the survey have common fiscal 
quarters, or at least that calendarizatjon is performed at a level where this Is the case; and 
(2) that the fiscal quarters end at the end of months. Section 2 illustrates the calendarization 
problem under those simplifying assumptions. 

Section 3 presents the additive variant of the proposed calendarization method, which is in fact 
an adaptation of the benchmarking methods of the Denton type (e.g. Denton, 1971; Halfand, Monsour 
and Trager, 1977). (Benchmarking consists of adjusting a sub-annual series to annual values 
obtained from another more reliable source.) Section 4 introduces a logarithmic variant of the 
proposed.method. Section 5 suggests an economical implementation of both variants and examines 
the issue of revising the estimates. Section 6 tests the method on ten Canadian retail trade 
series. 

2. THE CALENDARIZATION PROBLEM 

The problem of calendarizing fiscal quarter data is easily described by means of an illustration. 
Figure 1 displays three years of monthly sales by the Canadian Department Stores. The figure also 
displays the calendar quarter values, averaged over the three months they cover (I.e. divided by 
3), and the fiscal quarter values (also divided by 3), which cover the months of February to 
April, May to July, etc. Taking the fiscal quarter values as an approximations for the closest 
calendar quarter (which overlaps the most) entails large and obvious "estimation" errors, 
especially for the first and the fourth calendar quarters of each year in the example. 
Furthermore, the errors constitute bias: every year, the first and the third quarters are 
systematically over-estimated while the second and the fourth quarters are under-estimated. In 
the presence of seasonality especially, considering fiscal quarters as calendar quarters, that 
is ignoring the calendarization problem, causes error and bias in the resulting quarterly series. 

1 
Statistics Canada, Time Series Research and Analysis Division, Ottawa, Canada K1A 0T6. 
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In a true calendarization situation, the monthly values of Figure 1 are obviously unknown. The 
strategy proposed in this paper consists of two steps: 

interpolate the unknown monthly figures, from the fiscal quarter data and from an auxiliary 
variable, usually in the form of a seasonal pattern; and 

set the calendar quarter estimates equal to the calendar quarter suns of the monthly 
interpolations. 
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Figure 1: Differences between the calendar quarter values (- - -) and the fiscal quarter values 
(+1--4-) of the Canadian monthly sales by Department Stores 

3. THE ADDITIVE VARIANT OF CALENDARIZATION 

This section presents the benchmarking methods of the Denton type as a linear regression model 
and adapts it for calendarization purposes. Statistical agencies normally use benchmarking when, 
for a socio-economic variable, sub-annual (say) measurements co-exist with annual measurements, 
obtained from an other more reliable source and considered as benchmarks. In such cases, the 
annual sums of the sub-annual series generally differ from the corresponding annual benchmarks. 
In the Denton-type methods, benchmarking then consists of adjusting the sub-annual series, so that 
(a) the annual suns of the benchmarked series conform to benchmarks and (b) the benchuiarked series 
is as parallel as possible to the original sub-annual series. The calendarization method proposed 
basically consists of 

benchmarking a monthly seasonal pattern to the available fiscal quarter data, considered 
as benchmarks; and 

of taking the calendar quarter suns of the benchniarked series. 
The first step produces the estimates of the unknown monthly values, i.e. the interpolations; and 
the second, the desired calendar quarter values. 

3.1 The Model 
As shown in Cholette and Dagum (1989), the Denton method can be seen as a regression containing 
two equations: 

S - I' + e, 	E(e)—O 	E(e e') - V. ; 	 (3.la) 

F - 	r -i- e, 	E()-O, 	E(E 	) - V - 	2 	, 	o, Q 2 0 	(3.lb) 
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In the context of fiscal quarters, vector S of dimensions T by 1 stands for a monthly auxiliary 
variable. In this paper, and without loss of generality, S takes the form of a seasonal pattern 
or of a seasonal pattern plus a trading-day pattern (Young, 1965). This pattern is valid for all 
the respondents at the level at which calendarization is performed. Vector F of dimension H by 
1 contains the fiscal quarter benchmarks, i.e. the data to be calendarized. Vector I' contains the 
T unknown monthly values to be estimated. 

Matrix B of dimensions M by T is a fiscal quarter sum operator. For example in the case of a fluw 
series with fiscal quarters covering from February to April, May to July, eec, matrix B would be 
as follows: 

0111000000000 
00001 11000000 

B - 	0 0 0 0 0 0 0 1 1 1 0 0 0 ... 	 , 	 ( 3.2) 

MbyT 

(For stock series, the two first 1's of each line are replaced by 0's.) Consequently, equation 
(3.1b) specifies that the fiscal sums of the desired interpolated values I' are equal to the 
available fiscal quarter data (except for an infinitesimally small error whose presence will soon 
become obvious). 

Finally the covarlance matrix V. of the disturbances e - [et, t—1 ..... T] is such that e changes 
as little as possible from month t to month t+l: 

1 	p 	p 2 	. . . 

p 	1 	p 	. . . 	p2 

	

T by T - 
	... 	

/ ( 12). 	 (3.3) 

, T-1 ,r-z 	T-3 

where p is lower but very close to 1 (0.999999) and where o, is in practice the variance of 
change in S (i.e. the variance of (S-S1)).  In other words, this matrix specifies that the 
disturbances are most autocorrelated at lag 1. (Details in Cholette and Daguiu. 1989; Cholette and 
Baldwin, 1989). The effect of V. in (3.1a) is to maintain the estimated interpolated values r as 
parallel as possible to the chosen seasonal pattern S. The degree of parallelism achieved depends 
on the fiscal quarter benchmarks in (3.1b). 

3.2 The Solution 
Model (3.1) can be written 

	

Y 	- 	X F + U, 	E(U)-0, 	E(U U')-.V, 	(3.4) 
where: 

- [ S' F' ), 	X' - [ I 	B' ], 	U'—  [ e' 	e '  ], 	V - 	1V0 	0 
L0 	V, 

The General Least Squares solution to (3.4) is: 

- (XV'X 1  X'V 1  Y - [V 1  + B'V' B ] 	[V 1 1  S + BV 1  F ] , 	(3.5) 

var F* - (XV'X) - ' - 	[Vs ' + B'V, 1  B 	 (3.6) 

where V 0 ' is known algebraically: 

	

1 	-p 	0 	0 	0 

	

-p 	l+p2  - p 	0 	0 

	

0 	-p 	1+p 2  - p 	0 
v; 1 	a 2 	(37) 

Using matrix algebra identities, solution (3.5) can be expressed: 

- S + V. B'[B V. B'1- V,1 1  [ F-B S I - S + W ( F-B S I - S + W R. 	(3.8) 

Solution (3.8) requires a much smaller matrix inversion than (3.5). However, solution (3.8) would 
not be relevant if the variance (3.6) is calculated, which requires the larger matrix inversion. 

Contrary to (3.5), solution (3.8) also allows V-0. Unless otherwise indicated, the rest of this 
paper will assume V,—O. When V,—U, the value of a,, 2  implicit in V. becomes immaterial, because it 
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cancels out; and 1-p 2  also cancels. Furthermore with V-0, (3.8) has the form of Denton's (1971) 
solution; and (3.8) is also the solution to minimizing the following constrained objective 
function: 

T 
E ((r-S) - p(r1-s1))2 	- 2 E X. [( T  rr  ) - Fm }, 	(F-S—e). 
t-2 	 rn—i 	rEm 

As pointed by Bournay and Laroque (1979) for benchmarking, as p tending to 1, this function tends 
to that minimized by Denton and others (except for the constraints) and specifies that r preserves 
the month-to-month change observed on S. 

3.3 The Caiendarjzed Values 
Jhether the interpolations are obtained by (3.8) or (3.5), the desired calendar quarter estimates 
are simply the appropriate sums of r: 

C 	- C r, 	C - Iø [1 1 1]. 	(3.9) 

where N is the number of calendar quarters and where I N  is the N by N identity matrix. The 
variance of C is obtained from that of r*: 

var(C) - C var(I*) C'. 	 (3.10) 

If one is not interested in the monthly interpolations per Se, the calendar quarter estimates may 
be expressed directly in terms of the basic data F and S, by substituting (3.8) into (3.9): 

C 	- C (S + V [ F - B S ] ) 	- 	CS + P [F-BS). 	(3.11) 

The weights V of (3.8) and P of (3.11) do not depend on the data F and S. They depend only on the 
length T of the series and on the fiscal quarter pattern considered, that is on whether the 
quarters end in January, April, July, etc., or in February, May, August, etc. The weights may then 
be considered as known in advance and be applied to any series with same length and fiscal 
pattern. As explained in section 5, this will entail important advantages for the implementation 
of the method. 

4. THE LOGARITHMIC VARIANT 

The additive method presented in section 3 is suitable when the seasonal - trading- day pattern S 
is of the same order of magnitude as the fiscal quarter data (divided by 3). However, S is more 
easily - and usually - expressed in percentages (in which case S is the product of a seasonal 
pattern and of a trading-day pattern) . The additive variant would then yield interpolations r 
with negligible monthly sub-quarterly seasonality, in cases where the fiscal data are in millions 
(say) . Such interpolations would generally be insufficiently accurate to produce a satisfactory 
calendarization of the fiscal quarters F. 

Three options would then be available. One option would consist of multiplying the seasonal 
pattern by calibration factors which evolves gradually from month to month and then of applying 
the additive variant to the calibrated S. The second option would be to adapt the proportional 
variant of the Denton (1971) for fiscal quarters. Such a proportional variant would indeed solve 
the calibration problem by keeping r proportional to S; however, the weights W and P (of (3.8) 
and (3.11) would then depend on the data. The third option is to adopt the logarithmic variant 
now presented. 

For stock series, the logarithmic variant merely consists of applying the additive variant to the 
logarithms of the fiscal quarter values, In F, and of the seasonal pattern, in S; and of setting 
the desired interpolations equal to the antilogarithm of the resulting estimates. Solution (3.8) 
thus becomes: 

in r 	- In S + V ( In F - B in S ], 	- exp(ln ç*) 	(4.1) 

where the weights V are those of (3.8) (with V,—O). Since the additive variant preserves the 
month-to-month change of S. I' of (4.1) preserves the month-to-month growth rate. 

For flow series, solution (4,1) also preserves growth rates, but the interpolations have their 
fiscal quarter products equal to the fiscal quarter benchmarks. In order to achieve equality of 
sums, one successful strategy is to iterate on in F. Excellent starting values for in F' >  
originate from the fiscal quarter products of S multiplied by the proportional discrepancies 
between F and S (in square brackets): 

F. 	- fl S [F /( Z S 7 )] 	In Fm' 	- E In S [Fm  /( E  S r )] , m—1, . . . ,M, 	(4.2) 
tern 	rEm 	tErn 	rEm 
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The first interpolations r 1' are given by (4.1) applied to In F' of (4.2). For the other 
iterations (k>l), the revised values for in originate from the product of and the 
residual proportional discrepancies between F and r' (in square brackets): 

Fa 	Fa 	(Fm  /( z r f ) ] 	 in Fa 	- in Fm°'' + in (Fm  /( E r''") 1. rn-i .... H. (4.3) 
rEm 	 rEm 

The subsequent interpolations r(k)  (k>l) are given by (4.1) applied to in F 	of (4.3). Iteration 
between (4.3) and (6.1) takes place until the equalities (3.1b) (with -0) are satisfied by more 
than 0.25% (say), which usually requires less then 5 iterations (K<5). An exact compliance to 
(3.1b) may be obtained by multiplying the last interpolations I''°  by the last residual 
proportional discrepancies: 

- r (K) 	(Fm  /( E r*,(K))J 	 (4.4) t 
tem 

The advantages of the logarithmic variant are the following: 
(I) S may have an order of magnitude different from that of F; and 
(2) the weights W of (3.8) are calculated once and for all and may be applied to any data S 

and F, regardless of their particular values. 
These properties combine the advantages of the proportional and of the additive variants of 
Den ton- type benchinarking. 

5. IMPLEHEHTATION 

In both the additive and the logarithmic variants, the monthly interpolations are equal to the 
monthly seasonal (and trading-day) pattern chosen, plus a linear combination of the discrepancies 
R-F-BS between the fiscal quarter benchmarks and the corresponding sums of the seasonal pattern: 

H 

	

- S + W ( F - B S I - S + W R 	- S + E Wt. . R.. 	(5.1) 
rn-i 

in r 	- inS + W j in F 	B inS 	- inS + W R 
(5.2) 

H 
in 	- in S. + Z W 	R(k) .  

rn-i 

where (5.1) is applicable to the additive variant and (5.2) to the logarithmic variant, and where 
the weights W,. m  are given by (3.8) (with V ( -O). 

5.1 Description of the weights 
Table 1 contains the weights Wt m  for the three possible regular fiscal quarter patterns, where 
each fiscal quarter contains three months. (Occasionally, a fiscal quarter contains more or less 
than 3 months.) Table 1A contains the weights to be appiied when one fiscal quarter is available, 
i.e. M-l; table 18, when two fiscal quarters are available, M-2; table IC, M-3; and table lD, M-4. 

Colwnn (a) of each sub-table pertains to the fiscal pattern where the quarters cover from February 
to April, May to July, etc. (or May to July, August to October, etc.); column (b), to the pattern 
where the quarters cover from March to May, June to August, etc.; and column (c) where the 
quarters are calendar quarters. The weights in column (c) may be used to interpolate monthly 
values from calendar quarters. For lack of space, column (c) is omitted in sub-tables C and D. 
However one can easily construct it from columns (b): row t of column (c) repeats row t-i of 
column (b); In fact the same relation prevails between the rows of columns (b) and (a). One 
consequence of that relationship is that only columns (a) need be stored in practice. 

5.2 Application when N > 4 
When possible, we recommend opplying the weights as a moving average of 4 fiscal quarters (11-4) 
embedded in 5 calendar quarters. For the sake of illustration, assume a series starting in 1986, 
which initially comprises 4 fiscal quarters covering from February to April, May to July, etc., 
embedded in S calendar quarters. As data become available, the series eventually comprises ii 
fiscal quarters embedded In 12 calendar quarters. The weights of Table lD (a) are then applied 
8 times in the following manner. 

The first time the weights apply to the 4 first fiscal data points F. (rn-i ..... 4) and to 15 
seasonal data points S. (t-1 ..... 15) in the interval January 86 to March 87. For instance the 
additive interpolations for March and April 86 are 

- 135 - 



- S 3  + 0.35173 R 1  - 0.02245 R2  + 0.00491 R3 	0.00085 R, 

r" 4  - s + 0.24135 R 1  + 0.11225 R2  - 0.02453 R 3  + 0.00427 R 4 . 

where the Eç's are the discrepancies of (5.1) between F. and S e,. This produces the final 
interpolations for January to September 86 (and for the corresponding calendar quarters) and 
preliminary estimates for January to March 87. 

The second time, i.e. when the 5th fiscal quarter value becomes available, the same weights apply 
to the data F and S in the interval April 86 to June 87. This produces the final estimates for 
October to December 86 (and for the corresponding calendar quarters), the revised estimates for 
January to March 87 and the preliminary estimates for April to June 87. 

The third time, the weights apply to the data F and S in the interval July 86 to September 87. 
This produces the final estimates for January to March 87, the revised estimates for April to June 
87 and the preliminary estimates for July to September 87. 

And so forth. This application of the weights, over moving intervals of five calendar quarters, 
reduces the number of revisions to two; and insures that each final calendar estimate has two 
fiscal benchmarks on each side" and is thus central in each interval. This implementation is much 
more economical than applying the method (recomputing W) on all the available data, and does not 
noticeably affect the estimates. 

5.3 Reliability of Preliminary Estimates 
As defined, the preliminary estimates are subject to higher revisions than the (once) revised 
estimates, because some of the months involved lie outside the range covered by the fiscal 
benchmarks. Under the fiscal pattern of column (a) the two last months lie outside; under pattern 
(b), the last month; and under pattern (c), the last three months. We therefore recommend that 
the preliminary estimates not be used, especially if a turning-point (downwards or upwards) in 
the business cycle is anticipated. 

Statisticians not willing to tolerate the resulting production delays (or the reduced reliability) 
could supply a forecast of the next fiscal quarter benchmark and apply the method to the 
artificially extended series. (This tends to improve results with some seasonal adjustment 
methods, Dagum, 1980.) A good starting point of such a forecast is Ftm - F 11  + F5 - Fm 5. This 
forecast is that of a degenerate ARIMA model (0,1,0)(0,1,0). This model states that the change 
from one quarter to the next tends to repeat from one year to the next, which implies constant 
seasonality and linear trend-cycle over the last four quarters. 

5.4 Application When M < 4 
When only one fiscal quarter is available, covering from February to April 86 say, the weights 
of Table 1A (a) are applied. These weights simply distribute 1/3 of the discrepancy R 1  over the 
seasonal pattern S. The interpolations for the months of January to June 86 are then perfectly 
parallel to S, and contain only seasonality (unless S is not only seasonal), One can show that 
the caiendarized values C. (n'-1,2) for the first and second quarters of 86 are trivial and equal 
to F 1 . Calendarization is then unlikely to succeed when only one fiscal value is available. 

When the second fiscal quarter of 86 becomes available, the weights of Table 18 (a) are applied 
to the data in the interval January to September 86. The interpolations are better than they were, 
and non-trivial calendarized values C. (n-1,2,3) are now obtained for the first three quarters 
of 86. The first and second quarter trivial estimates obtained previously are revised. Similarly, 
when a third fiscal quarter of 86 becomes available, the weights of Table 1C are applied to the 
data in the interval January to December 86. All estimates previously obtained are revised. 
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Table 1 

	

Weights W 	applied to the quarterly discrepancies R.. to obtain 

the monthly interpolations under regular fiscal quarter patterns of columns (a) (b) and (c) 

Table 1A: when only one fiscal quarter is available (M-l) 

fiscal pattern: 	(a) 	(b) 	 (c) 

	

t\m F M A 	MAI 	J F M 

\ 
J 0.33333 0.33333 0.33333 

F 0.33333 0,33333 0.33333 

M 0.33333 0.33333 0.33333 

A 0.33333 0.33333 0.33333 

M 0.33333 0.33333 0.33333 

J 0.33333 0.33333 0.33333 

Table 18: when two fiscal quarters are available (M-2) 

fiscal pattern (a) 	fiscal pattern (b) 	fiscal pattern (c) 

t\m F M A 	M J J 	HAM 	J J A 	 JFM 	A M J 

\ 
J 0.40351 -0.07018 0.40351 -0.07018 0.40351 -0.07018 

F 0.60351 -0.07018 0.40351 -0.07018 0.35088 -0.01754 

M 0.35088 -0.01754 0.40351 -0.07018 0.24561 0.08772 

A 0.26561 0.08772 0.35088 -0.01756 0.08772 0.24561 

H 0.08772 0.24561 0.24561 0.08772 -0.01754 0,35088 

J -0.01754 0.35088 0.08772 0.24561 -0.07018 0.40351 

J -0.07018 0.40351 -0.01754 0.35088 -0.07018 0.40351 

A -0.07018 0.40351 -0.07018 0.40351 -0.07018 0.40351 

S -0.07018 0.40351 -0.07018 0.40351 -0.07018 0.40351 

Table 1C: when three fiscal quarters are available (M-3) 

fiscal pattern (a) 	fiscal pattern (b) 

t\m F M A 	NJJ 	ASO 	HAM 	J J A 	SON 

\ 
J 0.40676 -0.08889 0.01546 

F 0.40676 -0.08889 0.01546 

M 0.35169 -0.02222 0.00386 

A 0.24155 0.11111 -0.01932 

N 0.07633 0.31111 -0.05411 

3 -0.02222 0.37778 -0.02222 

3 -0.05411 0.31111 0.07633 

A -0.01932 0.11111 0.24155 

S 0.00386 -0.02222 0.35169 

0 0.01546 -0.08889 0.40676 

N 0,01546 -0.08889 0.40676 

D 0,01566 -0.08889 0.40676  

Table 1D:.wben four fiscal quarters or more are available (M>4) 

fiscal pattern (a) 	 fiscal pattern (b) 

t\m F M A 	M J J 	ASO ND 3 	M A M 	J J A 	SON 	D J F 

J 0.40692 -0.08980 0.01962 -0.00341 

F 0.40692 -0.08980 0.01962 -0.00341 

H 0.35173 -0.02245 0.00491 -0.00085 

A 0.24135 0.11225 -0.02453 0.00427 

M 0.07577 0.31430 -0.06868 0.01194 

3 -0.02245 0.37909 -0.02821 0.00491 

J -0.05332 0.30662 0.09689 -0.01685 

A -0.01685 0.09689 0.30662 -0.05332 

S 0.00491 -0.02821 0.37909 -0.02245 

0 0.01194 -0.06868 0.31430 007577 

N 0.00427 -0.02453 0.11225 0.24135 

D -0.00085 0.00491 -0,02245 0.35173 

3 -0.00341 0.01962 -0.08980 0.40692 

F -0.00341 0.01962 -0.08980 0.40692 

N -0.00341 0.01962 -0.08980 0.40692  

0.40676 -0.08889 0.01546 

0.40676 -0.08889 0.01566 

0.40676 -0.08889 0.01546 

0.35169 -0.02222 0.00386 

0.26155 0.11111 -0.01932 

0.07633 0.31111 -0.05411 

-0.02222 0.37778 -0.02222 

-0,05411 0.31111 0.07633 

-0.01932 0.11111 0.24155 

0.00386 -0.02222 0.35169 

0.01546 -0.08889 0.40676 

0.01566 -0.08889 0.40676 

0.40692 -0.08980 0.01962 -0.00341 

0.40692 -0.08980 0.01962 -0.00361 

0.40692 -0.08980 0.01962 -0.00341 

0.35173 -0.02245 0.00491 -0.00085 

0,24135 0.11225 -0.02453 0.00427 

0.07577 0,31430 -0.06868 0.01194 

-0.02245 0.37909 -0.02821 0.00691 

-0.05332 0.30662 0.09689 -0.01685 

-0.01685 0.09689 0.30662 -0.05332 

0.00491 -0.02821 0.37909 -0.02245 

0.01194 -0.06868 0.31430 0.07577 

0.00427 -0.02453 0.11225 0.26135 

-0.00085 0.00491 -0.02245 0.35173 

-0.00341 0.01962 -0.08980 0.40692 

-0.00341 0.01962 -0.08980 0.40692 
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6. EXAMPLES OF THE LOGARITI*(IC VARIANT 

In order to test the approach to calendarization, the logarithmic variant of section 4 is applied 
to ten monthly Canadian Retail Trade series. The method is applied in a 5 calendar quarter moving 
manner as described in section 5. The series, ranging from January 1986 to December 88, were 
collapsed into fiscal quarter values covering February to April, May to July, etc. The monthly 
values were then recovered, as interpolations, by applying the method to the fiscal quarter 
benchmarks, F, and to a seasonal - trading- day pattern, S. For each series, S had been calculated 
by the X-ll-ARIMA seasonal adjustment method (Dagum, 1980), applied to the monthly values. 
Normally, S would originate from another source. 
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Figure 2: Interpolated monthly estimates and calendar quarter estimates ( -- -) obtained from the 
logarithmic variant applied to the fiscal quarter data (+++) and to the seasonal - trading- day 
pattern displayed 

The case of Department Stores is illustrated in Figure 2. The Interpolations r adopt the month-
to-month growth rate of the seasonal pattern and exactly conform to the fiscal quarter benchmarks 
Fm . This onformity also hold for the calendar quarter estimates, since they are defined as the 
quarterly sums of the interpolations. Note that most department stores have a fiscal year ending 
in January and that the fiscal quarter pattern of the figure corresponds to that fiscal year. 

Table 2 and 3 present the results for the ten series considered. Table 2A presents statistics on 
the absolute percentage errors (APE) of the 36 interpolations, with respect to the true monthly 
values. The low values of the means and standard deviations of the APE's show, in many cases, a 
surprising degree of accuracy. This demonstrates the possibility of obtaining fairly accurate sub-
annual interpolations from a mere seasonal pattern and benchmarks. The table also displays the 
standard deviations of the seasonal pattern and of the irregular component, c and o', estimated 
by X-11-ARIMA. Not surprisingly, the accuracy (low statistics) is generally negatively correlated 
with the intensity of the irregular component (measured by c) of each series. 

Table 2B presents the same statistics for the three last interpolations. Contrary to expectations 
(see Section 5.3), these do not appear ostensibly less accurate than the others. This is due to 
the fact that, in the fourth quarter of 1988, none of the series displayed a trend-cycle turning. 
point. However the minimum APE's always differ between Table 2B and 2A, indicating that the 
precision never reaches its maximum during the last three months. On the contrary, the maximum 
APE's coincide for 3 of the 10 series, indicating that precision often reach it minimum during 
the last three months. 
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Table 2 
Analysis of the absolute percent interpolation errors 

Table 2A: 	for the 36 observations of the series 
mean std. 	dev. mm. max. a, 0 1 

Groceries and Meat Stores 0.8 0.7 0.1 2.6 5.9 1.1 
Department Stores 0.8 0.7 0.1 2.3 27.6 1.6 
General. Merchandise Stores 2.6 1.9 0.1 7.2 18.0 3.1 
General Stores 1.0 0.7 0.0 3.0 10.8 1.8 
Variety Stores 2.1 2.7 0.0 12.5 29.1 2.3 
New Vehicles Dealers 2.0 1.5 0.2 6.8 14.1 3.6 
Used Car Dealers 2.0 2.2 0.0 10.1 15,8 4.5 
Service Stations 0.7 0.6 0.0 2.6 7.0 1.4 
Garages 1.1 0.8 0.0 3.2 7.5 2.6 
Automotive Parts 1.9 1,5 0.1 5.7 20.5 2.8 

Table 2B: for the last three months of the series 
mean 	std dev. 	mm. 	max. 

Groceries and Meat Stores 1.1 0.3 0.8 1.5 
Department Stores 0.5 0.3 0.3 1.0 
General Merchandise Stores 2.4 0.9 1.2 3.5 
General Stores 1.6 1.1 0.2 3.0 
Variety Stores 2.1 1.6 0.9 4.4 
New Vehicles Dealers 3.1 2.6 1.2 6.8 
Used Car Dealers 1.9 0.9 0.6 3.0 
Service Stations 1.4 0.9 0.7 2.6 
Garages 1.4 1.1 0.3 2.8 
Automotive Parts 3.5 1.5 1.9 5.5 

Table 3 
Analysis and comparison of the absolute percentage calendarization errors 

Table 3A: for the first 11 calendar quarters of the series, under the proposed method and when 
assigning the fiscal quarters to the closest calendar quarter in brackets 

mean 	std dev. 	minima 	maxima 	0 

Groceries and Meat Stores 0.6 (1.3) 0.4 (0.6) 0.0 (0.4) 1.1 (2.3) 5.9 1.1 
Department Stores 0.3 (6.2) 0.2 (3.0) 0.0 (1.6) 0.8 (10.3) 27.6 1.6 
General Merchandise Stores 1.1 (7.2) 0.7 (3.4) 0.2 (2.2) 2.6 (12.5) 18.0 3.1 
General Stores 0.5 (3.2) 0.3 (1.7) 0.0 (0.4) 1.2 (6.5) 10.8 1.8 
Variety Stores 1.5 (5.4) 1.6 (4.6) 0.1 (0.3) 4.6 (12,1) 29.1 2.3 
New Vehicles Dealers 0.7 (7.6) 0.3 (6.2) 0.2 (0.1) 1.2 (17.6) 14.1 3.6 
Used Car Dealers 0.8 (6.9) 0.8 (6.5) 0,0 (0.4) 2.9 (17.5) 15.8 4.5 
Service Stations 0.4 (2.5) 0.2 (1.5) 0.0 (0.5) 0.7 (5.3) 7.0 1.6 
Garages 0.6 (3.3) 0.5 (1.9) 0.0 (0.5) 1.5 (6.9) 7.5 2.6 
Automotive Parts 1.0 (6.8) 0.8 (5,2) 0,0 (0.3) 2.3 (15.1) 20.5 2.8 

Table 3B: APE for the last quarter of each series, under the proposed method 

Groceries and Meat Stores 0.6 
Department Stores 0.4 
General Merchandise Stores 2.4 
General Stores 0.6 
Variety Stores 1.1 
New Vehicles Dealers 1.9 
Used Car Dealers 0.7 
Service Stations 1.4 
Garages 1.3 
Automotive Parts 0.2 
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Table 3A presents the statistics on the APE of the calendarized values, obtained (1) by the method 
proposed and (2) by assigning, without correction, the fiscal data to the quarter which overlaps 
the most, in brackets. The means of the APE are from two to twenty times lower with the proposed 
method. The reduction is especially remarkable for some series with strong seasonality (measured 
by a s ), which is not surprising. 

Table 38 displays the APE's for the last calendar quarter estimate of the ten series, under the 
proposed method. The above discussion about Table 28 remains applicable. 

The results obtained here are rather encouraging for the proposed method. However, in practice, 
the seasonal pattern would not be known as precisely. The results presented here may then be 
interpreted as a sample of the best results that can be expected in real calendarization 
situations. 

BACKGROUND 

As explained in Section 3, the calendarization method presented in this paper is an adaptation 
of the benchrnarking methods of the Denton type (e.g. Denton, 1971, Helfand, Monsour and Trager, 
1977) . The adaptation merely consist of allowing the benchmarks to cover fiscal quarters instead 
of calendar years. A seasonal - trading- day pattern is then adjusted (benchmarked) to the fiscal 
quarter benchmarks. The calendarized values are then the calendar quarter suiss of the benchmarked 
series. Cholette and Baldwin (1989) have proposed the same strategy to calendarize fiscal year 
data; and Cholette and Chhab (1989), to transform aggregates of weekly data into monthly values. 
The logarithmic variant of Section 4 can be seen as an approximation of the proportional variant 
of Denton (1971) which is often used in fact as an approximation to a growth rate variant (Smith, 
1977) 

There is a literature on temporal dis-aggregation. The method by Boot, Feibes and Lisman (1967) 
coincides with the additive variant of Section 3, if the benchmarks cover calendar years and if 
the seasonal pattern is quarterly and set to zero. This method is used to convert calendar year 
data into non-seasonal quarterly values. Cohen, Muller and Padberg (1971) generalized the approach 
to convert calendar data of any frequency into more frequent non-seasonal values. 

The temporal disaggregation method proposed by Chow and Lin (1971), Bournay and Laroque (1979), 
Fernandez (1981), Alba (1988) and others interpolate between benchmarks, by using related series 
in a linear regression. These methods coincide with additive variant herein, if the benchmarks 
reflect calendar periods, if only one regressor with coefficient equal to I is considered and if 
the autocorrelation coefficient of the regression residuals is set to 1. 

CONCLUSION 

This paper proposed a method to convert fiscal quarter data into calendar quarter values. The 
application of the method to a few retail trade series are rather promising. More research would 
be desirable especially regarding the preliminary estimates and the use of approximative seasonal 
patterns. 

As explained, the lack of calendarization leads to erroneous data. Yet, to our knowledge, that 
problem has not drawn the attention of statisticians. 
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ADJUSTMENT FOR REPORTING-DELAY OF AIDS, AND ESTIMATION 

OF THE SIZE OF THE lily INFECTED POPULATION IN THE U.S.A. 

I. B. MacNeill', Q P. Duong 2 , V. K. Jandhyala 3  and L. Liu4  

ABSTRACT 

The atljistment to the diagnosed AIDS time series to account for reporting-delay is shown to be a function 
satisfying certain intiltivariable iiiultii>licativc functional equations. Solutions to these equations are character-
iZNl for both statioiinry and non-stationary cases. Estimation of initial ct,ilitioiis is (IiSCUSSC(.l in the context 
of the U.S. AIDS cpideiiiic. A discussion is given of smoothing and short-Lerin extrapolation of time adjusteil 
series. Following a review of time incubation time distribution for time HIV infection, an integral equation is 
given which relates the rates for new diagnosed AIDS eases to new 1IIV infectious by means of time incubation 
time distribution. Solutions of this equation yield estimates of the size of time IIIV imifccted population that 
are snialler that those previously reported. The most significant feature of the 111 V infection estimates is the 
ra})i(l increase iii the rate of infection prior to 1985/86 and the equally precipitous decline after 1985/86; this 
phcimommmeiiou appears to be robust against substantial CIOLIIgCS in imleul)atiofl time distribution and estimates of 
the size of time diagnosed AIDS population. A discussion is givemi of implications for the longer terni course of 
the disease. 

K LV W() RDS: reporting-delay adjustment; short-terni extrapolation; integral equations; AIDS forecasting; IIIV 
infection estiumation. 

1. INTRODUCTION 

Reports fiomn the Surgeomi General (1986) contained estimates that in 1985 betwecmm one and 1.5 million citizens 
of time USA were IIIV infected; these estimates were based on small samples of time general population. Difficulties 
in ol)taimling reliable samimple survey data in this area make these estimates highly speculative. More recently 
(1980) tIme Surgeon Gciieral's ollice has estimated the size of the HIV infected population to be one million; 
this is a substantial reduction fromim time earlier estimates, particularly in VieW of the three year interval between 
estimates. This paper uses estimates of the rates of progression of the IIIV infection to AIDS and data iCgar(ling 
the nuimiber of diagmiosed eases of AIDS iii the USA to obtain alternative estimimates of the number with HIV 
infection. A methodology is developed to account for late-reporting of AIDS data. The alternative estimates of 
this paper place the size of the IIIV infected population at levels lower than that given by time Surgeon General. 

2. REPORTING DELAY 

Since time AIDS epidemimic is now in a crucial phase of its growth curve, it is important for short-term forecasting 
purposes to have good immformnation regarding the actual number of AIDS eases diagnosed each month. However, 
after an AIDS case is (liagnosed in the U.S. a report of the case must pass through a bureaucratic cimaimel before 
it reaches time Centers for Disease Control (CDC). The length of time required for a report to reach the CDC 
is variable. Reports for only a few cases for a particular niommtii will be in the hands of the CDC within the 
first few mmmomithis of (liagmiosis. Most of the cases are rcl)orted within the 12 umomitli period following diagnosis. 
however, some cases may be reported as diagnosed in a particular month as much as several years later; changes 
iii definition of the disease exacerbate the problem. 

This late-reporting problem is illustrated by the data graphed jim Figure 1. The data are taken from the 
semi-muimmal reports issued by the CDC dated January 1987, July 1987, January 1988, July 1988 and January 
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Figure 1. 	Nimitiber of cliagimosed AIDS cases reported to the CDC for selected reporting times. 

1989, and represent the monthly diagnosed AIDS counts reported to the CDC as of report time. Recent AIDS 
counts for itiontlis in the distant past appear to be approaclnng close to the totality of diagnosed cases, since 
all five hue-graphs lie close together, but the counts for the more recent past obviously suffer from serious 
reporting- delay. 

The probleuui addrcsscd in the sequel is that of estimating the total nuiiiber of AIDS cases diagnosed in a 
particular month given a partial history as exemplified iii Figure 1. Approaches to dealing with the late-
reporting prolleuu iIiclu(le those of Morgan and Curx'aui (1986) and hIealy and Tillctt (1988). We propose a 
new approach. 

Figure 2 is a schematic illustration of the late reporting phenomenon. We let D,(t) represent the number of 
new diagnosed AIDS cases for time period t as reported at tiiime I . lit Figure 2, D1(I - n) is the mmiiila'r 
reported now (I) for n uttoimilis ago, and D1+,,,(I - a) is time number that will be reported in in months time 
for the saute nuontli, The repor tiimg-delay adj ustmcuit is 

ft(rm, in) = 	
it) 

D,(l - it) 

We seek f,(n, ) since this represents the reporting-delay adjustment that should be applied to D,(I - ii) to 
account for all time diagnosed cases that will eventually be reported for the (1 - fl)th month, However, we do 
not vislt to wait until in becoiuies this large. 

It is easy to show that f,(n, am) satisfies the following functional equation: 

fs(n, nti + in2) = fi(n, rn1 )fI+mi  (71 + inI ,P 12) . 	 ( 1) 

Iteration of (1) yields 

f(iz, am) = 11 11+1(71 + j, 1) 
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Adjusting the Diagnosed AIDS Series to 
Account for Reporting Delay 
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Figure 2. 	Late-reporting for diagnosed AIDS cases. 

hence, if one is given the initial condition fj(n, 1) for all it and I , then one can obtain .[t(n, iii) for all I, n 
iii This would solve the noii-statioiiary rc)Ortiflg-dC1ay problem since 

- a) = f1 (n, oo)D(l - a) 

however, cstitnatioii of this initial condition places heavy demands on the available data. 

if fm (it, in) = ff2 (a, mit) for all reporting times 11 , 	, then the functional equation (1) reverts to the stationary 
case which is stated as follows: 

f(im, in1 + 7712) = f(n, m m  )f(n + m m , 1712) . 	 (2) 

Again, iteration of (2) yields 

' 
f(n,ns) = : f(n + j, 1)  11 

Iteration of (2) also yields 

In —1 

f(n, Gui) = JJ f(n + Gj, 6) 
	

(3) 
i=o 

This initial conditioji is simpler alit1, provided that reporting efficiency has remained relatively constant, it may 
be estimated from the data given in the appendix which is graphed in Figure 1. For the data in Figure 1 (and 
time a1)pcmmdix), time time unit is the month, with t = 0 and I = 0 each corresponding to December 1081. For 
example, D73 (21) = 264 is the number of diagnosed cases for September 1083 as rel>orte(l iii .January 1988. 
The only reporting dates considered are those from Figure 1, namely 1 = 61, 67,73,79,85. The last months 
for wlmirli data are available are i = 60 for 1 = 61 , t = 66 for I = 67, etc. As an example of the adjustrimemit 
ratio from the data consider I = 61, in = 12 , and a = 40 - Then f6m(40,  12) = 264/259 = 1.0193 

The ratio fj(m, mm) is the adjustment to the AIDS count for it months in the past as reported at time I that 
is required to reproduce the AIDS count for the same month that will be reported rn months in the future 
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(froni 1). Givcii a rcportuig regime with a constant efficiency, then 161  (n, 6), Jç,(n, 6) , f73 (a, 6), fs(n, 6) 
will each estimate the smiie ratio. For example, 161(35,6) = 1.014 , 167(35,6) = 1.018 173(35,6) = 1.021 and 
J7J (35, 6) = 1,013. Morgan and Curran (1986) provide an analysis indicating the reporting delays in the U.S. 
had not changed significantly up to 1986. hence we let 

f(ii, in) = a'e{fj(ii, in)) , 	 (4) 

where I ranges over those report dates for which fj (n, in) is computable froiii the available data. For exahliple, 
using the data in the appendix, 

f@, 6) = 1  {.161 (ii, 6) + f6 7(11, 6) + f73(71, 6) -1- f7(11, 6)) 
4 

and more specifically, 1(35,6) = 1.0161. Obviously f(u, 0) E 1.0 

We note from equation (3) that only the initial condition needs to be estimated from the data, Hence (4) was 
ap1>lied only to f(n, 6) for is = 13, 14,. . . ,60 ; the data are considered inadequate for is = 1,2,. . . , 12 . Thcii 
the estimates were smoothed and (3) was used to produce f(n, no) which is graphed in Figure 3; eight ternis 
in (3) were required to achieve convergence; i.e. f(n, 60) f(ii, no) . Application of this adjustment to the 
djanoscd AIDS series fur .lalluary 1982 to December 1987 as reported JanihlIry 1989 yields the adjusted series 
as grai)lle(l in Figure 4. Application of the adjustment to the diagnosed AIDS series for each of the five reporting 
tiiiics of Figure 1 yields five estimates of the adjusted series. A measure of the validity of the adjustnient aii<.l 
of the statioiiarity of the reporting regime is the degree to which the five adjusted curves coincide. Figure 5, in 
which the five curves are graphed, indicates the adjustment is working well. 

iro 

C il Sc S 

I OD 	 V' 	' 

S 	 11 	 21 	 35 	45 	50 	of 	7* 

Tiiiie iii I'voiitjis Jan.'82 	 Dec.'87 

Figure 5. 	Adjusted U.S. diagnosed AIDS series for five selected reporting times. 

By way of coiiuiicnt it can be noted that (1) and (2) are discrete cases of functional equations that generalize 
the well knowii functional equation 

f(t1 +2) = f(t 1 )f(1 2 ) 
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whose solution tinder mild regularity condition is the cxponential. The continuous version of (2) is the bivariate 
functional equation, 

f(s, l j  -I- t 2 ) = f(s, i )f(s + t 1 ,1 2 ) 

Under iinld regularity conditions MacNeill (1989) has charactcrizcd the jion- trivial solutions as 

f(s,)= cxp I fo y(s + x) dx} 

where the initial condition is 

g(s) =  f (,,;, t)] 
1=0 

The equation f(s, ) is called the stationary reporting-delay function. The non-stationary reporting-delay 
fwictioii satisfies the following equation: 

f1(.s, t 1  + t2) = fj(s, tj )f:+ii  (a + ti , 12) 

Again, under mild conditions, the non-trivial solutions are cliaracterixed as follows: 

fj(s,)= CXI) 
{j 

g(l+x,a+x)dx} 

where the initial condition is 

g(l, 
	1=0 ot 

Other functional equations exhibiting this multiplicative property are discussed by MacNeill (1989). 

3. RELATIONShIP BETWEEN DIAGNOSED CASES, INFECTIONS 
AND INCUBATION TIME 

Our purpose iii this section is to develop equations relating the number of AIDS cases diagnosed in a certain 
jurisdictioti per time unit to the number who acquired the HIV infection in prior time units. For the sake of 
arguiiieiiL we use years as time units. We let D(k) represent the number diagnosed with AIDS in year k. Also, 
we let I(j, k) represent the number infected in year j and diagnosed with AIDS in year k(k 2 j); then 

D(k) = 	I(j,k) 

We assume here, for the sake of argument, that the first infections occurred in 1976 or later. Thus, if P(j, k) 
represents the proportion of time total infected in year j that is subsequently diagnosed with AIDS in year 
and if N(j) is time total imumber infected ut year j, then 

P(j, k) = 

We let T(1) be the number infected to year 1; these are time quantities about which so little seems to be kimown 
and for which we can provide estimates using the following system of equations: 
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T(1) 	N(k) 	I =' 76,' 77,... 
(5) 

D(k) = 	N(j) P(j, k) 	k =' 76,' 77 

As discussed in Section 2, substantial information is now available rcgar(hng D(k), and other cstiiiiatcs can be 
ol,tailLed by forecasting; this time series is discussed further in Section 4. One of the first studies to provide 
itiforiiiation regarding P(j, k) comes from the clinical work of Broth et al (1986), and from the analysis of their 
data by Cowefl and Hoskins (1987) and Panjer (1987). More recent studies reported by Kalhfleisehi and Lawless 
(1988) yield other cstjiiiittcs of incubation times. Section 5 contains a discussion of the estianatioxi of P(J, k). 
In Section 6 the methodology of this section is applied to the series for diagnosed cases and to the incubation 
time (histflbutjoll to obtain estimates of the size of the IIIV infected populatioii in I he USA. 

Meanwhile, it can be noted that equation (5) is the discrete analogue of the following integral equation, 

D(t) = f P(t - 	 (6) 

hence, if L)(.) and P(•) are known, one may obtain N(.) by solving (6). This provides a powerful tool for 
studying the relationships among plausible models for the diagnosed rate function D(.), the infection rate 
ftuiction N(.) and the incubation time distribution P(.). 

If £(f) represents the Laplace transform of the function f(), then equation (6) yields 

£(D) = £(P)L(N) 
If D(.) and P(.) are known and their transforms can be obtained analytically tlicii 

£(N) = £(D)/C(P) 

The infection distribution N(.) may then be obtained by inverting its transform. As an example, consider the 
functions 

D 1 (t) =Kexp {—c/) , 	i >0 
mid 

P1 (1) = 	1 
	exp (—L//J) , 	t > 0 r(a) 13° 

This choice of diagnosed rate function implies growth from zero at time t = 0 to the asymptote K with the 
rate of growth controlled by C. Qualitatively, such growth is epidenmiologically plausible for the time frame in 
which we are presently interested. 

As a concrete case with gamma distributed incubation times consider a = 2 and 13 = 4, which implies a mean 
incubation time of 8 years. The Laplace transforms of D 1 (t) and P1 (t) arc: 

£(D 1 ) = 2K/ p 2 AI(2V p 12  

where K () is a modified Bessel function, and 

2 

Then, 

£(N 1 ) = 32K c p K1(21)})(p+ 1 2 
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igui-c U. 	Itaes for new diagnofied AIDS cases and new IIIV iiifections; model I. 
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Figiiio 7. 	Itates for diagnosed Al[)S eases and new III\' infections: model 2. 

- 152 - 



inversion of which yields 

N1(t) = Kexp {—c1t}(1 + 8ci 2  - 32ct 3  + 16c2 t 4 ) 

Figure 6 presents D1() and N 1 (i) with K = 36,000 and c = 9.5. 

As a second example, consider 

D2(t) = K 	CXp (—t/13) 	t > 0 
I'(ci) 

and 

P2(t) F(a)  a 	
CX (.-t/j} , 	> 0 

This choice of diagnosed rate function implies growth from zero at t = 0 to a maximum and then a decline 
asymptotic with zero; the rates of growth and decline are determimimied by or and 13. Again such growth is 
qualitatively phiusilile for certain epidemniological series although it might be premature to forecast the time of 
the downtuui in the number of diagnosed AIDS cases; time question is discussed below in Section 7. 

Solution by time Laplace tramisformn method yields 

N2 (t) = 	
K 	

cxp { —t/fl} 
- 

Figure 7 presents D2 (t) and N2 (t) with a = 6, a = 3, 	3 and K = 699,840. The mean incubation time 
implied by this choice of parameters is 9 years. 

The parameters for each of the above examples were chosen to yield a total of approximately 80,000 AIDS cases 
in the first 10 years of the epidemic. 

In the event that analytical solutions to time integral equation (6) are not available, one may resort to numerical 
tcchimuqucs to obtain solutions. These methods, which are based on the equations in (5), can be tested on the 
exact solutions represented in Figures 6 and 7. This has been done, and ugreemnent to pre-determimimied levels of 
accuracy can be attained. 

4. THE NUMBER OF DIAGNOSED CASES OF AIDS 

The first 4liIgImoscd cases of AIDS in the USA occurred in 1978; earlier cases may have occurred but were undi-
agnosed. The size of the epiileimuc imicica_secl exponentially for several years thereafter. This early cxin)mmemitial 
growth 1)rovokcd forecasts of a calamity that would rival the Black Death, a catastrophe which decimated the 
population of Europe during the 1300's. Time exponential forecasts were wade with the proviso that trends 
present at that time would comitimnic. 

however, the growth of the ruunbcr of diagnosed incidences of AIDS appears to have departed froin the ex-
ponential miioilc in early 1084 Duomig and MacNeill (1987) identified this departure for the Canadian data, 
and Jamidimyala and MacNcihi (1988) have analyzed the U.S. data and have estimated early 1984 as the date at 
which the parameters of the system began to change. The methodology used to test thc hypothesis of l)aratfleter 
change at umikuowri time is given by Chermioff and Zacks (1964), MacNeill (1978) and Jandhyala and MacNeill 
(1986). llavimmg determined that the exponential hypothesis is no longer tenable, Duong and MacNeill (1986) 
use the Akaike imiformuation criterion (AIC) to select from among a range of growth models that which best 
fits the Canadian data. The AIC can be used to compare non-nested models, and brings model selection into 
the inferential procs. The niodel chosen for the Canadian data is the logistic, and it can be used to forecast 
the ijicidence of AIDS; previous applications of this methodology suggests that, at least for the near future, 
these forecasts can be expected to be reasonably accurate. At this stage in the (levelohimucut of the epidemic, 
it is unlikely that realistic non-empirical models with the large miwimber of parameters that they entail will he 
of mmmcli use in near-term forecasting. hence, we will rely upon the logistic for smoothing and for near-term 
forecasts of the nummmber of diagnosed AIDS cases. 

The logistic function is defined as follows: 

MD(0) 
D(0) + (Af - D(0))exp (—rnkt} 
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where D(0) is the sizc of the epidemic at t = 0, Al is the maxilnuni size (rate) of the epickmic, k is the slope 
factor, and D() is the taLc of diagnosis at time t. This function has been fitted by non-linear least squares 
to the monthly diagnosed AIDS cases as reported January, 1989 by the Centers for Disease Control (CDC); 
Dcccuiber 1981 is regarded as time I = 0, The data for 1988 are not used for fitting due to severe late-reporting 
which characterizes the reporting of the AIDS epidemic. The data prior to 1988 have been revised upwards 
using the late-reporting adjustment discussed in Section 2. The logistic is used here only for very short-term 
forecasting, viz, 12 mouths to December 1988. 

Figure 8 shows the graph of the adjusted data superimposed on the fitted logistic curve. 

Figure 8. 	U.S. diagnosed AIDS series (adjusted), January 1982 to December 1987 as reported January 1989, with a logistic fit 
extrapolated to December 1988, 

5. INCUBATION TIMES FOR HIV INFECTIONS 

A lomigituclimmal study by Brodt et al. (1986) conducted at the University of Frankfurt followed subjects at risk 
of AIDS to determine the times of progression through time various stages of the disease. The study used the 
five stages of the Walter Reed Staging Method to identify progress from healthy status to AIDS. The stages 
are: 

la (At-Risk): Healthy persons at risk for HIV infection, but testing negative. 

lb 	HIV+ :  Otherwise asymptomatic persons testing HIV+. 

2a 	(LAS): Patients with IIIV infection and lymplmadenopathy syndrome (LAS), together with moderate 
cellular immune deficiency. 

2b 	(ARC): Patients with HIV infection and LAS, together with severe cellular immune deficiency (AIDS- 
related complex, ARC, as defined by CDC). 

3 	AIDS: Patients with AIDS as defined by CDC. 

The last stage is death. 
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Table 1, which presents some of the main results of the study, gives the number of paticnts observed by 
stage and by length of observation period. 

Raiigeof Stage Stage Stage Stage Stage All 
Observation la lb 2a 2b 3 Stages 

Periods (At-Risk) (IlIV) (LAS) (ARC) (AIDS)  
3-6 months 10 9 21 8 6 54 

6-12 months 14 18 51 29 9 121 
12-24 months 21 20 29 20 7 97 
24-36 months 3 5 19 7 1' 35 

All Periods 48 52 120 64 23 307 

Table 1. Frankfurt. Study "Table 5" Data: Number of Patients Observed by Stage and Observation Period 

1 2 3 4 5 6 
P(j,j + n) 0.016 0.065 0.107 0.125 0.124 0.113 

H 7 8 9 10 11 12 
P(j,j + a) 0.096 0.080 0.063 0.050 0,039 0.030 

Table 2. Proportion of those newly juifected which will have or will die of, AIDS a years later 

These data have been used by Cowell and Iloskins (1987) and by Paujer (1987) to estimate HIV progression 
rates and AIDS mortality rates. The model developed by Panjer was used to derive time estimates of P(j,j, +n) 
jiresented in Table 2. This model implies an incubation time distribution that is approximately gamma with 
• mean of 6.3 years. Cowell and Hoskiiis in an analysis of the same data but with a different model obtain 
• mean that is approximately two years longer. Kalbficisch and Lawless (1988) have estimated the median 
ilIcul)atiolu time to be approximately 10 years. In the sequel we have used the gaimumia (listribution with various 
Values of time parameters as models for incubation time distribution. We conunent later on upper bounds for 
izican incubation times, and suggest that 10 years is approaching this upper bound. 

6. ESTIMATES OF TILE SIZE OF THE FIIV INFECTED 
POPULATION IN THE USA 

Figure 8 contains the U.S. monthly data regarding diagnosed AIDS cases adjusted for late-reporting. The 
logistic model fitted to the data and extrapolated forward to the end of 1988 is used in estimating the size 
of the llI\' infected population. These estimates arc made using as incubation time distribution the Gamma 
(listlibution with the various parameter sets suggested by studies discussed in Section 5. Equation (6) is 
solved numerically and yields the estimates given in Table 3. Figures 9 contains the graph of D(t), the rate 
for new diagnosed AIDS (logistic fit), and N(t), the rate of new infections. For this characteristic case, the 
parameters for the logistic fit are D(0) = 75.92, Al = 4476.86 ± 255.33 and k = 0.00001412. The incubation 
time distribution assumed for Figure 9 is gamma with a = 2, = 5 for a imican incubation time of 10 years. 
The coimiputations are repeated with the asymptote of the logistic curve increased by two standard errors. 

The most striking feature of the graph of N(s), the infection rate function, is the rapid rise in the number of 
new infections until 1985/86 and the equally precipitous decline during subsequent years. As noted these com-
putations have been repeated for a variety of plausible incubation time distributions and for larger asymptotes 
for the logistic model. In all cases the infection function rises rapidly prior to 1985/86 and declines sharply 
after 1986. Other factors held constant, longer average incubation times result in larger estimates of the size 
of the IIIV infected population; this is illustrated in Table 3. 
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Figure 9. 	Rate of 11W infection recruitment, IV(t), and rate of diagnosis of AII)S, D(L). 

\Iean Iiicibation 
Times 

S years 
9 years 

10 years 

Pre-AIDS HIV infections 
1985 1988 

Logistic Logistic +2o,  Logistic Logistic -1-2c 
232,500 
278,800 
329,000 

466,800 
558,600 
657,700 

443,300 
515,100 
590,600 

498,400 
567,500 
638,000 

'raldc 3. Estimates of the size of the i,re-AIDS population in the USA 

The above analysis suggests that the number of latent AIDS cases in the USA aI)I)roxilnatcs to 600,000, which 
is a large inmumber but consi(leralily snialler than that estiinaterl by the Surgeon General (1989). 

It can be noted that positivity requirements on the N(t) series impose upper bounds omi the mean lcmigtli of 
the incubation time for a particular model of the distribution. In the above formulation, for incubation titim 
distributions to be consistent with the apparent trend in diagnosed AIDS cases, equation (6) and positivity of 
N(t) require that the mean incubation time be bounded at not much more than 10 years. 

7. AIDS FORECASTS 

What does time future hold regarding the number of AIDS cases in the USA? Several scenarios may be explored 
by extrapolatiomi of N(t), the HIV infection rate function; Figure 10 contains three different extrapolations 
corrcs)onding to a mean incubation time of 10 years. Equation (6) may then be used to forecast the AIDS 
series. Extrapolation A is compatible with continued logistic growth iii D(t), the diagnosed AIDS case series. 
Extrapolations B and C are more in keeping with the apparelit internal dynamics of the N(t) series, and suggest 
a decline in the nuniher of diagnosed AIDS cases beginning in 1990. The corresponding forecasts for D(t) based 
on the three scenarios for N() appear in Figure 11. 
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Fig,rc 11. New AIDS cases with three scenarios for the future (also see Figure 10). 

8. DISCUSSION 

The analysis givcll abovc 1)ro%'i(Ies estimates of the size of the HIV infected population that are lower than those 
given in the Coolfont report (1986) and in the more recent reports from the Surgeon General's office. 

Several factors significantly affect the size of the estimates given in this paper. First, the longer the incubation 
time, the larger is the estimate of the Size of the HIV iiifccted population. This follows because the number of 
cases of AIDS observed up to the present represents a proportion of the infected population that varies inversely 
with the length of time it has taken to develop these AIDS cases. 
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Second, the peicciitagc of the infected population that ultimately become AIDS victims is a.ssuincd to be 100%. 
If this assumimptiomi is not true, and time percentage is 100 p %, where 0 < p < 1, time CStiIiUttCS of the size of the 
HIV infected population must be increased by the factor p . No adjustment is miccessary if one is interested 
only in latent AIDS cases. 

Third, information regarding under-reporting is largely speculative. However, if the fraction of all cases that 
are reported is f, then time estinmates of time size of time HIV infected population must be increased by the factor 
f 1 . One could speculate that the effect of under-reporting is unlikely to exceed two standard errors on the 
logistic itsymnptote. 

The most significant feature of the I-IIV infected estimates is that they have peaked and have declined rapidly 
since 1980. Several reasons may be put forth to explain the post 1986 precipitous decline. First, the effect of 
education zunong the high risk groups has resulted in less risky behaviour on their part. However, because of 
time lengthy mean incubation time, education prol)ably had a niimmimnal impact on time shape of the N(t) function 
in time pre 1985/86 period. The second, and more plausible, explanation for the rapid growth and decline, is 
a saturatiomm effect among those who put themselves mimost at risk during the period immmnke(liately prior to time 
time when general awareness of time disease emerged. That is, exponential-type growth occurred at first but 
after the infection spread to a large part of this group there was little rooin left for continued giowtli. 

The education program and the broad dissemination of information about AIDS that occurred during time 
earlier part of this decade are likely to have their greatest impact on the HIV infection rate during time next 
decade. If these programs have been effective then scenario C will be more likely; if time programs have not 
been effective then scenario A will be mimore likely. 

Evidence given by Johnston (1988), McKusick et al (1985), Martin (1987), Wiukelstcin ct al (1987) and others, 
to the effect that among the homosexual male popmmlatioim in the USA, education has resulted in substantial 
behavioural change. l-lcnce, the weight of this evidence points to scenario C as the most likely. The effect of 
education upon IV drug users is more problematical. 

However, even if new infections were to cease immediately, AIDS will continue to be a significant epidemic 
through the 1990's simply because the number of latent cases remmimmins relatively large. 

The more encouraging news is that effects of the rapid growth and precipitous decline in the rate of increase 
of time IIIV infected poimmilation in time USA prior to the late 1980's will play themselves out (luring the 1990's 
and will have a much diminished impact by time turn of the century. 

Time above discussion a-ssumncs no imnimmimmemit major immedical discovery in time form of cures or vaccines for AIDS. It 
also assumes no discovery of drugs or therapies that would lemigtlmcu the mean incubation time of HIV infection 
mumd/or 

 
the survival time of AIDS victiimms. Obviously such cures, vaccines, drugs and therapies would have a 

major impact on the course of time epidemic. 

Time previous analysis has been l>rcmiicmtedl upon the notion that the incubation time distribution is stationary. 
\VhaL would be the effect of a lemmgtlieuimig of the mimenim incubation Lime, perhaps through drug thmeriii)y, at some 
future poimmi? Figure 12 contains graphs of D(t) for scenarios A, B and C when time mean incubation Lime is 
extended fm-oimm 10 years to 15 years beginning in 1990. The principal effects of a leimgthening of time incubation 
times are to reduce the impact of the epidemic in time 1990's but to increase it in the early part of time next 
century. 

it should be noted that time timime frommi time instant of lilY infection to dcath from AIDS is divided into two 
periods by time instant of AIDS diagnosis. The first of these periods is time incubation timmie, and time second 
is time survival time. If AIDS diagnoses are postponed, for whatever reason, timemi incubatioim timmics will be 
artificially lcmmgthcimed, and survival times will be correspondingly artificially shortened. Time opposite would be 
time case if diagnoses are mimade earlier t,iman called for by time staging metimod. If time former had been the ca-se, 
perimaps (hue to it desire to avoid negative social effects, and if the latter were now the case, perhaps due to time 
promise of improved survival from an untested AIDS drug therapy, thmeim Spurious and offsetting changes could 
be noted in incubation and survival times. In fact, it is possible for actual survival times to be shortened by an 
tmflteSte(l, I)erimapS  expensive, drug therapy and yet appear to be leimgtlmemmed due to a larger spurious effect of 
time kimmd itoted above. The regulation of such snake-oil therapies is another argument for conductiimg properly 
raimdommmizNl chimmical trials. 

9. IN CONCLUSION 

If mncdicai science is unsuccessful in discovering cures, vaccimmes or effective tlrugs/tlmerapies, then mmiankind 
will have to nmammagc with AIDS as it has managed with other epidemics in time past; namely by developing 
natural innmmunit.y. The chuldimood diseases brought by time Spanish to the New World in the 16-tim century had 
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Figure 12. New A II)S cases with three sceiuuios for the future (see Figure 10) and with an increase in mean incubation time from 
10 to 15 years in 1990. 

devastating effects upon the native populations of the Americas. However, today these diseases have no more 
iImLl )act llJ)011 their (lescelldauts than they do upon the descendants of time Spanish. Several generations have 
been required to build immunity defences iii past; W.H. McNeill (1975) has estimated six generations. To time 
extent that pediatric cases of the IIIV infections are relatively rare, it may require more generations than usual 
to build immunity to AIDS. Meanwhile, education is the main hope for near-term management of the AIDS 
C1 ) i (IClIliC. 
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APPENDIX 

Date of CDC Report 

Month 
Jan. July Jan. July Jan. 
87 87 88 88 89 

Prior to'82 337 3.11 352 348 381 
Jan.'82) 	i so 50 48 49 54 

2 64 66 68 67 68 
:1 58 59 59 59 62 
4 59 58 57 56 58 
5 59 61 61 64 68 
6 ii 71 72 74 76 
7 81 81 84 85 88 
8 92 94 95 94 96 
9 109 105 lOG 107 108 

10 104 106 106 106 111 
11 118 123 121 125 125 
12 134 135 137 137 139 
13 170 174 172 174 180 
(4 149 153 151 153 161 
115 200 203 207 212 216 
16 212 214 216 222 229 
17 211 217 219 222 225 
18 257 259 260 259 263 
19 229 234 238 239 215 
20 243 244 218 251 249 
21 259 264 264 266 272 
22 245 240 257 261 261 
23 277 278 277 277 277 
21 313 318 315 318 321 
25 343 343 354 358 362 
26 368 373 381 380 389 
27 383 385 384 397 403 
28 414 424 432 431 441 
29 454 464 469 470 474 
30 434 447 151 456 463 
31 484 490 41)5 503 513 
:12 500 507 516 517 528 
33 506 513 516 525 534 
311 555 567 574 577 582 
35 530 538 551 551 559 
36 560 568 577 589 597 
37 630 650 657 678 701 
33 611 623 634 647 655 
39 728 744 757 780 709 
40 751 766 784 817 838 
'II 755 770 796 815 834 
42 773 799 819 853 879 

Month Jan. 
87 

Date of CDC Report 
July 	Jan. 	July 
87 	88 	88 

Jan. 
89 

13 889 906 936 965 984 
44 954 976 1018 1057 1071 
45 794 825 871 902 920 
46 880 920 961 1018 1050 
47 838 871 918 962 981) 
48 881 906 958 1014 1045 
49 986 1059 1123 1197 1234 
50 940 999 1072 1151 1191 
51 966 1048 1135 1216 1263 
52 990 1068 1145 1238 1278 
53 1035 1123 1241 1326 1382 
54 1034 1164 1276 1396 1162 
55 1017 1176 1331 1137 1497 
56 982 1185 1308 1425 1491 
57 894 1205 1343 1495 1577 
58 761 1292 1468 1602 1706 
59 37:1 1097 1265 1391 1464 
60 43 1167 1397 1548 1627 
61 . 1228 1199 1707 1811 
62 . 1164 1483 1694 1815 
63 . 1172 1548 1799 1946 
64 . 874 1542 1816 1927 
65 523 1564 1864 2012 
66 81 1532 1873 2036 
67 . 1508 1915 2094 
68 . 1456 1905 2085 
69 . . 1374 1950 2130 
70 . . 1117 1933 2146 
71 . 499 1776 1974 
72 . . 58 1877 2132 
73 . . . 1765 21173 
74 . . . 1654 2064 
75 . . . 1763 2317 
76 . . . 1296 2026 
77 . . 810 2061 
78 . . 125 2167 
79 . . . . 1959 
80 . . 1982 
81 . . . . 1656 
82 . . . . 1352 
83 . . . . 759 
84 . . . . 122 

Table A. 	Five sets of data provided semi annually by the CDC beginning January 1987. These data are the 
reported numbers of diagnosed AIDS cases per month as of report time. 
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ABSTRACT 

Microsimulation models allow one to study the behaviour of a large population over time. At 
Statistics Canada, health characteristics and risk factors are being added to a demographic and 
labour force model of the Canadian population. This paper describes a method for obtaining 
inultivariate transition probabilities between states for use in advancing individuals in simulated 
time. The lack of longitudinal data means that these probabilities must be derived from 
cross-sectional data. The use of appropriate transition probabilities by the microsimulation model 
has the effect of producing smoother, inure realistic, logically possible life histories. The 
probabilities are constrained to maintain consistency with the cross-sectional distributions. The 
constraints on the probabilities may be expressed as those of the transportation problem in network 
how theory. The objective function in this special type of linear program is chosen to discourage 
unrealistically large or frequent changes of state across time. Canada llcalth Survey data were used 
to generate multivariate transition probability arrays for smoking, blood pressure, cholesterol, and 
body mass index, all thought to he important risk factors for coronary heart disease. 

KEY WORDS: Longitudinal I)ata, Microsimulation, Simulation, Smoothing 

INTRODUCTION 

this paper describes techniques for enabling it dynamic microsimulation model which relies on cross-sectional 
source data to nevertheless produce realistically smooth simulated longitudinal microdata. A microsimulation 
mndcl consists of a set of algorithms and a computer program which simulate mnicrodata. The algorithms are 
based on probabilistic or deterministic submodels, and/or on observed distributions of real data. The 
mimicrosimulation model generates a sample of simulated units which represent some conceptual population of 
units. These units might, for example, be people, households, or business firms. We shall refer to them as 
"individuals". The sample of individuals is used to make inferences about the population. Microsimulat ion 
iiodcls are particularly useful for posing and answering questions of a "what ir' nature. To distinguish the 

data used in the construction of a nhicrosimulauon model from the data generated by such a model, we shall 
me let' to the former as ''source data" and to the latter as the "simulated data" or "sample data'. For a useful, 
broad collection of papers concerning niicrosimulation, see Orcuit, Merz, and Quitike (1986). 

A dynamic microsimulation model ages a sample of individuals across time, simulating niultivariate data (stich 
as marital status, employment status, education, consumption of manufactured goods, and health status) which 
describe them during each time period. There exist many panel and other surveys which can provide sotirce 
data which are both multivariate and longitudinal, but the need of a microsimulation model for such data often 
cannot he ftilly met. [loschka (1986, p.49) lists "missing variables" and "cross section instead of panel surveys" 
as being among the most common shortcomings of microsimulation model source data. By their very nature, 
Iongiitmdinal data require a long period of time to he collected, and it is not always possible to foresee what 
utunbinations of variables will be needed, so that alternate strategies are needed. 

Assume that for each variable of interest, a finite numbcrof outcomes (or classes, or states) have been defined, 
l'roiii longittmdinal age-specific source microdata, it is possible to estimate the distribution of a variable at a 
given age t, and to estimate transition probabilities for an individual moving from a certain state at age t to a 
certain slate at age H-l. These probabilities can be used by the microsimulation model as it ages the sample. 

I Analytical Studies Branch, Statistics Canada, Ottawa, Ontario K! A 0T6 
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In the absence of longitudinal source data, analysts often use cross-sectional data, treating the age-specific 
Source data gathered at one point in time as if it were data describing one group of individuals across time. 
Transition probabilities cannot in general be deduced from cross-sectional data (a deliciency which also occurs 
with longitudinal da(a which are collected, but not linked, across time). However, ifa rnicrosimulation model 
igiioies transitions and generates data independently for each age, the characteristics ofa simulated individual 
may vary unrealistically across time, even though the distribution of the sample matches the source data 
(listrihution at each age. 

For example, suppose that cross-sectional source data were used to estimate at each age the distribution of a 
variable describing an individual's smoking habit (classed as 'Never Smoker', 'Current Smoker, or "Former 
Smoker'). If the microsimulation model generates an individual's smoking habit independently for each age, 
he resulting simulated smoking history may have unrealistically frequent changes of state, and it may exhibit 

a logically impossible transition (such as from being a current smoker to being a never smoker). 

Ideally, a microsimulation model would use an array of multivariate tiansition probabilities to move an 
individual from one age to the next. In the absence of multivariate source data, analysts may "synthetically 
link diIfirent data files (enhancing the data for one individual by appending data from another, similar, 
illdivi(lual), and they may resort to assuming independence of separate variables. 

This parer describes procedures for obtaining multivariate transition, probability arrays from cross -sectional 
multivariate data in order to smoothe the longitudinal behaviour of the simulated individuals. The examples 
provided utilize data for four variables having 5,3,3, and4 states, respectively, so that there are 180 frequencies 
at each age group, and 180 x 18() = 32,400 transition probabilities from one age group to the next. Across the 
12 age groups, there are therefore 356,400 transition probabilities. Given multivariate data for two adjacent 
age groups, an array of niultivariate transition frequencies (and (he corresponding array of transition 
probabilities) is obtained using linear programming (LP) methods. These transition frequencies are made 
consistent with the cross-sectional inultivariate source data, and conditions which are innate to the particular 
variables are also imposed; these, plus the nonncgativity of the frequencies, form the constraints of the linear 
piogramn. The linear program's objective function is chosen so that transitions to "nearby" states are favoured 
over transitions to "distant' states (which is reasonable if the time interval between the two age groups is 
relatively small). 

The approach here is from a smoothing rather than an estimation point of view because of the very large 
number of degrees of freedom available for determining transition frequencies given relatively few marginal 
sums. Our approach is analogous to that used in smoothing ordinary univariate time series data, for which 
there are many possible smoothing algorithms; the choice of an algorithm and the parameter values thereof is 
often made heuristically, in order to obtain the desired quality and degree of smoothing. It is in that spirit that 
procedures are proposed here for generating realistically smooth longitudinal mnicrodata. 

THE SMOOTHING TECHNIQUE 

Suppose that there are k variables of interest (k ~ I), for which multinomial data are available as follows: For 

each variable, a finite set of mutually exclusive, exhaustive possible outcomes (states) has been defined, and 

cioss-classified frequencies of occurrence ofeach outcome combination have been observed for n 1  individuals 

ot age t and for n,, I  individuals of age t+1. If the data are cross-sectional, these two groups of individuals 

are disjoint, and n, I  may even be larger than n, (which cannot occur in a closed population). 

The array of transition frequencies between age t and age 1+1 (and the corresponding array of transition 

probabilities) is 2k-dimensional. For notational simplicity, k will be assumed to be equal to 2, without loss 

ni generality. Suppose, then, that the number of states for Var. 1 is s 1  , and the number of states for Var. 2 is 

Let u 2  be the number of individuals who were observed to be in the bivariate State (i 1 , i2 ) at age t, and let 
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be the observed number of individuals in state (i1,12)  at age t+1. (Here j 1  and] 1  label the state for Var. I. 

and i, andj, label the state for Var. 2; i and j 1  = 1, . . ., s 1  ; it  and j2 = 1 ,...,s2  ). Then n, = u. . and n 	= v••  (where 

ilie dot notation signifies summation over (he indicated subscript). Ordinarily. n, ~ n 	this occurs in a closed 

(1pulation because of losses due to mortality, and in cross-sectional data because the two groups contain 

different individuals. 

lOr the time being, assume that there is no mortality between the two ages, and rescaic the observed frequencies 

(for either or both ages) so that the number (n) of individuals represented at each age is the same: Multiply 

the u, 2 's by a constant C and the v, 12 ' s by C 
---. 

For example, multiply each observed frequency at age t by 

C 	in which case the frequencies at age t+l remain unchanged. Since the two sets of rescaled frequencies 

now have a common sum, the quantities 
{ 	

and v} can be treated as the marginal sums {x,,. .} 

respectively, of the array {x,112} of unknown transition frequencies which are to be determined 

using LP methods. As discussed below, the resul(ing transition probabilities are invariant to the choice of the 

scale factor C. 

Fhie transition frequency 	is the unknown number of individuals who made the transition from state 002) 

am age tto state (i 1 ,j2)ataget+1. The overall sum of the transition frequencies isx.... = Cn, = n. The transition 

piobability p lJ2 
is the probability of an individual being in state (11,12)  at age t+ 1, conditional on having been 

iii stale (i 1 , i2 ) at age t: 

x, II.i IJ2  

'l'21lJ2 	
.. 

çl'he word probability" is used informally throughout the discussion here, and may instead be interpreted as 

'poportioli.) The goal is to obtain reasonable values for the p 112's (or equivalently for the x 1112 's) for use 

i n generating microsimulated data. 

I Jsing standard linear programming techniques, values {x,, 112} are determined so as to minimize an objective 

hitnction, which is a weighted sum of the x '2J/2's' subject to the following three types of constraints: (i) The 

frequencies must be non-negative; (ii) The marginal sums of the input multinornial data must be maintained; 

and (iii) Relationships innate to the variables must be maintained (e.g., that the number of transitions from 

being a current smoker to being a never smoker is zero). 
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The weights for the objective function are chosen here to favour stability by discouraging transitions to distant 

slates, assuming that the concept of 	'distance" between states is meaningful. With the state labels suitably 

ordered, a reasonable choice for the weight 	for x 12  might be a measure of the distance between the 

state (i 1 ,i2 ) at age i and the state (j,j2) at age t+l, such as J 	I + I i2-i2  I or (i 1 —j 1 ) 2 +(12 —j2) 2  

There ucinains the question of which variables to use: the transition frequencies or the transition probabilities. 

That is. the result of minimizing 

= I I I I W l x.21j  
'I 	12 /l 1 2 

is in general different from the result of minimizing 

2 = 	j 14 Pj J2  = 	. _. V, j1 X,, 11  
'I '2 h J2 	 2 /l 12 

(where ' ' izJi12 = 

The LP method applied to the same observed data with two different choices of the rescaling factor C will 

yield 1he same array of transition probabilities (but not of transition frequencies) in both cases. If {x, 1 } are 

the transition frequencies resulting from a choice ofC = C 1 , then it is straightforward to show that the transition 

frequencies resulting from an alternative choice of C = C2  are . Both transition frequency arrays 

have the same transition probabilities. 

It is instructive to interpret mortality as an additional variable for which two states - Alive and Dead - are 
delincd at any given time. (Dead is an absorbing state: persons who are (lead remain 'forever' in the same 
inultivariate slate, and age for them is interpreted as the number of years since birth.) Viewed the other way 
around - as a life table to which variables representing other means of transition than dying have been added 
- the transition frequencies are similar to entries in a multistate life table (see, e.g., Rogers (1980)). In 
longitudinal data for a closed population, the numbers of individuals Alive and Dead are known at any given 
time, and transition frequencies between the two states are known; in cross-sectional data, the number Alive, 
but not the iiumber Dead, is known, and no transition frequencies are known. It can be shown that rescaling 
ofAlive individuals at age t is equivalent to removing from the Alive populalion aage (all of those individuals 
who are going to die by age t+l, but by applying the overall mortality rate rather than the state-specific rate. 
Since the LP method yields the same results regardless of the rescaling factor, this rescaling implies the use 
of a state - independent mortality rate. 

'l'liis is what occurs when cross-sectional data are resealed; the resulting transition probabilities may be 
interpreted as transition probabilities from age t to age t+ i for only those individuals who survived to age t+ 1, 
but tinder the assumption that all state-specific mortality rates are the same. Using resealed cross-sectional 
data is not ideal in that one likely reason for defining different states of a variable is that the mortality rate is 
thought to he state-dependent. Intuitively speaking, a larger percentage of high risk individuals should (lie in 
11,1+1 ), resulting in relatively fewer of them alive at age (+1. Assuming a uniform mortality rate for all states 
makes it appear that some high risk individuals have moved to lower risk states. 
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EXAMPLES 

The input data used to demonstrate the smoothing technique are from the 1978179 Canada health Survey 
(Cl IS). This was a multistage strati fled household survey of 31,668 individuals. For details of the Cl IS, Sec 
Statistics Canada and National 1 Icalth and Welfare (1981). For each sex, and for each of 12 age groups (15-19, 
20-24, 25-29, ..., 65-69, and 70+), cross-classified frequencies were obtained for the following variables and 
classes: 

Var. 1: Body Mass Index 
() 

<20 
[20,251 
(25,27] 
(27,30] 
>30 

Var. 2: Serum Cholesterol 
() 

15200 
(200,2401 
>240 

Var. 3: Diastolic Blood Pressure (tnmllg) 

<90 
190,105) 
~!105 

Var. 4: Smoking habit 

Never Smoker 
1-20 cigarettes/day 
>20 cigarettes/day 
Iormcr Smoker 

Frequencies were calculated using the survey weights. These four variables are risk factors which can be used 
to help predict coronary heart disease. The transition probabilities derived here arc to be used in a health 
tuicrosimulalion model being developed by Wolfson (1989); a submodel, constructed by Wolfson and l3irketi 
(1989), simulates the onset and progression of coronary heart disease. 

Iransilions involving the smoking variable have certain innate constraints. The probability of becoming a 
Former smoker immediately after being a never smoker is zero (for a short age increment during which it is 
assumed that only one transition occurs). The probability of becoming a never smoker after being in any of 
the other three smoking categories is zero. And it may be reasonable to assume that the probability of quitting 
smoking is less than orequal to the probability of resuming smoking. The appropriate elements of the transition 
probability array must therefore obey certain equations or inequalities. The LP approach can maintain such 
relationships by imposing them as additional constraints. 

Fable I gives it one -variable example of the LP procedure results. Transition frequencies and probabilities 
fur males From age group 30-34 to age group 35 - 39 were calculated using (lie observed marginal distributions 
oh just the S inoking I labit variable. The four smoking states were ordered as they might occur for one individual 
across ti tue - from never smoker to lighter smoker (1-20 cigarettes) to heavier smoker (>20 cigarettes) to former 
smoker. The LP procedure was applied using different combinations of weights (absolute distance or squared 
distance) and objective functions (z or z'). In all four cases, the (1.4), (2.1), (3,1), and (4,1) elements of the 
transit ion matrices (involving transitions from neversmoker to formersmoker, and from lighter,  smoker, heavier 
siiioker, aiid former smoker to never smoker) were constrained to be zero, but no inequality constraints were 
iiiiposcd for quilting smoking relative to resuming smoking. 

In Table 1, changing from zto z' made a difference when absolute distance weights were used, but made no 
di ilrencc when squared distance weights were used. In general, the use of absolute distance weights perillits 
transitions to tiiore distant states to occur than with squared weights (or weights based on a more rapidly 
increasing function of distance). In the four examples, the only transitions permitted over a distance of more 
than one state are from being a lighter smoker to being a former smoker (absolute distance weights. objective 
(unction z, probability .08), and from never having smoked to being a heavier smoker (absolute distance 
weights, objective function z', probability .02). In the latter case, however, the one -state move from never 
having smoked to being a lighter smoker is less probable than the two-state move (in fact, the one-state transition 
is impossible), which may be unrealistic. 

On the other hand, absolute distance weights generally result in largerdiagonals. The diagonals of the examples 
using absolute distance weights are greater than or equal to the corresponding diagonals of those using squared 
distance weights. All four examples have probabilities of 1.00, which is probably unrealistically large, for the 
zero-state transition from former stimoker to former smoker. Even so, this does not imply that a quitter of 
smoking will remain a quitter forever, as each age transition uses a different set of transition probabilities. 
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The probability of resuming smoking (the sum of elements (4,2) and (4,3)) is zero in all four examples, and 
the probability of quitting (the sum of elements (2,4) and (3,4)) is higher - either .08 or .07. Attempts to force 
the probability of quitting to be lower than the probability of resuming resulted in the LP program halting in 
some cases because no feasible solution exists for these data under these constraints. The problem is caused 
by the use of cross-sectional data and by incorrect assumptions about them, not by the LP method. 

It is useful to inspect the transition probabilities and to examine the effects of varying the parameters, as one 
does when smoothing time series. One can examine the various trade-offs among the different solutions and 
select the most appropriate one for the microsimulation model. The acceptability of a set of transition 
probabilities depends strongly on the particular set ofdataand on the assumptions. Forexample, ourassumption 
here that transitions from never smoker to former smokerare impossible is perhaps overly stringent for live-year 
age intervals. 

Figure 1 shows two synthetic life histories simulated using the multivariate distributions for the four variables 
across all 12 age groups. In Figure 1 A, the 11 8-dimensional transition probability arrays obtained using 
objective function z and squared distance weights were used to assign states to one individual (named "Sam' 
for "smooth"). In Figure 1 B, only the distributions at each age were used, so that the multivariate state of this 
individual (named "Roy" for "rough') at age t is independent of his state at age t+l. The greater smoothness 
and continuity of Sam's life history is clearly noticeable. Only once does he jump from one state across an 
intermediate state to another state, while such leaps are quite frequent in Roy's life. Note that Roy twice 
experiences a forbidden transition, becoming a never smoker at age 50-54, and then becoming a former smoker 
at age 55-59. Roy's body mass index fluctuates unrealistically, as does his cholesterol. Sam's body mass 
index follows quite a believable pattern of increase to age 50-54 and then declines, similar to his cholesterol. 
In smoking, he shows a plausible pattern, in general gradually increasing his consumption until he quits in 
middle age. Roy's smoking pattern is logically impossible. Both of these individuals have reasonable blood 
pressure patterns. 

COMPUTATIONAL CONSIDERATIONS 

The procedure used to obtain the transition frequencies has been described above as a linear programming 
one. In fact, the problem falls into a very important special class of linear programs, i.e., network flow problems, 
and a special case of these known as the transportation problem. The term transportation problem arose from 
the original interpretation as finding the least costly way to route materials from supply points to demand 
points (see Hitchcock (1941)). The essential constraints of a transportation problem are the imposition of 
known row and column totals on the non-negative elements of a matrix. By choosing some convenient ordering 
or the multivariate states, one can imagine the transition frequencies to be matrix elements, with the row labels 

corresponding to the starting states and the column labels to the ending states. The number of individuals 
making a transition is clearly non-negative, and the row and column sums correspond to the total numbers of 
individuals in the initial and final states. We want to impose consistency with these given totals, which is 
precisely the transportation problem framework. The objective function in our problem imposes costs on 
various transitions. These are analogous to the shipping costs from one place to another in the classical 
application. The coefficients are such that transitions to 'nearer' states are cheaper than those to more distant 
staies 

Ibe recognition that our linear programming problem is a network flow problem has important theoretical 
and practical consequences. One pleasant property is that integer valued solutions are found. If the row and 
column totals are integers, the algorithms will return optimal solutions with integer values, so that the number 
of individuals making a transition is never fractional (see Lawler (1976)). Finding integer valued optimal 
solutions is difficult for a general linear program, but it is automatic with a network flow. 

Oilier advantages of phrasing our problem as a network flow are that network flow problems can be solved 
orders of magnitude faster and with less computer storage space than general linear programs. The problems 
solved here with less than 400 nodes are not large ones by the standards of the field and are routinely solved 
hy available codes. In one large application (see Barr and Turner (1981)), a transportation problem with more 
han 20,000 constraints and 10,000,000 variables was solved. 

In the simplest transportation problem, all transitions are allowed, with no upper limit on the value of an 
individual frequency. In this case, providing that the row and column totals are consistent (i.e., have (he same 
overall total), the problem always has a solution (i.e., is 'feasible", in the terminology of mathematical 
programming). The framework does have more flexibility than this simple form implies, and this flexibility 
is needed for our problem. For example, if certain transitions are logically impossible, then they can he 
lorbidden. One may also impose lower and upper bounds on various variables in the solution. This corresponds 
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to restricting the ranges of certain transition probabilities to reflect knowledge and beliefs about what is likely. 
When additional constraints of this type are added, the problem may no longer be feasible. (As a simple 
example, if enough transitions are forbidden, it may not be possible to satisfy the demand at a particular node 
or nodes.) In our data, infcasibility was encountered in some cases and was always traced to the same cause: 
our constraints made it impossible to become a never smoker from any other state (which was reasonable), 
but the raw data, after re-scaling to achieve cusiserit overall sums, had more never smokers at age t+ I than 
at age t. The resulting infiasihility was not due to a problem with the method it was a consequence of the 
use of cross-sectional data as a substitute for longitudinal data. In a sense, the re-scaled data contain outliers 
(values inconsistent with the model) and must be adjusted to meet the logically necessary condition that the 
proportion of never smokers can only stay the same or decrease. 

Our results were obtained using two SAS Procedures: LP for general linear programs (SAS Institute (1985)). 
and NEIFLOW for network how problems (SAS Institute (1985)). Another Procedure, IRANS (SAS Institute 
(1985), specializes in transportation problems, but internal difficulties in our version, since rectified by SAS, 
caused us to abandon its use. TNETFLOW, a superior Procedure for network flow problems (SAS institute 
(1986)), has now been produced. 

Figure 2A shows the observed percentages of never smokers (males only) in our Canada health Survey data 
across the 12 age groups. Except for one large percentage at age 15-19 and one small one at age 50-54, the 
percentage across the ages is roughly linear with a negative slope, but it is not uniformly non-increasing. To 
adjust these data, we ltted a simple linearregression on age of the logarithm of the proportion of never smokers, 
omitting the above-mentioned two points. Fitted values on this line were substituted for observed data when 
necessary to Ol)talfl a non-increasing proportion of never smokers. The relative magnitudes of the proporlions 
of individuals in the other smoking categories were maintained. 

Figure 213 shows the observed perceniages of female never smokers across the 12 age groups. These show a 
clearly increasing trend over time, very likely due to a cohort effect in this cross-sectional data: older women 
in ilie 1978 population were more likely to be never smokers than were younger women. This illustrates a 
severe conflict caused by the use of cross-sectional data in place of longitudinal data. if such data were 
casually subjected to the procedures described above, no solutions would be found for most age transitions. 
The smoothing procedure thus has a side benetit of providing a warning about certain types of inconsistencies 
in the input data. 

CONCLUDING REMARKS 

Ihe statistical concepts of heterogeneity, selection, and multistate life tables all come together when considering 
the problems introduced by using cross-sectional data in place of longitudinal data. More research is needed 
to determine how to recognize and correct for these problems, and more longitudinal data are needed in order 
to sklcstcp them. 

Oti the computing front, despite what may sometimes he insurmountably high requirements ofmicrosimulation 
mno(lels for resources, there is optimism that further technological advances - such as increased processing 
speed, higher capacity data storage, more use of dedicated computers, and parallel processing - will allow 
tnicrosimülation models to expand and improve their capabilities (see lloschka (1986)). 

The authors wish to thank Michael Wolfson for motivating this study, the results of which will be implemented 
in his P01 hEM health microsiniulation model (see Wolfson (1989)). We also thank Monica Tomiak for her 
invaluable technical assistance and programming support. 
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TABLE 1 

A. IRARSJTI04 FREQ(L4C1[S FOR ONE VARIARI[ C4$J 
(VAR. 4: S**J(R ((MIT) FOR ('AlES FROM AGE CR00? 30-34 10 AGE 88(4W 3539 
ftE(ENIS (1,4), (2,1), (3,1), ANTI (4,1) ARE c(*(sTRA1l1:D TO RE ZERO 

Wij 	:1 i-il ((ii 

MEYER 	1-20 	>20 	F0R (EVER 	1 -20 	>20 	FOfl 
Sh)RER 	816/DAY 	Cr6/DAT 	9MAER SF8 	816/DAY 	CIT/DAY 	SMOKER 

(EVER SUER 	1 	152,389 	3,263 	0 	0 155,652 1 	152,389 	3,263 	0 	0: 155,652 
7 	1 -20 816/DAY 	0 	111,890 	24,390 	11,661 : 147,131 2 	1 	0 	111,) 	36,051 	0 141,131 

>20 dC/DAY 	0 	0 	161,514 	0: 161,514 0 	0 	149,853 	11,661 161,514 
FORIli 5(t)K[R 	0 	0 	0 	222,417 227,417 1 	0 	0 	0 	222,411 : 222,411 

152,389 	114,343 	185,904 	234,078 686,714 152,389 	114,343 	185,904 	234,018 686,714 

Wij 	:1 i-j I Wij : (-i) 

(EVER 	1 - 20 	120 	FOR1ER MEYER 	1 -20 	>20 	FORIER 
SPRER 	dIG/DAY 	C16/DAY 	St')kER S(>KER 	816/DAY 	CIC/DAY 	SIIOXER 

(EVER S(*ER 	152,389 	0 	3,263 	0 155,652 1 	152,389 	3,263 	0 	0 155,652 
7' 	1-20 dC/DAY 	1 	0 	114,343 	32,789 	0 147,131 i' 	1 	0 	111,(X 	36,051 	01 147,131 

>20 dIG/DAY 	0 	0 	149,853 	11,661 1 161,514 : 	 0 	0 	149,853 	11,6611 161,514 
FORIER S00KER 	0 	0 	0 	222,417 222,417 1 	0 	0 	0 	222,417 1 222,411 

152,389 	114,343 	185,964 	234,078 686714 152,309 	114,343 	185,904 	234,078 686,714 

S. 184(611104 PR89MRITJES FOR (*1 VARIMLE CASE 
(VAR. 4: MIXING HABIT) FOR MALES FROM AGE CR(4JP 30 - 34 TO ASE CR00? 3539 
ELEFENTS (1,4), (2,1), (3,1), AND (4,1) ARE CONSTRAINED TORE ZERO 

(EVER 	1 -20 	>20 	FABlER 
SIllIER C1G/DAY 816/1)41 SIllIER 

(EVER SIllKER 1 	.98 	.02 	.89 	.89 
1-20 dC/DAY 	.89 	.75 	.17 	.89 
>20 dIG/DAY 	1 	.00 	.00 	1.89 	.891 

TOIlER SIt*ER 1 	.89 	. 	.89 	1.89 

Wij 

(EVER 	1 -20 	>20 	FORIER 
SIllRER CIG/DAY dIG/DAY SIllIER 

.s 	.02 	.89 	.89: 
2 	.89 	.75 	.25 	(XII 

.89 	.89 	.93 	.011 

.89 	.89 	.89 	1891 

Wij 

(EVER 	1 -20 	>20 	1011ER 
SIX*ER dIG/DAY dIG/DAY SIIOIER 

(EVER SIllTER 1 	.98 	.89 	.02 	.89 
7' 	-20 dIG/DAY 	.89 	.78 	.22 	891 

>20 dIG/DAY 	1 	(XI 	.00 	.93 	.01 
FOlDER SIllIER 1 	.89 	(Xl 	.00 	1.00  

1. 
Wij 

(EVER 	1 -20 	>20 	FABlER 
SIllIER 818/DAY 818/DAY 5(4)818 

	

.98 	.02 	.89 	.891 
7': 	.89 	.75 	.25 	.001 

	

.00 	.89 	.93 	.Ofl 

	

(4) 	.89 	.89 	1.891 
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FIGURE 1. Two SIMULATED LIFE HISTORIES 
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FIGURE 1 	(continued). 

B. ROY (Rough history) 
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FIGURE 2. PERCENTAGES OF NEVER SMOKERS 
ACROSS 12 AGE GROUPS 

A. MALES 
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ABSTRACT 

Key Words: 	Cardiovascular disease, mortality rates,immigrants, ethnicity, place of birth, time trends. 

Cardiovascular disease (CVD) is the major cause of death in Canada as it is in most industrialized countries. 
Major risk factors for CVD have been identified as smoking, high blood pressure and cholesterol. Approximately 
one in six Canadian residents is a first generation immigrant. It has been shown that the CVD mortality rates 
vary by ethnicity and were found to differ for the first generation ethnic groups in Canada. Overall lower CVD 
mortality rates were found for first generation Canadians from South America, China and South Asia; high rates 
are indicated for Scandinavia and Africa. The rates for North America are similar to those found for Eastern 
and Western Europe. Between two five year time periods (1969-73 and 1984-88) CVD mortality rates generally 
were found to decrease except for Africa (age 35+). Similar ranking of CVD mortality rates were found by age 
and sex. The rates were consistently higher for males than for females. 

1. INTRODUCTION 

Cardiovascular disease (CVD) is the major cause of death in Canada as it is in most industrialized countries. It 
is the leading cause of hospitalization in Canada with direct hospital costs estimated to be in excess of 3 billion 
dollars per year (Nair et al., 1989). During 1988, 77,000 Canadians died from CVD (Nair et al., 1989). This 
represents a group of people the size of the population of Kingston, Ontario. CVD has been the leading cause of 
death in Canada over a long period of time. In 1921, deaths due to CVD were 18.6% of all deaths; in 1981 CVD 
is still the leading cause of deaths and accounts for 46.6% (Figure 1) of all deaths. 

Leading Causes of Death, 
Canada, 1921 and 1981 

• 	50 .  

40 

30 

20 

10 

Figure 1 	 1 

In 1987, 43% of all deaths were due to CVD. This implies that 4 out of 10 Canadians are likely to die from CVD 
each year. Figure 2 shows the death rates from CVD during 1987 by age and sex. It shows that death from CVD 
starts at an earlier age for males and for all ages the rates for males are higher than for females. As is to be 
expected, persons over the age of 65 have substantially higher death rates than the younger age groups. The 
death rates for persons of age 75 years and over are approximately four times that for persons less than 65 
years. This has major implications for health services in an aging population. Figure 3 gives the age 
standardized mortality rates (ASMR's) by sex from 1951 to 1987. The good news is that the ASMR ts have 
declined in the last thirty five years. If the rate had remained at its highest level there would have been 22,000 
additional male deaths and 13,000 additional female deaths in 1987. 

Three major risk factors for CVD have been identified: smoking, high blood pressure, and elevated serum 
cholesterol. Comparable data for two of these risk factors, namely smoking and high blood pressure, are 
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available over a period of time and are presented in this paper. The proportion of smokers in Canada has 
declined from 42.2% in 1970 to 29.4% in 1986, (Figure 4), (Health & Welfare, 1973). Similarly, the proportion of 
Canadians with diastolic blood pressure '= 100 mmHg has decreased from 9.6% in the Nutrition Canada Survey 
(NCS), (Health & Welfare, 1973) to 4.9% in the Canadian Health Survey (CFIS), (Health & Welfare, 1981) to 2.7% 
in the Canadian Blood Pressure Survey (CBPS), (Figure 4), (Health & Welfare, 1989). This may be part of the 
reason for the decline in ASMR's over the past three decades. 

Currently, approximately one in six Canadian residents is a first generation immigrant (Employment & 
Immigration, 1988). In recent years, the trend of immigration has shifted from European countries to countries 
from other parts of the world. Figure 5 shows this shift by the region of birth of immigrants over a period of 
time. Immigration from Europe has decreased while immigration from Asia and South America has increased. 
This trend has contributed to the multi-cultural and multi-ethnic mosaic of the Canadian population. It has 
been shown that CVD rates vary by region (Thom, 1988). Therefore epidemiological studies of first generation 
Canadians by place of birth may be used to help evaluate the health status of Canada and help in the planning of 
health intervention programs. This paper will examine the CVD mortality rates of immigrants to Canada by 
region of birth. 
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2. METHODOLOGY 

The data used in this study are from the Canadian Census of Population (Statistics Canada, 1971 & 1986) and 
the Canadian Mortality Data Base (CMDB) (Statistics Canada). For the purposes of the study and to act as a 
proxy for ethnic differences, countries of birth were grouped geographically as outlined in Table 1. The number 
of countries selected for the study was limited by the availability of data on the CMDB. For example, Japan 
and Australia were ultimately excluded from most of the analysis due to small numbers. Time periods for 
analysis were also limited by the availability of data, (Table 2). The time periods 1969-73 and 1984-88 were 
selected since the data was the most complete during these two five year time periods. 

In Alberta for 1984 the total number of deaths due to CVD was known but the country of birth was not recorded 
and therefore had to be estimated. The number of deaths in Canada for 1988 were estimated from the number 
of deaths in 1987. All estimates were evaluated by checking their consistency with known data trends. 

Five year time periods were chosen to provide a reasonable number of deaths in the selected groups of 
countries. The 1971 and 1986 census data - corresponding to the mid-points of the five year time periods - were 
categorized by country of birth, age (35-54, 55-64, 65+) and sex. The data on the CMDB were sImilarly grouped 
for age, sex, and country of birth as well as by cause of death (all causes, CVD, Lschernic Heart Disease (IHD), 
and Cerebrovascular Disease (CBVD)). The census data were used for the denominator and the sum of the 
deaths over each 5 year period was used in the numerator giving the five year grouped mortality rates. Age 
standardized mortality rates (ASMR's) were calculated using the 1986 Canadian population as the standard. 
When ASMR's are referred to in the following text it refers to 5 year grouped data, age standardized in the 
above mentioned three age groups starting at age 35. 
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3. RESULTS 

Figure 6 shows the ratio of CVD to total mortality in 
Canada, by country of birth, for the two time 
periods: 1969-73, 1984-88 respectively. In 1969-73 
CVI) accounted for at least fifty percent of all 
deaths over age 35. In 1984-88, the percentages of 
deaths due to CVI) has declined in most countries of 
birth to between 40-50%. 

The Canadian ASMR's by country of birth for death 
from all causes for the two time periods are shown in 
Figure 7. All cause mortality rates vary by country 
of birth in 1984-88, the lowest being for South 
America and South Asia and the highest for Africa. 
ASMR's decreased between 1969-73 and 1984-88 for 
all regions except Africa. 



Figure 8 gives the Canadian ASMR's by country of birth for CVD mortality for age 35-i-. CVD ASMR's also vary 
by country of birth and show a similar pattern as death from all causes. Rates are decreasing except for Africa 
for ages 35+, with a major decline indicated for China. The two time periods have a similar ranking by country 
of birth. 

Canadian 5-Year ASMR 
All Causes - By Country of Birth 

(1971 	& 	1986), 354- 
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Figure 7 = 1969-73 	= 1984-88 

Canadian 5-Year ASMR. 
By Country of Birth & Sex 

CVD, (1969 - 73), 35+ 
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Figure 8 	1971 CVD 35. = 1986 CVO 35. 

Male/female CVD differences for the two time periods are given in Figures 9 & 10. Males consistently had a 
higher rate than females for all countries. Chinese women had substantially lower rates than Chinese males. 
Males and females had a somewhat similar ranking by country of birth. 

CanadIan 5-Year ASMR 	 Canadian 5-Year ASMR 
By Country of Birth & Sex 	 By Country of Birth & Sex 

CVD, (1969-73), 35+ 	 (7VI), (1981- 88), 35+ 
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Figure 9 	 MALES 	- FEMALES Figure 10 	= MALES = FEMALES 

Figures 11 & 12 give the Canadian 5-year grouped age specific CVD mortality rates by country of birth for 
1984-88 for males and females. Rates increased steeply by age. Roughly the same pattern of high and low 
rates by birth country is followed by age and sex. 

Figure 13 gives the Canadian ASMR'S for Ischemic Heart Disease (IHD), Cerebrovascular disease (CBVD), and 
for other CVD by country of birth for 1984-88. Il-ID accounts for over 50% of all deaths from CVD. CBVD 
accounts for much less but still makes a significant contribution. Note that CBVD accounts for 1/3 of all CVD 
deaths for those born in China. 

Figures 14 & 15 show Canadian ASMR's for IHD and CBVD for 1969-73 and 1984-88. IHD declined in China and 
South Asia. There is roughly a similar pattern for Il -ID by country of birth. 
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Figure 16 transposes the CVD rates for Canadians on 
a map of the world. Overall, low rates were found 
for first generation Canadians for South America, 
China, and South Asia; high rates are indicated for 
Scandinavia and Africa; North American rates are 
similar to those found in Eastern and Western Europe. 
We compared this general ranking of CVD mortality 
rates for Canadian immigrants to mortality rates 
found by WHO (World Health Organization, 1988) for 
their countries of birth (Tables 4 and 5). As far as 
can be determined there is general agreement with 
the above ordering. Due to a lack of detailed 
information rigorous comparisons of ASMR's of first 
generation Canadians with the ASMR's of their 
country of origin were not possible. 

CANADIAN 5-YEAh ASMR CVD 
BY COUN I NY OF BIRTH 

•1 U 4 , r  

U \ 	 218 
372 	

271 

235/' 
	

57 

Figure 16 

DISCUSSION 

The mortality due to CVD has decreased over the past thirty-five years, but it is still the major cause of death 
in Canada. Over 40% of all deaths are attributable to CVD. Males tend to have higher CVD mortality rates 
than females. This similar pattern holds for the 5-year ASMR's for first generation Canadians. However, the 
magnitude of the 5-year ASMR's for first generation Canadians vary significantly by country of birth. The rates 
are high for Scandinavia and Africa and low for South America, China, and South Asia. The rates are 
decreasing for the general population an for first generation Canadians except those from Africa for ages 35+. 
WHO reports that CVD rates are decreasing worldwide except for Eastern European countries (World Health 
Organization, 1988). We did not find an increase for Eastern European Canadian immigrants. This might be 
explained by the selection process for immigration and a different diet. Comparable data for African countries 
was not available. However, a recent paper by Balfe et al., 1988 demonstrated that CVD rates are very high for 
South African whites and Asians. These two groups constitute the majority of the first generation Canadians 
born in Africa. 

A recently published review article by MeKeigue et al., 1989 on mortality due to CVD of South Asians living in 
Asian and non-Asian countries, indicates the CVD rates for South Asians are among the highest in the world. 
The article also discusses the South Asian populations predisposition to diabetes mellitus and particularly to 
non-insulin dependent diabetes meflitus. The relationship between these two diseases does seem to exist 
(Salonen, 1989; Hughes et. al., 1989a; Hughes et. al., 1989b) but it is unknown if the relationship is causal or 
genetic. The high CVD rates for South Asians found by McKeigue et al., 1989 and various others (Hughes et. al., 
1989a; Hughes et. al., 1989b) is not consistent with the findings from our study on mortality rates in first 
generation Canadians from South Asia. 

Our study indicates that the ASMR's for CVD and all causes has been consistently lower than many other 
Canadian immigrant groups studied. However, it also shows that the proportion of South Asians dying from 
CVD is the highest of any other group in 1984-88. This indicated that South Asians are most likely to die from 
CVD than any other cause. The mortality data in our study did indicate that mortality occurs for South Asians 
proportionally more at a younger age than for all other Canadians. Possible reasons for this discrepancy could 
be due to the immigration process in which healthier people are more likely to be selected as immigrants and/or 
the better health services available in Canada may prolong the life of those diagnosed with CVD. 

CONCLUSION 

CVD mortality rates and trends differ for the various first generation ethnic groups in Canada. Approximately 
one in five Canadians is a first generation immigrant therefore it is important to consider ethnic background in 
the interpretation of health statistics and the planning of health services in Canada. Lifestyle plays an 
important role in determining the amount of exposure to the risk factor(s) and the resulting level of health. 
Most immigrants tend to carry over their cultural habits such as food choices and smoking behaviour for better 
or worse to their adopted country. Changes to these lifestyle patterns may be necessary in order to reduce the 
risk factors associated with CVD and other diseases. 

In order to analyze health data multi-cultural and multi-ethnic society such as Canada, consideration should be 
given to collecting ethnic information in all information gathering related to health data and vital statistics. 
One of the major problems encountered in this study was the large gaps of data related to ethnic background. 
In particular, due to a lack of data, we were not able to investigate Canada's Native Indian population. 

The investigation of differences in mortality rates between countries has traditionally aided in the 
identification of etiological factors. 	A recent JLhlication (-----, 1989) has looked at the trends and 
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determiriates of CEll) mortality internationally. Genetic, socioeconomic and lifestyle risk factors all influence 
international differences (Castelli, 1989). The genetic influences and variability for CVD risk factors are likely 
to be very complex and very difficult to unravel. There is a relationship with socioeconomic variables and CVD 
with more affluent countries having higher rates. However with the more affluent countries, low CVD rates are 
associated with higher social class. When one looks at changing social class a study by Marmot, 1989 found that 
in Britain moving to a higher social class is beneficial for some immigrant groups while also being detrimental 
in others. 

With regard to risk factors it was shown that where there has been an increase in consumption of animal fat 
there has been an increase in CVD, where consumption did not change there was no change in CVD, and where 
consumption fell there was a decrease in CVD. This association was not confounded by smoking or alcohol use 
(Epstein, 1989). Campaigns to lower blood pressure in the United States have been mirrored by a 54% fall in 
stroke mortality (Blackburn, 1989). Changes in smoking habits do not help explain the difference in rates of 
decrease but in all likelihood have contributed to the decline. The situation is very complex and looking at 
changes in immigrant populations can play a role in elucidating it. 

EUROPE: 

SCANDINAVIA 
Denmark 
Finland 
Norway 
Sweden 

EASTERN EUROPE 
Czechoslovakia 
Hungary 
Poland 
Romania 
USSR 
Yugoslavia 

WESTERN EUROPE 
Austria Belgium 
France Germany 
Greece Ireland 
Italy Portugal 
Spain Switzerland 
United Kingdom 

Table 1: Country Groupings 

NORTH AMERICA 
Canada 
U.S.A. 

SOUTH AMKRICA 
Brazil 
Chile 
Mexico 

AFRICA 
Continent 

AUSTRALIM 
Continent 

ASIA: 
CHINA 
JAPANt 
SOUTH ASIA 

India 
Pakistan 

* Dropped because of low numbers. 
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Table 2; 	Data Availability 

TIME PERIOD NUMBER OF DEATHS POPULATION FIGURES 

1964 -68 Available Short census/missing place of birth 

1969 - 73 Available Available 

1974 - 78 Missing: Short census/missing place of birth 
Ontario all yrs 
B.C. 3 yrs 
Manitoba 1 yr 

1979-83 Missing: Available 
Ontario 1 yr 
Manitoba 4 yrs 
Alberta 2 yrs 

1984_88** Missing: Short census/place of birth 
Alberta 1 yr available 

* 	by place of birth, age, sex 
** 	1988 missing all figures, deaths & population 

Table 3: Rank Ordering of ASMR - CVD 

CANADIAN IMMIGRANTS 	COUNTRY OF BIRTH 

Scandinavia 	 Eastern Europe Scandinavia 

North America Western Europe 
Eastern Europe North America 
Western Europe 

South Asia South America 
China Hong Kong 
South America Sri Lanka 

Table 4: Rank Ordering of ASMR - CVD 

CANADIAN IMMIGRANTS 

Scandinavia 
Eastern Europe 
Western Europe 

North America 

South Asia 
China 
South America 

COUNTRY OF BIRTH 

Eastern Europe 
Western Europe 
Scandinavia 

Western Europe 

South America 
Hong Kong 
Sri Lanka 
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SOME STATISTICAL METHODS FOR PANEL LIFE HISTORY DATA 

J.D. Kalhflcisch and J.F. Lawles s t 

I. INTRODUCTION 

In fields such as dcmograpliy, economics, medicine and sociology it is common to study multi-state life history 
processes of individuals from some population (e.g. llocm 1985, Kalbflcisch and Lawless 1988, Tuma and Han-
nan 1984). In particular, suppose that, over time, N individuals move independently among k states 
(1,2,.... k ). The states may, for cxample, represent separate disease conditions, occupational categories, 

marital status, or soejo economic indicators. Let X (r ) be the state occupied by the I iii individual at time 
and let Z, be a vector of covariates observed on the I th individual. Conditionally upon Z1..... ZN, the 
processes {X, (: ): 0<: <cc}, 1 	1 ..... N are assumed to he independent. 

Sometimes complete individual life histories are observed over certain time intervals, and in Section 3 we review 
briefly this situation. The main focus of this paper, however, is to consider situations in which the I th indivi-
dual is observed at a prespecified set of time points :, ..... :,,,, and, at these times, the state X 1  (i, ) is 
observed. No information on the trajectory between successive observation times is available for use. Data of 
this type arc commonly referred to as panel data. For ease of exposition, we assume that r l, 
j = 0..,.. in where ni 1  = in , 1 = 1.., N and t o  = 0. The methods presented, however, generalize 

easily to the case in which the observation times differ from individual to individual. Particular interest centres 
on the modelling of the processes X, (t) so as to describe adequately the variation observed in the (lata. Com-
parison of processes for individuals in different groups and the assessment of covariates is often important. 

In section 2, we review Markov and semi-Markov processes which are widely used as models for life history 
processes. In section 3, we review existing methods for situations where the processes X1  ) arc observed con-
tinuously in time, and note some additional problems. In this case, there are several techniques available, based 
on a broad choice of models. Section 4 discusses methods for panel data at some length. Here convenient 
models and methods are much more limited. Our objective is to describe some feasible methods of analysis; in 
particular, we present procedures for titne-homogeneous Markov models and simple extensions of them, includ-
ing the incorporation of fixed covariates, unobservable heterogeneity, and time-depcndence. We conclude in 
section 5 with some remarks on the usefulness of panel data and on related problems such as panel surveys. 

2. SOME MOI)ELS FOR LIFE hISTORY I'ROCESSES 

Consider a continuous time process (X (t ): 0<r <oe) with state space S = (1,2 ..... k ). For convenience, we 
suppose that the process enters state J 0  at time T 0  = 0. Let M (: ) he the number of transitions in (0,: ), T 
he the time of the r th transition, and J, the state occupied immediately following the r th transition. Model-
ling can be accomplished through use of the instantaneous transition intensities, 

j (t  ; .1r  ,T, ,r = 0..... it! ( )) = urn P (TM (i )1t((t ,i +At ) J,, (e)+I=f  J, ,T, ,r = 0.....11! (t ))/r. 

Two special cases are of particular interest. Markov processes, for which 

	

X(i ;J ,T,.r = 0..... M(:)) = q1(') 	 (2.1) 

where .15f () =i 9& j , specify that the transition intcnsitics depend only on the calendar time, or the time 
elapsed since the time origin of the process, The special case of a homogeneous Markov process has 

q, (t ) = q 1 	 (2.2) 

independent of t and will prove a particularly useful model with panel data. It is convenient to let 

tDq)aI.tmen t of Statistics and Actuarial Science, University of Waterloo, Waterloo, Ontario N2L 301. 
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q1, (t ) = - q 3  (i ), i = 1. k and Q (: ) = (qjj (r % Ik in the non homogeneous casc or Q = (q11  )kXk  

I i 
in the homogeneous case. For the homogeneous processes, it can be shown that 

P(t) = 	= I + Q: + Q 21 2/2! + 	. 	 (2.3) 

where P (r) = (p,j  (i ))K*  and P (i ) = P {X (t )=j I X (0)=i). See, for example. Cox and Miller (1965). 

In the semi-Markov process, it is supposed that the transition intensities depend only on the time elapsed in the 
current state. Thus, 

	

=0.....M(t))= r,j(x) 	 (2.4) 

where .f5f() = I and x = z - TM,). For a review of such processes see, for example, Cinlar (1969). 

More general models can also be considered. For example, the transition intensities may be functions of both 
the sojourn times x and the calendar time r . Such processes are called nonhomogeneous semi-Markov 
processes and provide a very flexible class of models. We shall later consider a mover-stayer model. In this 
case, it is assumed that each individual in state I at time 0 has a chance .c1  of being a stayer and confined to 

state i for the full duration. With the complementary probability 1 - .c , X (: ) is a Markov process with 

intensities q 1  (: ). 

There are extensions to regression models. If Z is a vector of covariates, it is natural to consider the Markov 
models with intensities 

q (1 Z) = q1J(, )exp(Z'fi,1 ) 	I 	j 	 (2.5) 

where qP(: ) is a baseline intensity function which applies when Z = 0 and fl, is a vector of regression 

parameters. (It is possible in (2.5) to replace cxp(Z' 1 ) with an alternative relative risk function r (Z.8 1  ), but 
we shall use throughout the exponential relative risk function.) Scmi-Markov regression models can be obtained 
in a similar way. More generally, and as discussed in Section 3, it is possible to allow the covariates to vary 
with time. Thus, for the Markov models, we may consider a covariatc 4 at time z that can depend on the 

process up to time : . Thus 4 may include measured covariates, products between the covariates and time, 
information on previous states occupied, or the time x = r —TM(,) in the present state. 

With panel data it is usually hard to deal with anything except Markov processes with fixed covariates Z. With 
continuously observed life histories, however, a wide range of models are rather easily handled. We briefly 
review some methods in the next section. 

3. METHODS FOR CONTINUOUS LIFE HISTORIES 

If individuals are followed prospectively (forward over time) and their continuous life histories observed, then 
likelihood functions are readily obtained and methods of inference are straightfonvard. In particular, the Mar-
kov models in (2.5) can be generalized to multiplicative intensity models where the intensities are of the form 

qjj ( Z,) = qjtcxp(Z,fl) 
	

(3.1) 

with q.f(t) a baseline intensity and 4 a vector of possibly time-dependent covariates. For this model, ana-
lyses based on partial likelihood as described by Cox (1972, 1975) can be employed; Andersen and Borgan 
(1985) review this area for life history processes and Andersen (1985) discusses some economic applications. 
There seems to be considerable scope for the application of these methods in socio-economie studies, particularly 
when there are time-dependent covariates. For example. in employment-unemployment studies, transition 
intensities typically depend on fixed covariates associated with the individual, on calendar time r and covari-

ates that vary with t (e.g. economic conditions), and on the life history of the individual such as the length of 
the sojourn in the state currently occupied. All of these are readily studied within (3.1). Our objective here is 
not to study methods for continuous observation, but we mention several areas where further development 

would be useful: 

I) In many applications, individual life histories are partly determined retrospectively. For example, individuals 
may be sampled at some point in time and their recent life histories reconstructed, as might he done in deter-
mining the duration of the current unemployment spell or recent utilization of health care facilities. Aside from 
data accuracy problems, it is essential to account for selection bias by using appropriate likelihoods (e.g. see 

- 186 - 



Hocm, 1985, Kalbfleisch and Lawless, 1988). Problems of both design and analysis arise. 
Unobservable hcterogencity may he incorporated in niodcls such as (3.1), for cxamplc by multiplying the 

transition intcnsities by random variables aq  . Even for very simple models, however, this can be rather com-
plicated; Andersen (1985) suggests one approach in conjunction with (he analysis based on partial likelihood. 
Another problem is the impossibility of distinguishing between unobscrvablc heterogeneity and certain types of 
time-dependence in a homogeneous population; further insights on this would he valuable. 

More exploration and application of models that incorporate a dependence both on calendar time and on 
duration of sojourn in the current state would be valuable. Experience in using such models with social and 
economic processes is at present limited. 

4. PANEL DATA 

4.1 Estimation For Homogeneous Markov Processes 

The wide range of techniques available with continuous data contrasts with the limited methods available for the 
analysis of panel data. In this section, we review methods based on homogeneous Markov models and some 
simple extensions of them. 

Let Zi be a vector of covariates (Z, 1=1 ..... Z,,, ) associated with the I tli individual. The process X 1  (r ) is 
taken to be a homogeneous Markov process with transition intensities 

q1 (Z,) = cxp(Z,p 11 ), I 0 j 	 (4.1) 

where fl, = (fl,....... ) is a vector of regression coefficients. Note that exp(,31 t) is the baseline transi-
tion intensity when Z2 = = = 0. We suppose that the "cctors fl ij  are functions of the parameter vec-
tor 0 = (0 1, .... 0 q  ) In most applications, only a few of the components of fiq  are non zero and typically 
0 is of moderate dimension. 

Let 

P (t I Z,0) = cxp(Q (Z;0)i) = > {Q (Z,O)e  } J /j ! 	 (4.2) 
J-0 

be the matrix of transition probabilities across an interval of length r . Finally, let 7,j, be the set of individuals 
observed to move from I to j in the interval (t,...i, Ii], 1 = 1 ........ , I ,j = 1 ..... k . The likelihood 
based on these data is 

L (0) = [1 11 U 	II p (: — t,... Z, ;0). 	 (4.3) 
1—I i—I i-I tcI 

In obtaining the maximum likelihood estimate of 0 from (4.3), we follow tIme algorithm presented in 
Kalhfleisch and Lawless (1985). For a given value of Z. and a specified value of 0, suppose that Q  (Z;0) has 
distinct cigcnvalues d 1  = 0, d (Z;o), j = 2..... k . Then 

Q (Z;0) = A (Z,O)D (Z0)A (Z;0) 1  

where the columns of A are the right cigenvalucs of Q (Z;o) and 

P (: I Z;0) = A (Z,0 )e' (ZS)t  A (Z;0 )-' 

where D = diag (d t..... dk ). This allows simple computation of the entries pj (t I z.0) in the likelihood and 
the score vector 8 log L 180. The first derivatives in the score vector, 

8 Z;Q) 	 (4.4) 

can also be obtained using an algorithm due to Jcnnrich and Bright (1976). Bates and Watts (1988, Appendix 
A) discuss computational methods where the eigcnvalues arc not distinct. Kalblleisch and Lawless (1985) show 
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that a variation on the scoring algorithm for finding the inle's requires calculation of the first derivatives (4.4) 
only. At convergence a simple variance estimator for 0 is available. 

It should he noted that these methods requirc separate calculations for each distinct covariate value. Thus, if 
the number of distinct covariate sets in the sample is largc, these methods rcquire a lot of computation. Pancl 
data often do not support very detailed modelling of covariate effects, however, so in many situations the 
amount of computation is not excessive. 

4.2 1uicororating Unobservable Heterogeneity 

Even after modelling the dependence of transition intensities on explanatory variables, we may find that a 
homogeneous Markov model is inadequate, if Markov models for individuals are thought reasonable, one 
approach is to model "unobservable heterogeneity" in individual transition intensities through the use of random 
effects. We indicate how certain simple but useful models can he fitted. 

A comprehensive Markov model for individual transition intensities would have transition intensity matrices 
Q (Z, ;0 I a  ) where a 1  is an unobservable vector of random effects associated with the I 'tli individual, in 

some situations special types of random effects may suggest themselves. We consider here only the simple 
though useful family of models for which 

Q(0  Iat)= a,Q °(0), 	 (4.5) 

where Q °(0) is a baseline intensity matrix and the a 's are independent random variables with distribution 
function C ('). For simplicity of discussion, we suppose there are no fixed covariates Z,. 

In order to write down the unconditional probability 

	

Pr {X, (ü) ..... X, ('m )} = f Pr {X, (t )..... X, (tm ) X1  ( 0),a)Pr {X, () I a)dG (a) 	(4.6) 

we need to specify the joint distribution of X, (r0) and a . Defining i, = Pr (X, (: 0)=i ) and C, (a) as the 
conditional distribution function of a 1  given that X, (r 0) = I . we can rewrite (4.6) as 

,, I Pr {X, ( 1 1)..... X, (t,) X, (:0)=i ,a)dC, (a) 	 (4.7) 

when X, (ia) = I . In what follows we disregard the i, 's and estimate 0 and the parameters of the C, (o)'s 
from the likelihood arising from the second term in (4.7). The model (4.5) implies that 

P(: 	cs) = P °(cil ;0), 

where P °(: ;0) = cxp{Q °(0)t }. The likelihood contribution from individual I is therefore 

= f (1 1p 0 11,  (an',. ))dG, (a), 	 (4.8) 
0 

where 	= .t (tr__), 1, = r1  (r,. ) and u', = 	- 1, -t (r 	I .....in ). Note that it may not be clear how to 
model the G, (o)'s in many situations. 

When the C, (a)'s are discrete the maximization of the likelihood arising from (4.8) can be handled with the 
algoi ithms discussed in section 4.1. As a simple but useful illustration we consider the so-called Mover-Stayer 
Model, which arises as the special case with or = 0, 1 only. Blumen et al. (1955) introduced the discrete time 
version and Frydman (1984) discussed maximum likelihood estimation in the discrete model. We define 

= Pr {a, =0 X (t 0)=i } = 1—Pr (a, =11 K, (s )=I  ) and consider joint estimation of s = (.c .......s ) and 0. 
The likelihood function is (he product over 	I = I ..... N 	of terms (4.8). 	Noting that 
p, (0;0) = 5, = 1 0 =J ) 	 and 	 defining 	 nij, = # (I X, (r --1)=i ,X, (r )=j )' 

= # (I X, (r )=i for r = 0,1..... in ) and Ni, = # {l LXI  (r )=i ), we can rewrite the likehhood as 
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L (0 ,$) = •_ 
	 (1 .c,  

where p 	stands for ; (w ;0) and 11,= 
r1' 

The first derivatives of log L may be shown to equal 

0 logL  
30 	= 	ii., 

 

Si +(1—s1 
)fI (3 log/I, /00) 	 (4.10) 

0 logL - n( 1—I!, ) 	Nio—n 
19s, -  Si +(l—s, )II, - 1—c5 ' 	 (4.11) 

where p,, = 3p, /00 and we note that 8 loglli  100 = 	p;1p. All quantities in (4.9) and (4.10) can be 

obtained with the algorithms in Kalbflcisch and Lawless (1985) that were mentioned in Section 4.1. 

By direct calculation, the Fisher information matrix has entries 

E(_0l0 	- 	N. 0(1-1l1 ) 

- (1—s, )(.r +(1—s j  )U,) 

______ 	
N1,1l5 	

(alogII1/00) 0s 00 	Sj +0—s )lJ 

E (- 	= j; (1.? (N,,,_ 1 )-.N1 c1  )Pij'P1;i(.P1,;)' 
1 'f ' S 

Nr,.c,(1—c5 )!1 
- 	

s1+(l—.c,)/11 
(älogU,/00)(alog/15/ooy. 

An estimate of this is simply obtained by substituting n 	for E (N1 - 

As for the homogeneous case in section 4.1. Fisher's scoring algorithm provides a simple method for fitting the 
data, and only first derivatives of the p, (w, ;0 )'s with respect to 0 are needed. Note that 0 log L /0 s1  0 
yields the .c1  's in ternis of 0 , so that some simplification is possible. 

More general mover-stayer models can also be fitted which allow, for example, dependencies of .c 1  on covari-
atcs, or regression models for the transition intensities q, 

Models of the form (4.5) provide a useful extension to homogeneous Markov models even though they may 
represent a considerable oversimplification. More detailed random effects modelling, moreover, usually leads to 
such difficult estimation problems with panel data that even considering it seems questionable. For example, 
consider a two-state model with random effects a t  and a2  so that, conditional on a l  and a, an individual 
has transition intensities a l q 0  

12 and a2q . Even if a and a2  are assumed independent, estimation is for -
bidding. More realistically, a and a2  would not usually be independent; estimation in this case would he 
complicated even for continuously observed life histories. 

4.3 Incorporating Non homogeneous Bchaviour 

i) The methods can be extended to allow for some types of non homogeneous Markov models. If, for example 

Q (s  1  Z;0) = Q (Z;0)Ji (s ), 	 (4.12) 

then use of the operational time scale s = f h (is )du gives rise to a homogeneous process for Y 1  (s ) X, (v ), 
0 

and the same calculations can then be applied for known It (t ). If It (r ) = Is (t ;),) depends on a vector of 
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parameters X, then X can he estimated by exploring the profile likelihood for X obtained by maximizing over 
the regression parameters 0 for each given X. An open question of some interest relates to the case where the 
model (4.12) is assumed, but it (r ) is arbitrary. It seems likely that methods can he developed to handle this 
case. 

An alternative approach to incorporate non homogeneity is to allow the Markov matrix Q to change at 
prcspccified time points. Thus it is assumed that 

Q(e I Z;0)= Q,(Z9) 	a,_1 <t<a, 

where r = I ......, a0 = 0 and a2  = oo. Calculations are simplest if change points are assumed to occur at 
some of the observation times 11 .....t,,,, but this model can be fitted quite generally. This allows incorpora-
tion of a time varying baseline intensity matrix; a model of the form (2.5) can be fitted. 

Tests for time homogeneity could be based on either of the nonhomogeneous models discussed above. A 
further possibihty follows a suggestion of (IC Stavola (1988) who considers a special case of the following. Sup-
pose that there are no covariates and consider a model of (he form 

Q (t') = Q -i-!1 tt 

where Q = ((I,, (0)) as before, and II is a given matrix which specifics components of Q (: ) which may be 
nonhomogeneous. For example, if transition rates from r to s were suspected to vary with time, one might 
consider II = (Ia,1 )A > where 1I 3  = 1, Ia,,. = —1 and h ij  = 0 otherwise. A score test of -i = 0 can be used 
to provide an assessment of the time homogeneity assumption versus alternatives in which the rate increases or 
decreases with time. 

If n 1  is the number of observed transitions from i to j on the interval tg...j,I, , the log likelihood function is 

log L = 	,a,, log pij  (r, _,:, ). 	 (4.13) 
I ,j  .1 

The transition probabilities can be written as product integrals, 

P (:, _1,t, ) = 	II 	{I +Qdu +11 -1,idi } 
II c(s - .' ) 

(4.14) 

= lim II (I + [Q .. -1Jf ]A14 1  

where it = it _ 1 <u i< 	 , Au, = Uj - 	and the limit is taken as M - 00, max Au, 	0. To 
obtain a score statistic for testing y = 0, we require evaluation of the derivative of (4.14) with respect to 
Evidently, this derivative can be written as 

I, 
ôi '—") L . = A f 	A 'JJAe ° " 	sA 	 (4.15) 0 ( 	't - 

at 

where D = D (ö) is the diagonal matrix of cigenvalucs at the m.l.c. under the homogeneous model (i=°)  and 
Q (0) = ADA as before. The expression (4.15) can be further simplified by noting that the integrand is a 

matrix of exponential functions, and can be simply evaluated. 

Estimation of the variance of the score statistic requires evaluation of the Hessian matrix corresponding to 
(4.15) at ' = 0 and 0. Calculations here are more complicated but proceed in a manner similar to those 
above. Dc Stavola (1988) gives an example of this approach in a simple case where the p,  (s .t )'s can be 
obtained algebraically. 

5. SOME OTHER POINTS 

Pancl studies are mainly useful for studying individual life histories when the life histories can be modelled as 
Markov processes. If not, and in particular if transition intensities depend strongly on time spent in a state, 
panel studies are not particularly helpful unless observation times are close together. We remark that in some 
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types of studies it may be possible to retrospectively ascertain, or at least estimate, the life history of individual 
subjects between observation times. The effect of possibly inaccurate information then has to be weighed 
against the benefits of more complete life histories. 

There are several aspects of panel data analysis that have not been addressed. One concerns panel surveys 
where at each observation time tj  (i =0,1 ..... rn) some new individuals are introduced into the study and 
some individuals leave it. For example, labour force surveys often employ so-called rotating panels (e.g. see 
Trivelatto and Torclli 1989). A main objective of such studies is often to estimate the proportion of a popula-
tion in the various states at t,t ...... t,,, , but information about transitions and sojourn times in states is also 
available. Many analyses of such studies rely on sample survey methods (e.g. Smith and Holt 1989); it would be 
interesting to see more life history model-based analyses carried out. Interesting design issues also arise, for 
example concerning the use of cross-sectional vs. longitudinal information (ci. Lawless and McLcish 1984). 

Panel studies typically involve the observation of a fairly large number of individuals at relatively few time 
points r.r ...... t,,, . When processes arc in equilibrium there may be substantial information contained in the 
initial distribution of individuals' states at t. For Markov processes this is readily incorporated: we sketch the 
approach for homogeneous models. 

Let Q (0) he the k xk transition intensity matrix and w = (0) the corresponding k xl equilibrium distribu-
tion; ir is the unique solution to Q ' = 0, ir 14- ... 4- = I. The likelihood function based on the distribu-
tions X, (1 )..... X, (r,,, ) for individuals I = 1..... n is 

L (0) = l,r I  (0 )" t0 l 1pq  (w,. ;0  
qr 

using the same notation as in Section 4.1. To maximize (5.1) by solving the likelihood equations we need to 
compute O/O0'. Let Q I  be the k x(k —1) matrix obtained from the first k—i columns of Q and let 

(rt ..... )'. Then Q i may be considered as a function F (0 defining w implicitly in terms of 
0 via F (0 ,) = 0, as in Kalbflcisch and Lawless (1985, Appendix B). Implicit differentiation of F (0 .) 

with respect to 0 shows that 

i/0 0' = —B (0 )C (0), 

where B (0) is (k —1)x(k —1) with (i J) clement q1  (0 )—q (0) and C (0) is (k —1)xp with j 'th column 
(a Q /a0 j  ). It may he checked that the scoring method for solving 0 log L /80 0 reqtlires only first 

derivatives of Q and wt with respect to 0, and hence the algorithms described in Section 4.1 allow the calcu-
lation of all necessary quantities. 

Finally, we remark that if individuals are observed at equally spaced time points t0,10+1 ,to+2r ..... simpler 
Markov chain models are often employed (eg. Bishop Ct al. 1975, ch. 7). For a homogeneous model, this 
allows the estimation of transition probabilities p, (7) but does not in general yield estimates of more general 
transition probabilities, intensities or sojourn distributions (cf. Kalbflcisch and Lawless 1985, Section 7). This 
may not be a drawback for certain applications. 
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EVENT HISTORY JNALYSIS OF MARRIAGE AND DIVORCE IN CPNADA 

Geoff Rowe* 

The 1984 Family History Survey provides retrospective data on the timing of 
births, marriage, divorce and work interruptions from a probability sample of 
Canadian males and females. The data comprises dates of events occurring in 
the time interval 1932-84. Individual event histories reconstructed from the 
dates represent about 4 million person months of experience. 

Marital event histories are analyzed employing hazard regression. Regression 
results suggest that historical trends in marriage and divorce rates are 
associated with trends in male and female work patterns, and that trends in 
marital fertility have influenced trends in incidence of divorce. 

The work reported in this paper was undertaken as a component of the 
development of a demographic microsimulation model (DEMOGEN) at Statistics 
Canada. 

KEYWORDS: Marriage; Divorce; Event History 

1. INTRODUCTION 

1.1 Analyzing Marital Status Transitions 

Marriage is an event most people eventually experience (at least once), yet 
there is considerable variation in its timing (e.g., age at marriage). 
Divorce is the final outcome in an increasing proportion of marriages, but 
patterns of marriage breakdown (i.e., separation or divorce) by marriage 
duration are not well understood (Burch & Madan, 1986). This paper presents 
an analysis of marital event histories indicating the close relations 
existing between the timing of marital status transitions and the pace of 
change in other areas of individuals' lives. 

Descriptions of the timing of marital events can be given in terms of 
probabilities that an individual may change marital status within short time 
intervals. Such probabilities will be relatively large, if the expected 
duration until the occurrence of an event is relatively short (and 
correspondingly, the probabilities will be small, if expected durations are 
long). There is an advantage from studying probabilities rather than 
duratjons, since different types of durations can be involved in a single 
type of event. For example, divorce probabilities may reflect effects of both 
the duration of the marriage and the ages of children (i.e., birth 
intervals) 

The structure of marital status transition probabilities is represented in 
the transition matrix. Within the matrix, certain combinations of initial 
statuses and outcomes will correspond to observable events, while other 
combinations may be deemed impossible. In this study, the transition matrix 
has the form given in Figure 1 below, for marital statuses defined as: 

SNGL - Never married and not in a common-law union 
CLTJ - Never married and in a common-law union 
M1R - Legal 1st marriage 
SEP - Permanent separation from the 1st marriage, 

but not legally divorced 1 
DIV - Divorce or annulment of 1st marriage, 

Geoff Rowe, Social and Economic Studies Division, 
Statistics Canada, Ottawa, Ontario K1A 0T6 
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with X's denoting observable events, and -'s denoting impossible events. 

FIGURE 1 

Transition Matrix 

INITIAL \ 	OUTCOME STATUS 
STATUS 

SNGL CLU MAR SEP DIV 
SNGL 	X 	X X 	- 	- 
CLU 	X 	X X 	- 	- 
MAR 	- 	- X 	X 	- 
SEP 	- 	- - 	X 	X 
DIV 	- 	- - 	- 	X 

A priori, marital status transition probabilities would only be expected to 
remain constant with the passage of time in exceptional circumstances. Change 
in the probabilities would normally be expected in association with age or 
maturity. Change may also come about because of altered circumstances. For 
example, marriage may be more likely after labour force entry than before, 
regardless of age. In a study of conjugal union dissolution among Swedish 
women, Hoem (1989, p.2) emphasizes the relations among life events: 

"As a woman's life unfolds, she continuously updates her life strategy under 
the influence of a highly dynamic system of resources, experiences, choices, 
restrictions, and chance outcomes. Her strategy determines her behaviour and 
produces what appears in the probability scheme as mutual causation between 
her educational and employment careers and her family history". 

The following path diagram (Figure 2) illustrates some possible orderings of 
events (e.g., 1st conception prior to marriage) and possible paths of 
influence (e.g., return to work as a consequence of separation). This 
particular diagram is not intended to be typical in any sense. There are many 
alternative orderings and paths of influence, each of which could reflect a 
different life strategy. 

FIGURE 2 

hypothetical Path Diagram of Concurrent Event Histories 

isi; 	MARITAL STATUS 	FERTILITY 	LABOUR FORCE 
ACTIVITY 

Age 15 	Single 	No Children 	In School 
Never Worked 

1st CLU 	 Labour Force 
Entry 

V 

V 

I 	 Pre7nancy 
V V 

1st Marriage 	1st Birth 

I.14 
V 

2nd Birth 
V 

Work Interruption 

Separation 

V 

Return to Work 
V 

Divorce 

The decade of life in which the first marriage usually occurs is generally 
also the decade in which schooling is completed and labour force entry first 
takes place, often in conjunction with separation from the parental home. 
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Each of these is a major step in the life course. Similarly, the terms or 
conditions of a marriage, once established, may change with the arrival of 
children or with the accumulating labour force experiences of marriage 
partners. For example, episodes of unemployment may have a transient or a 
cumulative effect which increases the risk of marriage breakdown. It thus 
seems essential that analysis of marital event histories give careful 
consideration of the potential for time-varying influences of concurrent 
histories of related events in individuals' lives. 

In order to represent the dynamics involved in marital status transitions, 
each of the cells of the transition matrix will correspond to a separate 
regression equation which simultaneously accounts for aging and the effects 
of changing circumstances. Separate, but not necessarily independent, 
equations are called for in dealing with transitions involving competing 
risks (e.g., SNGL to MAR or CLU). 

The path diagram also highlights the need for detailed data on the timing of 
events. For example, in order to resolve the question of whether CLU 
formation influences labour force entry or vice versa, the order of these 
events has to be determined. This will frequently require dates of events on 
a monthly rather than an annual basis. Such data can only be provided by 
special purpose, in-depth surveys such as the 1984 Family History Survey. The 
scarcity of such data has been cited as the principal reason for our 
"rudimentary" understanding of marriage and divorce in Canada (Balakrishnan, 
et.al ., 1987). 

1.2 Previous Findings 

In many studies of marriage and marriage breakdown, the covariates examined 
have either been fixed (i.e., time invariant) individual characteristics 
(e.g., race or ethnicity) or have been treated as fixed (e.g., urban/rural 
residence or education level) . This limitation may seriously reduce the value 
of some studies, in view of the dynamics illustrated in Figure 2. 

In a study of recent Canadian census data, Genier et. al. (1987) found that 
mother tongue, region of birth and of residence, religion and education had 
significant effects on the mean age at marriage. Moreover, the effects 
differed between the 1971 and 1981 censuses, as well as among birth cohorts. 

Parental socioeconomic status has had considerable attention as a possible 
predictor of the timing of marriage (e.g., Hogan, 1978) with generally 
inconclusive findings. However, education level is strongly related to 
marriage timing 2  with higher levels of educational attainment resulting in 
delayed marriage. Both labour force participation and income have been 
considered as factors influencing marriage decisions, although in differing 
ways for men and women (Teachnan, et.al ., 1987). Findings to date suggest 
that success in the labour force may accelerate marriage for men, but delay 
marriage for women. 

Statistics on divorce typically gain more attention than do those on 
marriage. Undoubtedly, this is because divorce is still an unusual event 
(i.e., as yet, even the most pessimistic estimates indicate that most 
marriages do not end in divorce), while marriage is nearly universal (i.e., 
90-95% eventually marry). Furthermore, the acceleration of divorce rates in 
Canada after 1968 (divorce legislation reform) may reflect an important 
social change. 

Balakrishnan et.al . (1987) make use of data from the Canadian Fertility 
Survey to identify significant effects on risk of breakdown associated with 
age at marriage, marriage cohort, cohabitation before marriage, pre-marital 
fertility status, church attendance and place of residence (i.e., urban size 
class). Studies of American data have reported effects associated with the 
presence of children, and with employment or income (Teachman, et.al ., 1987). 
The latter studies frequently indicated conflicting conclusions. However, 
Hannan and Tuna (1978) examined the impact of increased family income and 
were able to distinguish between effects of increasing a family's economic 
well being (i.e., reduced risk of breakdown) and effects of reducing the 
economic dependence of one partner on the other (i.e., increased risk of 
breakdown). 
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2. FAMILY HISTORY SURVEY DATA 

The 1984 Family History Survey (FHS) provides data on concurrent marital, 
fertility and work histories for the first time from a probability sample of 
Canadians. 

The Fl-IS was conducted by Statistics Canada as a supplement to the Labour 
Force Survey. About 14,000 Canadian men and women (aged 18-64) were 
interviewed individually and were asked to give a detailed history of their 
marriages, common-law unions, separations and divorces (dates of events in 
year and month). In addition, dates were collected for entries and exits from 
care of children (natural, step or adopted), for the respondent's 1st job 
(full or part-time, but lasting 6 months or more and excluding work while a 
student) and for respondent's experience of prolonged periods (one year or 
more) of work interruption. The questions on work were given different 
treatment than others, in that the questions dealt with years of work and 
interruption durations in years (i.e. rather than the year and month of 
events) . Further details and a general overview of the survey content are 
available in Burch (1985) 

FHS data are available in the form of the dates reported by each respondent 
for 0-3 marriages, 0-6 CLUs, 0-15 children and 0-4 work interruptions. For 
the most part, these data were sufficient to determine the state of the 
respondent in respect of their marital, childcare and work status on a 
monthly basis. In preparation for analysis, the respondent file was converted 
to a monthly file on which each person month (after the 15th birthday) 
represented a separate record. This conversion produced an expansion of the 
FHS file from 14,004 responses to over 3.9 million person month records. 

Tabulations of unweighted counts of marital status transitions, respondents 
and person years at risk are presented in Table 1. These and all subsequent 
results reported in this paper take no account of survey weights. bern (1985, 
p.258) notes: 

"If [the survey design) is noninforinative, then one may disregard the 
sampling plan and treat the sample of life histories as so many independent 
sample paths of stochastic processes with the probabilistic properties they 
would have had without the interference of survey sampling." 

Where the weights have been used to estimate known population totals from FHS 
data (e.g., divorces in Canada by year of occurrence, Burch (1985)), the 
estimates have been poor. Hence, unweighted analysis was attempted first, and 
weighted regressions have not revealed large differences from unweighted. 

TABLE 1 
IJNWEIGHTED COUNTS 

Population Respondents Person Years Transition 
At Risk At Risk 3 Outcomes 

(Months! 12) 

liQi CLU MAR 
Never Worked 6545 22863.0 277 656 
Ever Worked 6795 31167.0 1175 3311 

CLU SNGL MAR 
Never Worked too few cases - - 

Ever Worked 1202 3013.0 303 562 

MAR SEP 
10456 181560.6 1389 

SEP DIV 
1248 4080.4 879 

Note that the transition structure indicated in Figure 1 has been further 
refined to distinguish between periods before or after labour force entry for 
each respondent. 
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3. PROPORTIONAL HAZARDS REGRESSION 

Hazards models represent transition probabilities in continuous time (Cox and 
Oakes, 1984) . The density and cumulative distribution functions (conditional 
on covariate vector X) of duration variable T are f(TIX) and F(TIX), 
respectively. The conditional transition probability (hazard) is defined as: 

h(TIX) a  f(TIX)/(l-F(TIX)) = -d log( l-F(TIX) )/dT 

(i.e., the limit of an occurrence/exposure ratio as the exposure duration 
approaches 0). From this definition, it follows that: 

F(TIX) = 1 - exp( - jh(tIX) dt ) = 1 - exp( -H(TX) ), 
0 

where H(TIX) is the cumulative hazard and consequently: 

f(TIX) = h(TIX) . exp( -H(TIX) ). 

Thus, hazard models are equivalent to the specification of a density function 
for the duration variable. 

Let L be the likelihood of a censored sample of duration observations with 
time-varying covariates (X(t)) and regression coefficients (13). The 
contribution to likelihood L from individual i given 1 3  is: 

Li = 	f(TjX1(T),fl) 1°1 . (1_F(TIIXj(T),fl)) c j 

where Tiis the event date or censorship date for individual i. The value 
ci=l denotes censorship, while c 1=O indicates an observed event. Maximizing 
log(L)= E1 log(L1) (i.e., for the sample of n individuals) is equivalent to 
maximizing hazards associated with observed events and minimizing cumulative 
hazards for censored observations. After rearrangement, the log likelihood 
is: 	 r

0

Ti 
log(L1 ) = ( l_c)1og(h(TjIX1(T),P)) - J 	h(tX 1 (t),p) dt 

Maximization of L can be approximated by Poisson regression. The interval 
(0,T1) may be partitioned into small, non-overlapping intervals (t1 1_1 1 tj., ) 
(for this study, the intervals are months). Then the pseudo-observaiiOrlS e ,  
represent whether or not an event occurred in each time interval j for eac 
individual i: 

p 0 if tj < Ti 

ej,j = -L o , if t1j_1 < Ti:5 tij & c 1=1 

1 , if tj , j1 < Ti :5 tij & ci=0. 

For purposes of estimation, the regression equation relates time-varying 
independent variables (X) to the expectations of the pseudo-observations: 

E( e1, j ) = 	= exp( Xj , j 13), 

then 	Log(L) = Ej , j ( [ ej , j 	log(h1)] - h 11 	), 

where h1 j  is a piece-wise constant approximation to the hazard function 
(i.e., which is understood to be conditional on covariates and on 13). The 
approximate likelihood has the same form as a Poisson likelihood (i.e., for 
pseudo-observations e j) and may be maximized by iteratively reweighted 
least squares (McCullagh and Nelder, 1983) employing standard regression 
software. 

4. SELECTED REGRESSION RESULTS 

A variety of regression specifications have been attempted for each of the 
types of events identified in Figure 1. Given the total of 34 equations 
estimated, full detail cannot be provided here (but is available on request). 
The results reported in this section are selected aspects of the best fitting 
equations, and focus on two topics: (i) the effect of labour force entry on 
marriage and CLU formation, and (ii) the effects of children on risks of 
separation. The best fitting equations were selected on the basis of 
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maximized likelihood, and from examination of generalized residuals (Cox and 
Oakes, 1984, pp.88-89). 

An indication of the content of the best fitting regressions is given in 
Table 2, which provides estimated annual transition rates for selected 
combinations of independent variables. This table gives baseline rates which 
aid interpretation of subsequent tables of relative risks (RR) (i.e., hazard 
ratios) 

TABLE 2 
Annual Transition Rates/bOO From Regression Equations 

INITIAL STATUS 	 EVENT 

Never Worked 
Aged 20, No Pregnancy Marriage CLU Formation 
No Previous CLI) 	Male 1.8 1.1 

Female 4.7 2.0 
Labour Force Entrant 
Aged 20, No Pregnancy 
No Previous CLI) 	Male 14.8 22.3 

Female 17.4 42.6 

Labour Force Entrant 
1st Year of the CLI) 
Aged 20, No Pregnancy Marriage CLI) Dissolution 
No Previous CLI) 	Male 19.7 19.8 

Female 23.2 15.7 

After Divorce Legislation Reform 
Childless, Married at Age 21+ 
No Preceding CLU 
1st Year of Marriage Separation 
No Work Interruptions Male 13.7 
No Work Since Marriage Female 6.5 

2nd Year of Separation Divorce 
Preschool Child at Separation 
No New CLI) 272.2 

The baseline rates in Table 1 compare reasonably well with appropriate age 
specific estimates based on vital statistics, however no vital statistics 
estimates with comparable definitions are possible. 

4.1 Marriage and CLU Formation at Labour Force Entry 

Analysis of the FHS data seems to indicate an independence effect, whereby 
labour force entry (and associated financial independence) marks the maximum 
marriage rate that a labour force cohort will typically experience. The only 
seriot3s qualification being that the occurrence of a pregnancy will overwhelm 
all other effects for its duration. It is doubtful that the independence 
effect could entirely represent a causal relation. It may frequently happen 
that labour force entry is motivated by a decision to marry. 

Evidence of the independence effect may be found in the annual transition 
rates from SNGL status (Table 2) which show a marked difference between those 
who have never entered the labour force and those who entered the labour 
force in the year they turned 20. The regression equations indicate the same 
kind of result for ages at labour force entry ranging from 15 to 35. Figure 3 
compares hazards at labour force entry with hazards prior to labour force 
entry. The vertical axis is the relative risk computed from the hazard for 
labour force entrants divided by the hazard associated with the same age in 
the Never Worked status. Clearly, for ages above and below 20, the 
independence effect may be even greater than indicated is in Table 2. 

Table 3 presents relative risks of union formation, either marriage or CLI) 
formation, in years subsequent to labour force entry for SNGL persons. For 
each age at entry, the chance of marriage or CLU formation declines steadily 
thereafter. All else equal, marriage rates peak in the years immediately 
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Relative Risks of Marriage 
Relative Risks (RR) of Marriage or CLU Formation 

at Labour Force Entry (LEE) 
Minimum Relative Risks 

MALES 	 Marriage 
FEMALES - - - - 	Males 	2.9 

CLUR " 

0 
0 	 - - 

15 
	

20 	25 	30 
	

35 
Age at Labour Force Entry 

TABLE 3 
Relative Risks of Marriage and CLU Formation by Work S 

FIG 

0 

ci) 
L 
0 
3 
L 
a)- 
>0 

w 
U- 
-j 

Work History 

Age at Labour 
Force Entry 

Males 
15 
20 
25 
30 

Females 
15 
20 
25 
30 

Completed Years of Work 
0 5 10 15 0 5 10 15 

Marriage CLU Formation 
0.70 0.71 0.71 0.72 0.91 0.75 0.61 0.50 
1 0.76 0.58 0.44 1 0.64 0.41 0.27 
1.42 0.82 0.48 0.28 1.10 0.56 0.28 0.14 
2.03 0.89 0.39 0.17 1.22 0.48 0.19 0.07 

0.90 0.77 0.66 0.57 1.15 0.84 0.62 0.45 
1 0.60 0.36 0.22 1 0.50 0.24 0.12 
111 0.47 0.20 0.09 0.87 0.29 0.10 0.03 
1.23 0.37 0.11 0.03 0.75 0.17 0.04 0.01 

Concurrent Work Status 
Marriage CLU Formation 

Males 
Working 
Not Working 
Starting Work 
Stopping Work 
Returned to School 

1 1 
0.26 0.71 
0.45 0.56 
0.57 0.60 
0.47 1.12 

Marriage CLU Formation 
Females 

1 	1 
0.80 	0.70 
0.5]. 	0.61 
2.22 	1.60 
1.06 	0.81 

following labour force entry. However, the FHS work histories were given in 
years, rather than in years and months. The effect of rounding to the nearest 
year is that there are months with indeterminant work status (labelled 
Starting Work and stopping Work) where the order of events (e.g., entry prior 
to marriage) can not be established precisely. Thus, it can not be determined 
whether the independence effect is associated with a brief period immediately 
following labour force entry, rather than a period spanning the year or two 
following entry. 

Analysis of data for the stage following labour force entry resulted in a 
best fitting equation including age at entry and years of work as distinct 
variables with coefficients of differing sign (except female CLU formation). 
It is an important point that these variables have different effects, since 
their sum corresponds to current age in most cases (i.e., except where there 
have been spells of work interruption). This serves to indicate that narriage 
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rates disaggregated by age group alone (i.e., birth cohorts) will conceal 
important heterogeneity among labour force cohorts. 

Education histories were not collected in the FHS, however the question on 
the timing of the first job stipulated that work while a fuiltime student 
should not be counted. Consequently, age at first job may be treated as a 
proxy for completed years of education. Thus, the data on age at first job 
and subsequent years of work are proxies for education and work experience, 
(human capital variables often employed by economists in analyzing wage rate 
differentials). 

The observation that marriage chances typically increase with age at entry, 
but decrease with years of work suggests that earnings may not be associated 
with the timing of marriage decisions in a simple way (if at all) ; since 
education and work experience should both be positively associated with 
earnings. Nevertheless, the relative risk associated with the concurrent 
status Not Working (Table 3) indicates that work interruption results in a 
reduction in marriage chances (a more marked reduction for males than for 
females) . In this respect, economic factors may have a direct role. Note that 
Not Working status is distinguished from the indeterminate statuses (Starting 
and Stopping Work) and does not include episodes where the reason given for 
the work interruption was a return to school. 

4.2 Separation, Work and the Ages of Children 

The "seven year itch" is part of North American folklore, as is the notion 
that children (especially young children) are the sole reason that some 
marriages hold together. The former has some empirical basis in the 
observation that divorce rates by duration of marriage often increase over 
the initial years of marriage and then decrease at longer durations. The 
implication seems to be that marriages may be viewed as, in some sense, 
"wearing out". 

Another explanation of the duration pattern of divorce supposes that 
marriages may be classified as either stable or unstable, at the outset. 
Stable marriages have fixed, low risks of divorce. Unstable marriages have 
risks that steadily increase with time (i.e., following the honey moon 
period). Since, we can not normally distinguish between the types, we observe 
a divorce rate which is an average of two rates, but is initially dominated 
by unstable marriages (i.e., the average divorce rate increases). As unstable 
marriages are effectively "weeded out", the average divorce rate comes to be 
dominated by the rate for stable marriages and declines to a relatively low 
level. Thus, the complex duration pattern could just as well be explained by 
a combination of simpler patterns (i.e., effects of unobserved heterogeneity, 
Vaupel and Yashin, 1985). 

Figure 4 illustrates some of the results from the analysis of FHS data on 
separation. The dashed line (labelled **) is based on a regression which 
includes a cubic polynomial of marriage duration to represent an increasing 
then decreasing duration pattern of separation risk (common to childless 
marriages, as well as marriages with children). 

In contrast, the other three lines (labelled A, B and C: corresponding to 
childless, one child and two child couples, respectively) are based on the 
best fitting equation in which there are multiple duration variables: 
duration of the union (CU) years + married years), duration childless (0 
after the 1st birth), age of the oldest child at home and age of the youngest 
child (may equal the oldest). To date, only one other study appears to have 
examined similar fertility interactions with the duration variable (Hoem and 
Hoem, 1988) 

The complexity of Figure 4 arises from the fact that a line representing 
separation risks by marriage duration for a given marital/labour 
force/fertility history can change abruptly. One cause of an abrupt change 
might be the birth of an additional child. How large the change might be 
would depend on the number and spacing of previous births. Subsequently, 
there are further abrupt changes when there are no more children of pre-
school age or when the last child leaves home (i.e., the Empty Nest). Figure 
4 contains two lines that purport to describe childless marriages. It is 
quite clear, however, that the dashed line (**) represents the confounding of 
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FIG 
iviarriage Se par a on Rates 

0 	 A. Childless Couple 

\ 	B. 1 Child Darn - 2140 Year 

C 	 C. 2 Children Born - 3RD & 5Th Years 

Childless (Cubic DuraUon Polynomial) 
\ 

After Divorce Legislation Reform 	 . 
Male Respondent Continuously Employed 
Age at Marriage 21+, No Preceding CLU 

Lj 	
I 	

I 

0. 	5 	10 	15 	20 	25 	30 	35 
Marriage Duration (Years) 

TABLE 4 
Relative Risks of Separation by Work & Child Status 

Childless 	 1 
Preschool Children (1+ aged 6) 	0.78 
School Age Children (all aged 7+) 1.19 
Empty Nest 	 5.87 

Working 
Not Working 
Never Worked 
Starting Work 
Stopping Work 
Non Response 

No Work Interruption 
Work Interruption 
No Work Since Marriage 

Males 
1 
1.63 
0.68 
0.94 
2.75 
0.79 

Childless 
Males 	Females 

1 	0.57 
1.10 	0.68 
1.74 	0.54  

Females 
1.86 
0.68 
0.81 
2.09 
1.28 
0.83 

1+ Children Everborn 
Males 	Females 

1 	1 
0.61 	0.76 
1 	1 

Duration Coefficients (Log Hazard Slopes) 

Duration of Union (Marrjed+CLIJ Years) 	-0.1065 
Duration Childless (0 after 1st birth) 	0.1022 
Age of Oldest Child at Home (Log) 	0.4508 
Age of Youngest Child at Home (Log) 	-0.1760 

duration effects on separation risk with the timing of marital fertility. The 
best fitting equation implies that separation risks generally decline with 
duration (even for childless couples A), although risks may be elevated as 
children reach critical ages. The presence of children is associated with 
both increases and decreases in separation risks. 

Table 4 provides the relative risks associated with the interaction of work 
and child status in the best fitting regression. The most notable finding is 
that non-traditional work patterns (e.g., male not working, or female 
working, especially with children at home) are associated with elevated risks 
of marriage separation. 
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The results in Figure 4 and Table 4 are not consistent with either of the 
interpretations that it is normal for marriages to "wear out", or that many 
marriages are unstable at the outset. Rather, the risks of marriage 
separation normally decrease with duration, but those risks are also 
influenced by the numbers and ages of children. There is no need to invoke 
unobserved heterogeneity to explain episodes of elevated risk, where, for 
example, these may be associated with the youngest child attaining school age 
and/or the mother re-entering the labour force. 

5. DISCUSSION 

Two examples of analysis of FHS data have been presented here. In one case, 
changes in labour force status have been shown to influence marriage and CLU 
formation rates. By implication, factors influencing the labour market would 
contribute to an explanation of historical trends in marriage rates and 
average age at marriage. Similarly, a relationship has been demonstrated 
between risk of separation, on one hand, and marital fertility/labour force 
status, on the other. Therefore, historical trends in divorce will, in part, 
reflect trends in fertility and in male and female work patterns. 

More important than the specific examples presented is the implication that 
the dynamics of marital, fertility and labour force decision making must be 
considered very carefully when modelling marriage rates, if we wish our 
models to reflect behaviour in a meaningfull way. Giving close attention to 
the dynamics also provides insight into which questions may or may not be 
directly addressed with available data. For example, it is clear from the 
results presented in section 3.2 that trying to determine the proportion of 
marriages that will eventually end in divorce is an extremely difficult 
problem. The source of the difficulty is that risk of divorce depends on 
dynamic work patterns involving work interruption and on the number and 
spacing of children. 

The regressions on which this paper was based have been incorporated into a 
demographic microsimulation model (DEMOGEN), which integrates marital status 
and labour force models based on FHS data. Construction of a microsimulation 
model appears to be the only way of directly integrating and assessing the 
implications of complex event history models (e.g., with marital transitions 
contingent on labour force status, and labour force transitions contingent on 
marital status). Microsimulation is, moreover, the only direct way of 
estimating statistics like the proportion of marriages ending in divorce 
within the framework of the models. 

NOTES 

The permanence of separation (i.e., with no subsequent reconciliation) can 
not be established until legal divorce (or death), hence data on separation 
overstates marital breakdown. Similarly, for religious or other reasons some 
separated couples may never divorce, hence data on divorce understates 
marital breakdown. Nevertheless, the date of separation more accurately 
reflects the timing of marital breakdown than does the date of divorce. 

The use of education level attained by the time of the survey instead of 
at the time of marriage results in greater difficulties than merely a 
confusion of time reference. Selection bias will result because person years 
at risk of marriage at lower levels of educational attainment exclude early 
years of education for individuals who eventually attain a high level. The 
bias would typically inflate marriage rates associated with low attainment. 
Similar selection biases might be associated with variables like religious 
activity (i.e., at the time of the survey) which are subject to change. 

Transitions from the initial statuses SNGL, CLU or SEP tend to occur 
within a relatively short time interval. Consequently, in these cases, it was 
possible to limit attention to recent person years at risk while maintaining 
an adequate sample size. The date after which divorce legislation reform 
became law (July, 1968) provided a convenient demarcation for what was to be 
regarded as recent. However, since marriages tend to be long lived, all 
possible person years at risk of separation were used (i.e., for transitions 
MAR -. SEP). This was particularly important in attempting to estimate 
relative risks of separation after the last child had left home. 
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TIME SERIES IN DEMOGRAPhY 

R. Pressat' 

Basic Elements of Demographic Time Series 

Some basic time series used in demography include: 

- 	series of vital events: births, marriages, divorces, deaths, 
- 	series of population states. 

These series can correspond to various intervals of time. While series of vital events are most frequently 
organized by year, they can, for lack of something better, be arranged by multi-year periods or still, for 
purposes of specific studies, by short periods (month, day, or even hour). As for population states, their periodic 
fluctuations are most often tied to the frequency of the census or to estimates made by statistical agencies 
during intercensal periods. 

We wish to point out that our observations will not cover the ease of events arranged for small intervals for the 
purpose of determining the frequency of the event considered for a given period (year, week, day). 

Nature or Time Series 

The previous series of basic data can only give rise to limited interpretation; they usually constitute the raw 
material from which time series of indices can be established. These lend themselves better to analysis. 
Among these indices, we cite those resulting from the computation of ratios or proportions: 

- 	crude rates (mainly birth and death); 
- 	specific rates of the age-specific type or, more generally, the duration-specific type (for example, marital 

fertility -- duration-specific rate); 
- 	probabilities such as the probability of death, of marriage, 
- 	rates in terms of ratios between two populations; the population shown in the numerator refers to a sub- 

population of the population in the denominator (for example, the proportion of single persons by age and 
sex at a given date, the labour force participation rate, the percentage of children attending school, ...). 

Time Series as the Basis for Demographic Analysis 

Demographic phenomena, like all social phenomena, are immersed in time and their analysis could not be done 
without reference to this dimension. In short, the production and analysis of time series are at the heart of 
demographic analysis. 

These series can be analysed by themselves or in conjunction with other series to determine associations 
between the occurrence of demographic phenomena and that of other phenomena relating to the life of 
individuals in society. 

First Dilemma: Transversal or Longitudinal Analysis? 

When dealing with a series of age-specific rates, for example, or a series of summarized indices (cumulative 
average fertility rates), what type of analysis should be performed? 

In the area of mortality, it is customary to acknowledge the priority of transversal analysis for two 
reasons: the concern for keeping as close as possible to reality and thus detecting any negative trend in 
order to remedy it, and more especially, the conviction that the current situation is not affected by the 
past or is only slightly affected by it. However, this reasoning does not exclude the appropriateness of 
longitudinal syntheses in the presence of rapidly changing phenomena, as the transversal view may prove 
distorting. This type of distortion flows from a very general scheme synthesized in Figure 1. The full lines 
refer to generations at 10-year intervals, G 0 , G 10 , G 20 , G 33, and represent the variation, with age, of the 

risk associated with a given phenomenon. in a and b, this risk, at the same age, increases with younger 
generations. However, in a, it increases with age in the same generation, and in b, it decreases in C and d, 
the risk, at the same age, decreases with younger generations whereas in C, it increases with age In the 
same generation, and in d, it decreases. The transversal synthesis obtained by borrowing appropriate points 
from the generation lines (dotted lines) produces quite a different view of the phenomenon: it suggests a 

R. Pressat, Départernent de Ia Conjoncture, Institut national d'études démographiques, Paris, France. 
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decrease (in a) or an increase (in d) where increase and decrease with age persist respectively, whereas in b 
and c, the decrease and increase with age observed in the generations are amplified by a transversal view 
(it should be noted, however, that in addition to the previous schemes, other classifications can exist 
leading to less significant distortions). 

G o  
G 10  

G 20  

G 30  

b. 

Figure 1 

In the area of fertility, the priority of a longitudinal view of the phenomenon is generally recognized 
because of the possible influence of the past on the current behaviour of generations. Without 
reconstructing the history of the fertile generations, it is possible, and sometimes advantageous, to look at 
the series of annual data which take into account past events in the reproductive life of women. Figure 2, 
which shows average age-specific fertility rates in France from 1950 to 1987, provides a perfect example 
of this. We will restrict our comments to the post-1964 period during which fertility decreased 
substantially. This period of sharp decrease has been identified as taking place between 1964 and 1976 
(during this period, the total fertility rate fell from 2.90 to 1.83 births per woman). This decrease is 
observed without reprieve at all ages after age 28; before age 29 and towards the middle of the period, a 
levelling-off can be observed with an occasional variable increase. After 1976, the decrease is sustained 
before age 22; it hesitates between ages 22 and 25 and shows a tendency to increase beyond these ages with 
a sudden and generalized resurgence in 1983. One is naturally led to question the contrasting behaviour of 
the younger and older generations and this is when it is appropriate to consider their respective pasts: the 
recent increase in fertility for the approximate age group 27-37 is undoubtedly due to a change in schedule 
marked by substantially fewer births at the beginning of the reproductive period and, as a corollary, a 
slight increase towards the end of this period. This analysis also shows the promise of a stabilized total 
fertility rate in the next few years to the extent that the currently low fertility rate of the younger 
generations eventually levels itself off, and the partial recovery at the end of the reproductive history 
ensures compensation during the present transitional period preceding a future period of stability. 

Time Series of Population States 

These types of series are based on a series of censuses and they are of particular interest when the census 
frequency is regular, as the intercensal interval is equal to the range of the age categories. The French 
censuses were perfect examples of this for a long time as their five-year interval matched the decomposition 
of the population into five-year age groups; under these conditions, one has the benefit of a good follow-up of 
the evolution of the various groups of five generations over the years. Hajnal (and G. Mortara before him but 
less systematically) was the first to fully demonstrate the significance of age and sex-specific single person 
rates as a means of studying first marriages. These rates, which can be called non-married rates, have their 
formal equivalent in labour force participation rates, graduation rates for certain degrees, school attendance 
rates, etc. They represent, except for slight adjustment factors, the single persons in the first marriage table, 
the working population in the labour force participation table, etc. In the area of fertility, the information 
refers to the average range of the cumulative fertility (either the details of the various family 
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dimensions already achieved are known or only the average dimension is available); in this case, the information 
is included in the series of cumulative events in the fertility table. 

Let us illustrate this by presenting the bachelor rate series derived from the long series of five-year French 
censuses dating from 1851 to 1946 (in 1956, 1961 and 1966, estimates supplement the missing censuses (Table 
1). By limiting himself to certain typical generations, the reader may draw certain conclusions (Table 2). 

Table 1 - France. Proportion of flachelors (in %) in Various Generation Groups 

Generations 
Age Group 1821 1826 1831 1836 1841 1846 1851 1856 1861 1866 1871 1876 1881 

1825 1830 1835 1840 1845 1850 1855 1860 1865 1870 1875 1889 1885 
15-19 years (99.7) (99.7) 99.8 99.7 99.7 99.2 99.7 99.9 99.4 99.8 99,9 99.8 99.7 20 - 24 years (89.0) 89.4 80.2 87.3 78.9 82.6 84.4 86.8 86.8 90.4 92.7 90.4 (87.0) 25-29 years 58.3 54.8 56.0 48.7 49.0 45.4 48.6 50.2 50.5 48.9 48.1 (46.0) 43.6 30 - 34 years 31.0 30.1 26.9 28.3 25.8 28.8 29.6 27.4 26.6 23.6 24.2 22.8 (26.0) 35 - 39 years 19.0 17.8 18.8 18.1 20.2 21.0 18.9 18.0 16.3 (16.8) 15.7 (16.5) (15.6) 40-44 years 13.5 1'7.5 14.0 15.7 16.8 15.3 14.5 (12.7) (12.9) 12.6 (12.8) (12.4) 9.9 15-49 years 12.0 11.9 12.9 14.7 13.1 12.8 10.9 (11.3) 11.3 (11.3) (10.6) 10.6 9.3 

Generations 
Age Group 1886 1891 1896 1901 1906 1911 1916 1921 1926 1931 1936 1941 

1890 1895 1900 1905 1910 1915 1920 1925 1930 1935 1940 1945 
1519 years (99.7) (99.7) (99.9) 99.4 99.4 99.4 99.5 (99.5) 99.2 99.4 99.4 99.3 20-24 years (89.3) (90.0) (80.0) 76.4 78.0 76,3 (87.0) 80.6 76.9 77.4 78.5 - 
25 - 29 years (54.0) (40.5) 34.7 36.0 35.7 (42,0) 46.0 36.2 32.6 34.5 - - 
30 - 34 years (23.7) 20.9 18.7 20.2 (20.0) 26.1 21.0 18.1 17.6 - - - 

35 - 39 years 10.6 12.7 13.2 (15.0) 16.8 15.6 17.9 13.1 (12.8) - - - 

40 - 44 years 10.2 10.3 (10.5) 12.5 13.0 11.0 10.5 (10.5) (10.3) - - - 45 - 49 years 8.7 (9.0) 9.6 10.8 10.7 - 	 10.1 (9.4) (9.4) (9.0) - - 

Note: The figures in brackets are estimates. 
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Table 2: First-marriage Characteristics of Selected French Male Generations 

Generations 

Distribution of 1,000 First Marriages First Marriage
Before age 50 

18-20 	20-25 	25-30 	30-35 	35-40 	40-45 	45-50 Number per Average 1,000 yrs yrs yrs yrs yrs yrs yrs (18 yrs. old) Age 

1821-1825 22 253 365 225 79 39 17 890 28.7 yrs 
187 1-1875 28 317 389 172 55 28 11 900 28.0 yrs 
1906-1910 39 439 355 89 39 28 11 900 26.3 yrs 
1926-1930 38 470 339 88 38 16 11 915 25.9 yrs 

Source: Jean-Claude Chasteland and Roland Pressat. La nuptualité des générations françaises depuis un 
siècle. Population, 1962, no. 2 

Time Series and Mathematical Models 

Attempts have been made to represent the development of demographic phenomena in time by mathematical 
functions. The first attempts were concerned with mortality (for example, the Gompertz and Gompertz-
Makeham laws). 

Formulation attempts concerned with other phenomena, such as fertility, took place much later, in 1931. At 
that time Wickell viewed them as a means of solving Lotka's equation. This requires the determination of the 
ultimate stable population obtained by maintaining stationary mortality and fertility conditions. At that time, 
as a means of verifying the adequacy of the model, reference was provided by the series of age-specific 
fertility rates for a given year (or period of several years). 

How can the existence of time series, in this case the age-specific fertility rate series, contribute to the 
determination of a fertility function representative of the fertility of the population considered? A few 
comments on the nature of the mathematical functions most apt to represent age-specific fertility may answer 
this question. 

In this regard, three types of density can be considered to represent these functions; all three belong to the K. 
Pearson family: 

- 	the probability density associated with the gamma function, a particular Pearson type Ill case; 

- 	the probability density associated with the beta function, a particular Pearson type I case; 

- 	the polynomial form (x-a)(a(x) I  also a particular Pearson type I case. 

In these three expressions best suited to represent the fertility functions, the mathematical formula for 
fertility density may be expressed as follows: 

f(x): = D 6 (x) 

where 0 6 is the lifetime fertility (or total fertility rate in transversal analysis), and y(X) is the fertility 
schedule (f 8 1(x)dx=1). Based on the structure of this formula, it appears that we are unable to arrive at a 
mathematical expression of the fertility density that expresses the relationship between the intensity and 
schedule of the phenomenon. 

Time Series and Projections 

"In the absence of laws that permit forecasting with certainty, the study of relationships between situations at 
various times is the only scientific basis for forecasting." "Forecasting the future consists of going from the 
present to the future based on knowledge of the past". (translated) These two quotes from a study by L. Henry 
and H. Gutierrez ("Qualité des previsions défflographiques a court terme". Population no.3, 1977) define aptly 
the nature of demographic forecasts and the place of time series analysis in the production of these forecasts. 

In the following section we will distinguish the very short term forecast from the long term forecast. 
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Very Short Term Forecasts 

The objective of a short term forecast is to determine the exact meaning of the most recent developments in a 
time series in the hope of detecting any reversal of trend. 

In this regard, by following work carried out in France, we intend to test various forecasting methods 
retrospectively. By comparing results to subsequent evolution of time series, we will be able to make a 
judgment on the pertinence of these methods. 

We will focus first on the problem of extrapolation of birth time series. In the short term, we will work on 
monthly series. These may be: 

- 	the series of deseasonalized monthly values; 

- 	12-month moving sums. 

Each of these series will be subjected to linear extrapolation by the method of least squares. The quality of 
these extrapolations will be evaluated on the basis of the values of the mean quadratic deviations between 
actual values and forecasts. 

The forecasts thus produced may be distinguished by: 

- 	the number of recent months taken into account, p; 

- 	the length of the period considered, h; 

the past period used being the period 1960-1974. 

The results of this comparison between retrospective forecasts and actual values are shown in Figures 3, 4, 5 
and 6. 

We arrive at quite different conclusions depending on whether the monthly births of the last p months before 
the starting date of the forecast are used or whether the series of moving sums of births for the last p months is 
used. 

Figures 3 and 4 highlight the importance of the past (p months) according to the forecast period (h). By con-
sidering data for only one month preceeding the starting point of the forecast (p=l) (forecasting then amounts 
to extending the last result observed), it can be seen that the inaccuracy of the forecast diminishes when the 
data for a larger historical period is used (however, the inaccuracy does increase for very long periods not 
shown on the graph). In short, the number of months used should not be too small in order to lessen the effect 
of random variations in the monthly series on the accuracy of the forecast. With the use of 12-month moving 
sums, we arrive at very different error profiles depending on the historical period used: an increase in this 
historical period leads to a rapid increase in error. In both cases, if a common historical period is used, as 
might be expected the error is all the more pronounced as the forecast period (h) increases. The error 
according to the forecast period is greater when moving sums are used (this comparison can be facilitated by 
dividing the ordinates of the graph in Figure 4 by 12). 

Figures 5 and 6 give a different reading of the previous results: 

- 	In Figure 5, it can be seen that the gain in accuracy is clearly a function of the length of the past period 
used for extrapolation; the simple extension of the value of the last month observed (p=I) is the most 
favourable procedure where the forecast covers 5 or more months; 

- 	In Figure 6, the situation is slightly more complicated; while the length of the past period considered is an 
unfavourable factor, the simple extension of the most recent moving sum (p=l) is however the most 
judicious choice where the forecast covers 10 or more months. 

Now, if we want to calculate the size of the errors resulting from this type of operation, we note the following: 

- 	In the monthly series adjusted for seasonal variation, the margin of uncertainty, defined by the mean 
quadratic error, for approximately 70,000 monthly births, varies little with the forecast period and is in the 
order of 1,500 to 2,000 births, i.e. a relative error of 2% to 3.5%. 

- 	In the moving sums series, the margin of uncertainty for approximately 840,000 annual births is 18,000 to 
20,000 births depending on whether the forecast is for I month or 12 months, i.e. a relative error ranging 
from 2% to 2.4%. 

The inertia of the deseasonalized series thus appears to be much greater than that of the moving sum series. 
confirming that it is better to base a one-month forecast on the former series (using p=l according to Figure 5) 
than on the latter series (using p=2 as suggested in Figure 6). 
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Figure 3: Mean quadratic deviation of the forecast of deseasonalized monthly births according to the number 
of months of historical data used, p and the forecast period, h. 

Source: G. Calot and R. Nadot. Combien y aura-t--il de naissances dans l'année? Population, special issue, 
1977. 

Mean Quadratic Deviation 
(in thousands of births) 

5 	10 	15 	20 	25 p in months 

Figure 4: Mean Quadratic Deviation of the moving sums of births over 12 months according to the number of 
months of historical data used, p and the forecast period, h. 

Source: C. Calot and R. Nadot. Combien y aura-t-il de naissances dans I'année? Population, special issue, 
1977. 
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Figure 5: Figure 3 data at constant p 	 Figure 6: Figure 4 data at constant p 

Forecasting the Total Fertility Rate 

The use of the total fertility rate permits a better approach to analysing behaviours than the use of number of 
births alone. Better still, consideration of average age-specific fertility rates as being included in the 
computation of the total fertility rate leads to a more thorough analysis. We will specifically examine the 
problem of the use of time series in the projection of fertility rates. 

In Figure 7, the rate at age x (attained), at date t, i.e. f(x,t), corresponds to the shaded area. A first approach 
is the linear model: 

f(x,t)=a(x)t+b(x). 	 (1) 

This model does not take into consideration the cohorts' past (in this case the generations' past) as a factor 
likely to influence behaviour at a given age. To consider past fertility is to consider the cumulative fertility at 
the beginning of year t. This cumulative fertility may be expressed as follows: 

t- 1 

= 15 

I. 

Figure 7 
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We can thus consider extrapolation using the following equation: 

t- 1 
f(x,t) = a(x) . 	f(c,t—(x—)I + b(x). 	 (2) 

=15 

As indicated previously, the extrapolation can be based on a variable number of starting points; and, as 
previously, we have the feeling, a priori, that an optimal number of points exists that is sufficiently small to 
take recent trends into account but not so small that it would entail forecasts that would be strongly affected 
by random variations associated with an excessively small number of observations. 

The study from which the previous results were extracted was conducted using French fertility and male and 
female first-marriage data for the period 1946-1982; the retrospective forecasts apply for the period 1977-
1982, with extrapolations being made for single years (for example, 1977 is estimated on the basis of data not 
later than 1976, 1978 on the basis of data not later than 1977, etc.). 

Figure 8 enables us to compare the two methods presented. The extrapolations done with the time series 
without taking into account previous generations are denoted by L and those done by taking into account past 
generations are denoted by C. 

Interestingly, the best results are obtained for both nuptuality and fertility when past generations are excluded. 
Furthermore, with respect to first marriages, and as observed previously when we posed the problem relating to 
the projection of number of births, the best results are obtained when a limited number of previous points is 
considered (in this case 4). Finally, in the case of fertility it is of concern to note that the most satisfactory 
forecast is the simple extension of the value of the previous year. 

Errors in Total Rates (in number per person) 

Number of Post Points Considered 

Figure 8: France. Single-year forecasts for the period 1977 to 1982 (average results). 

Source: J.-P. Sardon. L)analyse dérnographique conjoncturelle: réflexions méthodologiques. Paper presented 
at xxteme Congrés général de l'U.l.E.S.P., unpublished (Florence, 1985). 
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Considering that the best results are obtained using series of values for individual ages, observed over time, one 
might expect that better forecasts can be obtained using models that take into account both the previous 
generations and the trend at constant age. This amounts to completing the previous formula by the introduction 
of a linear term in t: 

t- 1 
f(x,t) = a(x) . 	f[,t-(x-)] + b(x)t+c(x). 	(3) 

t=15 

However, we can modify the last two formulas by taking only recent generations into account, that is, by 
summing fertility starting not much before time t; in particular using p years of data. We are led to extra-
polations based on the following formulas: 

t-1 
f(x,t) = a(x) . 	f[&,t-(x-)] + b(x) 	(4) 

or 
t-1 

f(x,t) = a(x) . 	fI,t-(x-)1 + b(x)t+c(x). 

These last two formulas open the way to a considerable number of possibilities; since we cannot examine them 
all, we can give preference to those where p=l, in other words, to those for which the acquired knowledge 
pertaining to the previous year, for the generations concerned, is taken into account alone or in conjunction 
with the results of the previous year for the same age. The previous generation is, therefore, also taken into 
account (J.P. Sardon, 1986). 

Two Types of Medium Term Forecasts 

In the same spirit as before, but with reference to a very different type of forecast, we will demonstrate how 
the choice of weak assumptions in forecasting can lead to options that may appear simplistic but have certain 
operational qualities. We are referring to population forecasts for the French departments. 

Given these difficulties and since forecasting is bound to continue, a simple method is available to forecasters: 
extending the rate of growth observed in the previous period to the next period, that is, the subject of the 
forecast. This approximate method, which was applied from 1831 to 1875 -- except for certain gaps due to 
various anomalous situations -- led to the results shown in Figure 9. This figure does not measure the deviation 
between forecasts and observations; instead, it gives a graphical representation of the relationships between 
the growth rates of each five-year period and the corresponding rates of the five-year period immediately 
following (in this way one notes the correspondence between the growth rates of the population for a given 
province between the period 1831-1836 and the period 1836-1841). If forecasting the population of a province 
for a five-year period by extending the growth rate of the last five-year period to the forecast starting point 
was perfectly correct, the graphs in Figure 9 would then be reduced to a diagonal line (equal growth on the x-
axis -- past rate -- and on the y-axis -- future rate). 

However, this is not the case. The full line refers to the median values for each period considered; it is situated 
below the 450  line for the first three periods and most of the time above for the fourth, indicating slowing 
growth in the first case and accelerated growth in the second. The location of the lines for the first and third 
quartiles gives an idea of the inaccuracy resulting from extension of the past rate as a means of forecasting; 
the deviations, in absolute values, are most often in the range of 2-4%. 

As unsatisfactory as this result may be, extending the growth rate of the previous five-year period represents 
an improvement over simply maintaining the population figure of the previous census; and the graphs will 
confirm that, most often, errors occurred at least 3 times out of 4 using this method. 

These negative results favour the production of extensive time series containing as much substance as possible. 
Only then will the method be tested and its results compared with reality to a sufficient extent as to improve 
forecasting methods; analysis and a priori reasoning cannot achieve this. 

We will now illustrate another type of mean-term forecast that will underline the importance of time series. 
We are referring to population forecasts by marital status. This is another case where the demographic analysis 
behind the constitution and transformation of the various statuses is so complex that it cannot lead to 
operationally practical forecasting. In this case, another type of time series is considered, the first example 
being the series of age and sex-specific married rates. An examination of Figure 10 will enable us to keep our 
explanation short. The graph shows the proportions of married women in 1947, 1952 and 1957; the full lines 
that connect the points representing these proportions are, because of their regularity, extrapolated (broken 
lines) for the years 1962 and 1967. Here, the overlapping of the lines relative to the observations served as a 
guide. 
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This procedure can be repeated with the rates of other marital statuses (for example, widowers and widows, 
divorced persons, and common-law unions); it remains to adjust the individual results so that their total at a 
given age coincides with the population at that age (a proportional decrease will see to that). 
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Figure 9: French Provinces. Medians and quartiles of the future 
5-year growth rate (rate observed) following the past 

5-year growth rate (rate forecast). 

Source: L. Henry and H. Gutierrez. Qualité des previsions démographiques a court terme. Population, no. 3, 1977. 

Diversity of Time Series 

In analytical problems as in forecasting problems, demographers often have to deal with several time series 
relating to the same phenomenon: are these various series equally valid as forecasting tools? 
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Figure 10: France. Proportions of women married in 1947, 1952 and 1957, and projections for 1962 and 1967. 

Source: R. Pressat. Un essai de perspectives de ménages. Paper presented at Congrès général do I'U.LE.S.P., 
Vienna (1959). 

Diversity of Time Series 

In analytical problems as in forecasting problems, demographers often have to deal with several time series 
relating to the same phenomenon: are these various series equally valid as forecasting tools? 

The question does not arise in the analysis of past situations since the demographer is aware of the full meaning 
of each specific series. It is a different matter, however, when he must make a choice for purposes of 
forecasting. To illustrate this, we offer the following quasi-historic example which was the subject of one of 
our first studies under the supervision of L. Henry. This example has to do with the forecasting of legitimate 
births with the assumption of stable future indices, namely: 

- average age-specific fertility rate (with a fixed illegitimate birth rate); 

- fertility rate by age at marriage and marriage duration; 

- fertility rate by marriage duration alone; 

- fertility rate by number of children born from current marriage and interval since eithe the marriage 
or the last birth. Two series IVa  and  lVb  are derived from this approach taking into account the 
different birth schedules used. 

- fertility rate of recent households (calculated in 1950), observed for duration of 0-11 years and 
extrapolated for future periods. 

Figure 11 shows the extreme diversity of results. The indices were very unstable at the time undoubtedly 
because of the recent period of upheaval and its after-effects. But this is almost always the ease: indices are 
influenced by past history, each in its own way depending on its structure. As a result, the projections conceal 
slightly dissimilar assumptions under the cover of analogous language. 
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Figure 11: France. Forecast of legitimate births according to various methods. 

Source: L. Henry. Perspectives de naissances après une perturbation de Ia natalité. Paper presented at 
Congrès de 1'U.LE.S.P., Rome (1955). 

Concomitant Time Series 

The comparison of time series relating to demographic events with other series relating to economic, political 
or social life is a key element of causal research in demography. This aspect of research does not utilize any 
specific demographic technique and we do not intend to examine this matter here. The findings of research in 
this area remain scant as is evident in the review carried out by H. Leridon in the area of fertility (see 
references). 

General Observations 

One may have the impression of a discussion touching many issues, with emphasis on the use of time series for 
forecasting. As mentioned in the introduction, time series are the raw material for population analysis and it 
must be recognized that there is a lack of information in this area due to poor data collection practices which 
have only recently become satisfactory. This lack of information has certainly had unfortunate consequences in 
the area of forecasting and that is why we stressed this aspect of the use of time series. 
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Incilutllity and Polarizallori: Is 'l'licre it Disappearing jN1 iddtc' Class in Caiuidii? 

Michael C. Wollsont 

ill,. Introduction 

There is a long standing and general intcrest in trcnds in income inequality in societies such as ('anada. The popular wisdom is captured in 
the phrase "the rich are getting richer, and the poor are getting poorer". In the 1980s,   a new twist in this inlercst emerged in [lie U.S. with 
I he debate about "dc-industrialization". Part of t lie hypothesis of de-mdustriaii7at ion is the glad mi I disappearance of relatively high paying 
blue collar industrial jobs. The view is that these jobs are being replaced by a niix of low payng, low skill service sector jobs ("McJohs") 
and a smaller number of high paying, highly skilled whitc collarjohs such as computer systems analysts. 

This latter phenomenon was seen as being at the root ofan emerging "disappearance of the middle class". A spate of articles has appeared 
on this, with Kultner (1983) being an early example. More recently, this literature is reviewed in I ovenian and 'liltey (1988), with 
Canadian contributions by the Economic Council (1987), Mytes (1987), Leckie (1988), and I'icot ct al. (1990). Many of the analyses in 
this area have been characterized by considerable heat as well light largely because of dilicring choices of concepts and definitions. 

The objective of this paper is to set out the basic facts regarding trcnds in Canada over the pasttwo decides for inecjLiahity and 
pola ri/at ion. Polariza t ion is our concept designed to capt ure t he not ion of the disappearing nd <I Ic class, a ad is distinct from incq ua lily as 
was pointed out by Love and Wolfson (1976). 

Ilefore considcritig time empirical results, we begin with a number of dcfinitiomis and concepts. 'ho amimicipate the concltisiott,wc finch no 
signil cant lrcnds in income incqmt:ilitv, the same stasis amid change" as found in Wolfson (1 986a). I iowcver, we do find evidence of 
incmeasi ng polarization of the income distribution, but not for I tie reasons initially m bought 

B. Ii icqual ily  a rid Polar lziit Ion of %VI iii for WIt ii iii 

Most analysis of trends in income inequality Mills to consider the total or after-tax incomes of familics. In contrast, many of (lie analyses 
of the "disappearing middle class" examine time wage earnings of workers, and sometimes occupational titles, for example the relative 
growiti roes of the highest and lowest paid occupations (e.g. Rosenthal, 1985). 'Ilus, discussions of inecluality amid polarization can 
become confused if valyitmg units of analysis and measures <if economic positioti are used ft -nm one study to tIme next, 

in this analysis, bath tot at and disposa ble income, a mmd income from wages a id sa ha lies only (''Ir hon r" income) will be eons idercd. Also, 
both families generally and individuals with ''non-trivial'' labour force mtl;icimrneimt will be considered. In addition, adjustments to family 
income to take accou at of t lie dma aging average size a mid corn posit ion nt faii itics will he cxi mi med. 'Uh us, a variety of perspectives will be 
applied in a consistent way to analyzing trends in bot Ii ineq ushity a id pola rizat ion. 

Anothiersource of confusion in analyses of trends in inequality and potaiization is the variety of sinmismical measures used in different 
studies. Somet inics the text in a study may be referring to inequality while the statistics iii the aiceonmpatiying tables are niathcmaticahly 
inconsistent wit It lb is concept. In other cases, the text refers in I lie d isappea ring ukid Ic class wim i he i tic I a tiles show nicasu rex of 
inequality. These conlusiomms are of fu ndarncntal itaporta lice. 

For our purpoSes, we shall use two broad groups of statistics from the income distributions to he analyzed -- those ertainimig to inequality, 
and tlmnsc pertainiiig to polarmza0on. While it is still not widely recognized, these arc distinct concepts. it is possiti c for one imleomite 
distrihtitioii to be more equal than atiotimer, while at the same time stowing greater polarization. Intuitively, inequality IVID les to I lie range 
of d ihterenccs amongst the cii tile popihit ion-, wlm i Ic the concept of poiariz;mt ion reflects t lie extent to which i Ild ividuals or fa niihics tend to 
chuster in Iwo distinct groups along the income Spectrum. 

We have chtosemi to use statistics to indicatc I remids in itteq uahi ty a id 1)1)11 rizat ion lila t are mi I lienia t cal hy si ri ighi t forward in order to make 
the results as clear and intuitive as possible. I lowever, the underlying reasoning for the specific chmoice of indicators is scmmewlimt more 
technical, and is Outs given in the Annex. 

C. Overall Results 

Table I presenLs (lie basic trends in inequality and poharizaliomi over mbniost two decades in Canada front a family perspec(uve. Table 2 is 
idcn (ic-il in format, and is focused on md Sill ui Is wit hi "non- trivi;m I' lahiocm r force a it sell men I in ciehi year. Mote precisely, '['able I cxa rnittes 
census [anuitics and their total iricomue, 'la tile 2, in contrast, considers omihy i nd ivid tiits age 15 or over who received labour iimconmc iii I Ire 
year in an amount greater than 2.5% of ihic average wage in the year. We refer to such indivktuahs as "clIective labour force parlicipimits" 
or ELI7 Ps. Roughly spcskirmg, they must have worked at least one wcek full-time at a raic of pay equal to time average Wage, or at least Iwo 
weeks full-time at the mimiimuin wage. 

Tliesc two tables titus rcpresciii two broad perspectives on the distribution of incormic - time hit -st focusimig on faniiljcs and (heir iiiconie 
from all sources, not just from working, and Ote second focusing on ELFI's amid lImit iiicome from work (including .sehI.cmployrnent). 

The data in all cases are drawn from special analyses of the Surveys of Consimnier Finances. The specific years cxrmimied were chosen to 
pnmvide I Ire longest possible it istortca I series for wil ichi the dii a at -c is'i i tm Ne a mid cotisis tent, sm a pIe sizes are hit -ge, a rid time ccouionmy was at 
rotighily similar poirus in the buxiness cycle. These are exactly the same umidcrivimmg data as have been used by I'icot Ct al. 1990). 'lins and 
time l'icol ct al. analysis are complcimieritaty, because the hatter focuses on lie subset of ELFt's who worked [ulh-Ommue and lull-year. The 
ELF!3  data presented here underlie those used by the Economic Council of Canada (1989). 

Each (able has three groups of statistics. 'I'hme first two rows show time average or mid-point of the income dial ribul ion its cacil year -. (ite 
mean and median incomes hot It expressed in constant 1986 dohlais. While time figures have been rounded uilt mm) mile nearest $50, sampling 
variabihity is such tlitt the fmguics are mcathv only accurate to about the nearest $500. Fru'mn huitlm tile (amihy/lolal irmcortue aiid 
individual/labour income perspectives, imucomnes grew most rapidly in the Isle I 960s md catty 1970s. Growth in average iitcoines Ilmen 
showed and over the early/it-mid 1980s stagumied and even dcchimucd. 

'lime sceond group of figures pertain to i nconic ineq uma lily, 'lhtcse alc the aba rcs of i mi conic acer ciii g to emit q iii ti he gno along t lie 
income sped rural, and lime G iii coefficient, an over - ill index of inequmhi my. I 'ton) a fiimuly/l oth i leone hicrspccm  ive, all of I liese stat isi cs 
show some variation fromus one year to time miext. I lowcver, rough cs(inmaics of lime s.'minphing variability of these Iigumres suggest timal there are 
no slat St ical hy significant trends. For example, svh i he time sits re of iota I i rmcome aeerui mg to I lie lop Ii liii of ía muuitie.s varied by as in ucli as 
1.5%, the 95% confidence interval is probably at least tsvo percctitagc points. Love and Wohfson (1976, appendix 2) iii similar context 
estimate the relative standard errorof tIme Cliii to he from 1.5 to 3.5% (i.e. values of 0.6 to 1.4%), dependitig on the size of the simple. 
'hints the differences in the (Jttui's of at most 1.5% (41.3.39.8) is unlikely to be statistically sigiiiiieant. 

1 M.C. Wolfson, Analytical Studies i3ranchm, Slatistics Canada, Ottawa, Ontario KIA O'16 
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The q ucs L ion of a L rcnd I ii individua 1 labo ur inconic i IlCqU:1 I ity IS more bordeil i uc. • I lit I gu rcs ci 0 point I o a n I icrcasc I ii incq tti I fly t Iii 
COUld well be stalisticrdly siguificani. 
In con I rasi wi t Ii I hc ahscncc of a trend in i ncq ua i y, t lic da a do ShoW a des r trend I owa rL! increased l)OI ri/a I Oil -- incasil red by a dcc i ic 
I ii t hc ii unibcr of ía iii i ics a id individ ua Is vi ( Ii hear ia idd Ic IcvcI' i icoilics. lii esa ii I pl c, Ia He I .s bows it dccl i ic Of a boul oiie-scvcIi Ii I a 
the nunhl)cr of middle iuconic families frotii 37.2% to 31.77 with inconics bclwccn 1ItIcc.(]tIarlcIs and one and onc-haif Limcs the nicdiau 
faniily incorac. 
I'aI.'Ic 2 shows an cvcn sharper decline ofabout onc-IifLIi in the number ofworkci's with middle level labour inconic, froni 39.3% to 30.87o 

wit Ii i ii C()fli CS bctwccn 1hiccqua nets and one and onc-ha I f I i nics incdia a i ad ivid na I I a xu r I ucoinc i a tire bottoni I i ic. !'robi a g a bit more 
into the figures, this dcclinc occirrcd in roughly equal ProPorliotis  boOt in tire group With incomes in the range 75 to 125% of time median, 
and in the range 125 to 1501k of flmc median. Of Ike 8.5 percentage poiiii decline 1roiii 1967 to 1986 in the miumbcr of womcrs with 
incomes in time conibiucd 75 to 150% of median income range shown 1abk 2, 5.45o "moved into (not literally, siiicctlme data arc not 
loim gi t ad i ma!) I he gica icr t ha ii 150O of incdiaim laconic range, while the rcst nioved i a to t lie ii age wi t h m iconies of less I ha ii 1:1 I I t lic 
nicdian. 
l'hesc trcnds in polarization arc almost ccrtai dy st;it st icafly sign i Cica at bot Ii For individ Li;ilsI1I hour mnconic a ad I a iii i lics/tuta I inconic. It is 
a praci ical deniousi ra t ion tim t t rcnds i n polarizei I ion need not comicspond to I rciids i a i ncoiiie i a equ;I I i ty; t Ii cse a me i ad ccd d st i act 
concepts. 
\Vhilc the statistics in Tables 1 and 2 have boiled down the concepts of niiddlc laconic, inequality and Polim  izalion to 14 ligures, this is still 
too many for purposes of more detailed analysis. Ilius, for purposes of prCSC1iIa1ifl, we shall focus omi time Gini cocificieni as our basic 
measure of inequality, and the share of the poptmlmtin with mnconics between 75.and 1507c of the iiicdi2mii as our basic indicator of 
polarization. St ill, the wider range ofstatistics has been examined in all the cases to be discussed to assure that the single summary statistic 
being displayed for each concept was accurately conveying the basic trends. 

D. Possible Explmmnations •- Re1moriiig Unit and Inconie Coneeimt 
One possibility is tli:mt the trends shown in Tables I and 2 above are some sort of statistical artifacts resulting fiout our l);imtIcL1lr choices of 
income reporting uuits and definitions of income. \Vitli one major exception, this section shows t his not to be the case. 
So far, we have focused on two income rcportin units -- census families (CFs) which include parch(s) and never-married children living 
iii time same dwelling as well as unattached individuals, and effective labour force participants (ELFI's). one oilier widely used broader 
definition of [lie family is economic families (EFs), defined as all related individuals living in time saute dwelling. We can also define lime 
subsct of CFs that have at least one ELFP as a member, which we shall denote as ELFI'-CF. Fitially, we shall usc lad In denote the 
population of all individuals age 15+, whether or not they are ELFPs. 
We base also focused so far on only two incoame concepts -- total or before-tax income, and labour income. We shall denote these 13"1' and 
\v imiconic respectively. One oIlier incoisic ciclinution of general interest is after-tax (Al) income. We would have iiiadc greater use of this 
CoiiCCl)t CXCCI)t that, unforlunatcly, the 1967 data do not contain csLimflatcs of imiconme lax paid. 
Finally, for faniilics we have gcricrally used income per family. 1lowcvcr, this is almost CCFLflIUI)' a poor ss'ay of coniparimig 111c economic 
positions of families of different sizes. One way to account for differing family si/es is to use income divided by aim equivalence scale. 1liis 
is a scale of numerical factors that can be roughly interpreted as the rclaiivc income miceds of limmilics of different sizes. 
'lime choice of equivalence scales is a mailer of considerable controversy, for example as discussed in Wohlson mud Evans (1989). \Vc have 
chosen to use mm scale that gives a weight of 1.0 to a single adult, 0.4 to second and subsequent adults in 11w fanmity, and 0.3 to children 
(except first children in lone parent families who arc given a weight of 0.4). These weights represent an equivalent adult unit scale or 
EAUs. Titus, a married couple with two children has a weight of 2.0. 
Given such EAU scales, we can analyze distributions of family income where income is first divided by the number of FAUs in llic family. 
Thus a married couple with two children and a total income of $25,000 would he treated as one fanmily with an income per EAU of $12,500. 
This kind of I3AU adjustment might be expected to have an important effect because of lime significant trends over the past two dccadcs of 
declining fertility and increasing divorce rates, and thus a declining average family size. 
Graphs l.a to 1.d show the sensitivity of thc basic results in Tables I and 2 to the various choices of income reporting tmnits and income 
concepts just defined. Graph l.a shows time trends in average real family income for four alternatives. I hgimcst average total incomes are 
for EFs, not surprisingly because they have more members and titus more income recipients. Aimmon" CFs, alter-lax income averages about 
$5,000 lower than before-tax income. Finally, average total income per EAU for CFs was about 60% of average Lotni income per Cl. 
I however, irrespective of time income concept or the reporting unit definition, time general historical pal tern is lime sanme as noted in 
con mmccl ion with Tables I and 2 -- .subsla at al real i ncommic growl ii in time late 1960s   and early 1970s,   im itt xl agua lion and decline in the 
early/amid 1980s. 
Graph 1.b simows trends in real average incomes for individuals. Time figures in 'labic 2, it may be recalled, were for 13LFPs and their 
labour (W) income. 'lime ELFP,BT curve shows average total before tax income for these smite individuais; it is higher by a few thousand 
dollars. Time rop line shows average total labour iiuconmc for CFs with at least one ELI l. lhmese muimmistunts mire 50 to 75% higher ttiaum 
average ELFI',W incoumies because time earnings of SOU5CS amid children have becum aggregated. \Vlmite time ELFI',\V and El .Fh',hIT curves 
show all almost identical time trend, time ELFI'-CF,\V curve shows steeper growth up to 1981. This is ahtmmost certainly time result of 
increasing female labour force participation rates over lime period. ilowever, this tmemmd was not sufhcietmt to prcveimt stagnation in average 
labour itmcomes anmomig CFs with at least one ELFP over time 1981 to 1986 period. 
Fimmaihy, time lowest curve in Graph l.h (iNl),IIT) shows average total income aummoimg all immdivktuais age 15+, not just ELFP.s. it lies below 
time ELI7 1',BT curve because individuals who are not sigimificaumtiy attached to time labour force tcumd to immmve much lower incoimmes on average 
-- either mmone at all or modest amounts of investment immcome or income principally froimu goverimumment traimsfcrs. Still, as in Graph la, time 
general time tremmds arc consistent. 
Graph I.e focuses on iumcquahity as nmcasurcd by time Gini coefficient. The curves arc so tigtimiy clustered that only lime toim and bottom 
cmmrves are labelled. The three non-labelled curves are all for total before tax iumcoimme -- CF,ifl; CF,tlT/[AU; and ELFI',llI. White time 
choice of reporting mmii it amid iimconme commcelit Imas soummc effect on t lie nmeasu red level m if uicq ti:uh it\',  it has negligible impact ott the apparent 
trend. For tIme Ill curves, there is no sigmmificamit trend in iumcquahty; it is gemierathy const;mumt as earlier commcluded in Wolfson (1986;i). For 
the \V curves, there is a small upward trend, as discussed in eonjunctioim with Table 2 above. 
Fimmahly Gra ph 1 .d slmow_s a variety of curves for trends in polariza I iou, measured as time percemml;mge oil lie population with immcnnmes hmetwcen 
75 and 150% of time immedlaum. Again as in Tables 1 and 2, there is it clear dowiuward trend in the proportion of nmiddlc income uimitS,w with 
somime differences in levels corresponding to thc differcuml concepts. 
There is one major exceptiotm, however. At time fanmily level, time trend disappears When family total imicome is adjusted for varialiouus in 
fanmily size (lime curve labelled CF,BTIEAU). In contrast, it is clear that incommie from workiumg has becoumie ionic polarized, whether we 
consider ELFPs individually (the curve labelled ELFP,W), or aggregated in census families (ELFP-CF,W). it also appears that total 
iimconic of families (CF,iIl) has become more polarized, as also shiowim in Table I above. 
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11c implication is ih,i.c that declines in family size have been associated with changes in family incomes in a way thai is offsetting from the 
viewpoint of polarization. The 'disappearance of the middle class from a biluily  perspective using total income is apparently an artifact 
due to the failure to lake account of systematic changes in family sic. 

On I lie other hand, I he trends with respect to polarization at the individual level remain cleat, and are associated with changes in the 
labour market. 

F: Possible Explanations -- E.aloii r I nciiiiie I'i,lariza I ii ' n 
We turn now to an examination of other factot-s that might account for the increased ixharizalion oh wot kers' labour income. 'Ilic "story" 
that is often told al1L1i the disappearing middle class relates to concepts like "dc-iilustrialii;iiion" atid "de-skilling'. IJitlortuitately titough, 
the available data in the Surveys of Cotisunier Finances being drawn (11)011 for this in;ilvsis are not well suited to assessing such concepts. 
Thus, we shall be confined to more conventional variables -- age, sex, lull- or l)lrt-tiiIic, iIl(hustt -V, antI occupation. Moreover, (or the latter 
two variables, we shall have ho make do with some quite coarse classifications due to hintitations in the data. 

For each group of variables the approach will be the same. The population of ELF!' individuals will be divided into 4 to 6 mutually 
exclusive groitps, and then four graphs will be examined. All have calendar year along Ehic him izonial axis, e.sacthy as in Graphs I .a to I .d 
above. llie flrst graph shows the proportional distribution of the population among the various groups and how it has evolved over time. 
The second shows how the average income ofeach group compares to the overall mean income, relahive mean income, eprcssed in 

The last two graphs 511(1w the same inequality and polarization measures as before -. the Gini coeuhicicuit and the share of the 
given populationwiih incomes bctwccii 75 and 150% of their nedian. 

Agc Slructiire Graphs 2.a to 2.d show the trends in the fourvatiablcs List described for each of tour age groups: 15-21, 25.34, 35.49, and 
50+ . ilic oldest age group declines over i he two decades as a r°p' ion of t lie cited ive l;it'uur foicu, relleci ing t he dccli iii ng 
participation of older males. Youth, on the oIlier hand, rises a bit from 1967 to 1973,   but declines thereafter. This p:1;i11y rcllccls the sharp drop i n fert i I i iy (t lie ''baty 1)051'') a ftcr 1966 showing tip as showi iig growl Ii of  I hi is age gi i ni p i ii I lie cathy 1 ')80s, a nil I lie poor job 
prospects for youth in the 1980s discouiagiiig labour force enily. 1lie 25-34 group is growing as. i l)l)rii 	of the total work force 
reflecting the entry of the baby txnni birth cohort, while the growth of the 35-49 age Srtil) is most likely due to increases in female labour force parhicipation. 

In terms of relative incomes in Graph 2.1), youth have the lowest levels at about half the average, while the 35.49 age group are the highest 
at about 125%. 'lhcre are no very strong trends in relative mean incomes among the four age groups. 

All Courage groups showvirtually l)uir;illel ti -ends in income inequality, and the levels are fairly similar in Graph 2.c. 'Ilius, changes in the 
age structure of ihic effective labour force are unlikely to accouni for the overall small upward trend in inequality. 

Similarly, all four age groups show generally parallel trends in polarization iii Graph 2.d, though lie levels are quite different. Youih have 
the smallest prolx)rhion with middle level incomes, and the highest measured labour income inequality. ilte 25-34 age group is the 
opposite. •flie declining proportion of middle level incomes pervades all four age groups, so again the overall trend in polarization 
observed earlier cannot be accounted for by changes in age structure. 

Sex and Full. or l'art.l'Iiiic Stains We turn next to a different four-way disaggregation of thcEl.F1' population in Graphs._ .a to 3d. This time, the xpulahion has 	divided by sex, and whether or not the inLhiidual worked lull-week (111ne thi;iii 35 hours ler %veek usually) 
and lull year (50+ weeks). It cuber of thtcsc conditions was not mci, the individual was ch;issihed as Part -time, The risc in female 
participation is clearly evident in Graph 3.a. Moreover, for bolh males and females, part-tinle workers represent an increasing prolx)rhion 
of the working population. 

The declining proportion of male full-time workers, and increasing proportion of part -time wot kers was associated with an increase in the 
relative mean income of lull-I toe males, and relatively speaking, and even larger increase iii the relative mean earnings of full-time 
females, as shown in Graph 3.b. While female part-time workers increased hot Ii in ppot oil and in their relative incas earn i iig, albeit 
from a low starling point, their tunIc counterparts experienced a decline in relative earttings in the catty/mid 1980s. 

Unlike the disaggrcgahion by age in the previous set of graphs, for this act of groups the ti -ends in within-group inequality shown in Graph 
3.c are small relative to the differences between groups, particularly lull- and pat t-time. Thus, shills in the composition of the population 
can aecou ni for some of the overall trend in labour income itcq na hity. Thi is trend is sina It hut it is upward, while wit bitt -grou p i iiequa lit)' is 
trending downward in t lie lust time period, and is is ixed in the second. lIt us, I lie upward overall I rettd in inequality tnus t be at least partly 
a ti ri ho table to a sIt i It in I lie work [circe to part-hi niers who have hot It lower and more uncq naIl>' distributed earnings. 

Si ni i a thy, these corn positional changes in I he Ia butt r force appear to accoutit for some of the I tend in polarization. Wit t dii the male a id 
female pa rt-tiine groups, there is virt tinIly no trend in pola rizat ion; nor is there any very pronou iicctl t end [or lot I-ti me males as shown in 
Ot aphi 3.d. llic only clear trend is among full-i imc females, and t lien only over the hatter two time hicriods. Thus, t he increasing 
proportion of the effective labour lot -ce that is engaged part-time woutd appear to account for soiiw portion of the overall tiejid toward 
increased plariimt ion of lalx,u r iiicomcs. 

Industry Graphs 4.a to 4.d give corresponding results by broad industry groupings. These groupings are the beat that can be defined in a 
Consistent manner across the four surveys, and caution should be exercised because 01 the huge number of 'uticoded" industries in the 
1967 and 1973 data. Not sum prisiuighy, the ha rgcst growth has been in t lie scm -vices sector (wtioteile a id retail t made, pctsona I and business 
services, fitiance, distribution?, while the main at -ca of decline (aside froiii "uncoded') was iii manuuiacmut-ing. I however, leaving aside hhc 
snia I lest groti ps, pruuma my (agricu It nrc, Iorcstty, fishing, us in i ng) a id coma riict ion, I lie ic were ito sign it ic;u n m trends in ida live mean 
earnings, nor were tltete major differences in levels. 

All industry roups show upward trends in labour income inequality, amid all show stronger duwitward trends in the proportions wills 
middle level incomes. 'flius, even thought there have been substaniu,-it shifts in the work force between sectors from 1967 to 1986, 
particularly [ruin manufacturing into services, these shifts do not hclp to explain the increase in polarization. 'lime reason, sittiply, is that 
polarization increased substantially within each of the major industrial sectors. 

Occupollon Finally, Graphs 5.a to S.d show the corresponding trends for occupational groups. As in the industriat classification, this one 
is quite coarse, and includes a large nuniber of "uncodcd" occupations in 1967 arid 1973. Again as in ighmt be expected, the major decline has 
been in the blue collar occupations, white the largest increase has been in low skillcd/low paying white collar jobs ("b-white' -• clerical, 
sales, service; "hi-while" is professional and technical). Aside from 'blips in the trcttds for tIre relatively small management group, which 
might be no more than an artifact of changes in occupational coding from 1967 to 1973, t tic ti -ends iii iticquahity and polarization withiti 
occupational groups ate generally parallel. 'flmus, even though the occupational composition of tile labour force has chaiuged considerably, 
it cannot be used to explain the "disappearing middle' of the Canadian work force, at least for he broad categories being used 

F. Cotic1ushiun 

A considerable literature has accumulated in Ilte U.S. conceriscd with the "disappeat -ing middle class". lIds literature has tetided Co explain 
the plmcnomcnotm in terms of "dc- indtistriahization" and 'de-skilhing", tIme erosion of welt-paying blue collar jobs in tiiattufacturing and their 
replacement by a mix of low skill service sector 'Mcjobs" and, to a lesser extent, hiighm skill bight tech sector jobs. (lIre more lecent 
Canadian literature is less polemical and more cautious in inlerpi -eting the data.) 
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The phenomenon of the dcclining middle has it.cclf been observed or not obscrvcd in part due to the wide variety of statistical indicators 
that have been used. in turn, the literature has tended to confuse the concepts of incqualitv and polarization -- the latter being our term 
for the disappearing middle class. 

This paper has assessed the existence of the phcnorncna in Canada from scvcral perspectives, and sought to detcrniiiie associated trends 
wIt ich may have played a dci crm ning role. U iii kc income inequality a flung (a in ics.which has rciiia i ned sin tile ivet t lie past two dccadcs, 
there is evidence of increased polarization. Polarization has increased both from I lie pCt sped WC at ía inilic.s a id Lheir total income 
before-tax, and for individual workcrs and their labour income. 

In the case of families, the increase in polariza Lion appears associated wit it changes in la iii il' .siz.e and coiitposi lion. lhesc taller changes 
arc mainly due to the decline in fertility, and the increase in divorce. 

For individual workers, the main factors scent to be the increase in female labour force pat tiCIp;iiiOil, and the increase in part-little (i.e. less 
titan full-week or full-year) work. Other factors such as changes in the age, occupational, and industrial composilioll of the work force do 
not appear to account for the increase in polarii.ntion. 

Of course, these results arc icntative, particularly due to the limited detail, and in some cases quality of Ihe older survey data. More 
delinitive results must await analysis of census data. 
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Annex 

The Measurement of Inequality and l't'Iarizalioii 

The most broadly accepted fornializations of ihe concept of ecotsomie iricqmtatity nre all related in 11w Lorcni crtrve. This ctmrve is a way of 
disphaying any income disti ibution --a set of data showing how ninny incotne recipients (wlreiher tatnily linus or tirdivmditats) LltCrC were at 
various lcvcls of income, lire Lorcnz curve isa graph showing the cuniulalive (r;mdrion of the potitmh;tots  along the imorizomilat axis, and 
heir Cu nr utat ivc share of income (or ot tier Ineasu rc of cconorii ic posit ion) along tire vcrl cat axms,irssmt iii rig the poiru at ion had been 

ranked in itscrcasing order of their incomes. 

The orderitig of two inconse distributions (e.g. for two points in little) according to wlrcllrcr the l.orenx curve of one income distribution 
lies at least sonscwtrcre above and nowhere below that of another is the "gold .ctatsdard" in virtually :rll axiomatized Foundations of 
inequality measures (Alkinson, 1970; Love and Wolfson, 1976; Cuwell, 1977). The tiioit conitiionlv Lmscd measure of income (or oIlier 
indicator of econonric position) itiequahity is the Gini coefficient. Ii is fitlty consistetit with the rankitig ol income dislrrbutiOns givemi by 
Lorenz Curves. 

I lowever, time Gini coefficient is not the only summary index of iticqualily that is fully consistent with Lotenz rankings Others itictudc time 
Ttmeil, ilrcit-Bcrnouihti, Arkinsoti, and I xponcrttial measures, and the coefficient of virriariorl. When rue I .orenz. ordering is ambiguous --
i.e. the Lorcnz curves for two incorrmc distributions cross so neither clearly dominates the other, rhiese tnciisures will getseratly yield 
different rankings. 

Oilier popular inequality statistics arc based on quantiles, such as the shares of ittcoirre accruing to populatioti quintiles. Quttitile income 
shares are better considered inequality indicators ratlter than itteqirality measures. While Lltcy are never iticonsistent wit h Loreriz 
rankitigs, quintule shares can remain unchanged even though I.orcrtz ratikings do chiange. 

Ilrerc arc, in addition, statistics that are used in discus_siotts of inequality even though threy are not eveti consmstctrt with Lorcnz cmnmve 
rankings. These include the variance of logarithms of iticome (e.g. used in I hmrrisoti et al., 1986) and the inter-quartile ratio. Such 
statistics sltould never be used in these cotitests because they simply do not nrcastmre whtmmt they purport to nleasttie. 

I however, a more fundamental problem in the context of discussions of the disappearing middle class is that inequality measures, even if 
they arc perfectly consistent with the Lorctiz critcrioti, may be inconsistctmt with the desired comicept. This Port is illustrated in Figure 1, 
wInch slnows two simple hypothetical inconte distribution densities. The first is a uniform detisity over the range from itscome 0.25 to t .75, 
shown by a dashed line.. 
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ilic sccond dcnsity, sliowii by a solid line, is clearly hi-modal id hzis a somewhat depicted middle. We voiild argue that according to any 
sensi ble dcli n I ion of lic)larizalion or d k ppcarillg in idd Ic, t h is laller dciisi Ly is t he more polari7cd. 

Is it also more uncqual? 

The answer is uncquivoc:itly no. I1c sccond dcusily has been consrticcd such thai according to any incqua!ity mcasurc that is consistent 
with the I .otcnz criterion, it is more equal. This can be shown simply by the fact that the hi-modal distribution can be ticrived [toni thc 
uniform distribution by two sets of progressive mean-prcseiing rcdistiibutive transfers in the sense of Atkinson (1970). 

The first set of equalizing income transfcrs is from individuals in part p in the 0.75 to 1.00 part of thc income range to individuals inpart q 
in tire lowest pat t, 0.25 to 0.50. TIre p's give the q's poioris of their incomes equal to half tire difference between their incomes -- 0.25 on 
average, so they move to parts p a rid q in the br-modal distribution in the 0.50 to 0.75 income range. Similarly, i rid ivkl uals in the highest 
part of the income distribution with incomes hctwecn 1.50 and 1,75 , sart m, give an average of 0.25 of their income to group n individuals 
in tire upper-middle part of the distribution, incomes from 1.0(1 to 1.5. As a result of this set of progressive translcrs, they both end tip in 
the same 1.25 LO 1.50 income range in parts m and n' of tire bi-modal distribution. 

Tir Is, by consi fret ion the hi- rrrodai distribution is at I Ire same time more polarized and more equal 111.111 the rio i form distribution from 
Which it was derived. Polarization and iircq trinity are t ru-s dcmonst rably diffcrcnt cotccpts, as first p sinned out in Love and Wolfson 
(1976). 

This result leaves open the question of what statistics should be used to measure polarization. Itt tire literature on the disappearing middle, 
in addition to inequality measures, some authors have used qunititile income slrarcs, while otlrers have used lire fraction of tire population in 
various income ranges defined in tcrnrs of t lie mean or mcci i;r n irrconrc. In fact Figu re I has bce n const r ucred irs a it rt icu any nasty way 
for these kinds of statistics. 

Since tile distribution is symmetric, the mean is equal to tire rrrcdi;rni Which is one. It can be shiosvrt tlr:rt the slr;nr e of tire middle third of the 
hi-modal distributions is lower titan the share of tltc middle third of the Uniform distrll,untiotr, wlriic tire slrarc oh tire middle two-thirds rises 
in tire transttion to tire hi-modal distribution. Titus, tire income shares of vsrriours middle quarrtile groups are not necessarily consistent 
wi lii airy seirsible fornializa lion of the concept of Pl;Iri7.a  tiors. In t ur rn I his nica ns r Ira t t tic ar-ge number of papers puipor ring to analyze 
the chrsappe;rrancc of the nsicidlc class which risc inequality indicators such as quintile shares (e.g. Levy, 1987; [leach, 1988) are simply 
unable to detect the phenomenon they elairri to be studying. 

Moreover, tire share of tire population with "middle level incomes" goes tip or down depending on how "tiiiddlc' is defined in this example. 
This is easily seen by insyecr ing I igunrc I. The popritint ion wit hr inconrcs wit tin 25% of the mean or median clearly falls, but lire population 
with irsconrres within 50c of the nican or rrrcdiarr rises. 'thus, statistics tti;rt count tire share of the population with near nriddlc" incomes 
are also not necessarily corisisteri t with a sensible dclirsit mm of polariiat ions. 

All is not lost, however. Givers our improved formal understanding of tire concept of polari7alioji based on analysis of Figure 1, we can 
choose a set of statistics for detailed arsatysis. Tue population slrmes irs various irrconrre ranges defined in tertas of the median income, as in 
Tables I and 2 irs the mains text, arc a good exaniple. Titers a .slrrrrnlary statistical indicator Inke the share of the population witit incomes ins 
the r;nrrge of 75 to 150% of the uscdian cars be used for purrixises  of discussion and Fraphical display, provided it is always checked by the 
analyst for consistency winlr the more detailed figures. 'liris is witat has been done in lire arralyss reported its the main text. 

Frirttrcrnscitc, tirere are more complex formal approaches. 'iliesc defuse a class of suriinssrry polarization indicators w1l icli are analogous to 
Inerj u;rhity measures, except that irsste:nci of being corisistcnit wit it tire Lorcnrz criterion, t irey arc coristrucrcd to respond in a consistent 
manner to movements of a distrilnutiots toward irssotiaiiry. One such rsseasurre, VI'OL, based oit tire Gini coefficient is developed in 
Wolfson (1986b) and was used in the Ecorsorsric Council (1987). 

The WPOL measure has not been used here because it was crrtrsidered more complex and less understandable than necessary for the 
analysis. The polarimtion measure that has been principally u-sect, tire poputatiour share with inrcorrses between 75 and 150 1/0 of the medinin, 
while not trcccssarily formally consistent with tire concept of polarization, is readily undcrstarsdirbie arid has been clrccked for consistency 
wherever it was used. The W iOl - measure is formally consist cr11 wi tin lire concept of pola riza lion, a rid it cou hi have been trsecl irrsteact. 
I lowever, the general results would have been the satire, arid lire teader would have had to learn about a new consplcs strntistic to havc felt 
comfortable with tire rcsurlts. 

Still, if the topic of tire disajnpcsrririg middle class coislinures to gain in interest, it may prove benelicial to develop a rrnore formal set of 
statistical rrreasrrrcs such as \Vl'OL for analytical putrposcs. 
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TABLE 1: 	Inequality and Polarization Statistics, All Census Families, Total Income 
II 	 Year 

Mean income (1986 5) 
Median Income (1986$) 
Quintilc Shares (%) 

0 - 20 
20 - 40 
40 - 60 
60 - 80 
80 - 100 

Gini Coefficient (%) 
Population Shares by 
Range of Median Income 

< 50% 
50- 75 
75 - 125 
125 - 150 

> 150% 

75 - 150 

1967 1973 1981 1986 
21,850  27.550 31.900 31.650 
19,450 23,900 27.50() 26,200 

3.5 3.2 4.1 4.3 
10.7 9.9 10.3 9.9 
17.8 17.3 17.3 16.7 
24.9 25.5 25.5 25.0 
43.0 44.0 42.9 44.1 
39.8 41.3 39.5 40.4 

25.1 26.5 25.2 24.9 
12.1 12.3 12.9 13.4 
26.1 22.5 23.1 22.3 
11.1 10.2 10.3 9.4 
25.6 28.6 28.6 30.0 

37.2 32.7 33.4 31.7 

TABLE 2: 	Inequality and Polarization Statistics, ELFP Individuals Age 15+, Labour Income 
II 	 Year 

Mean income (1986 5) 
Median Income (1986 5) 
Quinhile Shares (%) 

0 - 20 
20 - 40 
40 - 60 
60 - 80 
80-100 

(iini Coefficient (%) 
Population Shares by 
Ranc of Median Income 

< 50% 
50 - 75 
75 - 125 
125 - iSo 

> 150% 

75 - 150 

1967 1973 1981 1986 
16,950 20,150 20,700 20,400 
15,050 17,250 18,05() 17,400 

3.9 3.6 3.6 3.4 
11.0 10.2 10.2 9.5 
17.9 17.2 17.4 17.0 
24.6 25.2 25.7 25.7 
42.5 43.8 43.1 44.4 

38,9 	I 	40.7 	I 	40.2 	I 	41.8 

24.1 25.4 26.1 2 7. 2 
12.3 11.8 12.1 12.2 
26.8 23.7 23.4 21.5 
12.5 10.6 10.2 9.3 
24.4 28.5 28.1 29.8 

39.3 34.3 33.6 30.8 
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Graph 1 
Trends by Reporting Unit and Income Concept 

a. Average Real Incomes b. Average Real Incomes 
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UUOS) 

Graph 2 -- Trends by Age 
ELFP Individuals Age 15+, Labour Income 

a. Population Shares (%) 	b. Relative Mean Income (%) 
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Graph 3 -- Trends by Sex aqnd Full-/Part-Time 
ELFP Individuals Age 15+, Labour Income 
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Graph 4 -- Trends by Industry 
ELFP Individuals Age 15+, Labour Income 

a. Population Shares (%) 	b. Relative Labour Income (%) 
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Graph 5 -- Trends by Occupation 
ELFP Individuals Age 15+, Labour Income 

a. Population Shares (%) b. Relative Labour Income (%) 
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DISCONTINUIT1ES IN TIME SERIES 

C. Fortier t  

SUMMARY 

This paper provides an exhaustive list of the discontinuities that can affect time series of data, by type and 
degree of complexity. These discontinuities are numerous and must not be overlooked. The researcher must 
identify those that affect his particular series and must decide on the manner in which to proceed with his study 
(abandon it, make changes in specifications or make adjustments). The best tool to accomplish this is the 
sensitivity test which measures the impact of individual discontinuities observed. The extent of this impact is 
variable and an analysis of the development of seven series of measurements of the total fertility rate in 
Canada between 1950 and 1986 will permit us to make certain assumptions regarding their variation. In any 
event, it is important to place emphasis not on small differences in time but on major variations and sustained 
trends. 

KEY WORDS: Discontinuities; sensitivity test; total fertility rate; adjustment of data; data analysis. 

1. INTRODUCTION 

Behind any analysis of time series, there is a researcher, an idea to be pursued and generally, one or more 
assumptions to be tested. The first step is to obtain long-term data that is comparable in time, pertinent and as 
close to the actual subject matter as possible. Unless the researcher is able to create his own data bank (by 
means of a retrospective survey, itself subject to discontinuities), he is faced with constraints and limitations of 
a technical nature. He is therefore limited to available data and must compile the results of various censuses, 
surveys and/or polls. 

Data are always collected in order to provide answers to significant questions of current interest to users. 
However, data collection is subject to constraints such as the likelihood or ability of respondents to answer 
questions correctly, changes in public opinion, social and economic developments, and the political and financial 
conditions under which the respondent or organization is operating. The data collected must then be processed. 
Processing is dependent upon the questions selected on the infrastructure available, on the technical equipment 
and manpower, plus existing and available expertise. Finally, the findings are compiled and published, usually in 
the form of tables, by category (depending again on demand and requirements, as well as the classifications in 

use). 

However, in time, concerns shift, requirements change and so does public opinion -- what was taboo yesterday 
can l)ecome fashionable today. The average level of education is improving with socioeconomic progress 
resulting in a higher standard of living and changes in lifestyle. Technological advancements and improvements 
in methodology are increasing the speed and quality of processing. Moreover, public awareness of new issues, 
such as matching of files or the confidentiality of data and respect for privacy, is posing new problems for data 
collection that cannot be overlooked. Finally, at the end of the line, publications are changing in number and 
content. This is obviously in response to collection and processing, user needs, diversification of interest and the 
growing refinement of classifications in use. 

As a result, the data requested and published changes from one collection to another. The responsible agencies 
are aware of their requirements and of the concern for data that is comparable in time. As such, they must 
withdraw certain questions either temporarily or permanently when the questions fail to meet expectations and 
no longer provide any economic, social or political interest. Furthermore, they have to change the formulation 
of certain questions; this is a result of the evolution of social acceptability regarding the subject under 
consideration or in order to make them current. Finally, they must submit questions dealing with new themes 
on a regular basis, their total number depending on budgetary constraints. 

Therefore, there is no certainty that, at a given date, the question asked will most adequately cover the 
problem identified, since it is the result of various compromises. Moreover, the degree of comparability in time 
of various questions dealing with the same theme is unknown since changes can occur at so many levels that it 
becomes difficult to evaluate the results in terms of quality and pertinence. The researcher is therefore faced 
with what we call "discontinuities in time series". 

C. Fortier, Demography Division, Statistics Canada, Ottawa, Ontario K1A 0T6. 
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One more point remains to be made. The analysis of time series is not only based on data collected in the field: 
this type of collection is generally done only at intervals of a few years. It is customary, for the intervenin 
years, to resort to estimates produced by the researcher or borrowed from the work of colleagues or from 
official statistical publications. In the last case, the researcher may have to contend with changes in the 
estimation methodology or in the basic data used. 

This brief overview is not very encouraging. Who would be brave enough to opt for a long-term analysis, aware 
that the series he is using are probably full of traps that can lead to error, either by themselves or in the 
computation of certain rates? How should the researcher proceed? First, he must identify the weaknesses in 
his data and try to correct them. To assist him in this task, we have attempted in this paper to draw an 
exhaustive list of possible causes of discontinuities, illustrating each case with a concrete example whenever 
possible. Since the number of discontinuities is large, we have classified them by type for the sake of clarity. 
Moreover, since they pose a problem for analysis, we have identified possible ways of dealing with them and, 
where required, adjusting them. Finally, we will attempt to measure the impact of various discontinuities on 
selected demographic indicators, by using a concrete example, and deduce, from the results observed, a scheme 
of operation of discontinuities in time series. 

2. CAUSES OP DISCONTINUITIES 

Discontjnuities in time series operate at two levels between the reality we want to study and the observation by 
which we obtain our unfortunately imperfect data. Discontinuities at the first level are obvious and relate 
directly to the facts observed: they pose a problem at the outset. Discontinuities at the second level are more 
subtle, in the background, underlying, such that they are usually omitted when we speak of "discontinuities". 
They are behind the figures published, affecting their quality relative to the deviation in time between actual 
and observed values. First-level diseontinujtjes therefore concern the format of the elements studied while 
second-level discontinuities relate more to trends. 

Discontinuities at both levels affect time series in varying degrees of intensity and complexity depending, on 
the one hand, on the number of sources in time used and, on the other hand, on their simultaneous or non-
simultaneous use. We will present the discontinuitjes in four parts, by function within the two previous criteria, 
and by increasing level of complexity: (1) changes in sources in time; (2) changes in sources in time 
chronologically; (3) changes in relationships between sources used jointly, in time; and (4) changes in sources 
used jointly, chronologically. 

For each category, the discontinuities addressed will be divided by level. As they are numerous, we wish to 
apologize in advance for any possible omissions. They relate to many types of sources: surveys and polls; data 
registers; administrative files; censuses; studies, statistical computations by other authors and/or organizations. 
Some of these sources are part of a continuous registration program (data registers, for example vital statistics; 
certain administrative files such as the Family Allowance file of Health and Welfare Canada; provincial health 
care files; the immigration file of Employment and Immigration Canada) or a sporadic registration program 
(census; certain surveys such as the Canada Labour Force Survey). These sources, by themselves, can therefore 
serve as a base for chronological analysis. We will first examine the discontinuities that can affect sources in 
time. 

2.1 Changes in Sources in Time 

The constant concern for improving collection systems, whether they be governmental or private, necessarily 
leads to periodic gaps in time series, gaps that are either obvious (first-level discontinuities) or hidden (second-
level discontinuities). 

2.1.1 First-Level Discontinuities 

The causes of first-level diseontinuities are found at all stages of the process of data collection, preparation of 
questionnaires, processing and publication of data. They can even be found outside this process as we will see 
later. 

The most obvious discontinuity is certainly that which results from a sudden discontinuation in the collection of 
data usually collected on a continuous basis, by reason of a war, famine, epidemic, revolution or, simply, budget 
cuts. It can also occur as a result of the loss or destruction of documents as was often found in historical 
studies. The gaps are all the more significant in the ease of serious cyclical events when additional data 
sources are also missing and there is every reason to believe that these events affect the element or 
phenomenon studied, if not the target population. For example, the historical analysis of the number of 
patients in psychiatric institutions in France was interrupted between 1914 and 1919 because the First World 
War prevented the usual collection of data (Meslé and Vallin, 1981). These gaps, however, are usually of short 
duration as normal services are resumed as soon as the crisis is over. 
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The withdrawal of a question posed for a period of time has the identical effect although its origin is different. 
Such withdrawal can be temporary but is usually permanent as it is the result of a lack of social or economic 
interest in the concept. A recent example of this was the withdrawal from publications on vital statistics in 
1978 of the table showing the proportion of hospital deliveries in Canada. There was no longer any reason for 
this table because the fundamental problem of maternal and infant mortality had become practically negligible 
and the proportions had been stable at nearly 100% during the last ten years. However, with the increase in 
home births, we may witness the reintroduction of this information in a few years. Another reason for 
withdrawing a question may be public pressure. The responsible agencies may want to ask the question and the 
researchers may want to know the answer, but the theme in question is irritating to the public. In the past, this 
has been the case with divorce, later with common-law unions and abortion. It is sometimes the case with 
ethnic or racial issues. In these cases, the question can be asked and then omitted several times according to 
the fluctuation of public opinion. 

The modification of a question is slightly less obvious but just as problematic. Although data is available 
regularly in time, what it covers may vary. The discontinuity is more or less significant depending on the 
subject of the modification. It may be the concept behind a term or expression, such as the expression 
"legitimate birth order" in vital statistics in France. Between 1949 and 1964, it referred to "order by woman"; 
however, since 1965, it refers to "order in current marriage", which is totally different in the ease of multiple 
marriages (J.-L. Rallu, 1986). The subject of the modification can also be the formulation of the question 
itself. Indeed, the desired information can be obtained in many ways and the question selected is but one of 
several possible formulations. Age is a good example. It can be obtained directly or through a question on the 
date of birth; these two options do not necessarily lead to the same answer as a number of studies have shown. 
Finally, certain selective questions that have no other purpose than to identify the respondent studied, but 
which can nevertheless be used in research, can be modified without too much concern in the belief that the 
change will be inconsequential. Yet in some cases, the change is fundamental. Usually, both the concept and 
the formulation are changed. A typical example of this is the person responsible for completing the census 
form in a household. This role, which used to be assigned to the "head of the household", i.e. the man in a 
couple, can now be assumed by a woman duly identified as "person 1" in Canada and as "reference person" in 
France. 

Discontinuities can arise not only from questions but also from the target population which can be increased or 
decreased for various reasons. One reason is a political change in territorial limits (adjunction or cession of 
new territories for a country) or a simple statistical change (revision of boundaries of statistical regions). 
Another reason for changing the target population is simply one of definition. Broadly, the statistical agencies 
agree to propose two types of population: the "actual" population, i.e. that on site at the time of data 
collection, and the "de jure" population, i.e. that usually residing at the place surveyed. The change from one to 
the other in time can cause substantial deviations in data. Portugal is an example: "actual" prior to 1940 and 
"de jure" subsequently (Monnier, 1982). Other countries change the underlying concept while continuing to 
target the same type of population. This has been the case particularly in France which has seen an increase in 
its "de jure" population since 1962 by the inclusion of military personnel stationed outside the metropolis 
(Monnier, 1982). The definition of target populations by sources other than the census can also be modified, as 
evidenced by French statistics on the insane population which, since 1949, include only patients in "public 
institutions or private institutions serving as public institutions", excluding private hospitals which were 
previously covered (Meslé and Vallin, 1981). 

Another cause of discontinuity in the long term is the frequency of collection, sporadic or continuous. Sporadic 
collection, in order to be comparable, must take place at regular intervals and therefore at fixed dates, which is 
not always the case. There are abundant examples of this as the dates of successive national censuses are often 
different (Monnier, 1982). As for continuous registrations, their totals must always correspond to the same 
time interval in terms of number of months and type of year (calendar, fiscal, census, school). In the Federal 
Republic of Germany, for example, the abortion count has covered a period of 12 months since 1977, but it 
covered only six months and a few days in 1976. 

Once the basic data has been collected, it is processed and one of the processing steps is coding. Coding 
consists of assigning to the response of each individual a code that corresponds to a category in a classification 
established either by the responsible agency or the researcher himself or, most often, by international agencies 
specializing in the issue under consideration. The use of these international classifications is definitely 
advantageous as it permits a better comparison of national structures; it is widely recommended. however, 
whatever the classification selected, it runs the risk of being modified in time according to the evolution of 
society and knowledge. F. Meslé and J. Vallin (1981) encountered this problem in their study of causes of death 
in. the long term in France (7th, 8th and 9th revisions of the WHO's International Classification of Diseases). 
The modifications may be slight or may affect the very principle of classification. 

Classifications, groupings and modifications are not only done during the collection and processing stages. The 
characteristics selected in the tables further reduce the information that reaches the user unless he has the 
technical and, frequently, the financial capability to directly access the processed data. In short, the 
information already classified runs the risk of being grouped into wider categories for publication purposes, and 
these can vary from year to year. Finally, not all available data is published; some may be obtained simply on 
request. The choices made are obviously reconsidered with each publication, which again can lead to gaps. 
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Finally, one last discontinuity affects only sources of data from continuous registration. By definition, a data 
register is constantly modified by the addition and withdrawal of events affecting the target population or 
element, and this takes place, in theory, as soon as the events occur. Unfortunately, and this shortcoming is 
well-known for this type of source, the delays in registration are sometimes too long, forcing the updating of 
monthly files over several months. For example, the files of eligible recipients of family allowances for a given 
month are updated every six months for a period of two years (files M0023 and M0024). A chronological study 
based on such registers should use complete files or at least files in similar stages of completion (1st, 2nd, 3rd 
revisions) for the sake of comparability in update and quality. In this respect, this possible discontinuity could 
almost qualify as a second-level discontinuity. 

2.1.2 Second-Level Discontinuities 

Second-level discontinuities relate mainly to the quality of the information collected or available. Whatever 
the attention to detail during planning, data collection, data processing, whatever the experience and efficiency 
of the personnel involved or the scope of the means employed, it is almost impossible to obtain a perfect 
collection of data that satisfies all imaginable criteria of quality. And these are numerous. The total error and 
general quality of a particular source of data are respectively the sum of its various errors quite simply, and the 
difference between this sum and "1". 

The first disparity between the actual element and the measured element results from an error in concept, i.e. 
the degree of pertinence of the questions asked. As shown in the previous section, many different questions can 
be used to determine the same state, each producing results with varying degrees of compatibility. 

It is generally acknowledged that the greatest share of error is attributable to collection errors, whether they 
be a mismatch of the collection method and information sought, response errors, errors by the enumerator or 
errors of coverage. 

Various data collection methods can be used to target the same subject of study in the same population. 
However, not all methods are well suited or likely to produce the same results. Take the case where we want to 
determine the total number of abortions undergone by Spanish women in a given year. Aware of the fact that 
abortion has been legal under certain conditions since 1985 and that each operation results in the completion of 
a statistical form, we could rely solely on the official figures. However, the abortion law has given rise to 
strong opposition in Spain and a large number of physicians are invoking the conscience clause to avoid the 
practice. As a result, the official number of abortions is very low (Monnier, 1986). However, Spanish women 
faced with these difficulties have been travelling to other more liberal countries to obtain abortions, such as 
the Netherlands and England (Monnier, 1982). The inclusion of abortions obtained elsewhere by Spanish 
residents in the official Spanish figures changes the picture completely. Moreover, clandestine operations are 
omitted! 

There are three types of response errors: involuntary errors, voluntary errors and non-responses. The first type 
of error owes more to the passage of time, which causes forgetfulness, and to the respondent's interest in the 
subject matter than to bad faith on the part of the respondent. Also, the respondent is sometimes required to 
answer on behalf of other household members who he may not know very well. Voluntary errors are more 
subtle. They can result from the manner in which the respondent is approached, which can be more or less 
successful, from the purpose of the collection, from public opinion, which is sometimes negative regarding the 
information sought, or still, from the social, economic and political conditions existing at the time of the 
interview. An interesting example of the importance of this last point is the large proportion of the Albanian 
population of Yugoslavia that declared itself "Turkish" at the time of the 1953 Census in the hope of being able 
to emigrate to Turkey. Turkey only granted official residency to Turkish nationals (Islami, 1983). Non-
responses, for their part, are the result of the respondent's inability to answer certain questions or refusal to 
answer. Misunderstanding of a subject or lack of opinion on a subject can lead to serious problems: people don't 
know what to answer, and the non-response rate tends to increase with the complexity of the question. Refusal 
to respond can be associated with one or more questions, or all the questions, and is attributable to lack of 
interest, the subject, existing socioeconomic conditions, the purpose of the collection, or the freedom of 
response allowed the respondent. These last two causes are well illustrated in the following example. The 
response rate of Jews in Tunisian censuses had not been very high. In 1941, the Tunisian government decided to 
tie the census to the status of Jews and, in order to ensure their participation, it threatened several sanctions 
against recalcitrants. The Jewish population enumerated was therefore much larger than usual and than the 
censuses of 1936 and 1946 indicated (Taleb, 1982). Response errors can also be attributed to errors by 
enumerators when they are used for collection. 

Indeed, the enumerator, that intermediary between the respondent and the questionnaire and/or form to be 
completed, can introduce response errors either by omitting one or more questions or by forgetting to record or 
recording badly the response provided. The errors made by the enumerator, although they are involuntary, by 
his involvement in all stages of collection, combined with his lack of experience (as a general rule) or 
misunderstanding of basic concepts, account for most of the total error (Kalbach and McVey, 1971, p.11). In 
addition to these errors, the enumerator can be responsible for errors in classification, due to confusion over 
definitions, and errors in coverage, by forgetting targeted persons or including non-targeted persons. However, 
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the latter errors, especially errors in coverage, are not eliminated by the non-use of enumerators or 
interviewers. 

Errors in coverage are the difference between the gross undercoverage (proportion of targeted persons omitted) 
and the gross overcoverage (proportion of targeted persons counted twice or more, combined with the 
proportion of non-targeted persons enumerated). Their causes, other than attributable to enumerators, relate 
to the location and the season (it is difficult to enumerate in the Yukon in the winter!), the purpose of the 
collection, the respondents' reaction to this intrusion upon their privacy, the freedom of response allowed, and 
the reputation of the responsible person or agency. The entire target population may be affected or only a 
region or a certain category of people. The extent of the coverage error is not always known but, when it is, it 
can be and sometimes is adjusted. Discontinuities in time series can therefore derive just as much from 
variations in the degree of coverage in time, if there is no adjustment, as from the decision, at a given date, to 
adjust where it was not done previously, and from changes in the techniques used to measure the overcoverage 
and undercoverage rates or changes in the adjustment methods. The study of time series concerning the 
Australian or English population, for example, must take into account the fact that, for the past ten years or so, 
population estimates have been adjusted by the net undercoverage (gross undercoverage minus gross 
overcoverage). 

Like collection errors, processing errors originate in the multiple procedures and operations: correction, 
adjust mont and weighting. All three can cause discontinuities in the long term if their methodology is modified 
or if the subject of the procedure changes. The correction procedures concern only response errors. The 
procedure covers the decision to correct these errors and the method used to do so (smoothing of results, pro-
rats or random allocation of responses among other forms with similar characteristics). Discontinuity can 
therefore result as much from the addition of a series of adjusted data to a non-adjusted series, as from a 
change in the method of adjustment in time. The adjustment procedures are extrinsic to the responses 
themselves and are applied in response to the concern for confidentiality of respondents and their government. 
For example, Statistics Canada has not released detailed cross-tabulations containing nearly empty cells since 
1971. All final data is now adjusted by a "random rounding" process which hides smaller numbers behind a "0" or 
a "5". The weighting procedure concerns mainly surveys but can also be used with the census when part of the 
census is administered to only a sample of the total population. This procedure, which extrapolates to the 
entire population the results of the sample, generates what is commonly known as "sampling errors" or "random 
errors". The bias comes from the sample size and sampling method, the adjustment method used and its 
components (source of data, collection method ... ). Any change in one or more of these elements in time can 
affect the comparability of data. Before ending this paragraph on processing errors, we would like to point out 
the increasingly important role of technology in processing (data processing tools, mainframe computers, 
minicomputers or microcomputers). Their systematic use in all processing stages has greatly improved from 
year to year not only the management of operations but the quality of processing by the elimination of transfers 
and human error. Finally, it should be noted that random errors can result not only from weighting but also 
from the use of small numbers. It is a known fact that the smaller the size of the target population, the greater 
the random error. In a time series analysis in which the population grows in time, one should remember that the 
quality of data grows at the same time, especially where the beginning population is small and the end 
population is large. 

The last cause of error we will mention here is related to the collection unit. Responsibility for collecting data 
in a given territory is sometimes divided among smaller geographic units, so that the partial results add up to 
the total results. Registration policy and procedures, as well as processing, can vary from one unit to the other, 
resulting in general inconsistencies. 

Most of these errors affecting the quality of data cannot be measured or are not measured. Nevertheless, we 
know their. importance and variability, a function not only of the very characteristics of the source or 
respondents, but also and mostly, of time. This point should not be overlooked in a time series analysis. Indeed, 
there seems to be a direct relationship between the data collection period and the quality of data: quality 
improves in time with the collection period. Without saying that old data is unusable, we are certain that the 
effort made, the infrastructure in place, the improvement of techniques, the growth of knowledge, financial 
means and especially experience cannot help but improve the quality of data. Moreover, these improvements 
have been supplemented by the implementation of more refined techniques for measuring the quality of 
information and identifying the nature of errors. In spite of this, and paradoxically, errors sometimes seem to 
grow with the improvement of techniques! 

2.2 Changes in Sources in Time Chronologically 

The use of a single source of data over a long period of time imposes numerous external constraints, as just 
demonstrated, all of which lead to discontinuities of varying degrees of significance. The decision to change 
the source can only compound the problem as the discontinuities of one source add to those of the other. It is 
true that the compounding of inconsistencies is not as simple as that: a modification can affect both sources at 
a same point in time and then, at least at that point, the change has no significant effect. A modification to 
the master source (the first one used), whatever the nature, can be so significant that it is better to resort to 
another source even if this entails numerous but minor discontinuities. Finally, sometimes one has no choice 
when the element studied is no longer available through the first source and was not available prior to the 
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second source. In any event, it is important with respect to first-level as well as second-level discontinuities to 
determine the total variations generated by these discontinuities in the period studied. 

2.3 Changes in Relationships Between Sources Used Jointly, in Time 

It often happens that an analysis of some kind must use two or more data series jointly. This is the case, 
especially, when studying the evolution of rates, ratios and other social and economic indicators. In these 
cases, certain sources are used in the numerator, others in the denominator, thus lessening the impact of their 
respective discontinuities on the index observed. However, the joint use of data from various sources is not 
peculiar to these ratios. Such use is also made in the estimation of the population between two census dates, 
for example, and then, if the component method is used, it results from the addition of births and immigrants to 
and the subtraction of deaths and emigrants from the base population, generally that of the last available 
census. Then, the total discontinuity over the period is the total of the discontinuities of each data source, plus 
those relating them, for each point listed in A. This is also the case, of course, in the computation of ratios. 

Discontinuities in relationships between sources can result from a change in the method relating them, but also 
from any change affecting one source without affecting the others or from any change altering the deviation 
between the sources without any appearance of change. 

The concern for detail and accuracy has led researchers to continually refine their computation methods, at the 
same time altering the comparability from year to year. In Romania before 1975, for example, the life 
expectancy of the population was calculated for single years but subsequently, it was calculated for three-year 
periods (Monnier, 1982). However, it should be remembered that when a method, concept or orientation is 
modified by the statistical agency that disseminates the data, it is customary to perform retrospective 
adjustments or publish both series for a few years. This limits the impact of inconsistencies in the time series. 
There are many examples of changes that affect only one of the sources used jointly, such as the following: the 
computation of mortality rates in Canada based on the one hand on deaths (Vital Statistics, Statistics Canada), 
unchanged, and on the other hand, on the population estimated by a modified method (Demography Division, 
Statistics Canada). Finally, some changes may not affect any of the sources involved but only the deviation 
between them. This is much more evident when we examine concrete cases. The computation of fertility rates 
in Canada has always required the use of various target populations: the births in the numerator are derived 
from the actual population in the country and from Canadians abroad; the population in the denominator is of 
the "de jure" type. These concepts have not changed in any respect; however, the proportion of the actual 
population that is not resident has been growing steadily: refugees, students with visas, temporary work permit 
holders and, why not mention, illegal immigrants. The increasing deviation between sources can therefore 
falsify the findings of an analysis by distorting the trends. 

Finally, we wish to point out that these jointly used sources become another source in themselves and that, in 
this regard, the caution stated in A relative to the use of a single source applies equally here. For example, an 
index can be affected by the modification of its target population; this was the case in Malta where the total 
fertility rate concerned all resident females before 1975 but later excluded foreigners. 

We must emphasize the degree of completeness and type of data. Population estimates, for example, can be 
distinguished on three points. They can be postcensal, i.e. produced on the basis of the last available census and 
modifications to components since then, or intercensal, i.e. based on posteensal estimates and the preceding and 
following censuses. Their frequency can also vary: they are either done on a quarterly or annual basis. Finally, 
their degree of completeness also varies depending on whether they are provisional (3 to 4 months after the 
reference date), updated (8 months) or final (15 to 20 months). At the same time, the researcher must make 
sure that he is using final intercensal estimates at all times, or at least as much as possible. He must also seek 
a series of adjusted national indices, based no longer on postcensal estimates, as annual computations are, but 
on intercensal estimates or on the census depending on whether or not it is a census year. 

2.4 Changes in Sources Used Jointly, Chronologically 

A data series based on two or more sources can suffer in the long term from inconsistencies due to changes in 
any of the sources, in addition to the discontinuities mentioned above. Then, the possible discontinuities are 
those listed in B and C. 

The discontinuities identified may vary in format and impact. Some can simulate an increase, others a 
decrease. The impact of discoiitinuities in a time series can be small, even if there are many discoritinuities. 
On the other hand, a single discontinuity can have a major impact on numbers and especially trends. What can 
the researcher do? What tools are available to him to adjust these discontinuities and does he generally do this? 

3. ADJUSTMENT OF DISCOJTINU1TIES 

The reaction of demographers to time series already produced or to be produced, is not uniform. The spectrum 
of reaction is wide, ranging from consideration to non-consideration of discontinuities and including a variety of 
strategies. 
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It is not unusual to look through the literature in vain for comments on the quality of the data used and possible 
diseontinuities in the long term. Of course, some studies are based on well-known data used over and over 
again. Unfortunately, this is not always the case. How, then, is the researcher to know if there are or were any 
discontinuities and, if so, how were they adjusted? The reader can form his own opinion based on the list of 
sources used. This solution is not necessarily bad: it all depends on the number, gravity and significance of the 
discont inuities. 

It is therefore important, before starting his analysis, that the researcher determines the general quality of his 
series and its ability to measure the evolution of the element selected. Some researchers do this and, if they 
decide to keep their data as is, they do so in full knowledge of the facts. For example, Roussel (1983) noted a 
change in concept in an analysis of the evolution of households in the Netherlands since 1945. Fle measured the 
impact on the households involved and realized that it was insignificant (barely 2.5%). The impact was even 
less significant when compared with the large movements experienced by the households during the period. The 
author concluded that "the bias, while not negligible, did not invalidate the findings" (translation of Roussel, 
1983, p.997). The decision not to adjust the data is therefore based on the measurement of the impact of the 
discontinuities. Others make this decision on the basis of the time at their disposal or the cost of adjustment. 
Nevertheless, they caution the reader against making hasty conclusions on the basis of small variations and list 
all the diseontinuities. A typical example of this is the book published by Kalbach and MeVey in 1971. 

Among those who modify their initial work plan as a result of discontinuities, some limit the period of study, 
use broader classifications, abandon their work or make adjustments. Many researchers lacking time, funds or 
adequate techniques decide to limit detail in their analyses, in terms of length of period, characteristics or 
classification. J. Vallin (1983), for example, limited his description of the evolution of French mortality to the 
period 1950-1978, thus avoiding any possible distortions caused by the 5th and 9th revisions of the International 
Classification of Diseases. He nevertheless had to contend with distortions caused by the 6th, 7th and 8th 
revisions, which he attempted to limit as much as possible by using broader classification levels relatively 
common to the three series. Some researchers have no other option but to abandon the study considered. We 
cite, for example, the case of R.J. Lowe (1987) who had to give up his study of the evolution of full-time 
employment in New Zealand based on the 1981 and 1986 censuses, due to intercensal changes in the dividing line 
between full-time and part-time employment. 

However, not all researchers have to abandon or change their initial idea. Many strive to link the data in time, 
to modify either the initial series or the auxiliary series, or at least to improve the quality of the information 
measured. There are no proven statistical methods t, do this. There are only examples which can provide 
suggestions for researchers faced with identical problems. These numerous examples cover most of the 
discontinuities identified. We have chosen those that seem to be the most pertinent and innovative. The most 
complicated methods are not necessarily the best. Sometimes, the actual situation corresponds more to a 
simple form that is easy to approach. For example, F. Munoz-Perez and M. Tribalat (1984), in their study of the 
evolution of the number of mixed marriages in France between 1910 and 1982, simulated the events missing for 
the period 1932-1942 by a simple linear interpolation based on fragmentary data. Others have adjusted known 
figures in proportion to the missing population (Meslé and Vallin, 1981). Others have changed the scope of their 
analysis preferring a regional study that highlights inconsistencies (but only where they occur) to a general 
study that conceals them (Perrégaux, 1983). Still others have replaced numerous missing records by means of 
simple random selection among those available (Henry and Blayo, 1975). Another alternative is to refer to third 
sources which, although excluded from the main analysis, are useful for adjusting deviations and ensuring 
continuity in time. J.L. Rallu (1986), for example, dealt with a change in the concept of "birth order" during 
the period of his study by using the results of two family surveys conducted during the same period. Since these 
surveys provided data according to both the former and new definitions, Rallu was able to compute certain 
factors by period and five-year age group which were applied to the main data series. Other authors prefer to 
use an elaborate mathematical methodology. For example, Bergstrom and Lam (1989) advocate the use of cubic 
interpolations to solve the problem of inconsistency in the translation of age-specific data to year-of-birth--
specific data. 

These various examples point to a specific approach to the adjustment of incomplete time series. First, and 
this is an extremely important step, all decisions must be preceded by a specific evaluation of the situation, i.e. 
identification of discontinuities in the series at our disposal, their level and their impact on results. While 
identification of diseontinuities is not too difficult, it is a different matter with measuring their level. As a 
general rule, the researcher has no control over the data base he did not produce. The general quality of 
published data is only known to him thanks to studies made by the responsible agency. Of course, he can 
conduct some comparative studies himself but, for certain variables (undercoverage for example), the 
researcher is dependent upon the decisions of others. Then, the results provided may not meet his expectations 
and, as is often the case, are unusable because they are too superficial. However, this problem is not 
insurmountable. Some of the examples cited show that, sometimes, it is not necessary to adjust the data when 
the impact of the discontinuities on the results is negligible. Then, the impact on individual cases remains to be 
measured. 

- 
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4. IMPACT OF DISCONTINUITIES 

The impact of discontinuities can be measured quite simply by the use of sensitivity tests. This involves 
applying to the data a series of assumptions relative to their error rate, adjusting them to take these into 
account and observing the impact of these adjustments on the results. When the impact is negligible, all is well. 
Otherwise, the solution is to adjust the data if the actual error rate is known. The final decision to continue the 
study rests with the researcher: he alone is the judge. This decision must be made in full knowledge of the facts 
and if the researcher intends to carry on, he should caution the reader against hasty conclusions due to sinail 
variations in the series and should explain their probable source. 

Fiowever, we should not be pessimistic. We will conclude this paper by attempting an evaluation of the impact 
of certain types of discontinuities on various demographic indices. In order to do this, we will use the concrete 
example of the evolution of the total fertility rate (TFR) in Canada between 1950 and 1986. This index is 
obtained annually by summing the age-specific female fertility rates without distinction of marital status. 
Fertility rates regardless of marital status relate births to women at age x to the total number of women at the 
same age. 

There are many options available to us regarding the data to be used. Total fertility rates are computed on a 
regular basis and appear in various official publications. At the international level, the Demographic Yearbook 
of the United Nations provides fertility rates without distinction of marital status by five-year age groups for 
Canada for the period chosen; the index sought is obtained by multiplying these rates by 5 and summing them. 
These rates exclude births from the province of Newfoundland but are based on the total Canadian population. 
Canadian citizens temporarily residing in the United States are included (U.N. 1979; 1987). At the national 
level, Statistics Canada (and previously the Dominion Bureau of Statistics) publishes vital statistics annually as 
well as certain simple indices derived from them, including the total fertility rate. Two series are available up 
to 1972: the indices as published annually and based on post-censal estimates of the population; and the indices 
revised after each census and thus based on intercensal estimates of the population. This last series has not 
been produced since 1972. We could also decide to make our own calculations of these indices based on final 
birth data and revised intereensal population estimates. Since Newfoundland has no data on birth by age of 
mother, it is excluded from the calculation of the previous Canadian indices. We could estimate these births 
and recalculate the TFR including that province. Certain sensitivity tests (simulations) are also possible. Given 
that the target populations for recording vital statistics and for the census are different (vital statistics = 
population usually residing in Canada + certain Canadians abroad, including diplomats and the military; census = 
"dc jure" population), we could decide to estimate the deviation between them, overestimate the number of 
women exposed to the risk of reproduction and recalculate the rates. Finally, since undereoverage is a known 
characteristic of Canadian censuses, we could adjust the actual population previously increased, based on 
coverage rates obtained by the Reverse Record Check (although these rates are not very reliable because the 
margin of error is so large). 

Thus, we could have seven different series of data for the same analysis. Their comparative analysis would 
permit us to measure or at least evaluate the impact of their differences (which, in fact, are discontinuities in 
the series) on the index studied and its evolution in time. These discontinuities are: 

Change in the method of calculating the index: The United Nations uses rates by five-year age groups; the 
other series use rates by single years of age. 
Change in the method of calculating intercensal populations: estimates revised after each census for those 
used by Statistics Canada; estimates revised after the fact, by using the same methodology for the entire 
period. 
Change in the type of population estimated: postcensal or intercensal population based on the two series 
published by Statistics Canada. 
Change in the target population in the denominator: usually "de jure" population but, for the last two series 
presented, the population targeted by vital statistics. 

S. Change in the territory: inclusion or exclusion of Newfoundland. 
6. Change in the quality of population data: with or without adjustment for undercoverage. 

It should be noted that these six discontinuities are not the only ones that affect the data: recording of vital 
statistics is a provincial matter while the census and resulting estimates fall under federal jurisdiction; the 
definition of "live birth" was changed in 1959 and the new definition was applied to the provinces at various 
dates; finally, since 1981, the census of Canada has no longer been dependent on the work of enumerators as 
each household now completes the questionnaire and returns it by mail. However, we will limit our study to the 
impact of the six discontinuities mentioned previously because the impact of those excluded on our series is the 
same or is much more complicated to measure. 

Graph I shows that, whatever the series, the trend of the total fertility rate between 1950 and 1986 is the same: 
steady growth up to 1957 followed by a sharp decline up to 1973, followed by a much slower decline. However, 
there are some differences in the United Nations series adjusted for undercoverage. A detailed examination of 
the annual trends sometimes shows some variations. In 1983-84, all the series show a slight increase except for 
the series based on the actual de jure population which shows a levelling off. The same trend is observed in 
197 4-7 5. 
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The impact of the six discontiriulties mentioned previously can be highlighted by comparing pairs of series with 
a single varying element. The impact of the TFR computation method seems to be significant: the transition 
from rates by single years of age to rates by five-year age groups greatly reduces the magnitude of this index 
(approximately 2.5%), and this applies over the entire period. The comparison of the two series based on 
intercensal estimates (whether revised or not) shows no deviation or only a very slight deviation. The change in 
the computation method therefore has very little impact. This is not surprising since, by definition, and 
regardless of the method used, intercensal estimates are derived from the preceding and following censuses 
which do not vary. The impact of the use of postcensal or intercensal series is also negligible. Here again, this 
is not surprising since it has been shown that the difference in Canada between the two types of population is 
generally less than 1% (Statistics Canada, 1987). The change in target population from "de jure" to "actual de 
jure" is slightly more significant, especially for the last few years. This is attributable to our adjustment 
assumptions (based on our fragmentary knowledge): the number of temporary Canadian residents for more than 
one year (refugee claimants, students, work permit holders, diplomats, visitors) increases continually. Finally, 
the simulated adjustment of the undercoverage of the various population censuses has a major impact, 
especially between 1950 and 1965 and since 1976. This adjustment is based solely on known undercoverage data 
published in relevant documents. The method of obtaining this data varied before 1961 but, since then, the 
method used has been the Reverse Record Check, an operation that seeks, among the population enumerated, a 
sample of people that should have been enumerated. The size of the sample has increased constantly since then 
but the error rates have remained high. We wish to repeat that this is only a simulation. The impact between 
1950 and 1965 is significant because it affects the index by an average of 4.4%. The high rate of undercoverage 
of the population 20-24 years of age therefore has an impact here, as does that of the 1961 census (3.3%). The 
impact since 1976 is slightly smaller (3.596), even if it is increasing. This difference between the two periods is 
not due to a decrease in the undercoverage rate in time but rather to an increase in the mean age of mothers at 
birth (women aged 25-29 are undercounted less than women aged 20-24). The index revised to include 
Newfoundland is absent from the graph because it was computed only for two years. The adjustment, however, 
has no impact because the indices are identical to those based on revised intercensal estimates. It is true that 
the population of Newfoundland is small in relation to the population of Canada as a whole. 

Therefore, with a few exceptions, the impact of the discontinuities on indices such as the total fertility rate is 
rather small. Taking a large number of different rates into account in this type of index in a way dilutes any 
error that might be associated with one of them in particular. What impact would certain discontinuities have 
on specific rates, for example at the age where they are the most pronounced? Since undercoverage has a 
significant impact on the TFR and the impact is particularly high in the 20-24 age group, we will study the 
evolution of the fertility rate without distinction of marital status at age 22 between 1950 and 1987. We will 
limit our comments to four series as the three official series published do not provide any information on rates 
by single years of age. 

Graph II shows the comparative evolution of the series based on the revised intercensal estimates, the actual de 
jure population, the adjusted undercoverage and the addition of the province of Newfoundland. As in the case 
of the TFR, the first two series are almost identical, even if the second series is slightly lower at the end of the 
period. In fact, the deviation betweer them is smaller than for the TFR due partly to the fact that the median 
age of the female population added to the actual de jure population is 27.7 years and that the maximum impact 
on the rates is not at age 22. However, as expected, the impact of the adjusted undercoverage is more 
significant than for the TFR, the mean deviation between 1977 and 1986 being 4.35%. As for the impact of the 
inclusion of the province of Newfoundland, it is sinail but noticeable, with the highest rates observed in 1980 
and 1981, the only years available. 

The age-specific fertility rate, like the TFR, is a ratio between two sources. We will now measure the impact 
of certain diseontinuities on the female population aged 22. The previous series, except that including 
Newfoundland, will be compared. Graph III illustrates the trends. Again, the trends are similar but the position 
of the curves is the inverse of that shown previously. This is not surprising since the population serves as the 
denominator in the TFR and the age-specific rate, thus the inversion. The evolution of the intercensal 
population estimates follows that of the actual de jure population at least until 1976, after which the latter 
increases more rapidly. In 1986, the gap between the two series is a respectable 1.6%. The impact of the 
adjusted undercoverage is interesting. Not only is a widening gap becoming apparent at this point between the 
other two series and the adjusted undercoverage series, but while the others seem to show a decline in the 
female population aged 22 since 1983, the adjusted series suggests a levelling-off of this population. In 1986, 
the deviation between intereensal estimates and the population adjusted for undercoverage was 5.8%. 

To summarize the previous comments, it is useful to combine in a single table the observations on the impact of 
the various discontinuities considered ('l'able 1). Even though the table concerns only specific demographic 
measures and selected discontinuities, it is very informative. First, it shows that the stronger and more distant 
the aggregation from the source of discontinuity, the weaker the impact. For example, the impact of a given 
discontinuity is much larger on the element directly affected, in this case the population, than on any index 
using this population. Moreover, the impact is reduced if the index computed does not solely use the population 
of the category with the high error rate. The extent of the impact therefore depends on the degree of 
aggregation of the element studied in relation to the point where the discontinuity begins. However, the impact 
of this discontinuity on the element measured is also important. We can state without great risk of error that 
the impact of undercoverage is certainly greater on the TFR than on the life expectancy at birth because birth, 
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Impact of Selected Types of Discontinuities on Three Demographic Indicators 

Discontinuity 

TRF 

Deviation Measured (96) 

Fertility Rate 	Female Population 
at age 22 	at age 22 

• 	method of calculating 2.5 n.a. n.a. 
the index 

• 	method of calculating negligible n.a. n.a. 
intercensal estimates 

• 	type of population: negligible n.a. n.a. 
postcensal or intercensal 
target population: 1.2 1.0 1.6 
de jure or actual de jure 
territory negligible 1.7 n.a. 
census undercoverage 4.0 4.4 5.8 

n.a. = not available 

as opposed to death, occurs at an age where undercoverage is high. Table 1 also reminds us that some 
discontinuities have little or no impact and that individual impact is intrinsically tied to the very 
characteristics of the discontinuity. Here, the modification of the territory has little impact because the 
population of Newfoundland is small in relation to the population of Canada as a whole. What impact would the 
exclusion of the province of Ontario have caused? 

The example given here concerns indices that can only increase or decrease without being negative: the format 
alone can vary, not the direction. The phenomenon of migration is different: the impact of discontinuities can 
even modify the direction of the net total movement. The study of such phenomena therefore requires 
additional precautions. 

It would have been desirable to draw an exhaustive list of first-level discontinuities and indicate their impact 
on all possible demographic indices, with supporting figures and for different situations. Of course, it was 
impossible for us to do this but it should be done directly by the researcher at the beginning of his work. 

5. CONCLUSION 

Any time series has the potential for numerous discontinuities. These range from discontinuation of publication 
of a variable to modification of quality of data. Reaction to discontinuities also varies among researchers: 
abandonment, limitation of study and adjustment of incomplete information. 

In fact, there is no magical recipe. The researcher is the sole judge in matters of discontinuities. Each study is 
particular in the sense that, not only is the investigated theme important in the final decision, but so is the 
environment: available sources, human and even financial resources, contacts and the researcher's position. 
Researchers who have access to basic data (contained in forms or questionnaires) are not in the same position as 
those who can only obtain costly detailed tables, even when working on the same subject. 

The study of the development of the total fertility rate conducted as an example permitted us to draw certain 
conclusions Which, although incomplete, illustrate well that the impact of discontinuities is not always great. It 
varies depending on the rate of error, the type of discontinuity, the element studied and its degree of 
aggregation, and the size of the population affected by the discontinuity in relation to the total target 
population. Important points to remember: geographic level and, especially, size of the population studied. 

In any event, it is important to change our view on time series of data, to use caution and pay particular 
attention to the methods used. Finally, we should not attach too much importance to small differences in time, 
but rather we should place emphasis on major variations and sustained trends. 
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ABSTRACT 

This paper has two goals. First, it illustrates the importance of panel data with examples taken from research 
in progress using the U.S. Census Bureau's Longitudinal Research Database (LRD). Although the LRD is not the 
result of a "true" longitudinal survey, it provides both balanced and unbalanced panel data sets for 
establishments, firms, and lines of business. The second goal is to integrate the results of recent research with 
the LRL) and to draw conclusions about the importance of longitudInal microdata for econometric research and 
time series analysis. The advantages of panel data arise from both the micro and time series aspects of the 
observations. This also leads us to consider why panel data are necessary to understand and interpret the time 
series behavior of aggregate statistics produced in cross-section establishment surveys and censuses. We find 
that typical homogeneity assumptions are likely to be inappropriate in a wide variety of applications. In 
particular, the industry In which an establishment is located, the ownership of the establishment, and the 
existence of the establishment (births and deaths) are endogenous variables that cannot simply be taken as time 
invariant fixed effects in econometric modeling. 

KEY WORDS: Longitudinal; Panel data; LRD; Microdata. 

1. INTRODUCTION 

"You can't always get what you want, but if you try sometime ... you get what you need." (Let It Bleed, 1969, 
Mick Jagger and Keith Richards) 

This paper has two goals. First, it illustrates the importance of panel data with examples taken from research 
in progress using the U.S. Census Bureau's Longitudinal Research Database (LRD). A panel data set Is one that 
contains multiple observations on economic entities over time. For example, an establishment panel data set 
might have observations on shipments across individual plants linked over time. In contrast, time series data 
usually refer to observations over time on an aggregate economic variable, such as total industry shipments or 
U.S. national income. The advantages of panel data arise from both the micro and time series aspects of the 
observations. 

Although the LRD is not the result of a "true" longitudinal survey, it provides both balanced and unbalanced 
panel data sets for establishments, firms, and lines of business.' The LED enables researchers to conduct many 
essential studies heretofore considered impossible. In this sense, "you get what you need." 

The second goal is to integrate the results of recent research with the LRD and to draw conclusions about the 
importance of longitudInal microdata for econometric research and time series analysis. The discussion focuses 
on research involving the behavior of firms and establishments. This also leads us to consider why panel data 
are necessary to understand and interpret the time series behavior of aggregate statistics produced In cross-
section establishment surveys and censuses. 

Most economic modeling is based on theories concerning the behavior of individual economic agents. 
Estimation and inference based on aggregate data involve assumptions about the homogeneity of the individual 
entities making up the aggregate. For example, a typical assumption might be that the distribution of the 
entities with respect to a particular variable such as efficiency or industry classification remains constant over 
time. This study indicates that typical homogeneity assumptions are likely to be inappropriate in a wide variety 
of applications. The evidence illustrates a basic point: The industry in which an establishment is located, the 
ownership of the establishment, and the existence of the establishment (births and deaths) are endogenous 
variables which cannot simply be taken as time invariant fixed effects in econometric modeling.' 

The importance of panel data sets for economic research cannot be overestimated. Many economic issues 
simply cannot be addressed in the absence of panel data. As noted, these issues include a wide range of 
questions involving behavior before and after particular policy actions or other changes in the circumstances or 
environment of economic agents. Panel data sets also provide a unique vehicle for calculating microlevel 
measures of gross changes that are often missed in the aggregate statistics.' 

* 	Robert 11. McGuckin, Chief, Center for Economic Studies, (CES) Bureau of the Census, Washington, D.C. 
20233. This paper does not necessarily reflect the• opinions of the Census Bureau. The author 
acknowledges the comments and many useful discussions with Timothy Dunne and John Haltiwanger. 
helpful comments from Stephen Andrews, Scott Schuh, James Monahan, Sang Nguyen, and Mary 
Streitwieser are appreciated. Stephen Andrews and Robert Bechtold did the data preparation and Janice 
Bryant and Terry Norris provided excellent typing services. 
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New evidence from CES research suggests that measures of gross change are important for many issues which 
have generally been examined with data on net changes. For example, some new work on job turnover finds 
that gross job reallocations are important in both a time- series (business cycle) and cross-section (across 
establishments and industries) sense. Work dealing with the entry and exit of firms and plants reaches similar 
conclusions. Analysis of one measure of turnover in industrial markets is used to contrast the importance of 
gross with net flow measures commonly available for analysis. 

While the mechanisms at work are not completely understood, there are several reasons for expecting gross 
change measures to have important economic impacts. First, change typically requires resources and therefore 
measures of gross change provide a basis for measuring and understanding such costs. Second, the evidence that 
ownership change affects performance suggests that gross turnover measures provide important information on 
competitiveness. 

A third reason for examining gross changes is that they provide a basis for determining if aggregate movements 
are being generated by a large or small segment of economic entities. Knowing how broadly based are the 
forces behind aggregate movements is important for policy makers. Longitudinal panels are required to address 
the issues involved in each of these examples. 

Because the LRD Is relatively new, a brief description adds some concreteness to the discussion. It also 
provides a basis for evaluating the LRD as a source of panel data. 

2. THE LRD 

The LRD is constructed by linking together individual establishment records from the Census of Manufactures 
(CM), which takes place every 5 years, and the Annual Survey of Manufactures (ASM), conducted each year. At 
present, the LRD has substantially more than 2 million manufacturing establishment-year records including 
information on over 800,000 different establishments in the 1963-86 period. When the 1987 census is included in 
the database, the number of unique establishments will likely jump to over 1 million. 

Table 1 provides a tabulation of the number of establishments in the LRD in each year. Each census year, 1963, 
67, 72, 77, and 82, contains well over 300,000 establishments of which about two thirds are actually surveyed. 
The administrative record cases, those which are not directly surveyed, represent small establishments 
(primarily establishments with less than 5 employees) which have little impact on aggregate industry totals. in 
non- census years the LRD contains roughly 70,000 establishments in the period 1973-78 and 55,000 after 1979 
when there was a major redesign of the ASM. 

The probability that any plant is sampled for the ASM is directly related to its size. However, the relationship 
is complicated. Large establishments, those with more than 250 employees, are sampled with certainty. 
Among the remaining smaller establkhrnents (those with employment less than 250 and greater than 10), 
establishments are sampled with probabilities directly related to employment size except that there is an 
attempt to exclude those establishments sampled in one panel in the following panel.' This rotating panel 
design is to reduce the reporting burden on small plants. New panels are chosen every 5 years with the primary 
aim of obtaining accurate estimates of aggregate industry variables such as shipments.' 

2.1 Cross-Section Design 

The LRD data are collected from surveys and censuses that are cross-sectional in design and processing. While 
the processing procedures include previous year values in the edit sequences, there are few time based edits. 
As an example of the cross- section design, some large establishment reports are split into two or more 
establishments when the establishment produces a variety of distinct outputs. This procedure increases the 
precision of industry aggregates in the cross-section, but reduces the accuracy of establishment linkages across 
time by making it more difficult to trace individual plants. 

The rotating panel design and the fact that most establishments are not sampled for the ASM do not in principle 
have any effect on the cross-section aggregate estimates. However, it does make following establishments over 
time more difficult and reduces the number of establishments who have continuous data for every year. The 
effects of this design on the availability of consistent yearly panels from the LRD are significant. For the 
1972-86 period there are only a little more than 16,000 establishments that have data in every year in the LRD, 
less than 5 percent of the establishments in existence in any year. 

Establishments not sampled in the ASMs appear only in the CMs. With 5 censuses available and another (1987) 
to be available soon, the possibilities for research based on balanced panels with observations at 5-year 
intervals are good.? Information on the composition of the linkages available for the census years 1972, 77, and 
82 is presented in Roberts and Monahan (1986). They show that of the roughly 600,000 unique establishment 
records Identified in these 3 years, approximately 133,000, or 22 percent, are present in all 3 years. These data 
were extended to the 1963-82 period by Dunne and Roberts (1986). For the 1963-82 period approximately 
66,000 linked establishments are available to form a balanced panel. Although attrition will reduce the panel 
number by 1987, there still should be over 50,000 establishments observed continuously from 1963-87. 

2.2 Data 

The LRD contains a variety of information on individual establishments. Most of the data are reported on a 
yearly basis, but employment and hours worked are provided quarterly. By and large, the data contained in the 
LRD relate to production and various classification and identification characteristics of establishments. The 
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latter category includes information on the plant's ownership, location, age (for some plants), product and 
industry structure, and various status codes which identify, among other things, birth, death and ownership 
changes. These identifying codes are used in developing both the longitudinal plant linkages and ownership 
linkages among plants. 

Most of the data collected for each plant provides information on the inputs or outputs of the plant. A detailed 
description of the individual data items would be too lengthy to include here, but can be found in the LRI) 
Technical Documentation available from CES that maintains and updates the LRD. However, the list of 
variables shown in Table 2 gives a good idea of the breadth of coverage. On the input side the LRD contains 
data on major factors of production; labor (production and other), capital, materials, and purchased services. 

The output data include value of shipments reported for each 7-digit product in census years and at the 5-digit 
level of detail in ASM years. Related information, such as value added, miscellaneous receipts, inventories, 
value of resales, and receipts for contract work are also available for each establishment. 

For the most part price data can be derived in census years in the form of unit values.' Outside of census years 
the quantity data to calculate unit values is not available in the LRD. This means that price series for purposes 
of, for example, deflation in production function estimation must be based on industry level price series. Such a 
series is published by the U.S. Department of Commerce based on Bureau of Labor Statistics (BLS) data. This 
series has been used by several researchers for purposes of deflation.' 

3. LRD RESEARCH AND TIME 

The research pt'ogram at CES emphasizes projects that exploit the longitudinal characteristics of plants and 
firms. Many projects are measurement orientated. They establish important sets of "stylized facts" that form 
the basis for more substantive hypothesis testing. Examples of work in this category are studies by Dunne, 
Roberts, and Samuelson (1988, 89b) dealing with patterns of firm entry and exit and gross employment flows, 
respectively. Both of these studies used 5 year panels formed from census year data in the LRD. Other work in 
this category Is reported in Davis and Haltiwanger (1989), where new measures of gross and net employment 
fluctuations at yearly intervals are constructed. Other studies at CES are oriented toward testing particular 
hypotheses. In this category of work there are various studies examining the importance of ownership changes 
on plant and firm performance that exploit the longitudinal structure of the LRD. Examples In this category 
are work by McGuckin and Andrews (1988), and Lichtenberg and Siegel (1988, 89a, 89b). 

In what follows no attempt is made to be exhaustive in describing LRD research. For example, a wide variety 
of work on productivity measurement is not discussed in any detail. (Several studies have been published in the 
last 2 years and there are several other major projects underway.) The purpose is to illustrate the types of 
research for which panel data such as those contained in the LRI) are essential. But, even more important, is 
the evidence that these types of analysis are crucial to understanding important economic phenomena and 
making informed policy judgements. 

3.1 The Behavior of a Plant Over Time 

It is useful to begin with a simple model to characterize the performance or behavior of an economic entity 
such as a plant or firm. For concreteness, assume that the ith  plant's performance at time t, Yf, can be 
described by the relationship 

it = 0 + UJ + At + zsBsXslt + Cit 

where Xy  are exogenous explanatory variables, a represents plant level fixed effect common to all plants, iii 
is a time invariant fixed effect such as ownership, industry, or location which is common to a group of plan"ts, 

At is a time varying fixed effect that is constant over individual plants, and cit is an error term. This simple 
model of plant performance can be used to characterize the issues of interest. 

One important question is what can be controlled with the fixed effects specification. Of particular interest 
here is the question of what are the time invariant effects which can be represented by lij. One obvious 
candidate is the industry classification of the plant. Another is the ownership of the plant. Neither candidate 
is satisfactory. 

3.1.1 Ownership Changes 

The size and scope of the recent merger movement makes clear that plant ownership is often changed. 
Treating ownership characteristics as time-invariant is appropriate if the plant's behavior remains relatively 
unchanged before and after the ownership change. Rut, studies with the LRD indicate that ownership changes 
have dramatic effects on operating performance, whether measured at the plant or firm level. 

McGuckin and Andrews (1988), find that line of business market shares increase relative to those of lines of 
business not experiencing a merger, particularly for complete firm takeovers. Lichtenberg and Siegel (1988, 
89b) find improved plant productivity following ownership change. Furthermore, they are able to associate 
most of this gain with fewer administrative employees and lower wages for them following ownership changes 
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(Lichtenberg and Siegel (1989a)). These kinds of "event "  studies are impossible without a panel of observations 
on individual establishments or firms.' 

3.1.2 Primary Industry Affiliation 

Various work has also shown that the industry category of establishments changes frequently. Approximately 
one third of the panel of more than 16,000 establishments continuously observed from 1972-86 experienced a 
switch in their primary 4-digit industry. Thus, treating industry as a fixed effect may be a mispecification of 
the model. 

The balanced LRD panel is generally over-represented by large establishments. Thus, it is not simply small 
plants with little total output that are involved in industry classification switches. Abbott and Andrews (1988), 
report that primary 4-digit industry switches among plants in contiguous censuses account for over 3 percent of 
total output in both the 1972-77 and 1977-82 periods. For some 2-digit classifications, the average 4-digit 
industry had 10 percent of its output involved in switches. In short, the output effects of these switches on 
industry totals are significant in many industries. 

3.1.3 Product Class Affiliations 

These observed switches, in addition, are not simply the result of measurement errors associated with multiple 
output plants being reclassified from one industry to another because the "primary" output of the plant changes. 
Much of the "switching" activity involves adding or dropping whole product areas. Based on a comparison of 
matched establishments observed in both the 1981 ASM and the 1982 census, we found, based on some data 
developed as part of a study by the Department of Commerce's Bureau of Economic Analysis (BEA), that the 
gross outputs Involved in switches averaged over 10 percent of total output in 1981 for both switches into and 
out of a product class.' 

Tables 3 and 4 provide data on the percentage of product class output produced by plants that had production in 
the product class in 1981, did not produce in the product class in 1982, but did produce in one or more different 
product classes in 1982. This figure is termed the percentage of output that "switched out" of the product 
class. "Switched in" output is analogously defined also using the 1981 product class output as a base. 

The Tables show that the distribution of the gross changes are dispersed and quite large. The average product 
class had over 10 percent of its output switched. In roughly 75 percent of the product classes, gross output 
attributable to switches in or out is more than 5 percent. In 5 percent of the product classes, over 70 percent 
of the output represented switches. 

The net output effects of switches are substantially smaller, averaging less than 3 percent of total 1981 product 
class output. But as shown in Table 5, the distribution of the net changes shows relatively high values in certain 
product classes. The Table indicates that in over 10 percent of the roughly 1,350 usable product classes, the net 
effect of switches by matched establishments is greater than 5 percent.'' 

The data in Tables 3-5 reflect all 5-digit product groups available for analysis. One might Object that this 
procedure overstates the problems by including a variety of miscellaneous product classes. This is indeed true 
for the net changes shown in Table 5. When we excluded all product classes ending in zero or 9, the 
miscellaneous categories, over 90 percent of the product classes showed the percentage of 1981 total output 
represented by net switches in the range between -3.5 and +3.5 percent. Nonetheless, for this set of product 
classes the percentage of total output subject to switches, although smaller than found in Tables 3 and 4, still 
averaged around 9 percent with a standard deviation of about 15. The phenomenon of large proportions gross 
output being associated with switches is not simply the result of poorly defined product classes. 

These findings suggest that industry effects cannot be simply thought of as time-invariant effects. Moreover, 
switches are not simply the result of random (or nonrandom) measurement errors arising from problems with the 
SIC classification system. Research has not yet established if the probability of switches is greater at the time 
of ownership change than at other points in an establishments' history. Some evidence (McGuckin and Andrews 
(1988)) points this way. But managements do make economic decisions to reallocate a plant's productive 
capacity to new activities. This is true at the time of ownership changes. It is also true in day to day decisions 
as multiple product plants shift production in response to, among other things, changes in product demand. This 
suggests that for some problems at least, switches need to be treated as endogenous or an explained 
pheno m enon. ' ' 

3.2 Implications for Aggregate Time Series Data 

It is important to recognize that the work cited above has implications for aggregate analysis. The first 
implication is directly related to the discussion of the applicability of models of the type represented by 
equation (1). Aggregate analysis makes use of assumptions concerning the nature and homogeneity of individual 
economic agent's behavior. The evidence from LRI3 based research suggests that typical assumptions about the 
"representativeness" of aggregate observations may be inappropriate. 

Aside from the modeling aspect, a second implication concerns the character of the observed time series. 
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l3ecause of various processing considerations, most changes in industry output (or employment) associated with 
switches occurs in census years. One of the primary reasons for this is that as part of each census, a complete 
canvass of establishments is undertaken and an extensive company organization survey is conducted. Firms are 
asked to give a description of all products produced in their plants. The Census Bureau uses the new 
information to reclassify plants, so that plants are sent correct survey forms for the census. It is thus in census 
years that many of the switches are identified.' 

The large portions of industry output that are subject to switches and the realities of processing Imply that 
published aggregate output, employment, or other establishment based variables will contain discrete jumps 
between ASM and census years. Observation of these jumps led to the BEA project that collected the data 
underlying Tables 3 to 5. Recognition of the source of these jumps should provide information to improve the 
quality of available time series. It also should aid in the development of reconstructed time series that can be 
compared to unadjusted time series data obtained from the traditional cross-section aggregations of surveys and 
censuses. Such studies should yield important information for the interpretation of time series models. 

3.3 Gross Flows 

The LRD enables one to develop information on gross as well as net flows of economic variables such as job 
creation and entry. The opportunities for examination of measures of gross change has motivated a number of 
studies at CES. These studies collectively suggest that reliance on aggregate cross-sectional measures of net 
change may obscure important economic phenomena. 

3.3.1 Job Reallocations 

Recent work by Davis and llaltiwanger (1989) suggests that gross measures of job creation are important In the 
study of business cycles and other macroeconomic issues. Davis and ilaltiwanger find that manufacturing 
employment contracted at a rate substantially less than the rate of gross job reallocations (the sum of job 
creation and destruction rates) in the 1972-86 period. The size of the gross reallocation rates relative to the 
observed net charges, (roughly 10 percent points greater) implies the existence of large worker flows across 
establishments that are masked by examination of net changes. Further, Davis and Haltiwanger find that gross 
job reallocation exhibits significant countercyclic time variation in contrast to the procyclical behavior of net 
job reallocations. The important point that Davis and Haltiwanger make is that gross measures of job creation 
and job destruction are important in the study of business cycles and other macroeconomic issues. As 
illustrated next, gross flow measures are also important in examining microeconomic issues. 

3.3.2 Entry and Exit 

The importance of the structure of a market in determining performance has long been emphasized. Until 
fairly recently, studies often relied on measures of market structure such as concentration ratios as an 
indicator of the likelihood of monopoly power. A concentration ratio measures the share of output produced by, 
for example, the largest four firms in a market.' In its simplest form, the theory suggests that the 
concentration ratio provides a measure of the ease of coordinating pricing policies by the largest firms in an 
industry. 

There are many problems in using a concentration ratio alone as a measure of monopoly power. Among the 
most important is the long recognized importance of entry (or potential entry) as the ultimate constraint on 
firms that price above competitive levels. Until recently, little information has been available to construct 
measures of entry beyond simple net changes in numbers of firms. 

One possibility for creating a dynamic measure of market structure based on gross entry and exit is to measure 
the number of large firms in a market who survive from one point in time to another. The theoretical 
justification for this measure is that it captures information about the turnover of competitors in a market. 
The measure is not new and the empirical tests reported here are only suggestive. But, they illustrate the 
possibilities and importance of longitudinal considerations in examining market structure. 

The survival measure is developed for the roughly 450 4-digit industries in manufacturing for the years 1972-77, 
1977-82, and 1972-82. The actual calculations included the 20 largest firms in terms of value of shipments in 
each census year in each industry. Thus, the number of survivors is simply the converse of the gross turnover of 
firms over the period. That is, we measure gross turnover simply as the total number of firms (20) less those 
firms that remain in the top 20. By construction, net turnover is zero. 

Using the top 20 producers reduces the possibilities of misciassifications of small firms. For most industries the 
top 20 producers account for the bulk of industry output. They account for over 60 percent of industry output 
in 280 of the 450 available industries. Only in 55 industries did the top producers account for less than 40 
percent of output. In fact, the average industry had roughly 75 percent of its output accounted for by the 
largest 20 firms in the 3 census years under consideration, 1972, 1977, and 1982. 

The results of the calculations showed significant turnover among the largest firms. Table 6 shows that In a 
time span of as little as 5 years, the average industry replaced 8-9 top 20 firms. This figure implies a gross 
turnover rate of approximately 40 percent (8/20) for both the 1972-77 and 1977-82 periods. Measured across 
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the 10 year interval 1972-82, gross turnover averages almost 60 percent with 11-12 of the top 20 firms replaced 
in the average industry. 

These turnover rates do not suggest the widespread exercise of monopoly power. But, even with this large 
turnover, the market shares of the largest firms may be quite stable. This is the implication from the survival 
rate breakdowns by concentration class in Table 6. 

Turnuver, as expected, is greater when measured among the 20 largest firms than when measured among the 8 
or 4 largest. Thus, reading across the rows in Table 6 one always finds the percentage survival rate increases 
with the number of firms in the initial 'size distribution, top 20, top 8, or top 4. However, there is little 
difference in turnover rates across concentration classes. Although the percentage of survivors was always 
smallest for the less than .4 concentration class, there is little difference between the two largest classes and 
the difference between these classes and the smallest also is not large. Moreover, regardless of the initial 
levels of concentration in the industry, the average industry lost approximately one firm from among the top 
four firms at the beginning of each period. 

Although direct comparisons are not possible because of differences in procedure, Dunne, Roberts, and 
Samuelson (1988) also develop gross entry and exit rates for 4-digit industries." A major difference in 
procedure relates to the treatment of ownership changes. Dunne, et. at. do not treat firms with ownership 
changes as new entrants unless the change alters the basic establishment structure of the firm in the market. 
They only consider as entrants firms bringing new capacity to the market. If new management takes over 
existing plants, this is treated as a name change. 

In contrast, in this paper all ownership changes are treated as entrants and exits in calculating survival rates. If 
a new competitor is defined in terms of the capacity it brings to the market, then excluding "name changes" 
resulting from a merger or other ownership change makes sense. However, if, as suggested by the work on 
ownership changes cited earlier, new ownership brings new management and increased performance, then the 
"name" changes should count as entrants. 

how much they should count is another question. One that cannot be decided on a priori grounds. Only with 
further empirical work relating performance and behavioral measures to survival rates and other measures of 
dynamic concentration will it be possible to sort out the proper measures. 

The one sure conclusion that we draw from these studies is that panel data are necessary to make progress on 
these issues. While we have focused on the cross-section or across industry variation in turnover in this 
example, as with the work of Davis and Haltiwanger (1989) cited earlier, time series variations, reflecting shifts 
in demand, technological opportunities, or shifts in input prices, are likely to be important components of net 
and gross turnover. This is clearly the implication of the existence of merger cycles that have been identified 
with, among other things, industry shocks (see Blair (1989)). 

4. CONCLUDING REMARKS 

As suggested by the quote at the beginning of the paper, the available panels in the LRD permit a wide range of 
longitudinal studies. Here we emphasize two generic classes of studies that can be accomplished with panel 
data. The first is the so-called event study. In the examples cited, we show the importance of incorporating 
time varying effects in explaining establishment and firm behavior (both existing and new). Various studies at 
CES have shown distinct differences in firm performance following ownership changes. This work suggests that 
ownership changes need to be incorporated in models explaining establishment and firm behavior. Moreover, 
since the volume of mergers and other forms of ownership change varies greatly over time, these kinds of 
changes can have significant effects on aggregate time series data. 

In this regard we also report on the large volume of establishment industry switches. These switches can 
generate jumps in aggregate industry output time series since, for a variety of reasons, the effects of such 
switches are largely accounted for in census years. In addition, since there is some evidence that these 
switches arise from ownership changes and other corporate events, their effect on aggregative output measures 
is not simply a processing or sample design consideration. Rather, it is a phenomenon to be modeled. At the 
very least, given the increased, number of mergers and acquisitions observed in the 1980s, an assessment of the 
effects of switches on aggregate statistics needs to be undertaken. We noted that current work at CES finds 
that gross job turnover measures have important implications for analysis of labor markets and business cycles. 
In addition, the importance of measuring gross flows was illustrated with a simple "dynamic" measure of market 
structure which exploited the LRD to obtain a measure of gross entry and exit.' In this respect, as well as in 
the event studies, we "get what we need." 
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Table 1: Number of Fstablishments in the LRI) for each year. 

Year 
number of 

establishments 

N umber of 
 

administrative 
record cases 

1963 305,747 * 
1967 305,611 118,622 
1972 312,398 122,158 
1973 73,460 - 
1974 68,262 - 
1975 71,145 - 
1976 70,346 - 
1977 350,648 144,648 
1978 73,853 - 
1979 57,559 - 
1980 55,953 - 
1981 55,045 - 
1982 348,384 128,307 
1983 51,619 - 
1984 56,551 - 
1985 55,128 - 
1986 54,858 - 

* There were no administrative record cases In 1963. 

- There are no administrative record cases in the ASM. 

Table 2: Variable in the LRD 

Symbol 	 Variable 	 Availability 	I 
ppn permanent plant number 
id identification number 
md tabulated industry code 
ppc primary product class 
pisr primary industry specializatIon ratio 
ppsr primary product specialization ratio 
113 status of establishment 

ei employer identification number 
dind derived industry code 
et establishment type (0=ASM) 
ar administrative record (1AR) 
cc coverage code 
sc source code 
Ifo legal form of organization 

st state code 
smsa smsa code 
cou county code 
plac place code 

va value added 
yr value of resales 
rcw receipts for contract work 
msc miscellaneous receipts 

te total employment 
pwl production workers: 
pw2 production workers: 
pw3 production workers: 
pw4 production workers: 
pw production workers 
phi personhours: 	January-March 
ph2 personhours: 	April-June 
ph3 personhours: 	July-September 
ph4 personhours: 	October-December 
ph total personhours 

C 
C 

C 

March 
May 
August 
November 
(average) 
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Table 2: Variable in the lRI) (continued) 

ymbol Variable Availability 

5W total salaries and wages 
ww wages: production workers 
ow wages: other employees 
Ic total supplemental labor costs 
le legally required supplemental labor costs 
vIe voluntary supplemental labor costs 

cp cost of materials, parts, etc. 
cr cost of resales 
cf cost of fuels 
ee cost of purchased electricity 
pe quantity purchased electricity 
cw cost of contract Work 
cpc cost of purchased communications A 77 & 82 

fib b.o.y. inventory: 	finished goods 
wib work-in-progress 
mib materials 
fie e.o.y. inventory: 	finished goods 
wie work-in-progress 
mie materials 
tib b.o.y. inventory: 	total 
tie e.o.y. inventory: 	total 

nb new building expenditures 
nm new machinery expenditures 
ue used capital expenditures 
bab building assets 	- 	b.o.y. A; after 73 
mab machinery assets - b.o.y. A; after 73 
lme building assets 	- 	e.o.y. A 
mae machinery assets - 	e.o.y. A 
br building rents A 
mr machinery rents A 
bd building depreciation A; after 76 
md machinery depreciation A; after 76 
brt building retirements A; after 76 
mrt machinery retirements A; after 76 
rbs building repair A; after 76 
rm machinery repair A; after 76 
m material goods C 
mqpc quantity produced and consumed C 
mqdc quantity received and consumed C 
mc delivered cost C 

p1 product code C 
pqp product quantity produced C 
pqs product quantity shipped C 
pv product value shipped C 
pgit quantity of interplant transfers C 
pvit value of interplant transfers C 
pqpc quantity produced and consumed C 
tvs total value of shipments C 

* 	The variable is available for all years and all establishments 
except as noted 

A 	= collected for ASM establishments only; 

C 	= collected in census years only 

b.o.y. 	= beginning of year 

e.o.y. 	= end of year 
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Table 3: Percentage of Product Class Output in 1981 Switched Out of Product Class In 1982 Matched Plants' 
Frequency of gross change 

Value of switched out output midpoint of Cum Cum 
percentage class Freg Freg Percent Percent 

0 I 	"'"'' 110 110 8.23 8.23 
1 I 119 229 8.90 17.13 
2 I 110 339 8.23 25.36 
3 1**********$** 99 438 7.40 32.76 
4 t 102 540 7.63 40.39 
5 I 	**************************** 212 752 15.86 56.25 

10 I 220 972 16.45 72.70 
15 I '''i" 126 1,098 9.42 82.12 
20 1  83 1,188 6.21 88.33 
25 I 47 1,228 3.52 91.85 
30 I 36 1,264 2.69 94.54 
35 I 11 1,275 0.82 95.36 
40 I 	** 16 1,291 1.20 96.56 
45 1 14 1,305 1.05 97.61 
50 I 3 1,308 0.22 97.83 
55 I 	* 6 1,314 0.45 98.28 
60 1 	* 5 1,319 0.37 98.65 
65 I 	* 4 1,323 0.30 98.95 
70 1 	* 5 1,328 0.37 99.33 
75 1 1 1,329 0.07 99.40 
80 I 1 1,330 0.07 99.48 
85 I 2 1,332 0.15 99.63 
90 I 1 1,333 0.07 99.70 
95 I 0 1,333 0.00 99.70 

100 I 	--------------------- + 4 1,337 0.30 100.00 

60 	120 	180 
Freauencv 

* Cross switched out output is calculated by expressing 1981 output of plants producing in the product clas 
that are producing in another product class in 1982 as a percentage of total 1981 product class output. 

Table 4: Percentage of Product Class Output In 1981 Switched Into Product Class in 1982 - Matched Plants 
Frequency of gross change 

Value of switched out output midpoint of Cum Cum 
percentage class Freg Freg Percent Percent 

0 I 113 131 9.80 9.80 
1 I 145 276 10.85 20.64 
2 1 135 411 10.10 30.74 
3 I 127 538 9.50 40.24 
4 I 95 633 7.11 47.34 
5 I 226 859 16.90 64.25 

10 I 	************************** 209 1,068 15.63 79.88 
15 I 85 1,153 6.36 86.24 
20 I 64 1,217 4.79 91.02 
25 I 37 1,254 2.77 93.79 
30 1 17 1,271 1.27 95.06 
35 I 	** 17 1,288 1.27 96.34 
40 I 	* 6 1,294 0.45 96.78 
45 I 	* 8 1,302 0.60 97.38 
50 I 	* 7 1,309 0.52 97.91 
55 I 2 1,311 0.15 98.06 
60 I 3 1,314 0.22 98.28 
65 1 2 1,316 0.15 98.43 
70 1* 2 1,318 0.15 98.58 
75 I 1 1,319 0.07 98.65 
80 I 0 1,319 0.00 98.65 
85 1 2 1,321 0.15 98.80 
90 I 0 1,321 0.00 98.80 
95 I 3 1,324 0.22 99.03 

100 +-------- +--------- + 13 1,337 0.97 100.00 

60 	120 	180 
Freauencv  

* Gross switched in output change is calculated by expressing the output of establishments producing in the 
product class in 1982 and in another product class in 1981 as a percentage of 1981 total output in the 
product class. 
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Table 5: Percentage of Product Class Output 1)ue to Net Output Switches In Product Class 
in 1981 and 1982 - Matched Plants' 

Frequency of net change 
Absolute value of net output change due to Cum Cum 

switches midpoint of percentage class Freg Freg Percent Percent 

0 I 792 792 59.24 59.24 
1 I '" 109 901 8.15 67.39 
2 I " 80 981 5.98 73.37 
3 I 58 1,039 4,34 77.71 
4 I 	** 49 1,088 3.66 81.38 
5 I 84 1,172 6.28 87.66 

10 I 65 1,237 4.86 92.52 
15 I 	* 29 1,266 2.17 94.69 
20 1 *  13 1,279 0.97 95.66 
25 1 8 1,287 0.60 96.26 
30 I 	* 15 1,302 1.12 97.38 
35 I 5 1,307 0.37 97.76 
40 I 4 1,311 0.30 98.06 
45 1 4 1,315 0.30 98.35 
50 I 4 1,319 0.30 98.65 
55 1 0 1,319 0.00 98.65 
60 I 1 1,320 0.07 98.73 
65 I 2 1,322 0.15 98.88 
70 I 1 1,323 0.07 98.95 
75 I 0 1,323 0.00 98.95 
80 I 2 1,325 0.15 99.10 
85 I 1 1,326 0.07 99.18 
90 I 0 1,326 0.00 99.18 
95 I 0 1,326 0.00 99.18 

100 I 	* 11 1,337 0.82 100.00 
+-----+-----+-----+----- + -----+----- +-----+ 

100 	200 	300 	400 	500 	600 	700 	800 
Frequency 

* Net output change is calculated by expressing the difference between the output of establishments producing 
in the product class in 1981 and in another product class in 1982 (switches out) and the output of 
establishments producing in another product class in 1981 which produced in the product class in 1982 as a 
percentage of 1981 product class output. 

Table 6: SurvIving Firms Among Top Firms, Various Years SurvIvors in 1982 Among Top Firms In 1977 

1977 Industry Top 20 Top B Top 4 
Concentration Class No. % No. % No. % 

Greater than .6 11.7 58.5 6.0 75.0 3.3 82.5 
Between 	.4 - .6 11.3 56.5 6.0 75.0 3.2 80.0 
Lessthan 	.4 9.7 48.5 5.6 70.0 3.0 75.0 

'Total 11.4 57.0 5.8 72.5 3.1 77.5 

Survivors In 1977 Among Top Firms in 1972 

1977 Industry 
Concentration Class 

Top 20 
No. 	% 

Top 8 
No. 	% 

Top 4 
No. 	% 

Greater than .6 12.2 61.0 6.4 80.0 3.5 87.5 
Between 	.4 - 3 11.7 58.5 6.5 81.3 3.5 87.5 
Lessthan 	.4 10.4 52.0 5.7 71.3 3.2 80.0 

Total 11.8 59.0 6.2 77.5 3.3 82.5 

Survivors in 1982 Among Top Firms in 1972 

1977 industry 
Concentration Class 

Top 20 
No. 	% 

Top 8 
No. 	% 

Top 4 
No. 	% 

Greater than .6 8.8 44.0 5.1 63.8 2.9 72.5 
Between 	.4-.6 8.0 40.1 5.1 63.8 2.9 72.5 
Lessthan 	.4 6.6 33.0 4.1 51.3 2.5 62.5 

Total 8.4 42.0 4.7 58.8 2.7 67.5 
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The committee on Statistical Methodology argued that the essential feature of a longitudinal survey Is that 
"from the beginning, there is a plan to elicit data from the future for each observational unit" (1986). The 
committee contrasted longitudinal surveys with surveys that support longitudinal analysis. The 
Longitudinal Research Database (LRD) was put, correctly, in the latter grouping. It was the only 
establishment panel among the 12 data sets studied. 

Most of the work with panel data has relied on data and models based on individuals.While many of the 
techniques applicable to individuals can be carried over to modelsof the behavior of firms and 
establishments, some new issues are involved. For example, the importance of ownership changes to 
establishment behavior has no obvious analogue for the individual. Analogies to the household as a unit of 
analysis are likely to be most apt. Nonetheless, the analogies are not perfect. 

Statisticians also emphasize the use of panel data in reducing collinearity and improving the precision of 
estimates in dynamic economic models Involving lagged explanatory variables. 

The 1984 and new 1989 panels include, with certainty, the largest 500 firms in 1984 and 1989. 

While additions and subtractions to the sample are made each year to account for the formation of new 
establishments and the closing of existing establishments, there are various lags in the process, and some 
uncertainties are not resolved until census years. 

This number represents approximately 30 percent of the total ASM sample of establishments. 

Even here, however, the traditional emphasis on aggregate tabulations has an adverse effect on the 
available linkages. 

Current Industrial Reports data are not linked to the LRD. These reports contain yearly and sometimes 
monthly unit value data for many detailed SIC classifications. The CES has several specific projects 
working with these data and hopes to eventually be able to link CIR data more generally to the LRD. 

Some recent research suggests that prices differ across establishments and areas. Thus, the establishment 
may be a more appropriate level for deflation for certain research projects (see Abbott (1989)). 

Economic studies of this type are not widespread. One of the few areas where such work is common is in 
the finance literature. See McGuokin, Warren-Roulton, and Waldstein (1988) for an example of an "event" 
study using stock market data. 

For various reasons associated with the ASM sampling design, comparisons based on census and 
immediately preceding ASM years will overstate the annual switching rate. Even so, these numbers are 
Large. 

2  These figures are calculated from data for the roughly 50,000 establishments sampled in the ASM panel. 
The output totals In 1981 are the product class totals published by flEA. The 1,337 product categories used 
in this study included all those with complete data and comparable definitions for each year. About 200 
product classes were eliminated in the edit process. 

In the merger studies noted above, many industry and product class switches are associated with 
establishment ownership changes. 

Moreover, the ASM sampling design has resistance rules that limit establishment reclassifications in non-
census years. Also, entrants are very difficult to track down and are often not observed directly until the 
organization survey is completed. 

The choice of the four-firm ratio rather than the three or two-firm ratio has its origins in the 
confidentiality protection rules employed by the Census Bureau. 

I 6 Their study includes all producers of a product, not just primary producers. They also exclude the smallest 
firms, those in aggregate accounting for less than one percent of total industry output. 

While we make no attempt to discuss these here, work In Canada on a database similar to the LRD is also 
suggesting that gross flow measures are extremely important for analysis of competition and export 
productivity, and labor job reallocations. Various work by Baldwin and Gorecki (1989b, 890, 89d, 89e) 
suggests the Canadian Experience is very similar to the U.S. during the 1970s. 
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ABSTRACT 
The dynamics of the competitive process can be better understood with studies of entry and exit, growth and 
decline in the incumbent population, the effect of mergers and the importance of the turnover process to 
productivity growth. Studies such as these require longitudinal data bases that measure firm performance 
over time. This paper describes the methodology used to build such a data base using material from the 
Census of Manufactures. The construction of a longitudinal panel from data that were not originally 
collected with this objective in mind is not easy.'I'his paperoutlines the difficulties and the choices thatwere 
made to resolve these difficulties. As more and more work is completed both in Canada and elsewhere on the 
dynamics of the competitive process, inter-country comparisons are increasingly made. This paper is meant 
to provide the reader of the accompanying studies on Canada with the means to evaluate these studies and 
to compare them, when appropriate, to the results for other countries that use other data sources. 
KEY WORDS: Firm Entry; Firm Exit; Data Base Creation. 

'I'IIE MAGNITUI)E OF ENTRY AND EXIT 

Introduction 
The process ofentry and exit of firms and plants has long been held to play an important role in the evolution 
and adaptation ofindustry to change. In the simplest ofexpositions, it is the act ofentry and exit that serves 
to equate above or below normal profits to competitive rates. In other models, potential rather that actual 
entry serves to limit monopoly power. Once included under the rubric of limit.pricing models, this argument 
has been given theoretical elegance by contestability theory. The turnover process that results from exit and 
entry is also seen as a conduit throuirh which new ideas and innovations are intrndueed. 
Alternative!y, entry can be portrayed as an interesting, but irrelevant, curiosity. One such view portrays 
entrants as fringe firms that swarm into and out ofan industry without having much impact. References to 
the entry and exit process as thit and run" leave the impression, intentional or otherwise, of an unstable 
fringe, which makes no contribution to such indicators of progress as productivity. Shepherd (1984), in a 
criticism of contestability theory, stresses that entry as an external force is usually a secondary factor to 
internal conditions within an industry in determining the strength of competition within an industry. 
Despite the potential significance of the entry process, it isonly recently that it has attracted much attention 
on the empirical side of the industrial organization literature. This newfound attention reflects a greater 
interest by industrial economists in the topic of market dynamics--how firms and industries behave over 
time and what effect this has on industry structure and behaviour. 
Because of the dearth of empirical data on theentry process, the debate over the importance of entry remains 
unresolved. One of the difficulties of evaluating the importance of entry and exit has been a lack of 
longitudinal panel data that follow firms through time. The Canadian Census of Manufactures, as well as 
its counterparts in other countries, are designed to capture and report aggregate industry data at a point in 
time and until recently have not been able to follow the changes of individual micro units over time. 
Fortunately, the Canadian Census and related files contain individual establishment and firm identifiers 
that offered the potential of creating a longitudinal panel. In this paper we briefly report some of the results 
of a project that used these data to measure the importance of entry and exit. More importantly 1  we describe 
how the data bases were created. The existence of identifiers does not by it,self permit longitudinal studies. 
-especially if the identifiers were notcreated with longitudinal studies in mind. Allt000ften, such data bases 
are used For research studies without extensive documentation. 

Short-run Rates of Change 
In order to portray short-run change, rates of entry and exit are calculated annually from 1970 to 1982. The 
rates of expansion and contraction in continuing firms are also calculated for the same period. 
Entra-industry dynamics are measured by focusingon changes in employment associated with each category. 
Employment changes are measured at the level of the consolidated firm. A greenfield entrant is defined as 
a firm that enters the manufacturing sector for the-first time by building a plant. A closedown exit is a firm 
that leaves the manufacturing sector entirely by closing plant. 
Rates are measured as the percentage of total sector employment in entrants and exits and as the ratio of the 
growth in expanding or decline in contracting firms as a percentage of total employment. Figure 1 compares 
the average annual expansion rates for greenfield entry to continuing firm expansion; closedown exits to 
contraction rates in declining firms. 
On average, during the 1970s, entry accounted for 0.9 per cent of employment annually, expansion in the 
continuing sector for 7.8 per cent; exit accounted for 1.1 per cent and contraction for 6.3 per cent annually. 
It is clear from this evidence that annual rates of entry are not large enough to suggest even moderate change 
is occasioned by entrants at birth. 
' Business and Labour Market Analysis Group, Statistics Canada. J.R Baldwin is Professor of Economics 
Queen's University, Kingston , Ontario, K7L 3N6; P.K. Gorecki, Senior Economist, Economic Council ot 
Canada, K1P 5V6. 



years stuuieo acre. Ifle growtn rate or survivin 
ott-ants then more than offsets the high dent 

rate experienced by each cohort in the early years 
or its existence. 
'I'he average share value added share of a cohort 
along with the cumulative effects of succeeding 
cohorts are plotted in Figure 2. The average 
market share, using value-added 1  of each entry 
cohort from 1970-71 to 1980-8 1 is used for the 
sta i - ti rig poi mit. 'l'he average share trajectory is 
then applied to each cohort. 'I'he resulting total 
market shai'e captured by entrants is a I'epre-
sentation of how the effect ofentry accumnulateson 
average. Over the decade studied, there is no 
downturn in an average cohort's share and, there-
fore, the cumulative effect of entry continwusly 
increases. I)cspite their high mortality rate, 
entrants remain to make themselves felt as a 
gro u p. 

Cumulative Effects of Entry and Exit 
Two six-yearperiods--1970-71 to 1975-76 and 
1975-76 to 1980-81--and one eleven year period--
1970-71 to 1980-81--are selected to examine 
longer-run entry and exit rates in the Canadian 
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manufacturing sector. Ihe long-run rates of 
change for eachperiod are calculated by comparing the statusof firms in the initial and terminal years 1h its. 
for the period 1970-71 to 1980-81, the entry rate is calculated as the 1981 employment in inanuUa Luring 
firms that were not in the manufacturing sector in 1970 divided by 1970 employment in the manufat't u ri tig 
sector. 'l'his measure captures the cumulative effect of all entrants from 1971 to 1981 that were extant in 
1981. 
Figure 3 is a bar chart depicting the total cumulative contribution made to employment by firm entry and 
cootiituing firm expansion; continuing firm contraction and firm exit between the years 1970 and 1981 
Entry added 10.9 per cent, and expansion 27.2 percent to 1970 employment; exits led to a disappear:tnu-t il 
10.5 per cent of employment, and contraction to 11.0 per cent of initial employment levels. 

The Maturation Process for Entrants 
The small values that are derived for the short-
run or instantaneous entry and exit rates are not 
surprising. They conrirm the casual impression 
that entrants rarely come to dominate an in 
clustry in their Iirstyearofoperation. They nitrht 
be used to support the view that entry is uflim pot 
tant. That would he unwarranted at this stage. 
Such a determination must rely on more than the 
instantaneous rate of entry. Whether these new 
firms manage to grow in the longer period and 
displace existing Firms, and how rapidly this oc-
curs must also be examined. 
Long-run measures of entry can be derived From 
the market share that has been accumulated by 
all entrants since an initial year. 'l'lie total share 
of all entrants will increase over time because 
more cohorts are being added each year; but this 
tendency may be offset if the market share of 
existing cohorts declines. If on average, each 
cohort adds a per cent to employment starting in 
period zero and then declines by a constant in 
percentage points per year, the maximum 
cumulative value that entry can have is in the 
n,ni 1h Pc i'iod. 

Entry and Exit versus Continuing Firm 
Expansion and Contraction; Short Run 

(annual avcrago for 1970-82) 
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'l'he long-run share of aparticular cohort of entrants will depend n the exit rate, the average length of tile 
and the growth rate subsequent to l)irth of all entrants in that cohort If entrants either experience a 
relatively short life due to high infant mortality rates or a relatively slow growth rate during adolescence 
then the long-run or cumulative impactofentry may be unimportant. On the other hand, survivingentrants 
may grow enough to outweigh the effect of exits and allow a cohort's share to increase over a substantial 
period of time. In this case, the cumulative effect of entry will be greater 
In order to characterize the experience of surviving entrants in the 1970s, the data on entry to and exit from 
the manufacturing sector nsa whole were used to calculate the share ofeach entry cohort as it matured Data 
fur each entry cohort from 1971 to 1980 were used and the average share, both in terms of number ofIirni. 
and value-added, was calculated for each age class ofeach entry cohort. Because there is immediate exit fruit 
each entry cohort, the average percentage omit firms accounted for by each entry cohort declines continuous 
Iy as the cohort ages. In contrast, the average value-added share increases throughout the period--some ten 
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The results reported herein re fl ect only a portion 1 
the research that has been conducted with the liii 
gitudinal Census data. Nevertheless, it ser'is to ii 
lustrate a conclusion that emerges from the work 
that has been done. While continuing or surviving 
firm activity is ofsuhstantial importance, the longer 
the time period selected, the more importa ft. the 
entry and exit process becomes relative to that .1 
continuing firms. The importance of entry and exit 
only emerges in the longer run. 
It is, therefore, important to be able to build Ion 
gitudinal data bases that follow plants and firms 
over time. This is not an easy task. If the results of 
these exercises are to he evaluated, the manner in 
which the data were constructed needs to be fully 
developed. The remnai nder of this pa per discusses the 
approach that has been taken to build the data bases 
used to measure entry and exit in particular and 
Firm turnover in general (s(e Baldwin and Gorecki, 
1989ato 1989g). 

lI E'l'l IODOLOGY OF i'tl EASU RING ENTItY 
AND EXI'l' IN CANAI)IAN 

MANUFAC'I'U RING 

Entry and Exit versus Continuing Firm 
Expansion and Contraction: Long Run 

(cumulative 1970 to 1981) 
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Entry and exit can be defined as the emergence of new producing units and the disappearance of old units. 
Unfortunately, what is relatively easy to define in this manner is difficult to measure precisely. Varying 
interpretations can he placed on "new' and "old". Data may not be amenable to measuring the concepts 
desired. As a result, empirical work in this area needs to specify carefully the concepts being measured and 
the methods being used. 
The previous section ignored all of these issues in presentingone setofresultson the magnitude ofentry and 
exit. The remainder of this paper describes the methodology used to generate manufacturing sector entry 
and exit statistics For the 1970s and early 1980s. It is p rtol a series of papers that discuss the dynamics of 
change in Canadian industry. It does not present detailed results; but selected excerpts are included for 
illustrative purposes. 
In order to measure entry and exit, several questions must he answered. The first is the type of study fur 
which the entry and exit measures are going to be used. Although the data bases discussed herein were 
created basically for studies of the competitive process, they were also used for job-change studies (Baldwin 
and Gorecki, 199f, 1989g 1990). Measures that are useful forone type ofstudy are not necessarily valuahi' 
for another type. Second, tiere are broad conceptual issues that need to he resolved. What time period, what 
types of entry and exit, and what level ofindustry detail should he provided'? Third, there are prohlem th;ri 
arise during the actual measurement process? 
The paper starts by discussinghow research with differentobjecti'smay require differentmeasures. It then 
examines the choice of time period, industry de fi nition, and entry categories. T a hird, broad overview uftIi€ 
data bases is given and a definition of the entry and exit categot ies actually used is provided. Finally, the 
detailed problems of implementation are discussed. 

RE I A'I'l NG I) E l"l N FElONS 'l'O 0 BJ EC'l'l V ES 
Users of administrative and survey data have to proceed cautiously when they employ these sources for 
purposes that were not originally envisaged. 'l'his is especially the case when the appearance and disap 
pearance of identification codes in these data bases are used to define birthsand deaths. Identification eode 
can appear and disappear for a number of reasons •- none of which may satisfy the particular definition of 
entry and exit that the researcher has in mind. 
There are many different waysofdefining a birth or death, since a firm isdefined, not in a single dimension, 
but by a vector of characteristics. These characteristics include such variables as industry, ownershii, 
country ofcontrul, size, and the location and number of plants. The multidimensional nature of the firm s 
characteristics would be unimportant ifonly one of those characteristics were required for defining births 
and deaths, or if all changed simultaneously. Neither is the case. 
The nature of the research question determines the definition ofa new or an exiting firm that is required. If 
research is directed at asking how the creation of new firms affects employment and job turnover in the first 
instance, then a greenfield definition ofa new firm is the most appropriate; that is, the new firm should he 
one that has arisen because of the construction of new plant. This definition primarily depends upon the 
plant and employment status variables in the vector of characteristics that define a firm. A new firm is one 
that builds new plant, therebygenerating new employment. A new firm that is simply a reincarnation ofan 
old one under a new name should notbe defined as a birth for studies that look atjob turnover. 'l'hus, mergers 
need to be excluded çrom the new firm definition used to measure job turnover or they should be treated as 
a separate category. 
Studies of the conpetitive process require a different definition of birth and death, if research is directed at 
evaluating the effect of new firm creation on competition, then births should be defined as the creation of 
new entities. In this case, births should include both entry via greenf'ield construction (a category that 
depends upon the plant status variable in the vector of fi rm characteristics) as well as entry by acquisition 
of existing plants (a category that depends upon the ownership status variable in the firm characteristics 
vector). rElic  two different forms of birth should be distinguished, because they may have different effects on 
performance. 
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The wide range of interpretations that can be placed on the notion of entry and exit means that it is difficult 
to produce a single estimate that satisfies more than one purpose. Therefore, several data bases were 
constructed for the work reported in Baldwin and Gurecki (1989a to 1989g. and 1990). The Following sections 
describe the nature of the conceptual issues that had to be resolved, the data bases used, and the categories 
selected. 

CONCEITUAL MAT'I'ERS 
I)ecisions have to be taken with respect to such issues as the appropriate level of industry aggregation, the 

f oduction unit, to be used 1  the time period selected for measurement, and the categories of entry and exit to 
be employed. The appropriate choices in each of these areas are interrelated. 

• Choice oflndustry Level 

Entry and exit can be measured either at the aggregate level of the manufacturing sector as a whole or at 
finer level such as a 4-digit SIC industry. Since interest is usutly directed in industrial economics at the 
extent to which entry and exit facilitates the equilibrating process, statistics at an individual industry level 
are required. 
Nevertheless, entry and exit statistics at an aggregate level can be useful. First, itmay be of interest to know 
how many outsiders to the manufacturing sector establish a new presence therein. Second, where the 
aggregate data are representative ofindividual industry level data, aggregate data usefully summarize the 
underlying trends at far less cost than is entailed in the creation of the individual industry series When 
plant entry is being measured, aggregate data will provide an adequate depiction of the amount oloverall 
entry in individual industries. This is because a new plant in a particular 4-digit manufacturing industry 
is also an entrant to the manufacturing sector as a whole. Aggregate plant birth and death rates are. 
therefore, a potentially useful way of summarizing the underlying activity within individual industries. 
The usefulness ofaggregate firm entry and exit rates is moreproblematic. The numberof firms entering the 
manufacturing sector need not be the same as the number of firms enteringall individual 4-digit industries 
A firm may enter a particular 4-digit industry without being an entrant to manufacturing as a whole -- if it 
already existed in some other 4-digit industry. Aggregate firm entry rates will measure the amount of 
activity at the underlying industry level if most firm entry at the individual 4-digit industry level is done 
by lirms that are new both to that industry and to the manufacturing sector as a whole. Whether this is the 
case is an empirical matter. 

• Firm versus Establishment Data 

Interest in the firm and plant turnover process for industrial economists centres on its role in affecting the 
evolution of industry profit, innovation, and productivity over tune. Such considerations suggest that the 
appropriate unit of analysis is the firm rather than the individual production unit--the plant, factory, or 
establishment. It is the firm, not the plant, that makes the decision to enter or exit an industry. 
On the other hand, plant entry rates are useful since they give a broad overview of the importance ofa.0 new 
plants tha tare created by both entering and continuing firms. It is this variahle that may have the greatest 
influence on the equilibrating process that drives down supra-normnal profits. For job-creation studies, it is 
the plant opening and closure process, rather than the new firm creation process -- which also includes a 
merger component -- that is relevant. 
All this means that measures of entry and exit that capture both firm and establishment activity are useful 
in different contexts. 

• Time Period 

A choice has to made about the length oftime over WI) ich entry and exit is to be measured. Itcan be estimated 
by comparing the status of Iirmns and plants at two adjacent points in time using annual data, or b using 
endpoints that are further apart. In the latter case, the status of the firms in the interim is ignored. 'Ihe first 
measures yearly rates of change; the latter investigates the cumulative effect of entry and exit over the 
particular time period. Taken together, the two measures can serve to evaluate the importance of entry as 
partof the competitive process, as well as the extent to which short- runjob- turnoverstatistics capture mostly 
transitory or longer-run phenomenon. 

• Entry and Exit Categories 

The type of research also determines the nature of the entry and exit categories to be used. Job-turnover 
studies require classification systems that emphasize entry and exit of actual production units--plants or 
establishments. They require thatfirmsand plants be distinguished. Itisalso importanttodivide firms into 
the continuing as opposed to the new and exitin segment in order to measure the relative contribution of 
each to job growth and decline. For this purpose, d 

g 
 istinctions between new, exiting, and continuing firm and 

plant creation and destruction are required. Studies of the competitive process also require these break 
downs. In addition, such studies will benefit from the addition of a further category-- the entry and exit of 
firms via the acquisition and divestiture of plant. 

• Resolution 

The various issues that have been i'aised herein were resolved by adopting a set of measures that look at both 
the long and the short run. Both aggregate and disaggregate data on entry and exit are employed. rlh e  
aggregate data are used to provide an overview of annual or short-run establishment entry and exit rates; 
they are also used to measure entry by new firms that created new plants. At the aggregate level, this series 
provides a reasonable indication of the amount of total activity at the underlying industry level. I)isag 
gregated data are used for longer-run estimates. 'rhe most detail is provided for long-run estimates that 

- 258 - 



capture the cumulative value of change. Establishments and enterprises are linked together to allow both 
new firm and continuing firm plant creation and merger activity to be measured. 

THE DATA BASES 
The necessity ofmeasuri ng entry over different periods (the long versus the short run), at different levels of 
industry aggregation(individualsectorsasopposed to the rnanufacturingsector as a whole) and for different 
producer units (firms versus plants) resulted in the creaUon If three different longitudinal data bases. 
Together, the three data bases allow entry and exit, to be measured both at the individual industry level and 
for the manufactui'ing sector as a whole, between adjacent years and over longer periods, using firms and 
establishments--both separately and together. 

The Longer-Run 4-l)igit Industry Data Base 
The first, data base measures longer-run entry and exit by comparing the status of production units in 1970 
md 1979. It provides detail on both 
establishment and firm status and 
links the two. 'I'herefore, it can be 
used to measure both plant and firm 
entry and exit. It also allows con- 	 table 1 

tinuing firm plant turnover activity 	 plant and Pt. Cl as sification eatrir Used to !tndy 
to he measured so as to provide a 	 untr y  and foIt In Canada's nanufactuc log Sector 
standard of comparison for the 	 ron Status 
entering and exiting firm sector. Pint Stat',s 	 Continuing 	New 	Dead 
Finally it measures activity at a 
detailed 4-digitStandard Industrial 	Onested 	 II 	 0,1. 	 51 

Classification (SIC) industry le el. 	 12 	 52 	 na. 
BIth0 	 II 	 23 	 na. 

Plant births were defined as the up- 	otns 	 14 	 na. 
pearance in 1979 ofa plant in a fiur 	 ..inq 	 it 	 A.A. 

digit industry that had not been i 	tanxiet In 
Trannier Out 	 15 	 n.a 	35 

that industry in 1970 A plant 
closure was equated with the 1979 	h1tt1 	 fl 

Sotranti 	22 	 P,rns that entered the industry by acquiring one 
disappearance from a foti r digit in- 	 or more pLanta between t and t • 
dustry of a plant identifier that had 	 . 	 industry by opening 
existed in 1970. A firm entrant was 	 or more plants between I and t . is 

defined as the appearance of a firm 	 16 	 fit as that entered the industry by trinfet tog 

code in 1979 in a tour di it industry 	 one or more plants from one industry to the 
that h ad not previous y been at- 	

qlnen industry between t and t ft 

tached to any other plant in the in- 	 11 	 Firms that left the industry by dtneltinq one or 
more plants between t and t $ is 

dustry in 1970. A firm death occurs 	 14 	 y i rw that left the Industry by ociapinq one or 

when the firm identifier attached to 	 more plants between t and t • A 
a plant in 1970 was no longer at- 	 31 	FIr., that ruited the industry by transfer ing 
tached to any plant in the mrticular 	 one or more plants out of the given industry to 
four digit industry as of 179. Eirms 	

another between t and 

were defined as all cornnionly con- 	Contining 	LI 	 ContinuIng i1r 	that dloe,ted tlemselnes of one 
at •OCC piantn between t and t • 

trolled establishments within a 4-  
t SIC industry, It should be 	 11 	ContinuIng firms that acquired one or mote 

digi plants between t and t • ii 
noted that plants or firms thatenter 	 13 	ContInuing HEw that built one or more plants 
after 1970 and dieorior to 1979 are 	 between t and t • 

not captured in tie entry or exit 	 14 	 ContInuing firms that scraped one Or more pianti 
rneasu res derived from the long 	 between t and t • ii 

Let - in data base. 	 It 	Continuing tirms that owned at leant one plant 
that existed in both t and 

Because of the link between the if 	 Continuing firms that transferred plants Into of 
plant and enterprise in the long-run 	 the given isdostry 
data base, it is possible to measure a IT 	 Continuing firms that tranolef red plans out of 
n u m be r of different e n try 	 the_qieen I ndu*try 
categories. 'These are summarized 
in the plant and enterprise status 
matrix presented in Table 1. Cell 
identification codes, which are used 
subsequently to index variables, 
are also included in the table. The 
importance of the various categories can be measured using number of establishments, firms, shipments, 
employment or any other variable available from the Census of Manufactures. 

The Annual Establishment and Enterprise Manufacturing Data Bases 
The second and third data bases separately track the history of firms and establishments longitudinally on 
a year-to-year basis from 1970 to 1982. They are used primarily for short-term comparisons. Both these data 
bases define entry and exit at the manufacturing level as n whole. Births for establishments are deli ned as 
plants new to manufacturing. New enterprises are defined in a similar fashion. I'lants that switch 4-digit 
manufacturing industries, or firms thatdo the same, are notdefined asentrants in these data bases. Switches 
from outside the manufacturing sector--from wholesaling, for instance--are included as entrants in these 
data bases. 
These data bases use an entry and exit classification scheme that is somewhat less comprehensive than was  
used for the long-run analysis. For the establishment data base, there was a three-fold classification 
establishments were either newly created, closed, orcontinued from year toyear. In thisdata base, no account 
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was taken of the owning enterprise; therefore, whether the plant was acquired or divested was not con-
sidered. The enterprise data base used a more detailed classification scheme. On the entry side, new firms 
were divided into those that did SO by greenfield plant construction as opposed to acquisition, a similar 
distinction was drawn on the exit side. 
The annual establishment and the enterprise data bases can be used to answer different questions. With the 
establishment data base entry is defined as the cri'ation of a new establishment, death as the closure of an 
existitiR establishment. §ince the establishment data base covers all plant openings and closings for both 
continuing, new, and exiting firms, it is useful for measuring the extent to which plant turnover causes 
changes in employment. The enterprise base allows a distinction to be made between firm entry due to 
(Venings as opposed to entry due to acguisitiuns. it also allows the activity of new as opposed to continuing 
brins to be compared. Similar distinctions on the exit side are also possible using the enterprise data base. 
This data base can be used to answer questi"ns about the dynamics of the competitive process at the firm 
level. 
In order to comprehend more fully the meaning of the entry and exit measures provided by the three data 
bases, it is necessary to examine the definitions of establishments and enterprises that have been used and 
to describe more fully the categories that are employed. This is done in the next two sections. 

ES'l'AULISIl MEN1' AND EN'l'ERPItISE l)ELINI'l'IONS 
The measurement of entry and exit uses two basic units ofproduction. These are the establishment or plant, 
on the one hand 1  and the enterprise or firm, on the other. The terms establishment or plant, and enterprise 
or firm are used interchangeably herein. Each of the terms needs to be carefully defined if the Canadian data 
are to be compared not only to those from other countries, but also to other data sets for Canada. 
An eabUshrne_ is defined by Statistics Canada as "usually equivalent to a factory, plant, or mill" The 
focus of this paper is confined to establishments that are classified to the manufacturing sector. The 
estahlishinent,s the basic statistical unit from which information is collected for the Annual Census of 
Man ufactures. 
An enterpris is defined as all establishments in the manuficturing sector under common control. 5  An 
enterprise is thus a concept that does not necessaril) coincide with the legal entity or what is sometimes 
referred to as the business or corporate entity. The relationship between the legal entity, the establishment, 
and the enterprise, is summarized by Statistics Canada 
... liiiii' is iii fact a ii intermediate level olurganit;it iii' hel e'i. the estaL)lishimeimt and the enterprise, the legal entity 'this is th' 
I,W inish p unit. Legal entities may lie ncorpira ted 'ii I tO I no up rated businesses, or individuals. One legal entity may own a riot hot 
leg;il iiit Lv; therefore, it is possible for an entei ii ise lii eiiiiii-il more than poe legal entity, just as a legal entity may own mon 
Luau nit operating unit--an establishment'' (Statist i Caivailu. 1983, p24L' 

Since an enterprise is defined as the unit that groups all commonly owned establishments, sub units can he 
created that combine all commonly owned establishments in a particular industry grouping (the 2, 3 or 
4-digitindustry).Thus flrmentrycan be measured at the individual industry level or forthe manufacturing 
sector as a whole. The finest level ofdetail (the 4-digit level) is selected for the longer-run 1970-79 data base 
The annual entry and exit rates are measured using the manufacturingsector as a whole. When results from 
one set are compared to another, it must he remembered that the two estimates need not be the same for the 
reasons discussed previously. 

l)iVI'ING ENTRY ANI) EXIT 
Each establishment is assigned a unique identification number, the record serial number or RSN. 'I'his 
number remains with the establishment as long as it is included in the Cenis of Manufactures. Each 
entei'prise is also assigned a unique identifier--referred to here asthe ENTeode.' Unlike an establishment's 
RSN, the enterprise code can change when one enterprise purchases another. 
A birth ofa plantorerterprise is defined as the appearance of a new identifier code. An exit is defined to 
occur when the code disappears. If the code continues over the period being studied, the plant or him is 
defined as continuing. The short-run data base uses adjacent years from 1970 to 1982 to compare the statu-. 
of establishments. The longer-run data base' rrmpares their status in the first and last year oh the the 1970s. 

Exit and entry are defined first by the status -the ciiitt.inuation. the discontinuation, or the creation--of the 
identification code ofa plant and secondly, by the Ic ci ofactivity. Entrants are counted in the first year that 
the identifier appears and the employmentorvalue ilinanufacturingshipmentsis positive; exits are defined 
to occur in the lirstyear prior or equal to the actillt  disappearance of the identifier when the employrnentor 
value of manufacturing shipments falls to zero. The tatter criterion serves to exclude from the exit count 
those production units that, for some reason, had already ceased to be active participants. Use of the 
identification number alone in these cases, without '-unsideration of whether production occurs, may cause 
the date of actual exit (based on production) to be estimated with a lag, since administrative systems and 
censuses are sometimes slow to purge themselves of defunct producers. 

VALII)A'I'ION OF ll)ENTIFIEItS 
Entry mind exit are measured by examiningchanges in enterprise and establishmnentidentifiers. 'I'hissection 
examines the reasons why these identifiers appear and disappear. 

• The Establishment. Code 

Plant entry and exit is defined to occur with the appearance and the disappearance ofan establishment code 
(the RSN). Whether this definition produces meaningful estimates of births and deaths depends upon the 
practice of the statistical agency in assigning establishmentcodes. The closure ofan establishment is usually 
grounds for the retirement of a code; but there may be situations where continuing plants are reassigned 
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RSN codes--where the old code is dropped and a new one assigned. If continuing establishments are reas-
signed codes, then deaths and births will be overestimated. 
Difficulties in this area arise because establishments, like firms, possess several characteristics. Some can 
change during the lifetime of a plant and cause the administrative coding system to assign a new plant 
number even though the plant has notciosed. For instance, ifchanges in one of those characteristics- -owner 
ship--triggers a reassignment ofa code, then death and birth will not correspond to the opening and closing 
of a plant. 
The meaning of an establishment birth and death then depends upon the type of events that cause the 
statistical agency to reassign RSN codes to plants that have not shut down. The rule used by Statistics 
Canada is todiscard codes in the case ofa continuing plantand assign a new oneonly iflocation, ownershi 
arid name of the establishment all change simultaneously. This rule precludes counting as an esta 
lishment death the situation where there hasjust been a change in the ownership or in the name of the planL 
The validity of entry measures that are developed depends upon the diligence with which Statistics Canada 
tidlowed this rule. Two tests were employed to examine this. First, all cases were examined where aplant 
den lifier that existed in 1981 had disappeared by 1985. All such plants were compared on the basis of their 
recorded names, ownership, and location to see ifnew plan Is could he found for the year 1985 that hadsimilar 
names, ownership and location as one oftheplanls that had "died". Ofthe plants inexistence in 1981, 12,076 
had disappeared by 1985. These plants employed 20(i,668 workers in 1981. Of these only 10 plo nts, with 209 
employees could be found that might have been coding errors; that is only 10 new plants could be found in 
1985 that appeared to be the same as a 1981 plant that had lost its p'ant identifier number. This suggests 
that the overstatement of the death rate, when measured using the disappearance of a plant identifier, is 
insignificant. 
Administrative problems might also serve to cause the opposite type of error. If plant identifiers are 
reassigned when they should not be. there will be an underestimate of the 1981 death rate and the 1985 entr) 
rate, The frequency of the opposite type of error was also investigated. Plant identifiers in 1981 and 198! 
were examined to see whether two identical plant identifiers could be found, where the recorded name 
ownership, and locations all changed. These plants should have had their 1981 identifier codes changed and 
new ones assigned by 1985. Some 18 such plants with total employment of 1298 were found. Once again the 
number of plants in this category made up an insignificant percentage of total exits. 
Errors of the first type would cause an upward bias in the plant death and birth rates; errors in the second 
category would cause a downward bias in the plantdeath and birth rates. rllie  errors in each case were small 

s were probably overstatedsince the identification of potential and essentially offsetting. Moreover, the error  
codingproblems relied on mechanical computer routines and the existence of actual coding errors was not 
pursued further because the maximum potential error rate was already quite low. 
In conclusion, because of the nature of the criteria used for the reassignmentof the RSI1 plant identifier and 
the care used by Statistics Canada in following this criteria, the emergence of new establishment codes and 
the disappearance of 01(1 QOCS in the Canadian Census of Manufactures can generally he aScrihe(l to "real 
births and deaths. This is not the case in srime other data bases ymere a change in legal entity is often 
sufficient to cause a code to be dropped and a new one to be created. In this study, ownership and name of 
time plant can change, but as long as the location does not, there will be no change in the identifier and iii 
false indication of a plant birth and death. 

• The Enterprise Code 

Enterprise identifiers (EN'I' codes) were used to track groups ofcst.ablishments under common control. The 
same hNT identifier was assigned to all plants in manufacturing, logging, and mining owned by the same 
euterprise.This is not a code thatcorresponds to the legal entity, hutone thatismeantto relate to the concept 
of a ii enterprise that was discussed previously. Legal entity (BRII)) codes do exist; new values of BRI[) codes 
are created and old ones discarded with a change in legal entity--such as an incorporation, an amalgamation 
a reorganization ofestablishnients, or a change in ownership. Since the identity of the legal entity changes 
much more frequently than does the enterprise that ontrols the legal entity, the use ofa legal entity(BRI ft 
code can generate "false" births and deaths. Births in our various studies are considered to be False, if the y  
involve only minor changes that fall neither into the entry by building new plant nor the entry by acquism 
turns categories that were defined previously. 
Changes in the liNT co(le in the data base, by way of contrast, basically reflect only major changes in 
enterprise organization. An appearance ofan ENT code in an industry should signify an entry by plant birth 
or by acquisition--where acqwsition is broadly defined to include control changes which may not necesarmly 
result in the merger of the facilities of the acquired firm with those of the acquiror. The disappearance ofan 
EN'I' code should, likewise, be a death. As was the case with establishments, ongoing operations of 
enterprises are not supposed to have their codes retired and new ones assigned without good cause. Howe'er, 
in contrast to the case of the establishment, rules for reallocating ENT codes of ongoing enterprises are not 
as precisely specified. One reason for this is that the events that would have to be included in any definition 
are more complex. The rule as to name, location, and ownership used for a plant identifier change would not 
suffice. 
ENT codes are supposed tochange only when a majoreventtakes place in the life ofthe enterprise Theextent 
to which this occurs in the data base wascarefully examined. Not all categories where an ENTcode appeared 
or disappeared had to be checked. Since each establishment was assigned both an RSN and an EN I' code, 
attention was focused only on those establishments involved in either a firm entry by acquisition or a firm 
exit by divestiture (categories 22 and 31 in '['able 1). 'I'his serves to eliminate those cases where the death or 
the birth ofan enterprise was accomplished by the closure or the opening of an establishmnent(categories 23 
arid 34). Because of the care used by Statistics Canada in discarding and assigning establishment codes, the 
latter set of events were likely to have been associated with genuine enterprise deaths and births ac 
comnplished by plant closure or plant opening. 
In order to evaluate the types of changes that occurred when an ENT code disappeared or appeared during 
the acquisition and divestiture of a plant, all establishments so affected were assigned to one or more 
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categories. rll.  served two purposes. The first was to evaluate the importance ofthe changes in the data base 
that were being cIassiied as acquisitions and divestLures. The second objective was to isolate the number 
of cases where the EN'l' code had changed for only minor reasons, such as a name change that was not 
accompanie(1 by a major event. Defining what is tfl!flor is more difficult than deflning what ismajor. 
'I'herefore, a procedure ofbackward elimination was employed. 'i'hose cases where a major reorganization 
occurred were eliminated and then the residual category was examined. 
Three events were defined as sufficiently major to rule out minor organizational changes. The lii -st eve9t 
was a change in the country ofcontrol ofthe enterprise that owned the plant in 1970 as compared to 1979. 
The iid event was finding thateither the acquiring firm or the divesting firm continued throughout the 
decade. In the formercase, this meant the acquiring finn possessed a plant in some 4-digitindustry in 1970 
other than the one in which the acquired plant was located in 1979. In the latter case, this meant the firm 
which exited an industry by divesting itselfofplant, could h1,Iound in some other industry in 1979.''he third 
event was defined as the presence of a horizontal merger. This occurred when the firm that entered by 
acquisition did so by acquiring plants from more than one enterprise. It is unlikely that any of the major 
events outlined above could have occurred without there having been a major organizational change. 
Each plant that was acquired Or divested was categorized on the basis of the major event categories. The 
categories are not mutually exclusive, so a plant could he placed in more than one category. The importance 
of a category for entrants is measured as the ratio of the sum of the 1979 shipments of all plants in all 
industries contained in that category, divided by 1979 shipments olall acquired plants of entering firms 
Importance ofthe various categories using pltnts of firms that exited by divestiture is defined similarily but 
uses 1970 shipments to measure importance 
Almost half of 1979 shipments of acquired plants of entering firms were in plants acquired by firms thai 
possessed plants in another Canadian industry in 1970. These were diversifying mergers and not a minor 
lormofcorporate reorganization. Some 43 per centofshipments in plants acquired by new firms wereaffected 
by a country ofcontrol change. horizontal mergers within the acquisition and divestiture category were less 
important. Around 13 per centofshipments in 1979 were in plants thatwere merged with other plants within 
the same industry at sonic time during the decade, and were also part Ofthe acquisition process that brought 
new firms into an industry. After all the major event criteria were applied, only 25.3 per cent of shipments 
were not involved in a take-over by an existing Canadian firm, a country of control change or a horizontal 
merger. 
When a similar exercise is performed for exits, it was found that the percentage of cases where divestiture 
was not accompanied by a horizontal merger, a country ofcont.rol change, or the continuation ofthe divesting 
firrii in another industry was somewhat larger than for entrants--some 35.1 per cent. 
The two sets ofplants in each of the residual categories do notentirely overlap. When the major eventcriteria 
were imposed simultaneously on both acquired and divested plants, there were only 8 6 per centofall plants 
with about 9.5 per cent of shipments remaining that might not have been involved in a significant reor 
ganization. 
The plants in the residual category were checked manually. Ultimately, 3.4 per cent of the original estab 
lishments with 1.6 per cent of employment turned out to have involved a minor change in enterprise status 
like a name change. Reclassification of the group from acQuisition and divestiture (categories 31 and 22) t 
continuing (category 15) had no effect on the importance of these categories as is reported in Tables 3 and 4 
In conclusion, an examination of the different methods of entry by acquisition and exit by divestiture 
confirms that this category is not misspecified. Because of the way in which new firm identifiers are issued 
in many administrative data bases, there is always the possibility that tli 1phenomenon being measured is 
not associated with a majorchange in control oroperatin.g group structure. Corporate reorganizations that 
result in a new legal structure but no change in ownership or operating structure or policies can occur for a 
numberofreasons--for example, tax reductions. The validation checks of the enterprise identifiers that were 
carried out indicate that changes therein capture important economic events. They are not mere flame 
changes, minor corporate reorganizations, or coding errors. 

IMPLEM ENTA'l'ION l'IWRLEI%IS: GENERAL ISSUES 
The broad conceptual issues as to time horizon, industry detail, and the entry and exit categories to be 
adopted are relatively straightforward to resolve. More difficult are the problems associated with the 
peculiarities of individual data bases that make precise measurement a problem. This section provides a 
broad overview ofsome of these problems and their severity for the data taken from the Census of Manufac 
tures that were used herein. A more detailed description oIthe specific resolution ofeach problem is reserved 
to subsequent sections where the difficulties experienced with each data base are presented. 

• Coverage 

The value ofentry and exitstatistics produced by a data base will depend upon the comprehensiveness of the 
coverage provided by the data base. Data bases like the Dun and Bradstreet records used by Birch (1979. 
1981) and the U.S. Small Business Administration (1984) are incomplete--being constructed only from the 
records of those companies that wi4 to be placed on these files for credit rating purposes. Other data bases, 
like the ones constructed by Storey and his colleagues in the U.K. are built from different sources, none of 
which purports to be a complete census. 
Use of the Canadian Census of Manufactures to measure entry and exit overcomes these problems in large 
parL The Canadian data, cover all firms in the manufacturing sector, and are collected by the official 
statistics agency. These data embody the professional expertise and extensive coverage associated with the 
collection of national censuses. 
Problems can also arise for longitudinal data bases notso much because coverage is incomplete, b u t heca use 
it is not current or because it changes over time. This is often the result of there being a lag in adding new 
firms to a data base or in purging it of firms that have exited. Sudden bursts of activity to catch existing 

- 262 - 



firms that may have been overlooked or to purge the flies of defunct producers can generate a spurious level 
of measured entry and exit for a particular year. 
Because the Canadian census is annual, it is generally not affected by these problems. An effective method 
for finding new plants and firms exists--through the use of administrative tax Files. Moreover 1  failure of a 
previously existing producer to file a census return is followed up by trained personnel to ascertain the status 
of the firm or plant. The Canadian census is. therefore, generally both comprehensive and current. Mean-
ingful annual rates of entry and exit. can be derived therefrom. There will be some lags and omissions but 
they will be minimal compared to alternate siurces, 
The Canadian census data are notcomp[ete[y immune from the problem ofchanging coverage overtime. A 
change in coverage occurred in the mid 1970s. however, information exists that allows the precise effect of 
changing census coverage to be estimated. 
The 1970-79 data base that has been developed to measure entry and exit in the long run should not he 
affected by this problem since many of the missed entrants iii the mid 1970s will have been restored by 1979. 
however, the establishment and enterprise data bases that are used to measure annual rates of entry were 
affected and modifications were required to handle this prohiemn.These are discussed in a subsequentsection. 

• Sample Choice 

The advantage of using an official census is based on the extensive coverage such data provide. The 
disadvantage is that it can be extremely costly to employ all records for the analysis. Moreover, it must be 
remembered that not all records are of equal quality. 
An establishment that is surveyed directly by Statistics Canada for the Annual Census of Manufactures may 
receive either a long-form or a short-form questionnaire. The distinction between the two is: 
'The lung form is a fully (Irtalirid qireslionnaire seat, to establishments with shipilletits above niiiuniiini Si/US which vary by 
province a act by industry a ad fro iii v ear to year, di' signed to cup tir re at I bu L a small percentage ol the sh i pfl)('Ii IS of tire i rid us try. In 
1975 Long-furors riccounled tar all hut 4.1 per cent of the value of shipments of goods of awn manufacture of the manufacturing 
i ad its tr ies'ih Th e short- irni is a s un pl iii i'd, abbreviated question an re bear i ng a ci orrer rose nibl a twa to a ty picil I income sUite inc iii 
It is sent to small manufacLures whose shipments fall below a minimum size'(Statistics Canada. 1979, 1).11)) 

Some very small plants do not receive either a short- or,  long-form. Data for these small plants are taken from 
taxation administrative recor in place of mailed questionnaires. In the late 1970s and early 1980s, both 
types of small establishments accounted for 5 per cenr less of all manufacturing shipments: 2.0 per cent 
in 1970, 4.1 per cent in 1975, and 3.4 per cent in 1982. In contrast, such establishments accounted for 
per cent ofall manufacturing sector establishments in 1970,50 per cent in 1975, and 53.9 per cent in 1982. 
Understanding the difference between large and small establishments is important because it is sometimes 
opportune, forcost reasons to work with only a subsetofall establishments when entry and exit is measured 
Moreover, the creation and disappearance of small establishments may be sensitive to the diligence used in 
finding these small establishments. This, in turn, can vary year by year depending upon the budget, 
constraints faced by the statistical agency and official concern about the paper burden imposed on sma 11cr 
f_i rins. 
In this study, typically only long-form establishments are used For the reasons described above and because 
the use of the long-form sample permits more characteristics ofeintrants to he measured consistently. This 
is because the long form data contain more detailed information an plants' activities and because certn 
concepts, such as value-added, are not defined in the same wa fir long and short-form establishments. 
The impact of using this sample was investigated by comparing entry and exit rates using the universe of 
census estnl)liShiflefltS and just the long-form sample. For this Vurpose, the longer-run data base, with an 
initial year of 1970 and a terminal year of 1979 was employed I'he long-forin sample yields a much Lower 
rate of entry and exit than the entire sample when numbers ol' plants and enterprises are emnployed but 
use does not gi-eatly affect the estimate of_these rates when measured in termnsofempLoymentorshipments. 
This is discussed further below. Small establishments are numerous but account for an insignificant 
percentage of total employment. 
The same reasons that led to the selection of only long-form establishments also determined the choice inf 
enterprises that only owned long-form establishments for the short-term data bases. An enterprise is defined 
in the Census of Manufactures in terms of the establishments it owns. The establishments of Larger 
enterprises typically are classified as long-form; small enterprises as short-form. 
Adoption of the long-form sample does create certain addition ,problems. The cut-off between a short- and a 
long-form establishment was changed drastically in 1975. This does not create any major problems for the 
longer-run data base. It would if a comparison was being made of the periods 1970-75 and 1976-80, because 
there would be slightly fewer entrants in the latter period. It creates more ofa problem for the measurement 
of_annual rates of_entry and exit in that a discontinuity develops in the middle of_the period. Discussion of 
this will be found in a subsequent section. 

• Units of Measurement 

The importance of entry can he measured either in terms of numbers of establishments and enterprises, or 
their outputs and inputs. Both sets of measures are used. Entry and exit rates calculated using numbers 
reveal whether entry and exit is easy; when calculated using an outputor input size measure, they indicate 
whether it is important. Both shipments and total employment (wage and salary earners) are used to 
measure size. Shipments is the most logical measure to use for studies of the competitive process because it 
indicates what share of the market entrants are able to capture. Employment is also used to provide 
information on the contribution of_entry and exit to job turnover. 
rih rough uu t employment is derived from the total activity statistics available from the Census.'' It is 
reported by the Census as an annual equivalent. For example-, un plant employs 60 workers per month for 
six months, this is recorded as 30 person-years. In some cases, this procedure might produce a downward 
bias in the estimates of entry and exit--for 60 not 30 people are affected by the exit of the above-described 
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plant. This, in turn, would affectcalculated rates ofentry and exit because, presumably, the employment of 
continuing plants, which forms the denominator of this calculation, will not be affected to the same degree 
by this factor. One approach would he to assume that entrants and exits are distributed uniformly across the 
year--that tpy have an average life of haIfa year. All raw employment figures for entry and exit would then 
he doubled. 
This is not the practice that has been followed herein. It is felt that there is enough ofa reporting lag in the 
Census that employment totals for the first and last reporting year ofan establishment are for essentially a 
full-year's operation. This was tested by examining employment in enterprises that exited, both in the year 
of exit and the preceding year. ''he differences were relatively minor and certainly not of an order of 
magnitude of 100 percent, which the doubling rule would imply. 

• Definitional Nuances 

After the categories to he measured have been determined, problems of implementation remain, because 
there are some cases where alternative definitions can be used to measure a particular entry and exit 
category. Two questions were ex- 
atnined carefully. The first was 
whether plants that are switched from 	

bi one industry to another should be 
counted as establishment deaths and 	 Perceotaçe 01 Industries with Non-Zero 

I 	I 	 . 	 Chservations the Various Entry and Exit Categories oil tns. The seconu was wi1etnei iii in 	 16? 4-digit Canadian Manufacturing Zndustr ie entry and exit categories overlap one 	 1970-1979 
another. 
• PJnLrasigt j1Lo.senjty Estab . 	 Firm s:atus 

lishment entry is defined as the ap - 
pearance of a new plant. A new plant 	pianr. Status 	Continuing 	Entrant 	Exit 
may appear in a particular 4 - digit in - 
dustry because it did not exist in the 	 All Long 	All Long 	Al1 Long Census of Manufactures. It could also 	 Obs Form 	Ohs Form 	Ohs Form 
he that it existed previously in some 	 Sample 	 Sample 	 Sample 

other industry but was switched to the 
new one. An establishment is assigned 

a) 	Divested 	32.9 32.3 	- 	- 	91.0 91.0 to an industry on the basis of the coin- 
modities that it produces. As a plant's 	bJ Acquired 	52.7 52.7 	88.6 	88.6 	- 	- 
commodity output changes, the in- 	

C) Birth 	74 8 73.6 	994 	94.0 	- 	- dustry to which it is assigned by the 
Census may change--though this is 	di Closed 	74.9 74.8 	- 	- 	 6 96.4 
usually done with a lag in order to as- 	ci continuing 	100.0 100.0 	- 	- 	- 	- certain whether the change inoutputol 
the plant is a permanent phenomenon. 
Switches occur because plants that 
were 

ducts assigned to other industri es 
previously concentrating 00 	Notes n see Table 1 for definition of the plant and firm 

pro 	 status All entry and exit categories are measured for  
are now more heavily concentrated on 	 pe-io 

products in the industry in question 	 n Plant switches are not considered when calculated 

The appropriate treatment that should 	
category c or d. 

he accorded plants that were reas- 	iource special Tabuiations Business and Labour Martet Analysis signed from one industry to another is 	 Group. Statistics Canda. 
difficult to specify. The reassignrnentof 
existing plants from industry M to in-  
dustry N causes the Census to shift the 
entire employment from M to N but is not generally associated with the creation of new employment in N 
equal to the total work force of the reassigned plant. Therefore, entry measures that include this form of 
entry in N, at first glance appear to overstate the job creation and destruction associated with entry and 
exit. This argument would suggest that, for job turnover studies, switches should be excluded. 
On the other hand, for studies ofcompetition switches are important because they bring new participants 
into the industry and thus they should be included. 
The matter was resolved by measuring the importance of switches using the long-run data base. For the 
short-run data bases, the switches are probably less ofa problem. The data bases that are used to measure 
annual rates of entry consider entry and exit only to the manufacturing sector as a whole. Plant switches 
from one 4-digit industry to another within manufacturing are not a problem here. However, at the ag-
gregate level being used, entry and exit switches may occur if plants are reassigned from manufacturing to 
wholesaling. In the short-run data bases, switches are included as entrants and exits and no attempt was 
made to measure their precise magnitude. 

Ovrlap in Firm Ejy_gQJj .When entry and it is defined in terms ofplant numbers, there are 
few problems ofoverlap. Plants fall exclusively into one orother category.The overlap problem is potentially 
more serious when the number offirmns is used to measure entry. Firms may enter by building new plant, by 
acquiring new plant, or by doing both. Continuing firms may build new plant, divest plant, and acquire 
plant. This creates several potential difficulties. The percentages in various categories no longer sum to 100. 
l'he comparisons of entry intensity across industries then can be influenced by differences in the intensity 
of,  multiple category activity. The importance of this problem was investigated using the longer-run data 
base. 
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IM I 3 LEM EN'I'ATION ISSUES: Sl'ECI IICS 
The previous sections of the paper have described and discussed in a general fashion the definitions and 
choices made in generating three data bases for studying various aspects of entry and exit. The following 
sections examine each of the data bases in greater detail. Emphasis is given to the way in which the 
implementation problems were resolved. 

The Longer-Run Data Base 
In the short run, the cyclical and stochastic components of firm growth and decline tend to overwhelm the 
structural trends. This is also the case with entry and exit. Because it was felt that the importance of entry 
and exit would emerge only in the longer run, the long-run data base provides the most detail. Entry and 
exit are measured at the 4-digit industry level. All ol the categories in Table 1 are used. 

• Sample choice 

As has been indicated, the extent of entry and exit can be estimated using the entire universe of firms and 
establishments or the reduced long-form set.There are advantages to using only the reduced setoflong-f'orm 
establishments. But before this sample is used extensively, it is important to evaluate the effects oldoing so 
'I'ahle 2 contains the percentage of all 4-digit industries for which there were non-zero observations in each 
of the entry and exit categories. The coverage ratios are presented both for the entire set of establishments 
in each industry and foronly the long-form sample. It isevident that the choice oi'the long-form sample does 
not greatly affect coverage. 
Table 3 contains two estimates of the importance of tile various entry categories using both number of 
establishments and the value of shipments. Table 4 contains estimates of the importance of the exit 
categories using the two samples. The first estimate in each case uses the entire setofobservations; the second 
uses the long-form sample. 'I he importance ofan entry orexitcategory is measured relative to the totals for 
the set used--all observations in the first case, only long-form observations in the second. The cstimnateo 
presented in 'I'ables 3 and 4 are the average of the importance of each category taken acrois 167 4. digit 
industries - 
It is evident that the use of the long-form sample affects the importance of entry and exit when numbers of 
establishments are used: but it has much less of an effect when shipments are used. Thus, the lung-form 
sample may be employed to measure the shi prnentvaiues affected ' entry and exit without great distortiot, 
This conclusion also applies to other measures olmnput or output. 

• Entry of completely new as opposed to reassigned plants 

Since establishment entry and exit can he defined either inclusive or exclusive of plants that have been 
switched from one industry to another, the mag 

IC 
nitude of the plant switching category was investigated. In 

order to do so, all continuing establishments that were assigned to an S code in 1979 that differed Iron 
that assigned in 1970 were defined as entrants in 1979 to and exits in 1970 from the relevant 4 digit Sl( 
industry by plant switching. Plant switches were divided into two categories: those attached to enterin. 

Isble 3 

taco, ci Co tegorins for Cot ry Oetoc,i, 
010 and 979 In Canadian Manuiactucl,,q 

Using Al tr,nate Data Sets 
calculated AS the neon acrs 16' 4-digIt induotr.rc 

Categuty 	Share 	of norber ci 	Plant. Share 01 	Shiprcntn 

	

Total 	1001 Pots 	 Total 	Long 1-1
Snoplo 	Sssple 	 Sample 	Sani.lc 

All 	 tOO 0 	100 0 	 300.0 	100.0 

All Cnterlfag Firms by 

I) Plant BIrth)?)) 	36 . 	10 A 	 14.4 	11.5 

2)AcqutsitIon)221 	65 	 9.1 	 t04 	10.7 

3) Plant Tranefar(261 

5) no change in 	3.5 	 4.7 	 3 ) 	3 5 
plant awnerahip 

hi change in 	0.6 	 0.9 	 1.0 	1.1 
piaat ownership 

all Continuing Firms 

Ii Continuing 

	

C.t.bll.hrentsiiht 46.8 	59.2 	 63.0 	65.0 

9) AcquIred P)ant)l?) 	1.6 	 2.2 	 2.0 	1.0 

Now Pisotil)) 	 1.4 	 4.6 	 4.2 	4.4 

Pi.ottran.Ier)i6) 	0.9 	 0.7 	 0.9 	0.9 

Octet) (or definitions of categoric.. see Tsbin I and the teat. 
0) the importance 01 the various entry Cetegorles 1, 
saa.ur,d a. the number or shipenot. of plant. nwnmd by fir.. 
In a particular cstegory as a percentage of all plants or 
all shipment. In sn industry. 
31 the mean in taken across all industrtes --including thom 
that haoe a value of zero In a partituistcateo,y. 

TaLl, I 

lcpc,t,,r,cc ci toit Cstegnties in 
Cao,,dion )tirrU ),,ctur inS l000atrIes, l910. :0 

for Alternate Data Sets 
(calculated as the near, across iS' 4-dIgit icidostt en 

Category 	 SAute of number of Plants Share of Shipments 

	

Total 	tong ForIl, 	 total Long toes 

	

Saaple 	Suople 	 Sample Sample 

All 	 100.0 	100.0 	 100.0 	Ino 0 

All tiziting Firms 

Plant Death(3l) 	32.4 	 24.6 	 141 	17,7 

Dlvestitmare)311 	6.5 	 10.0 	 12.3 	I? 7 

Transfer))?) 

a) no change In 	3.4 	 4.3 	 3.4 	1.5 
ownership 

hi chnnge in 	0.6 	 0.4 	 1.3 	1.3 
ownership 

All Continuing rirus 

It Contiouioq)iS) 
EstablIshments 	50.6 	 55.3 	 62.9 	63.4 

Dlvented Plast)1l) 0.5 	 0.6 	 1.1 	1.1 

Closed Plsnt)141 	3.3 	 3.4 	 3.7 	314 

C) 7rannfer)17) 	 9.4 	 0.5 	 0.4 	0.4 

NoteIl) for definition of categories. see Tnbie 1 and the t.at. 
2) the Importance of a cstegory is defined on the bsnls 01 
the number of plants or the shipments of plants in that 
categoty as a percentage of nil plants or shipments. 
71 the mean is taken crania all 167 Industries. 
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firms and those attached to continuing firms. In the former case, the plant switch brought a new firm into 
an industry. In the latter case, the firm, whose plant was reassigned to a new SIC, already possessed a plant 
therein. A firm's status--new as opposed to continuing--depends on its possession of plant in a particular 
4-digit industry. 
Tables 3 and 4 also contain estimates of the iinortance ofentry and exit via switching. The rate of new firm 
entry via switching was 4.6 per cent using shipments and the long-form sample. This rate is not greatly 
affected by the sample chosen. The rate at which new firms are brought into an industry by plant switches 
can he broken into two subcategories. The first (row 3h, Table 3) are those that involved a change inplant 
ownership(l.1 percentoftotal industry shipments usingthe Iong-forrnsample)and which mightbe inriuded 
in entry by acquisition (category 22). '1 h i s group is about 10 per centofthe entry by acquisition category that 
does not include plantswitches(row 2, Table 3). The second category (row 3a, Table 3) consists ofthose plants 
that did not involve a change in plant ownership (3.5 per cent of total industry shipments). These might he 
included in the entry by new firm new plant class (category 23). Their shipments are equal to some 30 per 
cent of the new firm entry by plant building category that does not include switches (row 1, Table 3). 
The result for exits mirrors that on the entry side. Switches that do not involve a change in ownership can 
increase the firm exit rate by plant closure by about 30per cent. Plant switches by continuing firms are also 
iinportantrelative to new plantcreation by continuing hrms. They accountfor 0.9 percentofl979 shipments 
(row 7, 'Fable 3) compared to d _nya plant share for continuing firms of 4.4 percenton average (row 6, Table 
3). In conclusion, switches cannot be ignored since they have the potential to substantially affect the 
calculated long- term entry and exit rate. 

• Overlap in Entry and Exit Categories 

In order to investigate the extent of this problem, the number of establishments and the number of firms in 
the various entry categories were estimated for a reduced 141 industry sample - a sample that was used for 
regression analysis of entry. (Baldwin and (Jorecki. 1987) Only long-form establishments were used The 
results are reported in Table 4. 
Across 141 4-digit manufacturing industries, a.average of 24.6 Iirmsper industry had entered by 1979,4.9 
by acquisition, 21.7 by dflyQ plant building. Therefore, of the 24.6 entrants, 2 on average entered over 
the period 1970-79 by both acquiring plant and building new plant. In terms of exits, on average 38.3 of the 
existing firms as of 1970 exited over the decade, 7.2 by divestiture and 33.2 by scrapping. Thus of th38.3 
exits, about 2.1 on average exited over the period 1970-79 by 1)0th divestiture and scrapping of plant. 
In the continuing firm category, there were 50.3 firms on average--that possessed plant in the industry in 
the initial and terminal years. There were 49.8 owning plants that stayed in the industry over the decade. 
1.6 thatdivested plantsand 3.7 thatscrapped plants. The surnofthe subcategories(55.1) isabout 10 percent 
greater than the number that continued (50.3). Roughly the same overlap exists on the entry side when the 
number of continuing firms in 1979 is examined. 

Measuring Entry and Exit in the Short Run 
As was indicated above, two data bases were created to measure short- run entry and exit to the inanufactur 
ing sector. The first tracks establishments annually through the period 1970-82. The second tracks 
enterprises year by year over the same period. The short-run data bases measure entry and exit only at a 
high level of industry aggregation--the manufacturing sector as a whole. 
A number of problems arose when short-run entry and exit were measured. These are discussed in the 
following two sections. The first deals with the establishment data base; the second deals with the enterprise 
data base. 

The Annual Establishment Data Base 

• Choice of Sample 

Entry and exit data can be generated using all establishments, just long-form establishments, or just 
short-form plants. It was decided to use only long-forms because, amont other things, the constantly 
varying coverage of short- forms would give rise to specious entry and exit -- especially in the case of the 
measurement of annual rates of entry and exit. In a previous section, it was demonstrated that long-form 
data closely proxy the results of the total census for the longer-run period from 1970 to 1979--at least when 
entry is measured by the amount of shipments or employment affected. 
For the short-run data base, the use of lung-forms alone as a sample criterion is inadequate. The line of 
demarcation between short- and long-forms changed over time. Because of this, the use of long-form data 
alone would produce some changes in entry and exit purely as it result of reclassification. 'I'his problem was 
resolved by taking as the longitudinal establishment sample all establishments that completed a long-form 
on at leastone occasion. An establishment then is classified as entering in a particularyear, because itmnade 
its first appearance in that year and either was already a long-form, or eventually became a long-form at a 
later date. 
This technique serves to reduce but not to eliminate the problems that shifting boundaries between short-
and long-form establishments produce. It essentially smooths out the fluctuations by eliminating the most 
volatile component-- establishments just at the boundary. Since the boundary changes are generally small, 
this is sufficient most of the time; but, there are two occasions when major changes in census coverage 
occurred. For these instances, corrections in the estimates of entry and exit were required. 

• Major revision in long-form coverage in 1975 

The cut-off between a short-form and a long-form experienced a major revision in 1975.29  During the early 
1970s, Statistics Canada raised the cut-offpoint slowly to maintain approximately the same percentage of 
establishments in each category. But in 1975, the cut-off point was increased dramatically in order to reduce 
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respondent burden for smaller manufacturers. As a result, the percentage of short-form establishments 
increased from 36.1 per cent in 1974 to 50.1 per cent in 1975. 'lheie was no subsequent increase in the 
percentage olestablishments in the short-form category of a similar magnitude, though the percentage of 
short-forms drifts slowy upward over time. By 1983, it was 54.9 per cent of all establishments, as compared 
to 50.1 per cent in 1975. Over the same period, the percentage of employees in short-form establishments 
increased slowly from 7.6 to 8.7 per cent. 
The reclassification of the boundaries between long- and short-forms in 1975 will have ls of an effect on 
estimates of entry and exit with the use of the modified long-form sample adopted here. This is because 
establishments that entered in 1975 as short-forms, but that eventually grew to become long- forms--albeit 
a harder task after 1975 because of the higher cut-off point used to define long-forms--will still be caught. 
however, it does not completely eliminate the problem. Those establishments that would have made the 
transition from a short- to a long-form under the pre-1975 definition of a long-form, but do not do so under 
the new definition, will be missed. 
That there is some reduction in measured entry because of the 1975 change is evidenced by the increase in 
the average size of entering establishments that occurred subsequently. Entering establishments averaged 
20 employees per establishment between 1970-1 to 1972-3, but 28.1 employees per establishment between 
1975-/6 and 1980-81. The increase in plant average size occurred ahruptlX at the time ofthe reclassification 
of establishments between the long-form and short-form categories in 19 iS. 
In order to calculate the effect of the 1975 redefinition on the estimated entry rates, the distribution of 
entrants in 1973-74 was truncated by removing the smallest entrants until the average size of those 
remaining was equal to the post-1975 size of the average entrant. On average, this required removing 32.1 
per cent of entrants accounting for 4.5 per cent of employees of all entrants. ''his is the estimate of the 
percentage reduction in the prel975 entry figures required to make them comparable to those calculated 
for the remainder of the period. 
Reliance on the long-form sample produces a second measurement problem. The coverage of the estab 
lishment sample declines over time r'flecting the reliance on long-forms in this study and their decreasing 
Importance in terms of number ofestablishments over time. rIShis  shoild not greatly affect the rate of entry 
and exit, when calculated as a proportion of ii umber of Ii rrns or establishments at a point in time. l'he bias 
will be even less where entr' and exit is measured in terms ofemplayinent, because of the relatively small 
size of the short-form establishments. Nevertheless. annual rates of entry using the long-form sample are 
calculated only for the period up to 1982. After that year. the sample does not have enough years at the 
moment to capture fully the transition ofa short-form to a long-form plant. Therefore, it will increasingly 
underestimate entry rates. 'I'his can be overcome as more years of data become available. 

• Variation in Census Coverage 

The second problem arose because ofa major change in censuscoverage. Iflelt uncorrected, thischange would 
have given a false increase in the entry reported in these two years and under-reported both entry and exit 
in prior years. 
A major change in coverage in the Canadian Census of Manufactures occurred in 1978. In 1972, Stasties 
Canada lost a source of administrative information used to identify possible new establishments.' The 
result was a decline in coverage that was not rectified until 1978 and, to a lesser extent, 1979. In 1978, for 
example, 3,820 new establishments were added to the Census of Manufactures that Statistics Canada 
believed were already in existence. These " new "  units accounted for 12 per cent of the total establishment 
count in 1978' however, since the majority were very small, and the increase in manufactured shipments 
due to their addition was mucless significant these "new" establishments accounted for only 1.7 per cent 
of the 1978 employment total.'' In 1979, a further 1,142 preexisting establishments were added because of 
improvements in coverage. They accoWted  for only 3.3 per cent of the 1979 establishment total and 0013 
0.37 per cent of the employment total. 
In order to correct for the change in coverage, the tiumber of entrants and the employment associated with 
them that resulted from the increased coverage were identified and used to correct the entry and exit rates. 
The correction employed for the 1978 and 1979 rates was straightforward. The overlap was subtracted. 
The correction for previous years was more complicated. Because of the high death rate for new entrants, 
simple assignment of the 1978 and 1979 increased coverage figures to the earlier years would have under 
stated earlier births. To correct for this, two assumptions were made: first, that the total nu ' ber of births 
missed was distributed across the years 1972 to 197 in proportion to those actually reported; second, that 
the missed entrants died at the same rate after birth as those greenlield entrants actually reported. 'l'his 
allowed estimation of the missing entrants by year between 1972 and 1977. The employment associated 
therewith was calculated by assuming that the number of employees in each missed birth was the same as 
the average in those actually captured. 
The exit rate data were also revised to allow for the fact that the undercoverage of entry in the mid 1970s 
would have led to a downward bias in calculated exit rates, Once again, the data for the rate of exit of 
greenfield entrants was used and applied to the additional entrants. rphe  corrections have little effect on the 
average rate of entry or exit calculated over the decade. 

The Annual Enterprise l)at.a Base 
An enterprise is defined as all establislunen in manufacturing and primary industries 7  under common 
control. If more of the enterprises's activity is classified to a 4-digit manufacturing industry than any 
4-digit industry in mining or logging, then the enterprise is classified to the manufacturing sector. Our 
sample?f enterprises used for the short-run data base consists of those classified to the manufacturing 
sector. 
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• Choice of sample 

In the previous discussion, three reasons were adduced for excluding short-form establishinetits. These 
arguments also apply for enterprises that own short-form establishments. Such enterprises will tend to he 
almost exclusively single establishment enterprises, since establishments 1 elonging to multi-industry, 
multi-establishment enterprises always complete long-form questionnaires. Establishments that belong 
to single industry, multi-establishment enterprises are also likelyo complete a long-form questionnaire 
since they are large compared to single establishment enterprises. In view of these lactors, it. was decided 
to exclude enterprises that (a) always owned only a single establishment (using the multi/single estab-
lishment code), and (b) the establishment ai.ways completed a short-form questionnaire. 
The sample of enterprises thus consists of those classified to the manufacturing sector, but excludes those 
enterprises that always owned a single establishment that in turn always completed a short-form question-
naire for the Annual Census of Manufactures. 

• Treatment of temporary exits 

In a small number of instances, a plant or all of the establishments owned by an enterprise failed to report 
for a given year, but reported prior and subsequent to that year. If the rules outlined above were used, this 
would have been classified as an exit and subsequent entry, rather than a continuingplant or enterprise. 
Officials at Statistics Canada suggested thatsuch failure to reportcould be due to a number of factors: a lire. 
strike, major overhaul of equipment, or slack demand. These situations were reclassified and the plant or 
firm was counted as continuing rather than as an exit or entrant. 

• Determination of entry and exit method 

The definition of enterprise exit and entry in the previous section made no attempt to distinguish between 
alternative methods of entry and exit. As has already been described, an enterprise may exit the manufac-
tiiringsector either by closing all ofthe plants itowns; or itmay do so by selling the plants itowns to another 
enterprise--by divestiture. Equally, an enterprise may enter the manufacturingsectordcjimlyQ, by building 
a new plant, or by purchasing plants of existing enterprises--by acquisition. In the malysis ol long-run 
enterprise entry and exit, these different methods of entry and exit were differentiated. rI1ie  same distmnc 
tion is made for the short-run estimates. 
In considering the method of entry in the short run, the following approach was used to deterniine if the firm 
entered by acquisition, as opposed to plant creation: ifthe entrant first filed an Annual Census ofManufac-
tuiesquestionnaire in a particular yearand theestablishment(s)itownedin thatyear existed in the previous 
year, then the firma was classified as having entered by acquisition; if the plants did notexist in the previous 
year, then the enterprise was classified as having entered by plant creation. The same approach was used to 
distinguish the method ofexit: ifthe exiting firm lastfiled an Annual Census ofManufactures questionnaire 
in a particular year and the plants it owned in that year were still alive in the next or subsequent year (hut 
under a different owner), then the firm was classified as exiting by divestiture; if the planLs did not file an 
Annual CensusçManufactures form in the next subsequent year, then the firm was classified as exiting 
by closing plant.'' 
A potential problem rimay arise either if an enterprise enters by hh acquiring plants and building new 
plants, or if an enterprise exits by both divestiture and by plant closing. This could be handled by counting 
the firm twice or by creating a new category--entry by both acquisition and plant opening. Alternately, this 
finn could he assigned to one or other category on the basis of the importance olplants created in comparison 
to plants acquired. 
The implications of using the first approach can he ascertained from the data that were employed to measure 
long-run entry and exit. While some fii'ms entered both by building new plantand bX  acquiringit, theoverlap 
was relatively small. These data come from comparing firm status in 1970 and 19 9, a period that spanned 
a full decade. The possibility that a firm could enter by one route and then expand by the other should be 
greater for a ten-year period than for the annual period adopted to measure short-run entry. Thus there 
should he much less overlap between the two methods of entry in any study that i-dies upon annual ata. 
In view of this, it was decided that it would be appropriate to count an entrant as either entering by plant 
creation or by plant acquisition, Therefore, an enterprise entrant was assigned to one or other of the two 
entry categories on the basis of the employment in the plants created versus the planLs acquired. in those 
cases where au enterprise was classified as multi-plant, care was exercised to make sure the appropriate 
choice had been made. 

CONCLUSION 
The firstsection of this paperdemonstrated how longitudinal panel dataon flrmsand plantscould contribute 
to the debate about the importance of the entry and exit process. 'I'he entry and exit process isjust one of the 
forces at work that determine the strength of the competitive process. A more complete picture of the 
dynamics of the competitive system also requires an analysis of the extent to which the growth and decline 
of incumbents causes firms to change their relative rankings. It is also important to know whether mergers 
provide an important source of turnover. All these questions focus, in one way or another, on the extent and 
source of firm turnover. Egually important are a set of questions that focus on the effect of turnover on 
productivity and profitability. 
Answers to all these questions reqpire data bases that can track firms over time. The construction of these 
bases is not straightforward. Dillicult problems have to he resolved. This paper has been devoted to a 
description of how they were niet in the case of the Canadian data reported herein. Hopefully, they will serve 
as a source of reference for other researchers who are engaged in constructing similar data sets. Equally, 
they will permit the reader of the studies that are based on the data bases reported herein to evaluate both 
the strength and weakness of the research and to compare it, when appropriate, to the results of studies for 
oilier countries that use other data sources. 
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NOTES 
Of course, a merger may turn around an otherwise declining plant and generate employment in this 

fashion. Lungerrunjub turnover studies might then examine the extent to which acquired plants grew 
relative to the rest of the popufation. 

As such, itexcludes head offices and similar activities ifthey are located separately from theestablishmerit 
or if they serve more than one establishment. For further details, see Statistics Canada (1979, pp. 1 L15). 

An establishment may undertake a numhr ()fdilferent activities. To becassi1ied to the manufacturing 
sector, thepreponderanceofthese activitieshased on value-added)mustbe in manufacturing.The nianufac-
turingsector is defined asl)ivision 5 of the 1970 Standard Industrial Classification. 1or details, see 
Dominion Bureau of Statistics(1970,   pp. 23-43). 

'Ihere are a number ofdifferirigreporting units under the CensusofManufactures. including head offices 
and other auxiliary facilities. Attention is paid here only to eStablishments. For further details, see Statis-
tics Caimcla ( 1979, p. 10). 

See, for Further detaits, Statistics Canada ( 1979, pp. 17-18; 19R1, pp. 23-25). 
In order to determine whetherone legal entity controls another, attention is paid notonly to cases where, 

directly or indirectly, one company "has more than 50 per cent of the exercisable voting rihts of the 
skI hsi d iai:y  corporation"(Statistics Lanada, 1979, p.17), but also to cases of minority control, 'ii factual 
information exists or acknowledgement by the entity in question is obtained" (Statistics Canada, 1983, p. 
25). 

In some instances, severalestablishments may fiie acombined record. In thesecases, theoriginalstatistics 
are projected by Statistics Canada across the individual establishment, each of which has a separate RSN. 

See Mc'vey (1981, p.  72). 
The longitudinal enterprise code was maintained for the purposesofestiniating concentration and foreign 

ownership statistics by J. MeVey with the aid ofJ. Bousfield, B. Mersereau, andJ. Lacroix. 
The results indicate that there was little difference in the annual entry and exit rates calculated with 

and without these exclusion criteria. 
ii. Statistics Canada (1983) and "A Summary of the Establishment Description Tape File," Statistics 
Canada, unpublished internal working document, Ottawa, Appendix C-i. p  2. 

This is often the case for data bases used for U.S. studies that are generated from unemployment 
insurance or Dun and Bradstreetrecords. For a discussion ofthe problems with these data bases, see Baldwin 
and Gorecki (1990) 

The country of control categories were Canada, U.S., U.K., other Europe, and other foreign. 
A continuing firm is one thatcan he found in some 4-digit manufacturing industry in both the terminal 

and initial years of the comparison. 
A plant that is assigned to the entry by acquisition or exit by divestiture categories may also be involved 

in a horizontal merger. Such a merger may take place before or after the acquisition. 
See Johnson and Storey (1985) for a criticism of the Dun and Bradstreet data bases. 
See Storey (1985).  
The data for small planLs that are taken from taxation administrative records in place of a mailed 

short-form questionnaire and the short-form records are both referred to here, for convenience, as short-
Fm-rn". 

See Statistics Canada (1979, p.44  and 1984, p. xiv). These figures refer to "small" establishments, which 
appear to he largely short-form establishments. See Statistics Canada (1979 pp. 43-44). 

These figures concerning short-form establishments for 1970. 1979, and i982 are drawn from the same 
sources as footnote 19. 

Statistics Canada (1979, p.  42). 
To cite an earlier study on exitlentry conducted using census of manufactures data that excluded 

short-forms (McVey, i 9Sl.p. 71). 
For a discussion of the total activity concept used in the census of manufactures, see Statistics Canada 

(1979, pp.  21-22). Measures of employment size for enterprises cover,  all employment including head-
quarters--that is, the employment ul ancilliary units as well as that ofoperating establishments is included 
in the total. 

See Statistics Canada (1988) where this assumption is employed. 
Measures based on total employment are very similar to those based on shipments. 
See Baldwin and Gorecki (1983, Table 3, P. l.). 
See Baldwin and Gorecki (1983, Table 3, p. 15). 
Statistics Canada(1979 pp.  12-13). 
Statistics Canada, (197, pp.  43.44). 
The amount of follow-up by Statistics Canada which determines whether an establishment should be 

classified as a long-form also varies over time. This will have less of an effect on this measure as long as an 
establishimcntth:it becomes large enough to receive a long-form is eventually caught. Ofrnore concern is the 
probability that an entrant that is long-form upon entry is not caught by the system at the end of the year. 
The quali€y of the administrative data sources used and Statistics Canada's own reputation for diligence 
makes this unlikely. 

Although the cut-off point subsequently drifts upwards, the increase in the percentage ofshort-forms by 
1983 is relatively minor--only about 4 percentage points. In light of the relatively small correction mequired 
for entry rates af the 1975 revision, which increased short-form establishments by 14 percentage points, the 
corrections were taken no further. 

Potter(l982,p. 21). 
Statistics Canada (1980, p.  ix). 
Statistics Canada (1981, p. x).  
Alternate assumptions about the distribution ofomnitted entrants were found to have little impact on the 

mean of the annual birth and death rates for the decade. 
More detail can be found in Baldwin and Gorecki ( 1989h). 
In terms of the 1970 Standard Industrial Classification, these are l)ivision 2, Major Group 1 Logjin 

1)ivision 4, Mining (except Crude Petrol('um and Natural Gas Industry and Major Group 5); and Iiviswn 
Manufacturing. 1' or full details, see I)orni mon Bureau of Statistics (1970 p. 17). In 1980, value-added oi' 
enterprises classified to manufacturin was $66 472 million; tomining, $9,O62 million; and to logging, $702 
nlLllion (Statistics Canada, 1983, Text Fable Vu, p.  15). 
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Manufacturing value-added is used to classify the enterprise to a 4-digit SIC on the basis ofthe largest 
unconsolidated enterprise owned by the consolidated enterprise. Fordetailsofthese two enterprise concepts. 
see StatistiesCanada (1983, pp. 28-30).  

Using this definition ofenterprises, there were 30,1 	 i 60 manufacturing enterprises n 1980 (Statistics 
Canada 1.983, I'extTah1e VII, p. 15); however, ifa manufacturing enterprLse is del&iied as consistingonly of 
establishnients classified to the nanufaeturingsector, then there would l)C 30,197 enterprises classifled to 
the manufacturing sector (Statistics Canada, 1983, 'l'extTah!e XIII p. 21). hence there were 37 enterprises 
classiflecl to mining or logging with activities in manufacturing. F"or example a mining firm could own a 
small smelter. Hence, in terms ofnurnbers, it makes little diflerence how we define the universe ofmanufac-
turing firms. 

Statistics Canada (1979, p. 43) and MeVey (1981. p.71). 
For details, seeStatistics Canada ( 1983, 'IextTable VII, p. 15). 	.  
No corresponding problem arises for establishment entry or exit. An establishment that exits the 

nanufacturing sector--tails to file an Annual census ofManufctiires questionnaire--is assumed to exist no 
longer. In the terniinology used here, it has exited by closing. Similarly, establishinententry can only occur 
de_noo--the hutidingofa new plant. 

Analternative to matching whether an establishment filed anAnnual Census of Manufactures ques-
tionnai re in yeart and t 1- 1 to determine whether the enterprise exited via closing plant is to refer directly 
to question 1.3.2 in the Annual Census ofManufactures questionnaire, which asks Did this establishment 
go outof l)usinessduring the reportingyear?",to which the answerhad to be "Yes" orNo"(StatisticsCanada, 
1979, p. 79). Work conducted within the Business Micro-data Integration and Analysis group ol Statistics 
Canada suggested that matching the establishment Annual CensusofManufactures questionnaire between 
year t and t+ I was more reliable than accepting the answer to question 1.3.2. 
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ABSTRACT 

For the past twenty years, the evaluation of estimated macroeconomic models has proceeded by 
critically comparing the non-stochastic simulated output from a number of simulation experiments. 
These experiments were carefully designed to expose the stability and cyclical properties of the 
models. By way of example, this paper argues in favour of a more balanced evaluation of 
econometric models using both the simulation technique and analytical techniques based on the 
model's elgenvalues, as suggested by Philip Howrey in the early 1970's. The example is an 
altered version of a recent macroeconomic simulation model constructed by Duguay and Rabeau 
(1987, 1988). The use of analytical techniques to evaluate econometric models has been greatly 
facilitated by the development of the LIMO package as part of the TROLL (1983) software system. 
We illustrate the use of the package to identify the various cyclical modes of a model and use 
its gain function to judge their relative importance. We then associate the cyclical modes with 
the model's structural parameters and with other parameters that reflect the autocorrelation of 
the residuals in the estimated equations. 

1. INTRODUCTION 

This paper uses an analytical technique based on an econometric model's eigenvalues to clarify 
the role played by the residuals of estimated equations in identifying its stability and cyclical 
properties. Placed in its historical context the paper is associated on the one hand, with 
Green, et a! (1972), Evans, et a) (1972) and Fromm, et a! (1972) who used simulation techniques, 
and on the other hand with Howrey (1972) who used analytical techniques. To the extent that it 
is concerned with econometric model evaluation and comparisons, it is also loosely linked to the 
papers on the predictive performance of econometric models (Burmeister and Klein (1974)) and the 
cross-model comparison exercises of de Bever (1979) and O'Reilly (1983). For the most part these 
evaluation and comparison studies used simulation techniques. 

In examining the stability and cyclical properties of econometric models, most analysts, with 
exceptions such as Howrey (1972) and Bergstrom (1984), have pursued a conventional approach by 
focusing their attention on impact and dynamic multipliers. The effect of an impulse shock on 
the model's endogenous variables is measured by simulating the model over time. For each 
endogenous variable, a dynamic multiplier is calculated at sequential points in time, first by 
taking the difference between the shocked solution and the control solution and then expressing 
this difference as a percentage of the size of the impulse shock in the exogenous variable. An 
examination of the dynamic multipliers over time reveals whether the model is stable (its 
multipliers becoming smaller), whether it exhibits cycles (the multipliers cycle over time) and 
what the periodicities of these cycles are. 

Often the impulse multipliers tend not to cycle or display only short or long cycles that in many 
instances are quite weak. The long cycles tend to be ill-defined because the multipliers cannot 
be calculated over a long enough period of time. In any case the multipliers rarely reveal the 
richness of both long and short cycles that are found in the data used to construct the models. 

Since the impulse multipliers failed to reveal both the long and short cycles that were found 
in the data underlying their models, analysts began to pay more attention to the nature of the 
shock. Although the impulse shocks were felt to be representative of the residual errors of the 
estimated behavioural equations of the model, in fact the residual errors displayed both auto 
and cross-correlation properties. These properties were not adequately reflected in the types 
of shocks that were imposed on the models. Thus attention was directed toward generating 
autocorrelated random shocks that reproduced the statistical properties of the sample-period 
residuals of the model's estimated equations. While the multipliers that resulted from the use 

* L. Sager, P. Lin & T. Petersen, Industry Measures and Analysis Division, Statistics Canada, 
Ottawa, Ontario K1A 0T6. Discussions with B. Rhoades that clarified some of the issues in this 
paper are appreciated. Thanks are due to V. Campbell for preparing the manuscript. 
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of autocorrelated random disturbances showed both long and short cycles, these cycles tended to 
be both weak and heavily damped. This characterization of the cycles was obtained not only by 
observing the behaviour of the multipliers but also by estimating the spectra of the endogenous 
variables simulated over a long period of time. This was done for several of the major variables 
in the models of Green, Evans and Fromm and for several different realizations of the 
autocorrelated random disturbances. 

In this paper we demonstrate using a representative econometric model , the advantages of applying 
analytical techniques rather than simulation techniques. These techniques are based on the 
calculation of the characteristic roots of the model and on the sensitivity of these roots to 
the model's parameters. With the aid of these techniques the stability and cyclical properties 
of the model are identified directly. More generally from the methodological point of view, 
these techniques serve as a powerful tool for the analysis of data in time and the models which 
are constructed from them, not only in economics, but also in many of the other social science 
discipl ines. 

2. THE MODEL 

The model used for this analysis is patterned after that of a simulation model developed by 
Duguay and Rabeau (1987, 1988). Since the model is discussed in detail by them, only the way 
in which we altered it needs to be discussed. As structured by Duguay and Rabeau, the model 
reflects a closed economy. More importantly, the coefficient values are imposed rather than 
estimated. They are chosen with the intention that they should reflect empirical evidence about 
the structure of the economy. The model is structured so that the coefficients can be easily 
changed to switch its emphasis from having a short-run Keynesian outlook to having a long-run 
neoclassical steady-state growth outlook. The model contains five main blocks: private demand, 
output and employment, prices and wages, a government sector and a monetary and financial sector. 

The model used for the analysis in this paper departs from the Duguay and Rabeau structure in 
two ways. First it reflects an open economy by including equations for the imports and exports 
of goods and services and the exchange rate. 	Imports and exports are simple functions of 
domestic and foreign incomes and relative exchange-rate adjusted prices. 	The change in the 
exchange rate is a function of changes in the trade- balance-to -real - income ratio, changes in the 
spread between domestic and foreign interest rates and the change in government debt held by 
foreigners. This formulation, a major departure from the Duguay-Rabeau framework, permits one 
other channel, the sale of bonds to foreigners, by which the government might offset an increase 
in real interest payments. Government bonds held by foreigners are a function of these real 
interest payments. 

The second way in which the model differs from that of Duguay and Rabeau is that the coefficient 
values, rather than being imposed, are estimated using for the most part, quarterly, seasonally 
adjusted National Accounts data. The period of estimation is 1966 to 1988. This approach allows 
the coefficients to be estimated and the regression residuals to be calculated. 

There are 58 endogenous variables in the model; thirty-five of these are identities and 23 are 
estimated by regression methods.' 

3. METHODOLOGY 

This study applies Linear Model Analysis (LIMO) to the model outlined above to show the stability 
and cyclical properties of the model and the effect on these, when the parameter estimates are 
corrected for the autocorrelation in the residuals of the stochastic equations. A brief 
description of the theory underlying LIMO follows. 

A general stochastic structural form model can be described as 

(1) 	 = (e9) 

where g = I,...,G, k = 1,...,K, and j = 
f 	is a vector of G functional relations, 

is one of G endogenous variables, 
is one of K exogenous variables, 
is one of J constant coefficients, 

e9 	is one of G residuals, 
rn9 	is the maximum lag in y9  appearing in any of the G functional relations, 
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nk 	is the maximum lag in Xk  appearing in any of the G functional relations. 

Assuming that the residuals take their expected value of zero, the deterministic structural form 
model can be manipulated to arrive at (2), the linearized state-space representation of the 
structural form model 

(2) D.Az = E.Az.1 + F.Ax + 

where Az,  Ax and A are deviations of the state-space variables and parameters around a 
simulation patth.  0 E, F t  and li t  are matrices of derivatives of the state-space representation 
of the structural form model with respect to current period endogenous variables, lagged 
endogenous variables, exogenous variables and parameters respectively. 

Assuming D is invertible the linearized state-space representation of the reduced form model is 
given by (3): 

(3) Azt = A1Az1 + B.Ax + C.A$ 

As is evident from equations (2) and (3) LIMO will only deal with systems of deterministic 
equations for which the residuals of the stochastic equations are assumed to be zero. An 
alternative procedure is needed for systems of equations with autocorrelated disturbances or 
these equations must be transformed in such a way as to make them compatible with the LIMO 
environment. 

Assume that the residuals e 9 , of one of the G stochastic endogenous variables (Yg)  of (I) are 
autocorrelated: 

(4) y9  = f 9  + e 9  

If u is an independent random variable and P(L) a polynomial in the lag operator I then the 
autocorrelation in e 9  can be expressed by: 

egt  = p 1 e9.1  + p2egt2 + . . . + u 	or 	eg.t = 
(1-P(L)) 

Transforming (4) by multiplying through by the polynomial (1-P(L)) and normalizing on Yg  leads 
to: 

(5) y9 	P(L)y9  + ( l•P(L))fg  + ut 

The implications of (5) for the analysis of a model by LIMO as reflected in (1) to (3) are 
straightforward. Additional lags of the endogenous variable will be introduced in (1), the 
coefficient vector fi must be expanded to reflect the coefficients of the polynomial (I-P(L)), 
and additional lags for the exogenous variables in f q  must be added. When equations with 
autocorrelated errors are viewed in this way, they can be included in a model and in a LIMO 
analysis of the model's stability and cyclical structure. 2  

The matrix A of (3) is called the dynamics matrix and it is the only link between the behaviour 
of the linearized model in past periods and its behaviour in the current period. While this 
behaviour depends on the linearized version of the model, Kuh et a) (1985, p.  14) stress the 
benefits of using the analytical method outlined above over other nonlinear simulation methods. 
The model's behaviour is reflected in the characteristic roots of A. The root magnitudes reveal 
the stability of the model and their imaginary parts provide information about its cyclical 
properties. Root magnitudes greater than one indicate that the model is unstable. Once 
perturbed from its initial state by an impulse shock the model will not return to its original 
state. On the other hand, a model whose largest root is less than one will return to its initial 
state, but more slowly than a model whose largest root magnitude is smaller. The imaginary parts 
of the roots are useful in describing the cycles in the model. The amplitude of these cycles 
can be growing, constant or damped depending on whether the magnitude of the complex root is 
greater than, equal to or less than unity. Cycles are measured in terms of periodicity which 
is the length of a complete cycle in the units of time (months, quarters, years) inherent in the 
model . 

4. DYNAMIC PROPERTIES BASED ON CHARACTERISTIC ROOTS 

To reveal the effect of accounting for autocorrelation in the residuals on the model's stability 
and cyclical properties, three versions of the model are analyzed. Ordinary least squares is 
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used to estimate Version 1 with no account being taken of the autocorrelation in the estimated 
residuals. Generalized least squares is used to estimate Version 2. The residual errors are 
assumed to follow a second-order autoregressive process. A process of this order is needed to 
generate the cycles observed in the data for the left-hand-side stochastic variables. For 
Version 2, the more efficiently estimated structural coefficients are used to construct the A 
matrix. In other words Version 2 incorporates the effects of modelling the error term on the 
estimates of the structural parameters but does not incorporate the coefficients of the error 
structure themselves in the dynamic matrix A. This version is sometimes referred to as the "AR=0 
version, Version 3 is the same as Version 2 except that the coefficients of the error structure 
are included in the A matrix by using equation (5). This version is sometimes referred to as 
the 'AR0 version". 4  

Table 1 presents selected information about the characteristic roots for these three different 
versions of the model. The criteria for judging this root information is how well it represents 
the cycles that are found in the data for the stochastic endogenous variables of the model. The 
cycles found in these data are summarized in the histogram Figure 1, Panel 1. 

The histogram in Figure 1, Panel 1 shows the distribution by cycle length, of the statistically 
significant peaks in the periodograms of the stochastic endogenous variables. 5  Whether the 
ordinate at a given frequency in the periodogram for a given variable differs from those at other 
frequencies is tested using Fisher's g-statistic. (See Priestley (1981), pp.  406-412.) At the 
0.1 significance level for this test, the null hypothesis that the ordinates come from a white 
noise process was rejected in 41 cases. Of these, 15 represent long cycles between 11 and 22 
years, 12 represent short cycles between 2 and 3 years long and the remainder are fairly evenly 
split between cycles ranging from 3 to 11 years long. 

Another way to characterize the cyclical behaviour of the data for the stochastic endogenous 
variables is to calculate their average periodogram. This periodogram, shown as the solid line 
in Figure 2, is the average of the ordinates of the periodograms for each of the individual 
variables. Before averaging, the ordinates of each periodogram were normalized by dividing by 
the variance of the detrended series. This normalization served two purposes. The first was 
to make the periodograms more comparable across the variables. The second was to make the 
average periodogram more comparable to the histogram of statistically significant peaks shown 
in Figure 1, Panel 1. After averaging, the ordinates were again normalized by dividing by the 
largest ordinate value. The purpose of this normalization was to make the average periodocjram 
more comparable to the gain functions that are analyzed in Section 5 for various versions of the 
model (see also Footnote 6). 

Comparing the average periodogram with the histogram shown in Figure 1, Panel 1, it can be seen 
that the direction of change indicating the importance of cycles at various periodicities is the 
same in eight out of ten cases. Movement in the opposite direction occurs between cycles 7.3 
and 5.5 years long and between cycles 3.1 and 2.7 years long. In addition, the ordinates of the 
average periodogram suggest that short cycles are relatively less important than long ones... 
a view that is missed by looking at the histogram alone. 

By comparing the cyclical information for the stochastic endogenous variable data shown in Figure 
1, Panel 1 with the characteristic root information for Version 1 of the model shown in Table 
1, several things can be noted. The largest complex root magnitude is 1.03 and is associated 
with an explosive cycle whose periodicity is 17.2 years. Roots 10, 11 and 12 are less than one 
and imply that their associated cycles which vary between 14 and 16 years, are damped. These 
cycles reflect the long 11-to-22-year cycles in Figure 1, Panel 1. However the most important 
point to note about the comparison is that according to the root information, Version 1 does not 
reflect the short 2-to-3-year cycles that were shown to be in the stochastic endogenous data. 
Since these short cycles appear in the data but not in the characteristic roots of the A matrix 
that is derived from the estimated coefficients of Version 1, they must reside in the estimated 
residuals of the model. 

As indicated above, accounting for the autocorrelation in the residuals of the estimated 
equations led to Version 2 of the model. For this version, Table 1 shows that while still 
unstable, its largest real root has fallen from 1.13 to 1.02. The largest complex root magnitude 
is associated with a 23.4-year cycle. The complex roots with magnitudes less than unity imply 
damped cycles whose lengths are greater than 14 years. While root 15 indicates the presence of 
a 3-year cycle, its small root magnitude implies that the amplitude of this cycle is small 
relative to those of the other cycles in the model. Aside from this extremely small root, there 
are no other complex roots associated with short-run cycles. This indicates that although the 
coefficients of the AR=0 version may be more efficiently estimated, when collected together into 
the A matrix, they still do not give a version of the model that reflects the short cycles found 
in the data. 
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To demonstrate that short cycles remain in the residuals (e g ), of the estimated equations 1  these 
residuals were calculated for the normalized forms of (5) that would be used to solve the model 
in a simulation context but with the autoregressive polynomial coefficients set to zero. It 
should be noted that in many cases these normalized equations are transformations of the 
estimated equations. 	For some equations, constraints have been imposed on the estimated 
coefficients for reasons of economic theory. 	This implies that the dependent variable in 
estimation is a combination of the normalized dependent variable and one or more independent 
variables. Another example might be the estimation of an equation in logarithmic terms while 
its normalized form requires it to be converted to levels by taking antilogs. Thus in general, 
the properties of the residuals of the normalized equations may be quite different from those 
of the estimated equation. 

The histogram in Figure 1, Panel 2 shows the distribution by cycle length, of the statistically 
significant peaks in the periodograms of the residuals of the normalized equations for the 
stochastic endogenous variables. At the 0.1 level of significance, the null hypothesis that 
the ordinates of these periodograms come from white noise processes was rejected for 40 cases. 
Of these, 19 represent long cycles of between 11 and 22 years, 6 represent short cycles between 
2 and 3 years and 10 represent cycles whose length ranges between S and 11 years. A comparison 
of the cyclical information contained in this histogram with the root information for Version 
2, Table 1, shows that the AR=O version of the model still leaves much of the explanation of the 
short cycle in the normalized residuals of the model's stochastic equations. 

While Version 2 of the model uses the more efficiently estimated parameters that result from 
implementing some form of the generalized least squares estimator in the estimation process, 
the transformations implied by (5) for the endogenous and exogenous variables are not reflected 
in the normalized equations used to solve the model in the simulation context. Since the 
normalized equations do not reflect the transformations, the residuals calculated from them and 
used to construct Figure 1, Panel 2 do not do so either. Accounting for these transformations 
implies the incorporation of additional lags in the endogenous and exogenous variables in the 
normalized equations of the model. The effect of this is that the influence of the estimated 
autocorrelation coefficients for the error processes will be reflected in the A matrix only for 
the ARtO version of the model. 

The characteristic root information for Version 3, Table 1, shows that the largest root magnitude 
increases from 1.02 (Version 2) to 1.07. More important, the largest complex root is associated 
with an explosive cycle whose periodicity is slightly greater than 2 years. Roots 12, 15, 16 
and 25, all with magnitudes greater than .87 are associated with stable cycles whose periodicity 
ranges from 16 to 22 years. Root 18 with a magnitude of 0.95 reflects a cycle whose periodicity 
is 8.5 years. These roots imply that the cyclical structure of Version 3 corresponds more 
closely with the cyclical structure of the data shown in Figure 1, Panel 1. 

Since much of the cyclical structure that is in the data for the stochastic endogenous variables 
is reflected in the root structure of Version 3, this implies that there should be little of it 
left in the residuals for the normalized forms of (5) used to solve the model in a simulation 
context. The histogram given in Figure 1, Panel 3 shows the distribution of the statistically 
significant peaks in the periodograrus for these residuals. At the 0.1 level of significance, 
the null hypothesis that the ordinates of these periodograms come from white noise processes can 
be rejected for only 5 cases. Of these, three occur for cycles 22 years long, one for a 5-year 
cycle and one for a 7-year cycle. The histogram reflects no significant cycles in the 2-to-3-
year range. 

The cyclical behaviour of the model as portrayed by its characteristic roots looks more like 
the cyclical structure of the data for the stochastic endogenous variables when the coefficients 
reflecting the autoregressive models for the error processes appear in the A matrix. 

5. THE GAIN FUNCTION, VERSION 3 

This section examines the importance of the 2-to-3-year cycle relative to cycles of other lengths 
in the overall cyclical structure of Version 3. In isolation, the root magnitude for any 
particular cycle provides little information about its contribution to the overall cyclical 
structure of the model. For any root, the larger its magnitude the stronger will be its 
associated cycle. However for models with several roots it is difficult to infer the strength 
of a particular cyclical mode in the model from the magnitudes of the individual roots. This 
is because both the periodicity spacing between roots and the number of roots near a given 
periodicity have a bearing on the amplitude of any particular cyclical mode in the model. 

- 275 - 



The analytical technique used to determine the importance of the 2-to-3-year cycle in the overall 
cyclical structure of Version 3 is the gain function. 6  The gain function combines and transforms 
the information pertaining to all the cyclical roots in such a way as to make clear through 
relative amplitudes, the importance of any particular cyclical mode in the model. The gain 
function shows the squared amplitude of the cycles in the endogenous variables in the model as 
a function of periodicities. Since only relative amplitudes are of interest, the gain functions 
have been normalized so that the largest ordinate has a value of I. 

The gain function for the major cyclical roots (3, 12, 15, 16, 18, 25 and 34) for Version 3 as 
identified in Table 1, is shown as the long dashed line in Figure 2. The gain function has its 
maximum amplitude at the 22-year cycle. It falls close to zero at the next observable 
periodicity which corresponds to the 11-year cycle. More important the amplitude of the gain 
function at the 2-year cycle is near zero. This shape for the gain function implies that the 
model is dominated by cycles with long trend-like periodicities. While the characteristic root 
information for Version 3 implied the existence of a 2-year cycle (with a large root magnitude), 
the gain function which places this 2-year cycle in the context of all other cycles in the model, 
shows it to be very weak. 

As an aside but as a matter of interest, the gain function corresponding to the characteristic 
root (Root index 3) that reflects the 2-year cycle is shown as the short dashed line in Figure 
2. The gain function for this root alone has an amplitude that is near zero at the 22-year cycle 
and that rises to its maximum value at the 2-year cycle. This gain function taken by itself 
confirms the existence of the 2-year cycle in the model. However in the context of the overall 
cyclical structure of the model, this 2-year cycle is very weak. 

Another point illustrated in Figure 2 is that the average periodogram for the stochastic 
endogenous data (the solid line in this figure) has a shape that is in general, similar to that 
of the gain function that reflects the complex roots of Version 3 of the model. With the 
exception of its minor upward movements at the 3.7-year and the 2.4-year cycle, it slopes 
downward continuously from left to right like the gain function. However its rate of descent 
is not as steep. 

6. CHARACTERISTIC ROOT SENSITIVITIES 

This section focuses attention on those roots of Version 3 that generate significant cycles in 
the 2-to-20-year range. 	The objective is to determine which parts of the model's structure 
contribute most to these roots. 	To accomplish this, the sensitivity of the roots to small 
perturbations in the structural parameters is determined. Root sensitivities can be calculated 
for the root period and the root magnitude. The root period sensitivity 7  in elasticity form, 
shows the percentage change in periodicity in response to a one percent change in the i,jth 
element of the D or E matrix. The root period sensitivities calculated from the 0 matrix provide 
information about the relationship between a particular root period and the parameters of current 
endogenous variables. The relationship between the root period and the parameters of lagged 
endogenous variables can be observed through the root period sensitivities calculated with 
respect to entries in the E matrix. 	As with the period sensitivities, root magnitude 
sensitivities can be calculated with respect to the 0 or E matrix. 	The root magnitude 
sensitivity in elasticity form, shows the percent change in the magnitude of a root in response 
to a one percent change in the i,jth element of the 0 or E matrix. 

Table 2 summarizes selected root period sensitivities for Version 3. Each row reflects variables 
appearing in a particular equation in the model. Columns I and 2 refer to the current left-
hand-side endogenous variable for a particular equation. The other columns refer to lagged 
endogenous variables (whether for the same equation or other equations) that are part of the 
right-hand-side determinants of this equation. For example in the first row, the current 
endogenous variable, KAP, is the left-hand-side variable of the equation for KAP and the lagged 
variables KAP(-2) and KAP(-3) are two of the right-hand-side determinants of this equation. 
Based on the root period sensitivities, Root 3 reflecting the 2-year cycle, is closely associated 
with the capital stock (KAP) and the short-term nominal interest rate (RS). A one percent 
increase in the structural coefficient associated with RS causes the periodicity of Root 3 to 
increase by 3.87 per cent. Similarly, the root period can be reduced by 9.39 per cent as the 
result of a one percent increase in the structural coefficient associated with RS(-1) in the 
equation for RS. 

Root 12, reflecting the 20-year cycle, is mainly related to the expected rate of inflation (DNPE) 
and its lagged values. 
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Roots 15 and 16, both reflecting the 16-year cycle, are dominated by the trend rate of growth 
of employment (DNNE) and the trend rate of growth of total factor productivity (ONTFPE). The 
large values indicate that the root periodicities are highly sensitive to the structural 
coefficients associated with current and lagged DNNE and DNTFPE in the equations for these 
variables. 

Root 18, reflecting the 9-year cycle, is related to RS, ONPE, KAP, and private sector employment 
(NIC). Of these four variables, DNP[ dominates the root-variable association. The root period 
is more sensitive to the coefficients associated with the lagged variables RS, ONPE and KAP than 
to the current variables. 

Having noted that Root 12 is associated with DNPE and Roots 15 and 16 with DNNE and ONTFPE, it 
would be interesting to know how the stability and cyclical characteristics of Version 3 would 
change if these variables were exogenized. 	Exogenizing these variables by removing their 
associated equations and coefficients from Version 3, leads to Version 4. 	Selected root 
information for Version 4 is shown in Table 1. 	The stability of Version 4 in terms of its 
largest root is unchanged from Version 3. The 2-year and 9-year cycles are retained. However 
Version 3's 16- and 20-year cycles which the sensitivity analysis indicated were closely 
associated with the equations for DNNE, DNPE and DNTFPE, disappear in Version 4. This confirms 
the hypotheses pointed to by the sensitivity analysis. It illustrates that a characteristic root 
sensitivity analysis, combined with a careful analysis of the economic hypotheses on which the 
model is constructed, can lead to inferences about which elements of a model's structure are 
responsible for the cyclical properties of the model. 

The gain function for the major cyclical roots 3, 14 and 29 as noted in Table I for Version 4 
is shown as the dotted line in Figure 2. This gain function reaches its maximum amplitude at 
the 11-year cycle and falls to near zero at the 3.7-year cycle. However unlike the gain function 
for Version 3, it shows some amplitude (although small) in the 2-year cycle range. 

7. SOME FINAL COMMENTS 

From the methodological point of view, the observations concerning the stability and cyclical 
properties of a model as derived from the conventional simulation approach seem naive compared 
to those that can be made following the analytical approach. This approach based on the elgen-
values of the linearized model, showed Version 2 to be unstable with 14-to-23-year cycles. 
Version 3 was shown to be unstable and to possess long 16-to-22-year cycles and a 2-year cycle 
that was much weaker than the impression given by Panel I in Figure 1. Incorporating the 
autocorrelation of the estimated residuals in the dynamic matrix A, permitted the two-year cycle 
found in the data, to be reflected in the model's cyclical structure. While accounting for this 
2-year cycle may be important for forecasting exercises, its existence depends on introducing 
additional lagged endogenous and exogenous variables explicitly. It is important to note that 
while root analysis pointed to the existence of the 2-year cycle, its weakness relative to that 
of the trend-like cycles was only established by calculating the model's gain function. 

The root period sensitivity analysis illustrated the usefulness of the analytical approach for 
identifying those coefficients in a model's structure that are most closely associated with the 
appearance of particular cyclical modes in the model. While this analysis pointed to the 
coefficients associated with the capital stock and the short-term interest rate as being 
important determinants of the 2-year cycle, the coefficients associated with these variables 
appear in the equations of the model as the result of accounting for the autocorrelation 
processes of the residual errors. An economic explanation of the 2-year cycle in terms of the 
interaction between these two variables as reflected in their structural coefficients is not 
obvious. It may be that much of the residual autocorrelation that gave rise to the 2-year cycle 
is indicative of a misspecification of the economic hypotheses upon which the model is built. 

FOOTNOTES 

1. The stochastic variables are Total consumption, Trend rate of growth of employment, Price 
expectations (measured as the trend rate of growth of P), Trend rate of growth of total factor 
productivity, Level of personal exemptions related to personal income taxes, Government bonds 
held by foreigners, Current government non-wage expenditures, Government transfers to persons, 
Supply of high-powered money, Private and government sector capital stock, Private sector stock 
of inventories, Imports of goods and services, Private sector employment, Aggregate price level, 
Foreign exchange rate, Risk premium on real capital, Risk premium on long-term bonds, Long-term 
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interest rate, Short-term interest rate, Average rate of corporate income tax, Average 
rate of personal income tax, Private sector wage rate, and Exports of goods and services. 

2. In their simulations with the Brookings Model, Fromm et al (1972) found that 
transforming equations to reflect their autocorrelated errors gave poor results in 
complete system simulations. They argued that the transformed equation uses more lagged 
values for the endogenous variables and thus permits the simulated and actual values to 

deviate through error build-up in dynamic simulation. For the OBE Model (Green, et a? 
(1972) and the Wharton Model (Evans, et a? (1972)) autoregressive transformations for 
individual equations brought about modest improvements in the forecasting properties of 
the models over the sample period simulations. However the effect of these 
transformations on the cyclical properties of the models was not discussed. 

3. If Rh  = a h+b h .i defines the h'th complex root where a and b are its real and imaginary 
parts respectively and i=4J, then the periodicity of this complex root is defined as 
2it/(Arctan (bh/ah)). 

4. In their long-run simulation studies, Fromm et al (1972), Green et a! (1972) and 
Evans et a! (1972) adjusted the constant terms of their equations by a factor which 
reflected the first-order autocorrelation of the equations' residuals rather than using 
transformed equations such as (5). 

5. Given I observations X 1 , ... , X 1 , the function P(f) called the periodogram, is defined 
for all f (frequency) in the range -it < f < it by 

P(f) = 	
I 	I 

X e2t 2 

where P(f) is evaluated at the set of frequencies 0, 27r/t, 47r/t ..... The construction 
of the periodogram assumes that the series is stationary. In order not to eliminate 
cycles whose periodicity might be very long, the variables were detrended by using a 
simple linear time trend. 

6. Each of the characteristic roots of the model may be thought of as being related to a 
polynomial g(L) in the lag operator L in the time domain. The response of any endogenous 
variable Y, in the model to a random variable X

t is given by 

Vt 	g(L) X(t-L) 

The magnitude and periodicity of each of the characteristic roots provide information 
about the form of g(L). Fourier transforming (a) and taking expected values lead to (b), 
the spectral representation of the response function, called the gain function, in the 
frequency domain. 

r(f) = T(f).r(f) 

where 
FYY and rXX are spectral density functions and 1(f) is defined by (c) 

1(f) = 	g(L) eL 

From (b) it can be seen that depending on whether 1(f) is greater than, equal to or less 
than one, the amplitude of the cycle at any frequency f, in V will be greater than, equal 
to or less than the amplitude of the cycle at the corresponding frequency in X. Priestley 
(1981, p. 273) shows that the gain function for the model is equal to the product of the 
gain functions corresponding to each of its characteristic roots. 

7. The root period and magnitude sensitivities in elasticity form, can be calculated from 
the D or C matrix of the linearized system as 

Period 	Magnitude 

From 0 mat r I x 

	

3IthI 	d13 	aIRhI 

--- . Ithi adij. 

	

8th 	e1 	BR h 	e ij From E mat r i x 	
- . ------ . 

where Rh  is the modulus of the h'th characteristic root; d 13  and e j  are the i,j'th entries 
of the D and E matrices respectively; and th is the periodicity of the h'th characteristic 
root. 
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TABLE 1: SELECTED CHARACTERISTIC ROOT INFORMATION 

Version 1 Version 2 Version 3 VersIon 4 

Characteristic Root Poriodicity Root Periodicity Root Periodicity Root PeriodicitV 
Roots (index) Magnitude (years) Magnitude 	(years) Magnitude (years) Magnitude (years) 

1 1.13 1.02 1.07 1.07 
2 1.03 1.02 23.43 1.03 1.03 
3 1.03 17.2 1.01 1.01 2.08 1.01 2.02 
4 1.02 1.01 1.01 1.01 
5 1.01 0.99 1.01 1.01 
6 1.00 0.99 1.00 1.00 
7 1.00 92.17 0.99 89.86 1.0 1.00 
8 1.00 0.96 15.88 1.0 1.00 
9 0.99 0.96 15.88 1.0 67.48 1.00 67.43 

10 0.96 15.89 0.94 89.14 1.0 1.00 
11 0.96 15.88 0.92 14.24 1.0 1.00 
12 0.94 14.20 0.92 0.99 19.78 0.99 
13 0.93 55.56 0.92 180.56 0.99 0.97 
16 0.93 0.73 21.60 0.97 0.96 8.89 
15 0.92 0.03 3.48 0.96 15,89 0.96 
16 0.92 0.96 15.89 0.94 
17 0.83 0.96 0.91 
18 0.00 0.95 8.51 0.86 
25 0.87 21.96 
29 

0.58 11.94 
36 0.58 11.94 

Note: Only Characteristic roots that are coalex give rise to cycles whose periodicity is measured in years (see 
Footnote 3). 

TABLE 2: SELECTED ROOT PERIOO SENSITIVInES, V[RSI(I 3 

(1) (2) (3) (4) (5) (6) (7) (8) /arieble Sensitivity Variable Sensitivity Variable Sensitivity Variable Sensitivity 

ROOT 3 

EAT -1,33 KAP(-7) 2.70 KAP(-3) -1.21 RS 3.87 RS(-1) .939 RS(-2) -2.95 

ROOT 12 

ONPE -444.27 DWPE('l) 1229.07 DNPE(-2) -1128.83 DNPE(-3) 343.91 

PtJOI 15 

DNNE 133.26 DNNE('l) -486.09 DNNE(-2) 566.39 ONNE(-3) -213.56 DNTFPE -392.91 DN1FPE(-1) 1128.56 ONTFPE(-2) -1072.38 DNIFPE(-3) 336.73 

ROOT 16 

0NNF -392.92 DNNE(-1) 1128.59 DNNE(-2) -1072.41 DNNE(-3) 336.74 DNIFPE 133.28 DNTFPE(-1) -486.16 DNTFPE(-2) 566.45 DNTFPE('3) -213.58 

ROOT 18 

RS -4.79 RS(-1) 7.63 RS(-2) '2.80 
DNPE -12.02 DNPE(-1) 34.20 DNPE(-2) -31.33 DNPE(-3) 9.18 EAT -4.30 KAP(-1) 11.13 KAP(-2) -9.10 KAP('3) 2.32 NIC - 1.12 NIC('l) 0.89 NIC(-2) 0.87 

ie; mr any given row S  the variable in colum (1) refers to the Left-hand-side variable for the equation it represents 
in Version 3. Variables in co(u-vis (3), (5) and (7) are variables (primarily lagged endogenous variables) appearing 
as part of the right-hand side of the same equation. Only the Largest root sensitivities are reported. 
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Figure 2: Average Periodogram for Stochastic Variables 
and Gain Functions for Version 3 and Version 4 
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Figure 1: Panel 1: Histogram, Statistically Significant Peaks, 
Stochastic Endogenous Variables (0.1 Level) 
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STUDENT FLOWS AT ONTARIO UNIVERSITIES 

Warren Clark 

Abstract 

Statistics Canada collects data on all university students enrolled as of December of the academic year. 
Ninety-nine peIcCnt of enrolment is collected on an individual student record basis in the University Student 
Information System (USIS). Student flows showing the progress of students from entry to graduation can be 
estimated by linking consecutive annual enrolment and degree files. The linking of USIS files also quantifies 
migration of students between institutions, transitions from one discipline to another and dropout rates. A 
time series of Ontario university student flows is l)rcscnted. 

1. Introduction 

The University Student Information System (USIS) is a data base that provides a Canada-wide system of 
university enrolment and graduation statistics. Files are available back to the 1972-73 academic year for 
enrolment and back to 1970 for degrees. The data is collected from university registrars across the country. 
The data elements include items of educational and academic interest and a wide range of vital characteristics 
of individual students, such as gender, age, immigration status, country of citizenship, educational activity of 
the student last year, level, duration of program they are in, number of credits registered in, area of 
specialization, etc.. All students registered and active for courses which are eligible for academic credit in 
a degree, diploma or certificate program of a degree-granting institution are included. (Included are students 
not seeking an academic degree, diploma or certificate if they are taking courses eligible for credit). 
Ninety-nine percent of enrolment data and 65% of degree data are collected on an individual student record 
basis. 

The USIS system provides a snap-shot picture of enrolment as of December 1st, November 1st for Ontario. 
The data reported for Ontario universities on USIS is largely reported on an individual student basis for both 
enrolment and degrees thus enabling the linkage of enrolment and degree files. Only Royal Military College, 
Ontario Bible College, Ontario Theological Seminary and College Dominicain are excluded from the data 
reported in this paper because they reported enrolment in aggregate form for some or all of the years 
examined. These institutions represented 0.7% of Ontario university enrolment in 1988-89. 

Most USIS data is collected on an individual student basis with Student ID numbers unique within an 
institution and in many cases SIN numbers which are unique across the country. It is possible to link student 
records from one year to the next using these unique identifiers. Thus it is possible to compute the flow of 
students from one period to a subsequent period. Also because many Ontario universities report their degrees 
and diplomas granted on an individual student basis it is possible to link the linked enrolment files with the 
degree files. Those that don't report individual degree records, e.g., Queen's (for some years), Carleton (for 
some years), Trent and Laurentian had their degree links with the enrolment file imputed based on the 
number of degrees granted by level and field of study and upon graduation rates for other years or other 
institutions. Thus not only are student flow percentages calculated but also graduation rates. 

The linking of USIS administrative data files permits the comparison of characteristics of students from one 
year to the next thereby allowing the calculation of flows of students. How many change disciplines? How 
many move from full-time to part-time studies? How many transfer to other institutions? How many disappear 

'Warren Clark, Education, Culture and Tourism Division, 16th Floor, R.H. Coats Bldg., Statistics canada, 
Ottawa, Ontario KIA 0T6. 
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fiorn the USIS file (ic., drop out)? flow many switch to a general program from honours or fail to advance 
to the next year level? iliese questions can all be answered from the linked files. 

Five selected years of linked Ontario university data, covering the academic years from 1976-77 to 1986-87 
are l)resented in this paper: 1976-77, 1979-80, 1981-82, 1983-84, and 1986-87. Each of these USIS enrolment 
files were linked to the USIS file of the following academic year and to the degree file for that year. (eg. the 
1986-87 enrolment file was linked to the 1987-88 enrolment file and to the 1987 degree file). 

1 Dropouts 

2.1. Introduction 

Those who appear on the linked file in the first year but not the second and who do not appear as graduates 
ate called apparent dropouts. The term "apparent is used to describe dropouts because the linking process 
is imperfect. Some students who continue their studies are not linked because they changed institutions and 
could not be traced to their new location. They are misidentified as dropouts. In many cases Social 
Insurance Numbers are reported on USIS, enabling the tracking of students between institutions. In Ontario 
in 1986-87 80% of full-time students and 85% of part-time students had a SIN number reported. Those 
students who do not have a SIN reported and transfer between institutions will be misidentified as dropouts. 

The apparent dropout rate represents the percentage of students who drop out between the USIS enrolment 
count dates of November 1st and November 1st the following year. It does not represent the failure rate of 
a cohort of students during their uIivcrsity careers. A cohort of new entrants to university may drop out at 
any time (luring the 3, 4 or more years they may spend at university. The apparent dropout rate reflects the 
percentage of dropouts who leave universities without graduating at some time during a year. 
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Ontario undergraduate enrolment has grown as shown in Chart 1. The growth since the early 1980'5 has 
occurred despite a decline in the size of the traditional source population for university enrolment, the 18-24 
population age group (Chart 2). The increase in enrolment has been the result of: 

- a larger percentage of the population completing high school. The number of Ontario Grade 13 
graduates related to the 18-year-old population has increase from 28.8% in 1970-71 to 34.5% in 1986-87. 

- an increase in the percentage of grade 13 graduates continuing directly on to full-time studies at university. 
The percentage increased from 65.6% in 1976-77 to 73.1% in 1987-88. 
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- highcr participation of people over age 24 in university education. Between 1971.72 and 1988-89 full-
time university enrolment over age 24 increased by 75% whereas 18-24-year-old enrolment increased by 
45%. Although enrolment over age 24 increased substantially, it still only represented 19.6% of full-time 
university enrolment in 1988-89. 

- a decline in the dropout rate at Ontario universities 

Between 1976-77 and 1986-87 the apparent dropout rate for full-time undergraduates declined from 15.5% 
to 11.7%. The numbers represent the percentage of full-time undergraduates who do not appear on the 
enrolment file the following year and who did not graduate. Full-time graduate apparent dropout rates also 
declined from 20,4% in 1976-77 to 13.9% in 1986-87. 

22. Dropouts by level 

Most undergraduates are in a program that leads to a bachelor's degree normally after 3 or 4 years of study. 
Less than 4,000 of the nearly 180,000 1986-87 full-time undergraduates are taking courses not leading towards 
a degree or diploma. They are called 'other undergraduates'. This group had the highest apparent dropout 
rate of all full-time undergraduates while those in first professional programs (i.e., M.D., D.D.S., D.V.M, 
L.L.B.) had the lowest apparent dropout rates. 

The part-time undergraduate apparent dropout rate remained relatively stable at about 45% to 48% between 
1976-77 and 1986-87. The part-time graduate apparent dropout rate declined from 31% in 1976-77 to 24% 
in 1986-87. Many of the part-time students identified as apparent dropouts may eventually return to complete 
their studies. 

Table 1. Apparent dropout rate' at Ontario universities by registration status and level 

Registration status and level 1976-77 1979-80 1981-82 1983-84 1986-87 

(percent) 

Full-time 
Undergraduate 15.5 13.4 12.4 12.4 11.7 

Bachelor's 15.1 13.1 11.9 11.8 11.3 
First Professional (M.D., D.D.S., 
D.V.M., L.L.B.) 4.4 3.3 3.0 2.8 2.9 

Undergraduate Diploma 22.5 18.1 16.6 17.9 13.1 
Other Undergraduates 46.7 45.0 43.9 42.4 39.4 

Graduate 20.4 19.3 17.0 14.0 13.9 
Master's 16.7 15.9 13.1 9.7 10.0 
Doctorate 12.9 11.8 10.6 8.3 8.3 
Gradtmte Diploma 26.5 23.7 20.1 15.5 10.7 
Other Graduates 23.0 36.5 30.4 25.4 29.6 

Part-time 
Undergraduate 45.5 47.8 47.7 48.3 47.1 

Bachelor's 37.4 35.1 35.9 36.7 36.1 
Undergraduate Diploma 42.2 53.1 52.4 51.0 54.3 
Other Undergraduates 67.9 661 64.3 65.4 64.5 

Graduate 312 30.9 27.1 26.6 24.0 
Master's 27.2 28.0 22.8 22.7 20.0 
Doctorate 27.5 28.7 25.1 22.8 21.8 
Graduate Diploma 47.2 36.8 42.0 36.9 39.0 
Other Graduates 55.1 56.8 57.9 57.0 61.0 

'Apparent dropout rates refer to the percentage of students who appear on the USIS file one year but not the next and who did not graduate. It 
represents the perccntagc who apparcntly drop out or left the Canadian universities without graduating. Students who could not be linked are 
idcnttfled as apparcnt dropouts. 



2.3. Dropouts by field of study 

The apparent dropout rates varied considerably depending UOfl the field of study students were enrolled 
in as shown in Table 2. General arts and science students experienced the highest apparent dropout rates 
over the entire time period followed by fine and applied arts students. 

Table 2. Apparent dropout rates of full-time undergraduates by major field of study. 

Major field of study 1976-77 1979-80 1981-82 1983-84 1986-87 

(percent) 

Fotal 15.5 13.4 12.4 12.4 11.7 
Agriculture and biological sciences 13.0 12.8 13.5 13.6 10.5 
Business, management and commerce 16.7 10.6 9.7 9.1 9.4 
Education 11.4 9.9 8.9 9.3 7.8 
Engineering and applied sciences 15.0 11.7 10.3 9.2 8.7 
Fine and applied arts 18.1 17.5 16.0 16.7 14.6 
General arts and science 20.4 18.1 16.9 16.9 18.7 
Health professions 4.5 4.4 3.2 3.2 3.1 
humanities 16.3 15.6 14.6 13.8 11.5 
Mathematics and physical sciences 11.9 11.5 9.8 10.5 10.5 
Social sciences 12.8 12.4 12.2 12.4 11.5 

Several individual disciplines for full-time undergraduates had much higher than average apparent dropout 
rates in 1986-87. They were library science, 26.5%; agriculture, 23.3%; public health, 20.3%; and performing 
arts (excluding music), 19.7%. Library science and the performing arts have had high dropout rates since 
1976-77 while agriculture and public health had average or below average rates in 1976-77. 

2.4. Dropouts by year level 

Table 3 shows that first year students have consistently had the highest apparent dropout rates over the last 
ten years. Apparent dropout rates at each year level have all declined since 1976-77. 

Table 3. Apparent dropout rates of full-time students in 3 or 4 year bachelor's degree programs, by year level 

Year level 1976-77 1978-80 1981-82 1983-84 1986-87 

(percent) 

1st year 21.6 18.1 16.9 16.3 15.6 
2nd year 15.1 12.8 11.1 11.4 11.4 
3rd year 10.4 9.4 8.8 8.6 8.4 
4th year 9.0 8.2 7.5 8.3 7.1 

In 1976-77, 21.6% of the 1st year students in 1976-77 who apparently dropped out and were not enrolled in 
1977-78 and did not graduate. Perhaps more interesting would be the percentage of a cohort of new students 
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who dropout without obtaining a degree. This percentage could be obtained by linking several years of 
enrolment and degree files together to track a cohort of new students through their careers at university. 
However, this would be a time-consuming and expensive exercise and rates would not be available until 4 or 
5 years after the students had entered, enough time to allow them to graduate. Alternatively, cohort dropouts 
ratcs could be estimated by applying current apparent dropout and graduation rates to a fictitious cohort of 
new students in the following way: 

Let E,' = the number of students in year t entering year level i 

d, = apparent dropout rate in year t and level i (i.e. rates from table 3) 

g,' = graduation rate from year level i in year t (i.e. the percentage) 

D, = estimated % of a cohort of new entrants to university who dropout before graduation 

For all year levels, I, 

E,' = E, 1  (1-d-g,') 

D. = , d,'E,'IE,' 	100% 

Using this technique, and the apparent dropout rates shown in table 3, the apparent percentage of a cohort 
dropping Out of university without receiving a degree is calculated. Table 4 shows that 43.9% of the 1976.77 
new students would dropout compared with 34.3% of the 1986-87 cohort. 

Table 4. Cohort dropout rate' for full-time 3 or 4 year bachelor's degree students. 

1976-77 43.9% 
1979-80 41.1% 
1981-82 37.4% 
1983-84 35.8% 
1986.87 34.3% 

1 Pcrcenrage of a cohori of new eniranis to university who rail to graduate. 

2.5. Dropouts who return to university 

So far in. this paper, the term dropout has referred to students who were not enrolled the following year 
and who did not graduate, apparent dropouts. With rapidly changing technologies, more and more people 
are looking upon education as a life long avocation to help them keep pace with rapidly expanding knowledge 
base. A student may leave and re-enter the education system many times during his/her lifetime. Although 
anyone who leaves university without graduating is identified as an apparent dropout, they may return to 
university at some later time. To quantify how many students identified as apparent dropouts actually did 
return, the 1983-84, 1984-85, 1985-86 enrolment files and 1984 degree file were linked together. Students 
enrolled in 1983-84, but not in 1984-85 and who did not graduate in 1984 (i.e., apparent dropouts) were 
matched to the 1985-86 enrolment file. Of the full-time undergraduate apparent dropouts, 21% had returned 
to their studies in 1985-86. Dropouts from first year were less likely to return than second or third year 
students. 
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Tablc 5. 1983-84 full-time students who apparently dropped out and returned to university in 1985-86 by level 
and year level 

Level and 
year level 

Number 
of 

dropouts 
student 

% 
returning 

as full-time 
student 

% 
returning 

as part-time 

% 
returning 

to university 

Undergraduates 
Total 19,977 14.5 65 21.0 1st year 8,756 14.0 4.6 18.6 2nd year 5,295 19.5 7.1 26.7 3rd year 3,168 12.8 10.4 23.2 4th year 1,515 10.4 8.4 18.8 5th year 24 12.5 8.3 20.8 Not applicable 1,182 6.3 4.9 11.3 

Graduates 
Total 2,889 7.2 4.6 11.8 Master's 1,081 6.9 9.0 15.9 Doctorate 472 9.3 49 14.2 Graduate Diploma 46 8.7 2.2 10.9 Other Graduate 96 6.3 6.3 12.5 

3. Student Flows 

3.1. hitroduction 

The linking process not only identifies those students who are not found on the file the following year, 
dropouts, but it enables the comparison of student characteristics from one year to the next for those who 
are found. For example, students may change levels of study, disciplines, year levels, institutions or change 
from full-time to part-time study or vice versa. The linked USIS files in essence permits the tracking of 
students or the measurenent of the flow of students from one educational state to another. 

3.2. Migration from level to level 

With declining apparent dropout rates for full-time undergraduates, slightly higher percentages of them remain 
as full-time undergraduates or transfered to part-time undergraduate studies in 1986-87 than occurred in 
1976-77. The 1986-87 full-time undergraduates did not show any greater tendency to move on to full-time 
graduate studies than the 1976-77 cohort, however, they were less likely to continue to part-time graduate 
studies. The 1986-87 part-time undergraduate cohort were less likely to remain in part-time studies and more 
likely to change to full-time than the 1976-77 cohort. Full-time graduates were more likely to remain as 
full-time graduates and less likely to change to part-time studies in 1986-87 than in 1976-77. 
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Table 6. Flows of students between lcvcls at Ontario universities 

Registration status 
and level 

Total  

Activity the following year 

Not enrolled 	 Enrolledt 

Apparent Graduated 2 	Undergraduate 	Graduate 
Dropouts 

Full-time Part-time Full-time 	Part-time 

--- - ------------------------------Percent of Total----------------------------------- 

Full-time undergraduate 
1976-77 142,576 15.5 16.0 61.2 5.7 1.6 0.2 
1979-80 135,463 13.4 14.9 64.0 6.1 1.6 0.2 
1981-82 147,365 12.4 13.8 65.1 6.7 1.7 0.2 
1983-84 161,106 12,4 14.3 58.9 6.9 1.2 0.1 
1986-87 164,465 11.7 15.1 64.5 7.0 1.6 0.1 

Part-time undergraduate 
1976-77 59,960 45.5 7.2 5.0 413 0.5 0.6 
1979-80 71,615 47.8 7.4 6.3 38.6 0.6 0.6 
1981-82 78,639 47.7 6.5 5.6 38.8 0,6 0,6 
1983-84 85,323 48.3 7.1 7.2 36.1 0.6 0.6 
1986-87 83,726 47.1 7.9 7.4 36.4 0.6 0.6 

Full-time graduate 
1976-77 18,298 20.4 16.7 1.6 0.5 51.4 9.4 
1979-80 17,817 19.3 15.0 1.2 0.6 53.9 10.0 
1981-82 19,196 17.0 16.5 1.1 0.8 55.6 9.1 
1983-84 20,636 14.0 17.4 0.9 0.7 58.2 8.8 
1986-87 21,381 13.9 17.7 1.1 0.6 58.3 8.4 

Part-time graduate 
1976-77 12,316 31.2 14.7 0.5 1.2 3.7 48.7 
1979-80 12,041 30.9 143 0.4 2.3 4.3 47.9 
1981-82 11,839 27.1 16.7 0.5 4.5 2.3 48.9 
1983-84 11,862 26.6 16.9 0.5 1.9 4.6 49.4 
1986-87 11,455 24.0 19.2 0.4 1.6 5.0 49,8 

'Includes students who graduated and continued their studies. 
'Includes the who graduated but did not re-enrol. 

Note: Percentages may not add to 100% due to rounding. 

3.3. Transitions from one discipline to another 

During their time at university students may change majors several times. Regardless of the registration 
status or level of study the vast majority of students remained in the same discipline from one year to the 
next. Table 7 shows the discipline transfer rates by major field of study (i.e., it indicates what percentage of 
students transfer to another discipline from one year to the next, eg., from psychology to sociology, etc.). 
Table 7 indicates that between 1986-87 and 1987-88 23.0% of full-time undergraduates changed the discipline 
they were studying. This compared with 19.5% in 1976-77 and 27.1% in 1983-84. Many students may start 
out in general arts and science and eventually decided to study a particular discipline. For this reason general 
arts and science students are the most likely to change disciplines. 
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The near doubling of the general arts and science percentage between 1981-82 and 1983-84 is the result of 
a change in coding methods of disciplines at a large university. Before 1983-84 nearly all undergraduates at 
that institution were coded as general arts and/or science students regardless of the discipline they were 
studying. Only some highly specialized disciplines were coded separately. Thus most undergraduates were 
identified as staying in general arts or science for all their undergraduate years. In 1983-84 that institution 
began to code students who were formerly coded as arts or science into individual disciplines. Those that 
remained in the general arts and science category could at any time during their academic career transfer to 
an individual discipline which would also be reflected in the coding of majors. Now that these transfers were 
being recorded 1  the transfer rate nearly doubled from 33.8% in 1981-82 to 62.1% in 1983-84. This an artificial 
increase created by the change in coding methods used. Prior to 1983-84 the transfer rates for general arts 
and science would have likely been close to what they are today had the current coding system been in place 

Table 7. Discipline transfer rates' by major field of study, level and registration status. 

1976-77 1979-80 1981-82 1983-84 1986-87 

(Percent) 

Full-time undergraduate 
Total 19.5 20.3 20.9 27.1 23.0 
Agriculture and biological sciences 17.3 18.2 20.0 17.6 17.8 
Business, management and commerce 10.8 14.6 18.5 19.2 15.5 
Education 10.1 10.6 13.1 11.6 11.6 
Engineering and applied sciences 16.9 17.2 17.5 14.2 16.0 
Fine and applied arts 9.7 11.5 12.8 10.6 11.4 
General arts and science 30.7 35.6 33.8 62.1 60.8 
Health professions 7.1 7.9 8.4 8.8 9.6 
Humanities 17.0 15.4 16.3 15.9 15.3 
Mathematics and physical sciences 16.5 15.2 15.3 16.3 15.1 
Social sciences 13.7 14.0 15.3 13.4 14.0 

Full-time graduate 
Total 4.9 7.8 5.2 4.6 4.9 
Agriculture and biological sciences 5.1 11.5 3.7 4.9 3.4 
Business, management and commerce 6.0 4.5 3.5 3.1 2.1 
Education 9.7 4.1 5.8 3.6 3.8 
Engineering and applied sciences 1.7 3.6 2.3 1.6 1.8 
Fine and applied arts 3.0 2.0 3.5 2.2 1.4 
General arts and science 3.7 .. 10.3 4.3 5.0 
Health professions 7.6 12.3 8.9 6.1 7.6 
Humanities 5.7 4.6 4.3 5.5 3.9 
Mathematics and physical sciences 2.2 7.9 1.4 2.1 2.1 
Social sciences 2.8 2.6 5.6 5.4 2.7 

'Percentage of ttudcnLs who change disciplines from one year to the next (e.g., from psychology to sociology, from mathemalica to physics. dc.) 

3.4. Sourccs of students 

So far the focus of this paper has been on where do students go from one year to the next. Do they change 
disciplines, levels or do they apparently drop out. It is possible to examine this data in another way; where 
do students come from? Are they new students (i.e., not enrolled last year), were they part-time students last 
year, were they enrolled at the same level or a lower level? The linked USIS files can answer all these 
questions. For example of the 1987-88 Ontario full-time master's students, 21% were undergraduates the 
previous year, 44% were master's students, 2% were at another level of graduate studies, and 32% were not 
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enrolled in 1986-87. Of full-time doctoral students in 1987-88, 0.5% were undergraduates, 14% were master's 
students, 71% were doctoral students and 0.7% were at other levels of graduate studies in 1986-87. 

3.5. Migration between institutions 

When SIN numbers are reported inter-institutional transfers can be tracked. In Ontario where most transfers 
occur between institutions within the province and where 80% of full-time and 85% of part-time enrolment 
have SIN numbers reported, the vast majority of inter-institutional transfers can be tracked. Tracking transfers 
outside Ontario is more difficult, particularly to institutions in Quebec, because SIN number reporting is not 
as common. Those that cannot be tracked due to non-reporting of SIN numbers result in students being 
misidentified as apparent dropouts even though they continued their studies at another institution. Table 8 
shows that less than 4% of full-time undergraduates and 2.4% of full-time graduates changed institutions 
between 1986-87 and 1987-88. The percentages have not varied much over the ten years from 1976-77 to 
1986-87. 

Table 8. litter-institutional transfers (Percentage of students who transferred between universities from one 
year to the next) 

1976-77 1979.80 1981-82 1983-84 1986-87 
RcgiMration 
status and 
tCvCI to an institution to an institution to an institution to an institution to an institution 

Within Outside Within Outside Within Outside Within Outside Within Outside 
Ontario Ontario Ontario Ontario Ontario Ontario Ontario Ontario Ontario Ontario 

(Percent) 
Full-tlme 

Undcrgraduate 4.1 0.3 3.5 0.5 4.1 0.5 3.4 0.4 3.4 0.4 
Graduate 10 0.3 1.6 0.5 2.2 0.1 1.8 03 1.9 0.5 

Vail-tIme: 
Undergraduate 2.8 0.1 3.4 0.3 4.2 0.4 3.7 0.2 3.7 0.3 
Graduate 1.2 0.1 1.7 03 2.0 0.3 1.9 0.2 15 0.3 

Inter-institutional transfers occurred more frequently when students changed registration status 
(full-lime/part-time) or when they changed levels of education (Table 9). For example, in 1986-87 30% of 

Table 9. Inter-institutional transfers by change in registration status and level from one year to the next 

Registration status 
and level 
Year t 

Registration status 
and level 
Year t + 1 

Year 
1976-77 1979-80 1981-82 1983-84 1986-87 

(percent) 

Full-time undergraduate -'Full-time undergraduate 4 4 4 4 3 
Full-time undergraduate -.FulI-time graduate 31 29 29 30 30 
Full-time undergraduate -'Part-time undergraduate 12 12 13 11 10 
Full-time undergraduate -'Part-time graduate 30 28 37 30 32 
Full-time graduate -'Full-time graduate 2 2 3 2 2 
Full-time graduate -'Part-time graduate 2 2 1 1 2 
Full-time master's -'Full-time doctorate 13 13 10 11 11 
Part-time undergraduate -'Full-time undergraduate 14 18 17 12 12 
Part-time undergraduate -'Full-time graduate 31 37 39 42 39 
Part-time undergraduate -'Part-time undergraduate 4 6 7 7 6 
Part-time undergraduate -'Part-time graduate 31 30 29 30 34 
Part-time graduate -'Full-time graduate 7 10 10 9 9 
Part-time graduate -'Part-time graduate 1 1 1 1 1 
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students who advanced from full-time undergraduate to full-time graduate studies changed institutions 
compared with 3% who stayed as full-time undergraduates and 10% who changed to part-time undergraduate 
studies. Six percent of part-time undergraduates who stayed as part-time undergraduates changed institutions 
but 12% of those who switched to full-time studies changed. 

4. Limitations 

4.1. Students leaving the country 

Students who leave the country to study abroad are misidentified as dropouts. In 1986 approxiiiiately 17,00() 
Canadians were studying abroad at postsecondary institutions (universities and community colleges). The 
nuinher who came from Canadian universities the previous year, and therefore were misidentified as dropouts, 
is unknown. 

4.2.. Transfers to community college 

Students who transfer to community colleges or institutes of technology before completing their university 
education are also identified as dropouts. The Ontario College Inforniation System indicates that 
approximately 1,500 students came from universities the previous year. This means that about 1% of full-
time undergraduates are classified as dropouts even though they continued their studies at community college. 

4.3. Transfers to other universities in Canada 

Inter-institutional transfers can only observed where SIN numbers are reported (e.g. transfers from University 
of Toronto which reports SIN numbers to McGill which does not report SIN numbers could not be tracked 
and students would be identified as dropouts). Approximately 4% of students change institutions from one 
year to the next. Ontario has a high SIN response rate. This enables the tracking of students between 
institutions within Ontario. However, because Quebec has a relatively low SIN response rate transfers from 
Ontario institutions to Quebec institutions are unlikely to be traced and will be misidentified as apparent 
dropouts. Examination of the previous educational activity of Ontario residents studying outside Ontario in 
1986-87 indicates that at most 2,300 students who were classified as apparent dropouts may actually have been 
transfers to institutions outside the province which could not be traced. This represents 1.3% of students 
misidentified as apparent dropouts who were actually transfers to institutions outside the province. Since 80% 
of full-time undergraduates in Ontario report SIN and 4% of students were identified as changing institutions, 
if 100% reported SIN, then 5% of students may have changed institution, thereby reducing the apparent 
dropout rate by another 1%. 

4.4. Fall semester only 

USIS looks at enrolment at only one point in time during the academic year, December or November. 
Approximately 5% to 10% of all students do not attend during the fall semester but do during the winter, 
spring or summer semesters. Thus this group of students is missed by USES. 

4.5. Dropouts before the USIS count date 

Students enrolling for the first time in September but who dropout before the USIS enrolment count in 
December or November are not captured by USES and are not identified as dropouts. 
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5. Applications to other areas of Canada 

The same methodology could be applied to British Columbia, Manitoba and New Brunswick where the 
incidence of SIN number reporting is high and where most degrees are reported on a an individual student 
basis (Table 10). The other provinces either have the majority of their degrees reported in aggregate form 
thereby precluding the identification of individual graduating students, or have a low percentage of SIN 
reporting thereby not permitting the tracking of inter-institutional transfers. 

Agreements between provincial governments in the Maritime provinces which allow one university in the 
Mar itimes to offer specialized programs for all students in the region has encouraged transfers between 
institutions. Inter-institutional transfers are much more common than in Ontario. Unfortunately, due to the 
low incidence of SIN reporting in Nova Scotia and Prince Edward Island it is impossible to accurately track 
student flows between institutions in the Maritimes. This inability to track inter-institutional transfer would 
result in many continuing New Brunswick students who transfer to Nova Scotia or Prince Edward Island to 
be misidentified as dropouts. 

Table 10. Applications to other provinces 

Province 
% of undergraduate 

degrees and diplomas 
reported on an individual 

record basis 

% of full-time 
students 

reporting S.I.N. 

Newfoundland -• 94 
Prince Edward Island 82 -- 
Nova Scotia 56 33 
New Brunswick 91 83 
Quebec 7 27 
Ontario 87 80 
Manitoba 88 72 
Saskatchewan 30 30 
Alberta 55 53 
British Columbia 70 92 

Note: Provinces with high percentages in both columns are good candidates to use linked files to estimate dropout rates and student flows. 

6. Conclusion 

The linking of USIS files provides valuable information on the flows of students, dropout rates and the sources 
of students, for educational researchers, manpower planners and university administrators. In Ontario the 
apparent dropout rate for university students has fallen over the ten year time period from 1976-77 to 1986.87 
which has been a contributing factor to continued growth of undergraduate enrolment despite declines in the 
18-24 population age group. Apparent dropout rates and student flows can be calculated based on any 
characteristic of students contained on the USIS enrolment file. 
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ABSTRACT 

this report focuses on the female/male earnings differential of a very select 
group -- 1982 university graduates who were employed full-time in 1984 or 
1987. Although the earnings gap in this young, well-educated cohort was 
smaller than that found in the general working population, female graduates 
earned less than males in almost every category examined. Furthermore, the 
gap widened from 1984 to 1987. A multivariate model is introduced to better 
control for the many factors affecting the earnings gap. Despite the 
controls, the model accounted for just one-third of the earnings gap at each 
timepoint. 

INTRODUCTION 

The existence of an earnings gap between men and women is not news. Until 
recently, traditional family roles dictated a division of labour within the 
household such that the majority of married women were engaged in unpaid 
household and child-rearing activities. Since most women's paid working 
career ended at marriage or the birth of their first child, most women did not 
accumulate the skills and experience necessary to climb the salary ladder. 
Thus a wide gulf existed between the salaries of working men and women. 

But times change. A combination of social, demographic and economic trends 
have resulted in the increased participation of women in the full-time 
workforce. Fewer women are leaving the labour force when they marry or have 
children. Interruptions for childbirth have also been reduced by the long-
term drop in fertility and the costs are subsidized through the Unemployment 
Insurance plan. As more and more women entered and remained in full-time paid 
jobs, the salary gap narrowed, yet it remains substantial. 

In 1987, females working full-time for the full year earned, on average, a 
third less than their male counterparts. Of course, a gap of this size 
reflects many differences between the female and male workforce: age 
structure, education, occupation, industry of employment and accumulated 
experience. The waters are furthered muddied by the changes in these 
variables over time. Today's labour force consists of many cohorts, each with 
a unique set of characteristics, which entered the labour market under very 
different conditions. 

What if we could follow a single recent cohort of labour market entrants about 
whom most of the important income-related characteristics were known? Would 
we find that men and women with the same qualifications were earning about the 
same? These are precisely the types of issues that can be addressed with the 
National Graduates Survey and the Follow-up of Graduates Survey. 
The National Graduates Survey of 1984 (NGS) and the Follow-up of Graduates 
Survey in 1987 (FOG) yield a unique perspective on the recent status of the 
female / male earnings gap. The sampling frame for these surveys encompasses 
the 1982 graduates of all universities in Canada. t  The surveys captured a 
wide range of demographic, educational and labour market information covering 
the period from 1982 to 1987. Making use of these surveys, the intent of this 
paper is to look at two issues: 

1Ted Wannell, Business and Labour Market Analysis Group, 
Analytical Studies Branch, Statistics Canada, Ottawa, Ontario. The 
author wishes to acknowledge Monica Boyd, Marie-Claire Couture, 
Joanne Dubeau, Doug Giddings, Bill Magnus, Yigal Messeri, Debbie 
O'Dwyer, Garnett Picot and Wendy Pyper. 
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given recent increases in female labour force participation and 
educational attainment, does an earnings gap still exist for men and women 
with equal qualifications; and, 

how does the earnings gap develop over time within a particular cohort. 

While some descriptive statistics and cross-tabulations are presented, most 
of the analysis is of a xnultivariate nature. A technique known as 
decomposition is used divide the earnings gap into a component that can be 
explained by differences in education and background characteristics and a 
residual component that could be indicative of some relative disadvantages for 
one of the groups under study. Decomposition results are presented for 
earnings in 1984 and 1987. 

The NGS/FOG data indicate that a substantial gap exists between the earnings 
of recent male and female university graduates. Although narrowed within some 
categories, the gap is persistent across almost all fields and levels of 
study. Only about one-third of the gap could be explained by differences in 
the educational and background characteristics of men and women. The earnings 
gap was also found to grow over time for the cohort under study. 

A Brief Note on the Data 

The National Graduates Survey (NGS), 1984, and the Follow-up of Graduates 
Survey (FOG), 1987, collected a wide range of information on the labour market 
experiences of 1982 community college and university graduates. Included on 
each survey was a question asking respondents to estimate their yearly 
earnings (to the nearest thousand dollars) based on the job held at the time 
of the interview. Responses to this question typically contain two digits 
(ie. 10-99 thousand). To avoid any representation of spurious accuracy most 
figures in this paper are also reported in two digit numbers. 

The analysis in this report is limited to full-time workers. The descriptive 
comparisons of 1984 earnings include all graduates working full-time in 1984 
and a similar restriction applies to the comparison of 1987 earnings. Since 
the number of hours worked is highly variable for part-time workers and the 
surveys did not query the number of hours worked, this condition ensures that 
approximately equal amounts of labour are being compared. It also follows 
that the earnings figures approximate full-time, full-year earnings due to the 
way the question was asked. The full-time restriction yields the following 
maximum sample sizes for the descriptive tables: 

1984 	1987 
Male 	5141 	4986 
Female 	4032 	3689 
Total 	9173 	8675 

The exact sample sizes for each table will be somewhat smaller due to missing 
values for the variables under study. 

A much more restrictive definition was used in the multivariate analyses: only 
those employed full-time at each of 5 separate timepoints were included. The 
resultant maximum sample is 5971 (3582 males and 2389 females) . Working 
samples are substantially smaller due to missing values among the many 
variables included in the analysis. Where possible, the descriptive 
comparisons were produced for the regression population and vice versa. 
Neither set of results was substantially altered by changing the population 
specifications. 

More detailed information on the surveys is available from the Household 
Surveys Division in the form of users' guides and methodology reports. 
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Background 

The last 30 years have witnessed dramatic change in the Canadian labour market 
-- most notably the increasing participation of women in full-time jobs. 
Between 1967 and 1988, the proportion of full-time jobs held by women rose 
from 27 percent to almost 39 percent. This proportion should continue to move 
upwards as the full-time participation rates of younger women are higher than 
in older cohorts. 

Gains in the educational attainment of women are even more dramatic than 
increasing labour force participation. While only a quarter of undergraduate 
university degrees went to women in the early 1960s, women made up more than 
half the graduates in the late 1980s. Women still lag behind at the graduate 
level, but are catching up rapidly. The female share of masters degrees rose 
from 19 percent in 1961 to 45 percent in 1989. Women accounted for less than 
a tenth of earned doctorates in 1961, but nearly a third by 1989. 

Despite the increasing participation in full-time work and gains in 
educational attainment, the earnings of women still lag well behind those of 
men. While the earnings gap has narrowed in the past 20 years it remains 
substantial. In 1987, women working full-time for the full-year earned, on 
average, a third less than their male counterparts. Can differences in the age 
structure, education or experience of the male and female workers account for 
such a large gap? To answer that question for the entire labour force would 
be very difficult indeed, but the NGS/FOG panel opens a window on a recent 
cohort of labour market entrants about whom most of the relevant 
characteristics are known. In this section, we will examine the earnings gap 
among increasingly specific groups of university graduates from the panel. 

Looking at the 1982 university graduates, females employed full-time in 1984 
earned an average of 24 thousand -- or 87 percent of the male average of 27 
thousand. By 1987, the ratio of female to male earnings had dropped to 82 
percent, with female earnings averaging 31 thousand compared to 38 thousand 
for males. 

The earnings gap was smaller among the university graduates than the full-
time workforce of approximately the same age. Among the general working 
population the same age as the 1982 university graduates, females earnings 
averaged 18 thousand and males 25 thousand -- a ratio of 70 percent. 2  
Similarly in 1987, the age-weighted female workforce comparable to the 
university graduates earned 71 percent of the male average. Age-weighting 
tends to narrow the earnings gap because male and female wages are closer 
together in the younger age groups which contain the majority of graduates. 

The divergent field of study distributions of males and females are striking. 
Many fields tend to be dominated by one sex or the other. The differing field 
of study distribution can affect the overall earnings gap. If men tend to 
gravitate to high-reward fields of study, the gap could be inflated. A simple 
method to check for this bias is to compare the within-field earnings ratios 
to the overall ratio. If the average of the within-field ratios is 
significantly lower than the overall ratio, differing field of study choices 
by men and women account for some proportion of the earnings gap. 

The within-field female / male earnings ratio averaged 89 percent in 1984 and 
85 percent in 1987, narrowing the overall earnings gap by 2 and 3 percentage 
points, respectively. 

Even though the earnings gap is generally smaller within fields of study, 
women graduates of virtually all programs still earn less than men. In fact, 
in only one field -- Political Science -- did female graduates earn at least 
as much as men in 1984. But the earnings pendulum swang back in favour of the 
men by 1987. 

Degree level is another variable that accounts for some salary stratification. 
University graduates with doctorates employed full-tine in 1984 earned 45 
percent more (35 percent more in 1987) than those with undergraduate degrees, 
with masters-level graduates occupying the middle ground. The earnings gap 
was largest among masters graduates, with ratios of 85 percent in 1984 and 81 
percent in 1987, compared to 90 percent and 83 percent for undergraduates. 

WX911Z  



87 
96 

98 

99 

88 
88 
83 

104 
83 
90 

90 

89 

81 

95 
97 

90 

\ 
86 
89* 

94 

97 

95 
75 
82 
86 
82 
86* 

95 

89* 

87 

91* 
93* 

84 

Table 1. 	Female to Male Earnings Ratios 1982 University Graduates Employed 
Full-time in 1984 or 1987 by Field of Study 

Field of Study 	Female/Male 	Female/Male 
Ratio 1984 
	

Ratio 1987 

Education 
Fine Arts 
Applied Arts 
Journalism 
Other Humanities 
Sociology, Anthropology, 
Demography 
Criminology 
Law 
Economics 
Geography/Environment 
Political Science 
Psychology 
Other Social Sciences 
Agriculture 
Biochemistry, Biology, 
Zoology 
Home Economics 
Veterinary 
Architecture 
Engineering 
Forestry 
Lanscape Architecture 
Dentistry 
Medicine 
Nursing 
Optometry 
Pharmacy 
Public Health 
Computer Sciences 
Math 
Chemistry, Geology, 
Metallurgy 
Meteorology 
Physics/Other 

Unweighted Average 	89 
Weiahtd vpracip 	 8 7 -- 

	

Note: .. 	 - 	sample size too small to publish 
(coefficient of variation > 25%) 

* 	- 	relatively small sample size, interpret cautiously 
(coefficient of variation: 16.5% - 25%) 

85 
82 
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Table 2. 	Female to Male Earnings Ratios 1982 University Graduates Employed 
Full-Time in 1984 or 1987, by Field of Study and Program Length 

Program 	Female/Male 	Female/Male 
Field of Study 	Length 	Ratio 84 	Ratio 87 

All Fields Undergrad Univ 90 83 
Master/Grad Cer 85 81 
Doctorate ioi 99 

Education Undergrad Univ 92 89 
Master/Grad Cert 83 86 
Doctorate 91 88 

Fine Arts and Undergrad Univ 99 91 
Humanities Master/Grad Cert 95 95 

Doctorate 105 94 

Commerce, Economics Undergrad Univ 87 87 
and Law Master/Grad Cert 87 89 

Doctorate 

Other Social Sciences Undergrad Univ 94 90 
Master/Grad Cert 89 84 
Doctorate 93 91 

Agriculture and (Jndergrad Univ 91 80 
Biological Sciences Master/Grad Cert 89 84 

Doctorate 87 89 

Engineering Undergrad Univ 91* 89* 
Master/Grad Cert 80* 
Doctorate iii 119 

Medical and Health Undergrad Univ 65 54 
Sciences Master/Grad Cert 77 50 

Doctorate 158* 118* 

Math and Physical Undergrad Univ 95 93 
Sciences Master/Grad Cert 83* 89* 

Doctorate 94* 94* 

Unweighted Average 94 92 
Weighted Average 87 82 

ote: 	.. 	 - 	sample size too small to publish 
(coefficient of variation > 25%) * 	- 	relatively small sample size, 	interpret cautiously 
(coefficient of variation: 	16.5% - 	25%) 
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The gap is virtually nonexistent at the doctorate level: women Ph.D.s earned 
1 percent more than men in 1984 and 1 percent less in 1987. 

Combining the effects of field of study and degree level should then narrow 
the earnings gap. And this is indeed the case. Averaged across 10 major 
fields of study and three degree levels, female university graduates earned 
94 percent of the salaries of their male counterparts in 1984 and 92 percent 
in 1987. Of course, this average is disproportionately influenced by Ph.D. 
holders who make up only a small proportion of the population. 

Furthermore, field of study aggregations at this level run into some problems. 
For example, the Medical and Health Sciences category compares a male 
population consisting mostly of M.D.s to a female population of mainly nursing 
graduates. The detail (or homogeneity of groups) in cross-tabulations is 
limited by the high variability of small within-cell sample sizes. 

Since descriptive analysis is limited to one or two variables, it is 
conceivable that the combined effects of other variables may account for some 
within-cell differences in the earnings of men and women. Accordingly, the 
next section examines the simultaneous effects of many variables on the 
earnings gap using a multivariate technique. 

Decomposing the Female / Male Earnings Differential 

In the previous section, the earnings gap between male and female graduates 
was categorized by only one or two variables simultaneously. While further 
cross -classifications or more detailed categories might create more comparable 
groups, small within-cell sample sizes severely limit the range of such 
analyses. On the other hand, a multivariate approach allows the effects of 
a number of variables to be studied simultaneously and the results to be 
assessed by standard test scores. In this section, a tnultivarjate technique 
known as decomposition is used to analyze the gender differential in earnings. 

The decomposition technique is based upon linear regressions of the earnings 
of two different groups; in this case, male and female graduates. The 
regression equations are structured on a human capital model: earnings are 
modelled as a function of education and experience (investment in human 
capital), while controlling for background or demographic characteristics. 
As was noted in the previous section, at least some of the earnings gap is due 
to differences in the courses of study chosen by men and women. The same may 
hold true for experience or any of a range of background characteristics. The 
decomposition technique is primarily a tool for estimating the proportion of 
the earnings gap attributable to the measured differences in human capital and 
background characteristics of men and women. The remaining difference in 
earnings is referred to as the residual component. The regression 
coefficients allow the residual difference to be subdivided into differential 
returns individuals' characteristics. 

It is important to remember that the decomposition results are estimates 
subject to both specification and measurement error. The results can be 
affected by unmeasured human capital characteristics or self-selection (e.g. 
a graduate's choice of one occupation over another for non-monetary reasons). 
Accordingly, decomposition cannot provide direct evidence of wage 
discrimination. On the other hand, it can suggest which characteristics might 
be differentially rewarded. A brief description of the decomposition 
methodology follows. 

Methodology 

The 'non-discriminatory' decomposition technique outlined 
employed in this paper. This technique is a variant of 
dates back to the 1950s and has appeared in economic 
demographic literature. 3  

Consider the following earnings equation: 

ln W = b X + u 

by Cotton (1988) is 
a methodology that 
sociological and 
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where in W is the natural log of yearly earnings4 ; X is a (k,j) matrix of 
k observed data values for j variables, b is a vector of j 
coefficients measuring returns to those variables and u is the error term. 
Identical earnings equations are estimated for sub-samples of men and women 
using ordinary least squares (OLS) . Once the coefficients are estimated, the 
error term drops out, the OLS estimators b replace b and the superscripts 
m and f identify the male and female equations; resulting in 

in W' = b 

ln Wm  = btm  Xm . 

One property of OLS estimators is that the product of the coefficients and 
associated variable means sum to the mean of the independent (left-side) 
variable, so that 

lnW f  = b t  

btm )Th  

The decomposition technique centres on the fact that the difference in mean 
earnings is a simple function of explanatory variable means and the estimated 
return to these characteristics. Therefore, if men and women received the 
same return to their endowments b equals bm  and the difference in earnings 
would be solely attributable to differing endowmnts. 

Cotton recognized that in the absence of differential treatment, the return 
to endowments would fall somewhere between those for the currently advantaged 
and disadvantaged. He proposes that these 'non-discriminatory' coefficients 
be estimated as the weighted average of the male and female coefficients. 
Therefore, 

= ptm 	+ pf b' 

where b is the vector of non-discriminatory coefficients and p and p f  
are the proportions of the total population that are female and male. 

With several simple steps that need not be repeated here, Cotton arrives at 
a decomposition of the earnings differential containing three terms: 

- li 	= b (Xm  -Xi ) 

+ 5Th (btm - b) 

+f (b - 

The first term represents the component of the earnings gap attributable to 
differing endowments (human capital and background characteristics). The 
second and third terms divide the residual earnings differential into male 
treatment advantage (higher than expected return to endowments) and female 
treatment disadvantage (lower than expected return to endowments). 

The dollar values expressed for these components sum to the difference in the 
geometric mean earnings of men and women, as opposed to the arithmetic mean 
used in the previous section. The geometric mean is simply the anti-log of 
the average log earnings. That is 

e (lr W) 

The equations were estimated for earnings 1984 and 1987, and the change in 
earnings between 1984 and 1987. The population was limited to graduates with 
valid earnings data in 1984 and 1987 who were working full-time at each of the 
five time points covered in the surveys. 5  Thus the subpopulations of females 
and males have a history of strong and more-or-less equal attachment to the 
labour force. This definition yields a conservative estimate of the earnings 
gap as more women have interrupted work histories or work part-time. 6  The 
sensitivity of the results to alternative population definitions was tested 
and will be discussed later. 
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The independent (explanatory) variables include controls for age, language, 
province, interprovincial mobility, parents' postsecondary education, marital 
status, children, work experience prior to studies, detailed field of study, 
degree level and public sector employment. For the 1984 and 1987 equations, 
most variables are specific to each titnepoint. For the earnings change 
equation, the 1984 controls are entered as well as any change that takes place 
in those controls between 1984 and 1987. 

Note that industry and occupation controls are not included in the model. The 
process of matching graduates to jobs in different industries and occupations 
may be conditioned on sex. Therefore, controls for industry and occupation may 
mask one element of earnings discrimination (Gunderson, 1988). On the other 
hand, a public sector employment control is included since the wide 
implementation of target group programs and the stated merit principle of 
hiring and advancement in that sector may create a separate set of job 
matching rules. 

Results 

The differing human capital and background characteristics (endowments) of men 
and women accounted for relatively little of the earnings gap in 1984 and 
1987. This 'explained' proportion accounts for about a third of the earnings 
gap at each timepoint. Differing field of study patterns for each sex 
accounted for most of the 'explained' proportion of the gap. Public sector 
employment was also an important factor, but usually acted in the opposite 
direction to field of study -- it tended to be an equalizing characteristic. 
The residual difference was usually a fairly even split between 7  the male 
treatment advantage and female treatment disadvantage components. 

The geometric mean earnings of men exceeded the female mean by $3700 in 1984 
and $7000 in 1987 (see Table 3) . In both years, the differing endowments of 
men and women accounted for 35 percent of the earnings gap (i.e. $1300 in 1984 
and $2500 in 1987) . Divergent field of study distributions were the most 
important factors -- making up 133 percent of the net difference in 1984 and 
84 percent in 1987. The higher percentage of men with masters degrees was 
also a large factor in 1984, but less so in 1987. Age (in both years) and 
public sector employment (in 1984) were the strongest factors narrowing the 
explained earnings gap. The women in the population were, on average, older 
than the men, with age yielding positive returns. Similarly, a higher 
percentage of females worked in the public sector in both years. However, 
public sector employment yielded positive returns in 1984 but negative returns 
in 1987 -- largely due to a high premium accruing to men for working in the 
private sector in 1987. Therefore, the higher percentage of women in the 
public sector was an equalizing variable in 1984, but helped to widen the 
earnings gap in 1987. In a similar vein, women earned higher returns to 
previous full-time work experience (particularly 3 years and over) in 1984, 
but this effect dissipated by 1987. 

Table 3. 	Estimated Components of the Female/Male Earnings Gap Among 1982 
University Graduates 1  1984 and 1987 

	

1904 	 1967 

	

$ 	 $ 	S 

Dii faring 
C,aractariatics 	 1,300 	Di 	 2,500 	36 

Differing Returns 
to Characteristics 

- Male Advantage 	 1,000 	28 	 2,300 	33 
- female Disadvantage 	1,400 	 2,200 	31 

Total Earnings Gap 3 	3,700 	100 	 7,000 	100 

Employed full-time at all 5 timepoints 	January 1983, October 1983, 
June 1984, January 1986 and March 1987. 

Detailed decomposition results are available from the author. 

Difference in the geometric average earnings of males and females. 
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Discussion 

The NGS/FOG data indicate that a sizable earnings gap exists between recent 
male and female university graduates and that the gap grows over time. 
Furthermore, the gap persists across almost all fields and levels of study, 
Ph.D.s being the exception to the rule. Through the use of a multivariate 
model, it was estimated that only about a third of the earnings gap in 1984 
and 1987 could be explained by differences in the education or background of 
men and women. 

What about the remaining, unaccounted for differences in the earnings of male 
and female graduates? Is this evidence of discrimination? Or are there 
alternative explanations? Obviously, there are no cut and dried answers. 
Let's consider three general classes of explanations for the residual 
difference: omission of explanatory variables, incomplete measurement of the 
dependent variable (income), and demand side discrimination. 

Omitted Explanatory Variables 

The regression models that fed into the decomposition calculations accounted 
for between 30 and 50 percent of the total variation in earnings of the 
graduates. While such fit statistics compare favourably with most microdata-
based earnings models, the fit might have been improved by unmeasured or 
improperly measured earnings-related variables. However, to contribute to the 
explained proportion of the earnings gap, one group would need to have 
appreciably more (or less) of this unobserved characteristic. That condition 
makes some possibilities hard to fathom. 

Some combination of latent ability or ambition is often cited as a possible 
source of unexplained variance in earnings models. It doesn't seem a very 
reasonable proposition that such characteristics should be unequally 
distributed between large subgroups of the population (i.e. men possessing 
more than women), particularly with very specific education controls already 
in the model. If anything, one would expect that the female graduates are 
more highly selected for latent ability, since a smaller proportion met the 
conditions to be included in the sample. 9  In other words, the women who 
consistently worked full-time over the period under study were generally those 
with better income-generating characteristics than those with interrupted or 
part-time work patterns. The distinction was not so clear among the male 
graduates. 

One point that was clear from an earlier analysis was that male graduates 
tended to enter higher-paying occupations than female graduates, even when 
controlling for field of study (Wannell, 1989). Occupation (and/or industry) 
could have been included among the control variables but, as was noted 
earlier, the differential matching of male and female graduates to first jobs 
could involve some discriminatory processes.' °  Such barriers to the hiring or 
advancement of women would probably play as much of a role in a comprehensive 
model •of discrimination as pay differentials within narrow (but not 
necessarily homogenous) occupational categories. 

On the other hand, there may be some tendency for women to choose jobs 
differently than men. There are many reasons for this: the teaching of sex 
roles in the education and socialization process; a preference to work or deal 
with other women; or even the perception (whether justified or not) that women 
generally fare better in some occupations or sectors than others. This may 
at least partially explain the much higher percentage of women in the public 
service where tIere is less of an earnings gap. Ironically though, the slow 
earnings growth in the public sector exacerbates the earnings gap over time. 
In any case, such an effect would be difficult to isolate in a single equation 
model of earnings. A simultaneous equations approach, combining models of 
occupation (or industry) selection and earnings, would be more appropriate. 
In such a milieu, one would also have to consider the possibility of the 
incomplete measurement of income. 
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Incomplete Measurement of the Dependent Variable (Income) 

Earnings, as measured by the NGS and FOG, is just one component (though 
usually the largest) of the total income from any job. Total income, in its 
broadest sense, also includes both monetary and non-monetary benefits. 
Monetary benefits include such things as company contributions to pension 
plans, dental plans and supplemental medical plans. Non-monetary benefits are 
less easily defined or measured: job satisfaction, geographic preferences, 
challenge or the opportunities for advancement. 

Unfortunately, the NGS/FOG contains no information on the benefits received 
by respondents. While it is unlikely that the distribution of benefits would 
be so balanced in the favour of women as to significantly narrow the earnings 
gap, the different types of jobs held by men and women could allow for some 
small differences. If, for example, benefits were greater in the public 
sector than the private sector, the gap -- as measured by earnings alone --
might be slightly overestimated. 

The issue of non-monetary rewards is closely linked to the discussion of 
occupational choice in the previous section. The earnings gap, in this line 
of argument, may be narrowed if women receive greater non-monetary returns - 
- such as satisfaction -- from their jobs. The NGS/FOG offer some evidence 
in this area, but it is not clear how it should be interpreted. Both surveys 
asked respondents to rate their overall satisfaction with their jobs and, more 
specifically, with their salaries. Men and women were equally satisfied with 
their jobs, indicating that women are probably not receiving greater non-
monetary rewards than men. The salary satisfaction question did, however, 
show that slightly more women than men (22% compared to 19%) were dissatisfied 
with their salaries. 

Demand Side Discrimination 

Sex discrimination by employers can be classified into two basic forms: hiring 
and advancement selection based on sex; and, differential pay for the same 
work. Each form of discrimination presents its own problems to researchers. 
The existence of hiring and advancement selection has stronger theoretical 
underpinnings and seems to fit NGS/FOG data. However, employer selection is 
so functionally and theoretically similar to self-selection (choice) that it 
is virtually impossible to distinguish the two. On the other hand, unequal 
pay for the same work does not have strong theoretical support, is probably 
identifiable only with a case study format and may be difficult to isolate 
from selection effects. 

At the risk of oversimplification, most theoretical discussions of hiring and 
advancement selection boil down to 'statistical discriminatjon'.' To briefly 
summarize this argument, women are more likely to interrupt their working 
careers for marriage and child care than men. Employers prefer 'career-
track' employees who do not have short or frequently interrupted careers. 
Since employers cannot readily determine at the time of hiring which women 
will have short or interrupted careers, hiring or advancing a man is a better 
bet, particularly in jobs that require significant on-the-job training and 
career development, all other considerations being equal. While this type of 
discrimination has traditionally been illustrated by the shunting of women 
to 'pink collar ghettos' such as clerical work, it is not necessarily that 
blunt. There is enough leeway within most highly-qualified occupations for 
some stratification by sex to occur. But at this level the distinction 
between discrimination and self-selection is not always clear. 

Human capital theory suggests that women who plan to have shorter or 
interrupted careers would favour jobs that have relatively shorter periods of 
on-the-job training and offer little penalty for time spent out of the labour 
force. Trade-offs may exist within most occupations whereby some jobs can be 
exited and re-entered relatively easily, but with some pay or benefit 
penalties. The self-selection of different occupational streams reinforces 
the earnings gap, but is not normally labelled discrimination. 
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Of course the distinction between discrimination and self-selection is blurred 
by other factors such as childhood instruction in male and female roles, the 
expectation of discrimination in some occupations and the individual's 
imperfect knowledge of their own future. All of which makes it very difficult 
to clearly identify hiring and advancement discrimination. 

The issue of earnings differentials for essentially the same duties is even 
more difficult to isolate. Regardless of the problems with theoretical 
arguments, this phenomenon simply cannot be measured with normal survey 
microdata. There are two main reasons for this. The first involves sampling 
ratios. Surveys typically sample only a small proportion of the population, 
therefore making it highly unlikely that men and women with similar 
qualifications doing similar jobs at the same firm could be identified. Even 
though the NGS/FOG provide many controls for qualification and experience and 
have a very low sampling ratio, the jobs held by the graduates represent a 
minute fraction of all jobs in the labour market. Even if a few matches could 
be found (from which no statistical inferences could be drawn), the second 
problem would come into play: occupation coding. 

Canadian microdata sources -- NGS/FOG included -- at best contain occupation 
information coded at the Standard Occupation Classification four-digit level. 
What this jargon means is that the entire range of jobs in Canada is 
summarized into less than 500 categories. Obviously jobs within categories 
cannot be entirely homogenous at this level. If homogenous jobs cannot be 
identified, then unequal pay for the same job cannot be measured. Furthermore, 
job titles may be the source of discrimination. It is possible that 
essentially similar job duties may be given different titles or descriptions 
for men and women (Baron and Bielby, 1986). Focused case studies may provide 
some insights, but bring about a different set of problems. 

One final point to consider is that the wage gap among graduates is small 
compared to other groups in the labour force and disappears altogether for 
Ph.D.'s. If male and female earnings are converging over time (that is, for 
subsequent cohorts), isolating and analyzing a wage gap will become 
increasingly difficult. Joint labour supply decisions and fertility may 
deserve more attention than a diminishing earnings gap. 
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Endnotes 

The graduates of community colleges and vocation and trade 
programs were also surveyed but are not included in this report for 
two reasons. First, the entrance requirements vary greatly, thus 
the graduates are much less hoinogenous group with respect to age, 
years of education and academic skills. 	Second, trade and 
vocational (and, to a lesser extent community college) programs are 
so stratified by sex that female to male comparisons are subject 
to high sampling variability (due to small numbers in the minority 
group). A longer version of this paper includes analyses of the 
earnings gap among community college graduates and is available, 
upon request from the author. 

Age-weighted average earnings are calculated by multiplying the 
average earnings for a particular age group (from Earnings of Men 
and Women, Statistics Canada Catalogue 13-217) by the proportion 
of graduates in the age group and summing across age groups. 
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For a more complete attribution of the history of the 
technique, see Cotton (1988) or Gunderson (1988). 

The natural log of earnings is used so that the estimated 
coefficients approximate the proportionate effect on earnings of 
changes in the variables on the right-hand side of the equation 
(Gunderson, 1988). 

These time points are: January 1983, October 1983, June 1984, 
January 1986 and March 1987. These criteria open the possibility 
of sample selection bias. Tests with a Hecknan-type correction for 
this bias indicate that the 'explained' component of the earnings 
gap is probably overestimated in the absence of the correction. 
In other words, we are less likely to find evidence of 
discrimination in an uncorrected decomposition. 

For example, 33 percent of the female graduates met these 
criteria to be included in the multivariate analysis, compared to 
41 percent of the males. 

An alternative decomposition, proposed by Jackson and Lindley 
(1989), facilitates an F-test of the significance of the residual 
component. According to this procedure, the residual components 
of all three decompositions -- earnings 1984, earnings 1987 and the 
change in earnings -- are significant. 

Since some variables can have the opposite effect to the 
overall trend (i.e. favour females), the absolute sum of 
differences can easily exceed the net sum of differences. The 
subtotal of 133 percent for fields of study in 1984 indicates that 
other field of study, women had 'better' wage-generating 
characteristics than men (e.g. higher average age, more public 
sector employment, etc.). 

If the sample selection procedure is treated as a selectivity 
bias problem with a Heckan-type correction, the explained 
proportion of the 1987 earnings gap drops from 35 percent to 15 
percent. In other words, the evidence of discrimination becomes 
stronger. 

The 1987 decomposition calculations were repeated for a model 
containing 15 occupation and 12 industry dummy variables. The 
explained component of the earnings gap rose from 36% to 47%. 
Clearly men and women with similar qualifications are getting 
different types of jobs. To what extent the differences are supply 
or demand side generated is very difficult to determine. 

For a longer, more general discussion on statistical 
discrimination see Thurow (1975). 
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David A. Binder' 

One of the objectives of holding this symposium was to heighten awareness among 
both theoretical and applied statisticians of the special problems which are 
raised when data are analyzed over time, as opposed to an analysis of cross-
sectional data at a single point in time. By including both theoretical papers 
as well as particular examples of data analyses which have been performed, we 
have succeeded in bringing together a group where there has been worthwhile 
cross-fertilization of knowledge and ideas. 

By browsing through the papers presented, we see that analysis of data in time 
touches on a very diverse set of applications. We have seen examples which have 
been derived from areas such as: 

- manufacturing establishments and other business surveys 
- censuses 
- income distributions 
- labour force status 
- gender earnings gap 
- demographic rates 
- educational attainment and student flows 
- cardiovascular disease 
- HIV/J\IDS 
- cancer mortality 
- housing prices 
- supermarkets 
- air pollution 
- soil conservation and land use 

There are a few common threads which are repeated throughout these papers. 
I will concentrate here on those aspects where the time dimension poses new 
challenges which are not present in the analysis of cross-sectional data. 

Measurement Error 

Measurement errors are present in virtually every statistical and observational 
process. These arise for a number of reasons, including misunderstanding the 
concepts, respondent's inability to provide an accurate response, transcription 
and processing errors, deliberately answering incorrectly, etc. In cross-
sectional studies these errors are often assumed to occur at random with little 
or no impact on the bias of the estimates. However, in analysis of data in time, 
where an estimate of change is often at least as important as an estimate of 
level, measurement errors can have a substantial impact. For example, estimates 
of changes in classification (e.g. labour force status) can often be significant-
ly affected by a relatively small measurement error. 

Therefore, when designing a study where measurement of change or behaviour over 
time is important, more attention should be paid to reducing measurement errors 
and possibly adjusting the data to account for measurement error. 

7ustment Procedures 

Related to measurement errors are other factors which demand special procedures 
to adjust the data prior to analysis. For example underreporting and under-
coverage of the frame, where the level of error decreases over time for a 
particular reference period, may require methods where the error levels are 
modelled and the data are adjusted. Other adjustment procedures for comparing 

'David A. Binder, Assistant Director, Business Survey Methods Division, Statistics Canada, 
Ottawa, Ontario K1A 0T6 
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populations at two or more time points may also be required. These can be due 
to seasonal effects, business cycle effects, and changes in the population mix 
due to age composition, ethnic origin mixes, frame changes, etc. If such changes 
in the mix of a dynamic population can be expected to lead to different 
characteristics of the population, it is important to account for these in the 
analysis. 

As well, the implications on the survey design are clear. It is important to 
have sufficient information on these population mixtures, so that such an 
adjustment can be performed. As in the case of any analysis, the analyst needs 
to be aware of the various factors which can help explain the population 
behaviour. 

Changes in Concepts 

Finally, one of the most difficult challenges in the analysis of data over 
time is the problem where concepts being measured have been altered from one time 
point to the next. This can occur for a variety of reasons. The previous 
concept may now be out of date, e.g. head of household vs. household maintainer, 
or quality change of a product used in a price index. An administrative data base 
may have undergone a change in the administrative system. There are many 
examples of this phenomenon. The options open to the analyst are limited. It 
is often not feasible or even advisable to maintain the old definitions. This 
will be a constant concern to data analysts. Of course, the first step to 
resolving these issues is to recognize that the problem exists. Resolving this 
problem would normally be handled on a case-by-case basis. 

In closing, the conference organizers and editors of these proceedings should 
be thanked for their efforts in holding such a successful symposium. Although 
many have contributed to its success, special thanks are due to Patricia 
Whitridge and Avi Singh for co-ordinating all the activities. 

Most importantly, though, special thanks are due to all the presenters and 
authors who have contributed to this symposium and who have ensured its success. 

- 312 - 



- 9I - 

saans un i; uo ua nb a wn!sodwAs 
adtotd uo tnb s.inan sa a s.IaRua1aJuo sa aJIjnMpud ano uo5j ap uawaj2 aiaawaj or 

saiAiB sai salnol guuopjooa 
JIOAIR tnod 14U!S !AV 	P!J2!i1M uiatilud juawaJatjfl3r4aRd Inol .iaiojawa.i stop a 'wnsodwAs aa ap saans 
no nqt.fluoo juam sauuosad sasnaJqwou ap anb uat 	sI2uo3 aa ap uoicdaad aj sup stsaAut luo sii1nb 
spojja sai inod sal3v sap sinal!pq saj ja wnsodwics np 	 saj ia[Djawai ap stop aw al 'uutWjai u 

sea ap apnjq .IBd luawal9wiou BJapaaoJd uo luij auaa y apnosaJ aj .inod aqued 
uoqtpuoo III jU9WWOp!A0 Ise awqoid np aauasixaj ajjIvuuozaH -anA ap ao apjad siw[ jUaAlOp au sauuop 
ap sa1siu sa'l puwwoaaj sad jsa,u aa anb no aqssoduii Ise ajaa anb aa.ind pos 'uoutuijp auuaiaua 
.iajasuoa juawaisi inad 11 saapwq luos asjivaj V juajjjo,s mb suoin1os sai 'aqauaa.i ua auwouqd 
aa ap saidwaxa  sa.1na 1p dnoanaaq .iata suoi.inod SflON 	xnauawapuoj sivawaurnp sap saAflaJ;s!umwpa 
saauuop ap asaq aun V nqns !aJ .I!oAa Inad uo 'aaoaua no (x!Jd ap aotput un 4p uoan.isuoa ej 	as inb 
mnpod un inod aqanb ap luawaueqa 'a2auaw np jaqa ap nai no a2miuw np uanos xa .iad) aansp anuaap 

'ajdwaxa .iad 'mad uomuiJap 	suoaj sasJaftlp ap .ianb!jdxa 1s ;nad aia 	afluAJamui,j suap 	!Jpow 
a.t muaAnad suotm!utJp sap anb raj aj Ise anbjoouoqa asAIuat ap xnauidg snjd saj sawqod sap un1j 'utju 

sldaauOa sap UOflaa!jipOw 

anbt4da.i2owp uo!nfoAaj .Ianbitdxa muaAnad 
nb snamaB.j  saip Sal aimuuoa Hop inal -gAjasqo,l 'asAiaua atjanb amjodwtu sup awwo 	smuawassaipa 

sap .ianoxa .ztoAnod .mnod uoq 	 iajndod aj ap uo!m!sodwoo at ns sauuop ap muawwas!jjns suou snou 
anb tarmuassa msa 11 anbua 1j ap uotdaauoa RI 	a mb aa .inod sa.naIa uos saauanbasuoa saj 'aww au 



- 	 - 

9.LO VIN '(ouuO) eMU 
'apu3 anbi;sqw; 	 sapotw sap uots!hiu 'u!o(pu Jnaaip 'Japu! 	v P!U 

-asXluuv,j sup adwoz jival ua 4p aijodwi 
it 'uotjndod al ap sanbtsii saj ajpow waAnad suawaup siai  ap anb jjOAaid uo a 'aupuos ap 
sasq sap 'sanbiuqa sau2.io sap uot;UJBdJ op apow np 192V JBd ainlanils i3l ap uo!E!Jtpow  aun u saJq8nqtJuB 
uoitndod ul op uo Isodwo3 iRl suep suawa2ueqo op no sanbiwouooa sajoAa sap siajja  sap 'saiuuosts 
sajja sap asno V aBssaau ajlq 1jujinod ulao saua.jJip sapO ! d sap uoindod  op sajjto sap 
.iaudwoa 	 .r mod uauiassapaj op sapoiaw san1p J!Jnoa  Jtoap rssn pmnod u 	sauuop sat jossaipaj ja 
.rnauJa 1p xnau sat  .iasjpow JioAap pe.unod uo Isdwal al aaAIR anuwtp auuop aauaJjoJ op opoid aun .mnod 
anaa1p n&aAiu aj ro 'uowaJqwoup -snos op no uot .iop-snos op so saj sup 'aidwaxa 	asdcJBu8 JUBAIR  
sauuop saj Jassa,lpa.I V JUVSIA saJBiods suotJdo sap lua2txa amnsaw op snaia xnu saq snaoj so.inj 

uawassa.paj op soq 

sJnaJJap amua2 oo op aidwoa  itual inod sauuop sap tuawassampo.i op awswooath un mioAaJd 
a ansaw op .rna.ua 1 p 	 a.!npJ u a21.19Anp moqo 1s op uo 'aujodwi oojd aun odnoo 

anboouojqa uoflnoAj op no suoqEiiA sap ansaw ul Qo anbua aun aioqia uo 1nbsoj 'iuonbsuoo JOd 

aiq'°j 
uauiaija.I amnsow op inaija aunp asnRD u aA!4Ro!J!u(s  uoj op saiJipow aq 	uanos uaAnod (t!Ata1 

ap SIA-8-SLA UOflRflis 	: xa .td) amoo aunp JnaaJJa1l ap suoqt.io sap suo Bwtsa saj 'aidwaxa 1 d 
aqeiaddo aouapiou! aun .1!OAB JUaAnad ansaw op snaja sat 'naAu ap UOBWUSO oun 1nb auRlodwi t ssns 
sutow n uaAnos sa uouetj op uoqwtsa oun o 'sanbi2ojouoq3 sasSju sa  sup 'sojanoj, suotuwrsa 
sap siBiq aj .ins jajja unonn smd nod v luo,u sajia1nb ja aJIOjBalR 1.105ej op uouua!1ns sna.ia sao anb tuaAnos 
asoddns uo 'sasJa,su.q sasATBu sat 5UBQ oa 'upuod.i np ouuoqjw l ivawai!uil op ia uo!2diaasuuJ4 
ap sina.ua 'asnr osuod9i aun jauuop ap juiRpuodai np taBdEou! 'sdaauoa sap uO!Suot.1dwoo asiAnw suosim 
sas.aAtp inod 1uauuatns s.inaa sa 'sanbtts!s sanbua sat sanoi anbsad susp amnsaw ap sjnajja sap u Ac II 

ansaw op inauH 

-SOl6SJaASUUJl sa9uuop op asAcIEuB 1l sup sd QAnoilei au uo,l anb sJnojJip sap asod ajfaJodwa4 uotsuowip 
ul sjanbsat snos saadss saj 1,3t jiliossai lglnld taJaj Of •saunwwoa saap sanblanb ivawiajuai sapq.mo saa snoj 

.tos np  uoUs!tFn11 18 UOIIUAJaSU03 BI 
anbtJaqdsowB uotntiod at 

sqaawadns sa 
uawaoi np xid oj 

	

.iaauao .zgd 	ttow at 
vuis 01 la HIA aj 

saJcBTnoseA -oipJaa SatpBBuJ sO 
s;uapn 1p xnj saj ja alliuloas op naau a 

san6Lqdu.i2ouJp xna; sa 
saw waj sat ia sawusoq Sal  omua uoijujaunwai op aouaaojjip ul 

p S!A--S!A UOt1EfltS a 
nua,a.i np uoqtJadaj a 

uawasuaaaj a 
sasdaua -sanbua samtna  Sal la so.inaajnuaw Sal .ins aanbuat 

:awwoo sa(ns sap ins 2uatu1od souasmd ajq luo snou !nb Saidwaxa sa'j -SaIJUA Sail siacns sap alAnoaaj sdwa 
oj suap souuop sop asAauat onb suoAoA snou 'wnisodwAs ao u satuosajd  919 luo mb sooi1.ig saj ;uanoa.mad ua 

sapt 1 p 
a saauasstauuoo op xnananj a2uei4aa un V saJA!I iuos as mb souuosad sap J!un.i  nd suoa snou 'sauuop 

op aSAlLuv,p satdwoxa sap aaiuosad snou L,  no sanbioqi suoraamunuiwoo sap ajouinos snou e stuedmoqjad 
Sal IUUIIAUIuH -SaIRSJaASUUJI souuop op asActauai suap sod oAnomaJ au uo,l anb la sonbiotouoJtp souuop 
op asAcjaua 4j suap juasod as tnb  sJamjnaflJed sawjqod xno onbmjdda ja anbijoaql onbqstas aj op soscjamaads 
sat a2auaAap .iasmmqmsuas op tq  nod ivawwaou odmoi.iad op suouan snou ianbna wnisodwAcs 'arl  

Joput •v P!o 

atno'io aa stnoosiu 
6861 aq000 

sdwal OT suap sauuop sap osActauaj  ins 
BPBUB3 onbmsqo4g op wntsodwAcs np nanaoi 



 

I 
I. 

I: 

-t.  

"1 
C 

L 

J 	 - 

• • i. l 	 rI I 	• I 	 I 

• 	 •1 	

•; 	1. 

• 	 I 	
I 

LT 

: 

II 

Or 

	

I 	 - 



3Ufl.LQ1D 30 NOIlfl)O11V 



w—II- 

I t I . 

V 
A 

I 

.4 

I I 

61 

I 	• 	' I 

. 	•I- 

I 	II 

II 

- 

t II 

• I . 
- I. 

-I I 	 • 	
I 

V 
•4 	

- .. 
. 	 M 

I 
• I 

T 	 TI1 

- I 

ei 

4 	' 
I - 

• I I 	± •a 	.. 

- 

J 

I 	 IIil 



- 	 - 

(sL61) MoJnqJ .IioA 'anb!sies uoteutun.iasp ej .ns a.iu2 snjd ia an2uoj snjd apniq aun inod 

apuewap Bl ap 91ga np no aJjjo 1 i ap 9193 np sal!npoJd  luos saalulsuoa saaua.IJjp sat ansaw 
altanb suep .1auiwJap ap al!atJJtp  sail Isa jj 	sua.ijj!p stoidwa1p sa.i6a2 sap uauuaqo sajqjqwas 
saauaadwoa sap aave sawwaj sat ta sauiwoq Sal anb ajuew  Isa 11 	 ap gluaw2ne e sue2 saj 
a.iva livaaj ap aanbildxa auesodwoa eq 	t°IP aqaueaq Bi  V SAB(J ZI ia uo!ssajo.ld  al 
saossaaae saq0.1eA 	ueuauo3 ajpoui un inod stada a 	uo L861  .inod uoi;isodwoap ap sjnajea fl 

'DjUap!Aa snjd 1uaiap uoqeuiwuasip ap aAna.ld at  's'ow sa.Inep u quaa .inod ST B juaD 
nod SC ap aqwol L861  ua  su!e2  sat ajua ljieoa,l ap anbijdxa uotodod ej 'uewaau adAl ap uoaauoo 

aun aaAB apt;aajs ap seiq ap auiajqod Ufl awwoa uojqueqaaj ap uoflaalaS ap anpaod ej apei uo1 !S 6 

(aa 'ajqnd inalaas at suep aaja 
snjd totdwa1p  xnul un IaAalq snjd uaAow a2V un 'xa .IBd) sauiwoq saj inod sea at  41u;a 1u aa anb juawallual  
aj .ins juanljut !nb sanbst.IioBJBa 15a.xna!I!aw 1  ap ua!eAe saw waj saj 'sapnp aurewop aj ed sw 'anb 
a ,z2uow 861 ua sapn 1p sautewop saj .znod juaa .inod cj ap jaiped jujol a9 saauaiaJJip sap aau awwos 
Bj iassudp tuawanaej mad saauaJjjip sap sanjosqe sinaleA sap awwos et  '(sawwaj saj .iasiJoAeJ muaAnad 
sajjanb p-v-a) ajeqo2 aauepuam ej ap tnjaa v atamuoa majia un .u0i8 muaAnad saqe.zeA sauiBJa3 anbs!nd 

same3 ijtu8 1 s 
UOS -- SU!32 st Suep muawauqa ma L861 ua  su"00  1, 861 ua su!u2 -- suoisodwoap siom sap saanpisJ 

samuesodwoo saj 'anpaod ammaa uoias ea!J!u!s msa aanpsa amuesodwoa  ej ! .1auuJJap 
ap uje a msam unp uo!mes!1eJ i amaej  1 (6861) iajpu ma uosaep .ied asodod 'uoimtsoduioap aflne aufl  

'sawwoq sap muaa .inod It, V muawaAuejeduioa 'a!!auuo!suauitp!unw asjBug 1j suep 
sasnlaut ajIq inod saa xne juatiepuodai awcidip un juuuLjqP sauiwaj sap muaa .inod CC 'aidwaxa .led 

uou uosodwoap aun suep uoimBuiwuasip ap saAnaJd sap suo!Ano.n  snou anb aqeqod sutow msa  1! 
's'ow saJmnep uH uoimaa.IJoa ej sed anbitdde 1u uo puenb a9wtlsaJns muawaqeqod msa suiu2 sat a.zmua peai 
ap 1 anbttdxa 1  amuesodwoa  ej anb mua.Imuotu srnq aa aau J.iodduj ua snmaajja  IuuwXaall'adAj ap uoimaa.uoa 
aun muBua.Idwoa 'smsa; sau uoJJtuEqaa 1j ap uoqaajs ej suep sieiq un u naij jauuop muaieinod saJc.xa 
sa3 L861 s.iew  la 9861 Ja!Auer  '86t utni '961 aqoao  '86I  .iacAueI :muos  aaua.jz ap sapotJ9d sa 

18861 'uosJapunD) uoimenbai 
ap amo1p aimied  ej ap salq1RlJ8A sat suep suawaueqa sai  Isutu2  sat  ins 'uo 1nb lauuoiliodoid maJJa 11 ap 
uotew!xoJdde aun juauuop sw!msa smua!3!JJaoo saj anb utje sutu2 sap ianmeu awtueoj at suos!fln  SflON 

18861) uosiapun no (8861)  U01103 J10A 'anbiuqaa amiaa  ap anbiosiq 4j .ins step ap snid .lnod 

sap sadno2 sat snom inod slullnsai  
saa ap awwos uj 'ie; uo stnd  sa 1p adno2 aa suep sawgdp ap uoodod ul .aed (upuuuD anbtms!lwmg 
ap an2ojumBa ne LTZ-Cl 0u uomBaJqnd 'sawwaj sap ma sawwoq sap suieo ap sm) Ja!Ina!mJed sap 
adno.i2 un inod sua&ow suie2 sat atjdtmtnui uo 'a211  ap uotmauoj  ua sapuod suaAow sute2  saj JiUamqO JflOd 

namne1j V luussaxpu,s ua juawnDop .IauJap aa aain3oad as mad uo SaJ!BmflBUnWUIOO sa2iioa 
sap swjdcp sat !w.1ed sute2 sat a.imua i.iea 1j ap sasjeue sap puaidwoa aape muasjd np anuoi snid 
uoislaA au (aJ!BmLlou!w adnoa2  at SUBP sauuosad ap aqwou muad  np asnea ) aaj aauuojjueqap 
qI!l!quijuA aun V sammains muos sawwoq saj ma sawwaj sat ajmua suosieedwoa sat anb (sa.nemneunuiwoa 
sa2ajioa sat suap 'muiod uium.iaa un u,nbsnt 'ma) .laimaw ap snoa sat SUBP anb !su!e aj1auuossajod 
uotmewJoj ap sawwe.i2od saj 5UB 'axas aj U0, oras 'uotmeaijtme.Ims  aitam aun B A 'muawawixnau  *sapniq xne 



	

- 	- 

sapnitde sap ja uoas ap saauup aquiou np laftl ap isa !nb aa mod auowoq su!oul  dnoanaq adnom2 
un ouop juawjoj smnoa saa ap swd!p  saj 'dnoonaq ua!mB1 u0!sswp8p suopuoa sat 'uawaJ1wamd 

i suosim xnap nod ,moddam ivasmd at sup sasnjauc sud luos au sauuosmad saa suw 'mauui ap s.rnoa sap ia 
ajjauuotssaomd uoiuwmoj ap sawuiu.iomd sap swQ1d!p saj JnS sauuop sap III!anaam !ssnu 4uo sanbua saj 

s1AiLV3I9dxa SLLON 

6861 'sn2nv 'oawiui 'upuuu3 sausiw / upsuvo uoim2iwuij pue juawAoldw3 'saunpum2 icepuoaassod 
ajuwaj puu ajuw jua3ai uaaiaq TR!waJJtP suumua atil 2uJoItha :de2  ivaistsmad aL 'paj 'iauuM 

L61 "3iSu 
:)Jo Ma 'GOIDIS  pavun  9141 ui uonqJsQ Jo swsiunpaw :fpionbaui uoaua 	',2asa9 'Momflqj 

6861 LlaiuW 'apino 
s,jasn puu liodall 0oiopoqiaj AaAjnS :sapnpuJo jo dn-MolIo 'uoLstcI sAaAjnS poqasno- 'upuuu ssus 

69I-00C '8L61 'U '31W0U033 
Jo jDUJflOF uopouoj '1L61 'omuuØ Ul satuwaj pUB sauw uaaaq sJuquaJaJJip suumB:j 'umaqoj 'qqo 

6LS-OLS '861 '-S9 
pun ai wouoag Jo naaj 'uaw MDlulq pun o!uuds!LI lsu!e2u uo!uu!w!J3s!p ja>jivtu mnoquq 'nlapJ03 'smauaJ 

•1C1-UtT '8L61 lei 'saaJnosaj 
UDLUnH Jo iounor 'poqaw S,JaPUIIG uo lUaWWOD JVDIIIJD u :du2 aBBM at4j Bu!soduiooap uo '•'j 'sauor 

OPS-SIS '6861 'g 'swouo paddy 'uaua 

u pun isai ie s n :uotnutwim3sp aBDM jo uaxa aifl 2uimnsna 'ajpu •j sawni pun u uqo 'auolsanr 

Z6t-6Lt' '9L61 ' 
'uawaJTDay 7D! 	 %! oS PUD 3WOUO3 JO 570UU 'sp 	 w pOW qans .ioj monisa ajdwts u puu saq mBA luapuadap 
paw pun uoaatas ajdwus 'Uoi18UflJ1 Jo sapow luatjqms jo ainlanals uowwoa aqj 'f  sowur 'unwaaJ1 

L-9t '6861 'qmnpj 
ILZ 'aJrnDJaWI 31W0UO3 Jo IDuinop ' sa!a!Iod pun sjuquamajjip aBUM ajewa-ainw lAoljoW 'uosJapufl 

•9LZ-zZ '8861 1 21 'tpoasaj a3ua!3 	'cmunbaui s2uiumua oluqia pue 
.xapuaB uo Allunlioddo 1uawIo1dwa BuBunqa Jo  13edwi aqj 'qw w Anaqg pun upuata,  nmj 'Jajiuuar  'ssnrj 

8-1Lz '6861 'g- '/nbuj oiwouo 	'spal.unw-maAou 
jo asn aqj 41sncloi smaicoidwa iq UO!luU!W!.IaS!p xas jo salnulusa amy 	A qdaso pun 	aaimd ')jauqqs! 

'6861 
'aunr 'uoiluioossV sattuouoaa uuipeuu3 Dill jo 2u!laaI\1  iunuuv pmg  aqj Is pauasamd 'sma)tJOM maBuno) 
Is )1 00 'I y :)(JOMaWU.ld sUo!1Bnb{ snoaun1nw!s u Ut azmatiafta qop pun duD a29M .lapuaD aLIL 'ssOI 'cauu 

*OLE-SSE '861 if 'a3JnosaJ 
UOWflH Jo iou.rnop 'uoi20aa2as xas Wuo!dno u!njdxa 01 Ajoatil iudua unwnq jo amnitni  aqj, 'nnn 'punBu 

il1 - 9C 
'8861 'z-02 '91s17D1s pun 93 .] WOUODR Jo ntatAaJ 'siui;uamaJJip  aBBM jo uoipsoduioaap aqi u 'qnrwaJ' 'uouoD 

•66L-69L '9861 '16 '(f5o,oi.OS Jo nu.rnoJ unoimawy 
'uotluu!w!Jas!p laa!1s!1ns pun u0u2a2as xas :)moM u uawoM pun ua 	'uomu sawn' PUn uinIlI!M 

8t'-LZt' '6861 I TZ 'SflWOUO3 

pa?jddV 'qauomddu uoiaa1as aidwos u  :sIu!lUamOJjlp aBuM luawumaAoo 'pooMAcau s uqop pun ama 'unwiafi 

I11d Vii DO1'IIIIU 

anuiwip mb sumuB saj ajlua jivaq un 1nb uoimuanu 1p snjd lualimaw 
tpUOaJ Rj B I ap aaJ2u 11 VsaAimuIaJ salu!oluoa suomsap saj anb inad as 11 •su!nB saj amua imua 

un jasAjuuu 4p ja maiosm4p  aiijJip snid  ua snd ap umpuaap p '(saunmns samoqoa Saj mnod a.np-B-1sa 13) sdwai at 
sunp luaBjaAuoa saw waj sap xnaa ja saw woq sap sumuB sat n,1oaop un 1p smnauap sai .mnod luawaldwoa 
ltumndsmp j1 ja amau uoujndod ul suup sadnom2 sa.Ilnu,p twmud als!xa  !nb !ntaa u jUawah1jejudwoo 
mad Isa 'sw9td!p sat !wmud 'samlulus sat amua 2mua 1J anb uuj at Isa mampisuoa u juiod matumap  u 

sawjqomd ap ajqwasua ailnu Un IUOJtiWB sojja s!uw 'aA!1!nlut uomsuaqamdwoa auemaa nun .iauuop 
luo.lmnod samuaa sun ap sapna snu '(9861 'q10!ll ia uomea) sajqnqwas luawaI!a!Iuassa tuos alsod np suoiinuoJ 



- 	 - 

sai anb s.IoJ 'sow waj sop .ied ia sawuioq sap ,xad slldwaJ 'soidwo sop V sua.rjjip se.im sap no suo!d!Jasap sap 
aauuop inad u 	uoBuiwiJasrp op a3nos RT a.i 	uaAnad siojduia 1p sa.q sal 'snld a 	loidwa aww aj mod 
lBui ojs un Ja.Tnsaw op aqissod sBd 1sa snou au p 'seu2owoq siodwa sap .IaIJI1UOPI inad au uo 	n8aAiu 
00 B sauaowoq UaUJOJIUa a.z 	uaAnad au aiJo2aB0 aun SUBP S!OldWa Sal anb uopiAo ISO 	sauoaao 
009 op suiow ua aownsaj isa BBUB3 ne s!o!duJe so sno op aoIdwoa awwB2 anb atjiu.th is uo8ef 03 
•sajja a.xnb naiu no suoissajod sap ad uot aiJissovJ B1 uojas sapoa suo!ssaJod sa ns suawauasua.j 
sap 'XflO!w n 'uawaJua -- sasniU! QSI1 UNII -- SOaUuOpO,laiw op souUaipUBo soanos sa' 

•no( ua o.iaua 'suossajod sap aupoa np !n!oo  'awqo.md puoaas 
0! '(anb!sio1s uoqanpap aunono aoj 1juainod au uo sjanbsop mU.iod ) sa2u!awnf sanbjanb IaAnoJ iloAnod 
uoj is aw 	I!UAUJI np qLjaavw aj .ins siojdwo saj snol op awtjui a!Jed aunnb jualuasajdai au swdip soj 
od sadnaao sloidwa sat 'ajqtoj s.i; ljos aBopuos op uoaL1J .inaj op mnaauiwouap aj anb a aauaijajxa,l op anb 

ISUIB saauaadwoa sap aidwoa  jival inod suoow xna.xqwou op uauuajdwoa ast la ara anb uoi8 aijdo.ua 
aww oj suap sajqejqwas stojdwa sap 2uass!tdwa.m !nb saouoadwoa saww sai OOAB sawwaj sap ja souiwoq 
sop .laijquapt assind UOd anb aqoqod ned sa.i; auop puaj !nb aa 'uojojndod oj op a!Jod at1ad aun 4p sdnunb 
sanaajja uos au sanbua sat 'aJiouipJo 1a 92apuos ap suocao.j saj .ins aod ajiwa.id oq :saiodiauid sUOS1OJ 
xnop inod 'aa auojnoa anbua ounp soi saillianoaJ soauuopo.iaiw sap aplu,l ip ginsaw ajj,a sod uawaidwts 
inol Inad au auawouaqd aa Isanbtjoaql suown2o xno sjiioja sawajqod sat juatos anb s!anb sanb!luapi 
tuawa!lafluassa suouauoj sap inod suio2  sat aiiva saauaJajjip Sal ifliossoj OJBj op Ol!aiJJip sn!d aJoaua ISO 11 

uawaauaAop a aoqonoqwa 1p a.iqaw ua uo ouwosp ul ivawaoja  OJ1iUU033J °P at!UJ!p 	sa p,nb luoj sluawaig  
saa snoj .ivao adod uos op auuosad anboqa onb aopoduii aauOssiouuoa o! anb !su!a suolssajoJd sauieJaa 
suap aadioquo uoUBuiwiJosip e 'suiuiwaj a sulinasaul saj9 xne uenb aauajua SUOp anaj uo8umJoJ B 
anb slal sJnalaoj sa.rna 1p .iod aall!nojq 1sa xtoqa aqj aj la u 01 lou 1 wm3sip oj a.zua uoflauisip BJ 'npuoua uatIg  

UOUBuiw!Jasip 
op 'uawa1ewJou 'sod aiJed au uo 'Sea 00 SUB 'siaw 'suie. sa eua .iaa1 aoiojuam suo!ssojojd saTuaJaijip  op xoqo aJqi 09 •xneiaos sa2BueAB xne no aJiejes no saAuo!aJ s!Toud sap OaAe s;aui 'tuawajiaBj zasse nooAnou 

.iadnaao saj op la stojdwo suieaa .iatnb ap juallawiad tnb uoqosuadwoa op sawsiuoaaw sap 'suoissojoJd sap 
!JOfuuJ B! BUOP 'aSixO pnb nad as j 	aAi0o Uoietndod oj op nataxa 1  V sossad sapoiaad SOl inod alliuuad 

op nod a A I! io jo sanoa sntd luos !oldwap  s.inoa ua uoiaw.ioj op sapoiJad SO!  ro s!oldwo saj 1UO!BJa5IJOABJ 
andwoj.iaiut no a.iq OJIJJBO aun J!oAO JUDJOAaad mb sawwaj Sal 'u0wflq 1odea np oijooql B! UOj0 

auap!Aa SJflO[flO sod SOU xoqa aqq aj a uoIou!wiJasip B! O.xlua uoiaui1sip 8 'flBOA!U 00 StOIA,! XO5 O UOas uOoa!JiBJ1s 
aurgjoa aun asmnpod as 11,nb .inod uoqeamjijonb anoq op suoissajod Sap 911jorew BJ SUBp aJAnaouew 
op a2ow op zasse o A 11 •aoniq issno juawaitessaaau sod Isa,u ajja 'noaanq op TIBALII 01 OWWOO ' 1 SO5OJ 5O0 Op S011942,Sap SJaA sa!J1fl2iU  JU,31131a  sawwaJ SO anb uej DI jud ailsnill 919 juawallauuoillpeil B UOflBU!w!JOsip 
op a.iva aa onb uat 	•sJnojpo ed soio2a uea sasoqa sano sono 'aJj.uaa Bl ap uolowojd op 	 ;a anbiiojd uoowioj ap dnoaneaq noj n sjanbsat anod sodwa 1p sea 0l suep uauJa.1aitnoiliBd 'awwoq Un u 111OWaDURAU,i  op .iauuop op no awwoq Un Jaqaneqwap ajqopjoJd snid isa anal i '2uawwonbaaj ondwodaaTui no aAJq 
Was aJahiJea B! lUoP sawwoj Sal IaBuLjanuqwO,j op juawow no 'uowapaoj a.liouuoaaj JU@Anad au sJnaico!dwa 
sal onbsnj 	uowwonba.ij ondujoi.iaui no amq sad Isa,u 0J!JJBa Of iuop a OIJJBO op jua waulwaLla  un luo mb socodwo SO! uaajajd sjnaAoidwa saq 	s2uaJua srnaj japju2 mod no a2amow jnat V a!nS 
ajaijjoa anal juadwoiialui sowwoq SOJ onb 191n1d SOWWOJ Sal anb ojqoqod snid isa n 'uawn2jo JaD lUaWOAaijq suowns 	anbqsas uoi;ouiwuaSip 1  aun V ;uauwaj as uawoauonop ja a2oqanoqwap a.iqow ua uoiaalaS 
B! .mns ;uo.mod sanbijoaql sapnig Sap 	.1o1ow 0l anb amp mod uo 'amssoaxa uoimoaijitdwis aun a.uoJ op anbsij nsj 

•uoimaaIGs 01 samiaj smojjo sap Ja!OSi1t  op ajroijjip aJ moJ.1nod I! ma  uoimeuiwmJasrp 000 op oauasr,ca, a.iiouuoaoj miejjnod Uo,j anb sea ap sopnma,p awoj 
snos anb 4uawaqoqo.md msa 1 u 00 'IoAeJ aww al Jnod aasJaA mmezas a;ua.lajjip U01jujaunwai aunnb ej at o!nddo 
!nb xnai.ias anboq muawn2Jep sod omsixo 1 u p 'a.lmuoa .IOd 'xnop sa a.uo aauaJaJJ!p oj a.naj op ajqissodwm 
luoWa!!aflmJ!A ;sa 1! 1 nb xoqa aJqi! no lan' buoaqj lo aflouuoqauoj uooJ op 'uawaflal oqwassaj sJnaojdwa 
SO! Jed OIBJ uommoa!as ej 'uopuada3 OS11! op a UNl op saauuop Sol aoie .IapJ0308s ajqwas alto la anbuoaLil  
on, ap muiod np aicema xnaiw msa uouoauoAep anb !su!o aaqaneqwa 4p aJflBw Ua UOfl3OjS 01 O aOUO2s!)co9 
sJnaqaaaqo xno sawaqod sado.md SOS auosjd uoimoumwI.Iasrp op awJoj anboq3 	1! 6ABJ; aww al .mnod 

amuajjip UOimeJaunwaJ oun ma axos o .ins aasoq 'muawaauaAap anb isumo aoqanoqwop oJ!mew ua 'uoimaajas 
ot :aseq op sawoj xnop uoas oassoja ailp inad axas np uoauoj uo 'sJnoco!dwa SOl JOd a0j 'UO!moU!W!.laSip 01 

apuowap ej op aaa op juiod np uo!ou , wuasm 

aJio!os JflOj op Samuamuoaaw muamema (%fiT v luowaAun.xBdwoa 
sawwoq,p anb sawwoj op snjd nod unnb JOAflOJT op s!wJad o ojiu1os op a.zaqew uo uoaojsimos a! 

Jns ueod uommsanb at 1 muopuada3 SOwwoq SO! Jnod sea aj 150 1u oa anb saJiomauow uou sosuadwoaaj op snid sod 
muawoqeqoJd mU0A!0aJ ou sowwaj Sal anb o.imuow mb aa '!oldwa anal op stejsmes muowotoa 	Sawwoj Sal ja SOWWOq 509 0J! 0 t05  JflOJ op 'u0WaJaqn3iJod snId 'Ta iOTdwa  anal op muawaoqo8 STJs1s luos S11  
muawwoa .IOnTBAa4P sanbua xne apuowap e 110 'sonbua xnap sap apaa aj sued oJ!ala sod msa 1 u uo!mememsuoa aaa op uoimomaJdJomui 1t slow 'asqodAq ommaa juiod UepaO un 1 nbsn1 muoujJiJuoa USL1 ma UN11  uomaojsies 
ul ow woo -- sonom.madns saJmemauow uou sasuodwooaJ sap 'loIdwa JflO! op '4uoAio5aJ sow waj so s T!npJ 



- 	 - 

2loS sutu2 sai aua lisogj anb Inad as u 'uawauuosi.i aa uojag auapaaad uoqoas ul sup a!BJ 919 v tnb 
uossajod aun,p xioqz> aj .ins uoissnasp ial V aq 2uauJa1io.a Ise sajiulquow uou sasuadwoaaj sap uosanb 

uawaJa1 gwilsains aj 	ijjnod -- uauiajnas 
u!8. saj x9d ainsaw anb ia -- 4AJd .tnaiaas at sup artb aqnd jnaoas at suep suaiodwi snid 
uaaa sa1uBi  saj 'ajdwaxa .sd 't saauajjtp saad ap a.awadua!a.Iinod saw waj saj iad a saw woq 

sat .iad snuaap sodwap saJUa. sua.IaJJip saj 'sU15 saj aJIUa pe3j aAi ajws u059j ap aainpai .inod 
sawwaj saj uawwBsJJns asioj SaZUIUUAU sap uoU!lJadaJ  lul anb ajqaqod nad ljos 1nb ua suupuodj sat 
jad sn5ai Sa.810JUVAR sai .ins ivawau2tasua un;)nu juawJaJuaJ  au us21i la cINI11 ap sauuop saj 'uawasnaanaqiaj 

uawaauuAp sq!ssod saj no IJP  aj 'sanbqdez2oa saauaja.id saj 'aauuotssajoJd  uoasjss s :JuJp 
no jainsaw V sai3ijj1p snid TUOS saiauow uou sua sa'l aJ 1 B1uaw1dwoa JUDIP,9W aw;j un 

sa.ivap suos-a3usnssup auij. Un V lal!uilai ap awi2ai un 8 jnacojdwa 4i ap suo4nqt.quoa saj 'sana a.ua 
'uauuajdwoa siatwa.id sai -saziulquow uou Sa213UeA5 saj la sa auow saauaa Sal IssniR 2npu !  'a2Ju snid at 
suas uos suap s!.Id 1 1eoT nuaAaj a' 	ojdwa tno 	i ap tuauaAod io nuaftaJ np (aua1Jodwi sn1d a uawajanpqrn. 

os aa anb uaq) saivasodwoo sap aun 1nb Isa,u 	aad 10  UNIt i9d ansaw anb allal 'su!a  aqata 	i 

(nuaAaJ) a;trupuadjp aqaI.uA ul ap aidwoaui ansaw 

nuafta.z np atdwozut a.insaw aun 4 p 	jqssod 91 op aduioa JUOT 
issna ieapnaj j 'naqiui jai un suacit a!dodda snid JIUJaS '(!1P  aqauaq at V no) uotssajod  ul ji sjuja.i 
swaB ap ia uoiaajs ap satapow  sap luuuiqwoo 'sauatnwts  suoijunba sap luustlllrl apoqw aun uotWnb 
ainas aun sutaB sap apou] unp apaj ajja taT un .zajosp apijj!p T!as i 'aueui ano a sdwa at 
suap swaB saj aua ljoaa,j aq.loaaxa aiqnd inaiaas at suap sutuB sap aauessio.ia op xnul aqiaJ al anb .a)alsuoa 
ap anbtuoit Tuapuadaa Tsa atqaj sntd  Ise SULa2 sai a.rua .xaoj co anbqnd uoouoj ul SUUP saw waj op AO 
snjd dnoanaaq aBauaainod aj 'TuawaJiaITJBd suow np 1 anbt1dxa lned aa •saJTna 1 p SUOP anb sjna;aas su!e.iaa 
suap no suotssajod sauta.Ia3 suap  xnatw  juassissnai sawwaj saj tu2  uanb (uou no a!JusnE  ;os aT!anb) 
uoqdaa.iad aj aww no Isawwal sa.inap aaa .iaiaj mod no Jall!UABJI .rnod aauajd aun uoflus!1u!aos 
op a uoaonpp snssaood at  suap sjanxas sat sap Tuawau2tasua 1j :suosa.x sasna.Iqwou ap ajqanqJa sa 
ataa sawwoq sap aitao  op aJJJIp s!oldwa Sap ;uass!s!oLo saw waj Sal luop uoaj ul anb mad as it  'a.uoa .ia 

(sou 2owoquawa.itassaou sad  staw) sa!w!1 sottauuotssajod sato 2 ao op  JnO!Ju1j 
iV uoa.maunw.i a SUap saauaJJJip saj anb ia!dwoa  uoiuuuivasp ap ajpow un suap muam.Iodwi  issnu algi un 
muawaiqaqozd Tua!alanol sawwaj sap TuawaauaAa 1t no a2eqz)nuqwa,j V saJ.ueq sattam aa 0 1'sojoiouwjasp 
snssaaod supoliaD .iajodwoa auriod iotdwa  .maiujad al aaa aJ(aT!s.laMun  awç!jdrp un luuualgp sawwaj 
sap ma sauiwoq sap muaJjp aBejawnl at  'anbawa miaJ Vfqp V.1 uo awwoa 'stew atcmuoa op saqetJeA Sal SUUP 
asntaui am nd jpRinu amiArmoep aqaue.mq i (no) ma uotssajod WI ii 'ttauuaM) sapnmap auewop np atdwoO 
wan uo puunb aww 'saw9tdtp sat inod sea at msau 03 anb sa.iunwaa xnaiui suotssajoJd  sap suap JaJmua 
v snid Tualapual  awQtdtp  un uauop sawwoti sat  anb  Jou!w.1ap op s!wJad  a TuaAaJadna anmaajja asictuua au 

uttnasaw axas op swQtdtp  sap suo al suap oaa issnu sad m!amu 
uo!Tou!Ts!p larl tarmiad sdwal V 91119AUJI luo mb no andwoaut qja a a ai.uaa at muop sojaa anb smuawam!a.xm sat 
ns Tua 3uanhju! !nb sanb!4stJmaaJao sanajaw op muaapssod !nb satjaa muawaiauB juatuig apnoj .ied aastA 

apotd 91 muepuad sdwai utaid is qjj!UA8Jj snofnoT muo lnb sawwaj sat 'smow samnap U3 6,U01111U81P941  suap 
sasntaui aja inod suotppuoa xne mmejsmmes muo sotia aJmuap uoiodod OTITad snid aun jea 'samuomal sapnmmdu sap 
msa inb aa .inod amatJms sntd uoIioais aun 4p maqoj !BJ juaiv OJIBT! 5JOA!un aw9td!p un uouuanp tnb saw woj sat 
onb oa T9TnJd ;tPUamms U q tPO 1  np aiad [p muoj tnb uot nimsuip aJtaw ua saslaa.Id  sail auoa 
op sajqaJaA sap nual adwoa Tuawa!tnamad (sawwaj Sal anb snid muepssod sawwoq sai p-p-a) uoilaindod 
i op sadno.Lsnos spuam2 op a.zmuo olaBaul uoaj op satT.xadJ  a.q  muola.IAap  sanb!TsuToaJaa sanam op 

anb .zasoddns op aqauuosta.1 sim mmos unb sad aqwas au suta2  sap sojpow Sal o.iva onbt1dxaur oouaJJJtp 
op oqssod aa.mnos oun owwoa alualul uomqwap no SopnImdap  uosauqwoa auIamJaa oun Tuahnos aa uo 

apuodwoo V sapajjjmp s1!qtssod souiaaa puai uo puoa O1T3 
oAJosqo aa sad au mb anbqsuaaaiaa oaa op (su!oui  no) snid muawaqmsuas opssod odno.mB unnb mtepnej 

'swaB sat  auo  iaaa  ap aanbiidxa uomm.iodoid aj .iOnqmJIUOO .inod 'muapuadaj  suma2 xna SAflBJOJ sa.1nsow 
taw no saajnsaw uou solquijUA sop Sfflfl mte UOJ Is muawamsn[at jojowa nd uo,l anb oqissod msa 
]I 'souuopoaw sap .ins ssaq su1aB sap sapow sapmIJo!aw at ooa muoulojqa.zoAaJ iuo.adwoa as iuowasn[ep 
sauuop soitam ap anb uai saxos xnap sap saw9tdmp sap swaB sat suap 811RI01 UO1jV1JRA at  op muoa inod 
os ma De aua gnbildxa muo uot1tsodwoap ap snajaa xna JAJOS wo slujinsai sat muop uotssoJBJ ap sapow so'] 

SaS!wO S3A1TBOIIthO  soqu1.Ia 

apuawop ej op anA op jutod np uoi;euuivasip 
at mo (nuoAa.m)  omuapuadap  aqemJeA aj op amtdwoaum  a.xnsaw  a 'saAtmeoiTdXa SaqBJeA ap uoSswo 
:oitanpisi aauamaJJmp laT anod suoqaomjdxap sata.iauaB sossaja s!om  suo.zpmsuo3 SaiBJ salnol sasuoda 
op sad muawwapmAa a A,U 11 Luotjuwldxa omna  aun  --a I no Z uotlisuitutiasip op aAnaJd aun onm!msuoa 5 1 03  
anb aa-IsS 4saawjdip sap ;a sw9jd1p sop sumeB Sal o.vua jualsai 1nb sanb1i6ou! saouaJajjtp sap tm-isa ua,ntj  

sawwaj sap ma sawwoq sop smuopomuu Sal suap no uoilonilsuij suap 
SO3U0.JJJIp Sop .iad anbmtdxa a.I1 itanod L861 110 10 '861 ua suieB saj OJTUO m.xl op samm at uo.muua muowatnos 
onb .iouitsop stwmad a lauuo!suow!p!minw apow unp totdwa'i  -aj2aj aj V uoiidaaxaj muanmmsuoa jujolaop unp 



- M - 

snaivaap sal 'sapnap xnaiuu saj snol ;a sapnap sOu!Bwop saj snol anbsaid lwJBd ats!sJad ljuaa,l 'snid au 
sdwal aj 33AV aluaw2nu 	ao anb ja ajieps.iaArun awIdip un na.i luawuiaoa.i hub nb sawwaj sap xnao ja 

sawwoq sap sui 	saj a.ilua ajqB pisuoo zasss ljsoa un asxo ll,nb luanbtpui us.i ap Ja UJ op sauuop sari 

uOssflas!u 

sawwaj sap airaa 10 sawwoq sap supR2 sap anbi.awoa2 auuaow j a.iva 0oua.1JJ!u 

ussa.xps ua uoil!sodwoop ul op sjjip sljnsaJ  sal .ivaqo Inad u 

L861 SJBW 10 9861 J!UBt  't'BfiT ulnI 't861 
aq000 ' E SP.1 JOtAUBI :aouajj op sapoiiad S sap aunaqa ap s.xnoa nu sdwal uajd V s9iojdui 

001 000'!. 001 00L'C SU!52 sat ajtua iot 4Jeo 

IF ooz' iF oot sawwaj SOJ .inod a29JUGA IRSaCl - 
c OO C I Z 8z 000't 	sawwoq saj .inod O29IUBAV - 

sanbsijo sat anod 
saluaJajjip suot.iaunwa 

9c OOS'z sc oo'i sauaajjip sanbilsuoag.1B3 

2.861 1'861 I 
86I ua 0.1tBISJOAiufl owQIdJP un naj luo tnb sauiuioq sap ja saw woj sap 

'L81 ua  la t861 ua 'suI82 saj a.rtuo  poj op sawqsa saluBsoclwo3 	nBaqeJ, 

L861 UQ adissip h!øS lJJO j@D suw '(snjd no suu stoij ap 	atia 
ts huauJaJarinoiz8d) sdwai utald  V ainatialuv aJtaIuoissajod aoua.jadxa mat  .inod s aAaja snid suounwa 
sap '861  ua 'nuahqo hUb sawuJaJ sat 'aqujqwas auiaA aun SUB3 	186t ua su!132  sOj a.lbua )BDl aJtoJ008  

~Pju B Ii s!sw 'j26T ua ao!Jusuadwoo aqLJBA aun OUop h!h  oijqnd  .lnaboas at sup sawwaj ap qAa lq sntd 
oBohuaa.Inod a9 L861  ua OA ijd .inaoas aj susp uatsjiai !nb  sawwoq xnu huBuaAaJ aaAajq aUl!Jd aunp asnea 

a[Jed auuoq ua -- 2.861 ua saeu suo e.iaunwo.m sap stew 't'861 ua saMhrsod suoiejaunwaj sap htrlpoJd 
e aqqnd ina laas at suep toidwa.! buepuada3 •saauue xnap sap s.inoo ne otjqnd rnaboas at suep 2ua!tee.r 
sawwoj op 9 A819 snjd aebuaoJnod un 'aww o(I saAibtsod suoqe.iaunwj sap natl hueuuop aj 'sowwoq 
sat anb sa2 snid  'auuaAouj ua '1ue1 uolbetndod  e suep sawwaj sa'j -su t u2 saj ai jua anbildxa pBaj 
.ianuwip aI!BJ inod sluebjodwi snjd  sat sJnaboej SOJ ;uBIU19 (861 ua) oiqnd ina laas aj suep !Oiduiai ia (sauue 
xnap sap s.inoo ne) a2V , ,l •L861 ua SuIOUJ 94II J SBW  '1161 ua huehJodw! JflO1OBJ Ufl issnu 
aun IUUUD 1 9P sawwoq1p snjd 0Blua0Jnod 01 L861 ua j uaa mod t8 ha  1161 ua O11OU  aouaJjjip ej op uao 
mnod Eel huenb!hsuoo -- sbuebmodwi snid sat smnaoej saj hua!eh sapn 1p sawewop sap sahuamaAtp suo1pudm 
so'I 181 u 0  oos$ 10  1161 ua ootl$ 'P-v-°) su1e2 saj amua 1JB0 I T op 1U0 .znod SC 1!Bnbtldxa sawwaj 
sap xnao ja sawwoq sap SIUOIE1 sat aaua aouamjjp BJ 'sauue xnap sao ap s.inoo n nualclul aj JIOA) 2.861 
ua 000L$ op la 1161 ua 0oL$  op sawwaj sap 0 11 00  b!essedp sauiwoq sap suie2 sap anbtmiwo2 auuaow eq 

sawwaj saj .rnod luawalteJi  op 02 13IUBABSaP np ja sawwoq sat .inod ;Uawah!BJI  op aBebUBABI op salUBsodwoo 
Sal OJUa ae1JBd uaq Zosse hUawa[aniqUq j!ujq ajonpsam aouamajjtp eq aoimiesuadwoa anbths!.hoemeo 
aUn aJ b!BPuh II -- sapn1aP oUlewop ftp !ntaa  ap amiemuoo SUOS al  SUBp uawajjanq BJB h0JJO 
UOS 5BW '1UB1JOdUB .lflOTOBJ un Issne l!Bh 0iqnd JflO100S  aj suep rojdwa4 '-j qaeoa1  op 1anbiidxa ubibJodbJd 
ej op !mbfBw e 'axas anbeqo inod 'sapnap SOUIBWOp op s1uamjjp stijoid  xno aanqme Issne Inad u 
aouamajam op U!od anbuqo V sue2 saj amua hO,1 op sJa; Un  UOJ!AUa 1anbtidxa. uo!hmbdomd 01100 ip maflq!Jlbe 

Inad U L861 ua hO 1161 ua 'suiu2 sal Omua bJBa1 op aqçej j UaW8AjjIRjaJ aibJBd aun SawwaJ sap 20 SOUIWOII 
sap (shuotel) s1uapoaue XflB ja uiewnq IBTIdSO flB SOA!IBIOJ SahUamOJJIp sanbi;si.Iab3e.1uo XflB maflqiJfle hflad u 

SbBh1flS)1 

•sioidwa Sap aejawn1 aj mnod sajaJ op bou!bs!p ajquiasua Un mamo buaAnad JflO2 0 S 00 SUBP uoouiomd e 
a aeqoneqwa 1  .inod 9ououa ISO tnb ahimaui np odiouijd 01 10 saqio sadnoj2 sap hueslA saw wem2omd op anpueda.i 

ub!203 i!dde 1 l anbs!nd oqnd mnaoas aj suep !bidwai mnod amuoo op aiqeuBA aun Tnlout  uo 'am;uoo d 18861 
'ubsmapun) suce2 sa suep uo!heuiwimosrp Bj op uawt un manbsew auop Inad uoissajomd vi mnod hO OIIAIIDR , p 
aqoueq Rl .inod 919J2O0 op saJqeiJeA op UOtbesiltbnq axas np ampuadap bnad suotssajomd 5auaJajjtp sal suep 
20 liAib3e 1 p saqouemq sa2uaJJJip saj suep stoidwa saj oaje swjdip sap aejownf op snss000md aq uoissajomd 
ul mnod 10 1t!h3p aqouemq ul mnod aI9Jluoo op salqR LJVA op sed puamdwoo aim ajpow aj anb zanbJewalj 

L861 2a  f'861  aua 'a.iuoo ap soqeime 
500 suep 'b!nPOJd as !flb hUawa2UBqo bf101 anb !sU!e 1'861 ap ojomuoo op saiqeme sal 1!npoi lut uo 'sute2 SOj SUBP 
4U0wau0qo np ub!hBnb 1 t .IflOd aouamajam op lutod anbeqa e samdomd 2UOS saqeiJeA sap aluolew B! '2.861 ap 
ha t861  op sub!benb 501 mno oiqnd mnaoas al suep !oldwa1l .inod ja apem2 np neau at mnod 't1lBbp 5apfl1p 



donnéesobservées pour j variables, b est un vecteur de j coefficients mesurant les rémunérations pour ces 
variables et U est le terme d'erreur. Des equations identiques des gains sont estimées pour des sous-
échantilions d'hommes et de femmes a l'aide des moindres carrés ordinaires (MCO). line fois les coefficients 
estimés, le terme d'écart s'élimine, les estimateurs des MCO remplacent b et les indices supérieurs h et 
f désignent les equations relatives aux hornmes et celles qui Se rapportent aux femmes respectivement; nous 
avons donc 

in W = b x 

in 	m m 

line propriété des estimateurs des MCO est que Ia somme du produit des coefficients par les moyennes des 
variables associées correspond it In moyenne de la variable indépendante (celle qui occupe la partie gauche des 
equations), de sorte que 

= f yf 

= mm 

La technique de decomposition est basée sur le fait que In difference entre les gains moyens est une fonction 
simple des moyennes des variables explicatives et de Ia remuneration estimée pour ces caractéristiques. Par 
consequent, si les hoinmes et les fern mes recevaient la même rémunération pour leurs talents, bf est égal a 
bh, et la difference entre les gains serait attribuable uniquement a des talents différents. 

Cotton a reconnu qu'en l'absence de traitement different, la rémunération des talents se trouverait quelque part 
entre celle des personnes qui sont favorisées aetuellement et celle des personnes qui sont defavorisees 
actuellement. 11 suggére que ces coefficients 'non discriminatoires' soient estimés sous forme de Ia moyenne 
pondérée des coefficients pour les hommes et pour les femmes. Done, 

m +p  ff b =p m b 	b 

oü b est le vecteur de coefficients non discriminatoires et pm  ainsi que pf 	sont les proportions de Ia 
population totale composées d'hommes et de fern mes respectivement. 

près plusieurs étapes simples que nous n'avons pas a reprendre ici, Cotton obtient une decomposition de la 
difference entre los gains qui cornprend trois termes: 

- 1j:-çjf = * ( _ffi - yf )  

+ X -ITI  61  - b ) 

+X 	
* 

(b - b). 

Le premier terme représente Ia composante de I'ecart entre les gains attribuable a des talents différents 
(capital humain et antécédents d'une personne). Le deuxièrne et le troisième termes divisent la difference 
résiduelle entre les gains en un avantage de traitement pour les hommes (rémunération des talents supérieure a 
In moyenne) et en urt désavantage de traitement pour les fern mes (rémunération des talents inférleure a Ia 
rnoyenne). 

La sornme des valeurs en dollars exprirnées pour ces composantes correspond a Ia moyenne géomCtrlque des 
gains des hommes et des fern mes, par opposition a Ia moyenne arithmétique utilisée dans la section précédente. 
La moyenne géornétrique n'est que du logarithme moyen des gains. C'est-à-dire 

(In W). 

Les equations ont été estimées pour les gains en 1984 et en 1987 ainsi quo pour le changement dans les gains 
entre 1984 et 1987. La population a eté limitée aux diplmés avec des donnCes valides pour les gains en 1984 et 
en 1987 qui travaillaient a plein temps au cours do chacune des cinq périodes do reference visCcs par les 
enqu6tes. 5  Ainsi, in participation des souspopulations des femmes et des hommes est forte et presque égale. 
Cette definition donne une estimation prudente do l'écart entre les gains puisque plus de fern mes quo d'hommes 
ont une experience de travail qui comporte des interruptions et un plus grand nombre d'entre elles travaillent a 
temps partiel. 6  On a aussi vérifié in sensibilité des résultats en fonction d'autres définit ions de Ia population et 
l'on traitera de cette question plus loin. 

Les variables indépendantes (explicatives) comprenaient des variables de contrôle pour l'âge, pour In langue, 
pour Ia province, pour Ia mobilité interprovinciale, pour les etudes postsecondaires effectuées par les parents, 
pour l'état matrimonial, pour les enfants, pour l'expérience professionnelle avant les etudes, pour le dornaine 
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Tableau 2. Rapports entre les gains des fern mes et ceux des horn mes qui ont reçu, en 1982, 
un diplômeuniversitaire et qui travaillaient a plein temps en 1984 ou en 1987, 
selon Ic domaine d'études et Ia durée du programme 

Domaine d'études Durée du 
ro p 	am me 

Rapport 
fern mes/hommes 

pour 1984 

Rapport 
femmes/hom mes 

pour [987 

Tous les dornaines 1et' cycle universitaire 90 83 
Maitrise/Certificat de 2e ou de 3e  cycle 85 81 
Doctorat 101 99 

Education 1er cycle universitaire 92 89 
Maitrise/Certificat de 2e  ou de 3e  cycle 83 86 
Doctorat 91 88 

Beaux-arts et humanitéss 1er cycle universitaire 99 91 
Maitrise/Certificat de 2e ou de 3e cycle 95 95 
Doctorat 105 94 

Commerce, économie et 1er  cycle universitaire 87 87 droit Maltrise/Certificat de 2e  ou de 3e  cycle 87 89 
Doe torat 

Autres sciences sociales 1er cycle universitaire 94 90 
Maitrise/Certificat de 2e  ou de 3e cycle 89 84 
Doctorat 93 91 

Sciences agricoles et 1er cycle universitaire 91 80 biologiques Maitrise/Certificat de 2e  ou de 3e  cycle 89 84 
Doctorat 87 89 

Genie 1et cycle universitaire 91* 89* 
Maitrise/Certificat de 2e  ou de 3e  cycle 80* 
Doctorat 111 119 

Sciences médicales et 1er cycle universitaire 65 54 
sciences de Ia sante Maitrise/Certificat de 2e ou de 3e cycle 77 50 

Doctorat 158* 118* 

Mathématiques et sciences ler cycle universitaire 95 93 physiques Maitrise/Certificat de 2e  ou de 3e  cycle 83* 89* 
Doctorat 94* 94* 

Moyenne non pondérée 94 92 
Moyenne pondérée 87 82 

	

Note: .. 	taille de l'échantitlon trop petite pour que les données soient publiées 
(coefficients de variation > 25%) 

	

* 	taille de l'éehantillon relativement petite, ii faut interpreter les données avec prudence 
(coefficients de variation compris entre 16.5% et 25%) 

11 est important de se rappeler que les résultats de Ia decomposition sont des estimations sujettes a une erreur 
de specification ainsi qu'â une erreur de mesure. Les rCsultats peuvent être modifies par des caractéristiques 
non mesurées du capital humain ou par le libre choix (par ex., le fait qu'un diplômé choisisse une profession 
plutôt qu'une autre pour des raisons non monétaires). Par consequent, Ia decomposition ne peut fournir une 
preuve directe de discrimination salariale. Par contre, elle peut indiquer les caractéristiques gui pourraient 
entrainer une recompense différente. Voici une breve description de Ia méthode de decomposition. 

Méthode 

La technique de decomposition 'non discriminatoire' exposée par Cotton (1988) est utilisée pour le present 
article. Cette technique est une variante d'une méthode qui remonte aux années 1950 et qui a été mentionnée 
dans des ouvrages portant sur l'économie, sur la sociologie et sur Ia démographie.' 

Considérons l'équation des gains suivante: 

in W = b X + u 

oü in W est le logarithme naturel des gains annuels; X est une matrice (k,j) de k 	valeurs 	de 
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Tableau 1. Rapports entre les gains des femmes et ceux des hommes pour les diplômés d'université 
de 1982 ernployés a picin temps en 1984 ou en 1987, selon le dornalne d'études 

Domaines d'études 
Rapport 

femmesfhommes 
pour 1984 

Rapport 
fern mes/hom mes 

pour 1987 
96 % 

1. Education 87 86 
2. Beaux-arts 96 89* 
3. Arts appliqués 
4. Journalisme 
5. Autres humanités 98 94 
6. Sociologie, anthropologie, demographic 99 97 
7. Crirninologie 
8. Droit 88 95 
9. Economie 88 75 

10. Géographie, environnement 83 82 
11. Science politique 104 86 
12. Psychologie 83 82 
13. Autres sciences sociales 90 86 
14. Agriculture 
15. Biochimie, biologie, zoologie 90 95 
16. Economie dornestique 
17. Médecine vétérinaire 
18. Architecture 
19. Genie 89 89* 
20. Foresterie 
21. Architecture paysagiste 
22. Médecine dentaire 
23. Médecine 81 87 
24. Sciences infirmières 
25. Optométrie 
26. Pharmacie 
27. Hygiene publique 
28. Informatique 95 91* 
29. Mathématiques 97 93* 
30. Chimie, géologie, métallurgie 84 
31. Météorologie 90 
32. Physique, autres sciences 
Moyenne non pondérée 89 85 
Moyenne pondérée 87 82 

Note: .. taille de l'échantillon trop petite pour que les données solent publlées (coefficients de 
variation > 25%) 

* taille de l'échantillon relativement petite, ii faut interpreter les données avec prudence 
(coefficients de variation compris entre 16.5% et 25%) 

Decomposition de Ia difference entre les gains des femmes et ceux des hommes 

Dans Ia section précédente, l'éeart entre les gains des diplômés et ceux des diplômées n'a été groupe en 
categories qu'en fonction d'une variable ou de deux variables simultanément. Bien que si l'on faisait davantage 
de classements recoupés ou si l'on utilisait des categories plus détaillées on pourrait créer des groupes plus 
comparables, les petites tailles des échantillons dans les cellules limitent considérablemerit Ia portée de telles 
analyses. Par contre, une méthodes mull Idimensionnelle permet d'étudier simultanément les effets d'un certain 
nornbre de variables et d'évaluer les résultats a l'aide des notes de tests standardisés. Dans Ia présente section, 
nous utilisons une technique multidirnensionnelle appelée decomposition pour analyser la difference entre les 
gains en fonction du sexe. 

La technique de decomposition est basée sur des regressions linéaires des gains de deux groupes différents; dans 
le present cas, les diplôm.s des deux sexes. Les equations de regression sont structurées selon un modèle du 
capital humain: les gains sont modélisés cornme fonction des etudes et de l'expérience (investissernent dans le 
capital humain), alors que l'on tient compte des antécédents des personnes ou des caractéristiques 
démographiques. Corn me rious l'avons fait remarquer dans Ia section précédente, au moms une partie de l'Ccart 
entre les gains est attribuable a des differences entre les programmes d'études suivis par les horn mes et par les 
femmes. Ii peut aussi en ètre de rnême pour l'expérience ou pour n'importe quel élérnent d'une gamme étendue 
de caractéristiques relatives aux antécédents d'une personne. La technique de decomposition est 
principalernent un outil servant a estimer Ia proportion de l'écart entre les gains attribuable aux differences 
mesurées dans le capital humain et dans les antécédents des hommes et des femmes. La difference qui reste 
dens les gains est appelée composante résiduelle. Les coefficients de regression permettent de subdiviser Ia 
difference résiduelle en rémunérations différentes pour les caractéristiques des personnes. 
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En dépit de la participation croissante des femmes pour ce qul est du travail a plein temps et de leurs progrés 
en matière de niveau de scolarité, les gains des femmes sont encore très inférieurs a ceux des hommes. Bien 
que Pécart entre les gains ale diminué au cours des 20 dernières années, II est encore important. En 1987, les 
fernines gui ont travaillé a plein temps pendant toute l'année gagnalent, en moyenne, un tiers de moms que leurs 
homologues masculins. Se peut-il que l'on puisse attribuer un écart aussi considerable a des differences dans Ia 
structure par age, dens les etudes ou dans l'expérience des travailleurs et des travailleuses? 11 serait très 
difficile de répondre a cette question pour l'ensemble de Ia population active, mais le panel de VEND et de l'ESD 
donne un apercu d'une cohorte récente d'entrants sur le marché du travail dont nous connaissons La rnajorité des 
caractéristiques pertinentes. Dans Ia présente section, nous exarninerons l'écart entre les gains parrni des 
groupes de plus en plus précis de diplômés d'université qui font partie du panel. 

Si l'on considère les diplômés d'université de 1982, les femmes travaillant a plein temps en 1984 gagnaient, en 
moyenne, 24 mille dollars -- ou 87 pour cent du salaire moyen des horn mes qui s'élevait a 27 mule dollars. En 
1987, le rapport entre Les gains des femmes et ceux des hommes avait diminué pour atteindre 82 pour cent, les 
fern mes gagnant, en moyenne, 31 mule dollars comparativernent a 38 niille dollars pour les horn rnes. 

L'éeart entre les gains était plus petit parmi les diplôrnés d'université que pour les personnes dans Ia population 
active qui ont a peu prés le même age et gui travaillent a plein temps. Parmi l'ensemble des membres de Ia 
population active qui ont le mêrne age que les diplOmés d'université en 1982, les gains des femmes 
s'établissaient, en moyenne, a 18 muLe dollars et ceux des horn mes a 25 mille dollars -- un rapport de 70 pour 
cent. 2  De même, en 1987, l'ensemble des femmes dens Ia population active, pondéré en fonction de l'âge, 
comparable aux diplômés d'université gagnait 71 pour cent des gains moyens des hommes. La pondération en 
fonction de l'âge a tendance a diminuer l'écart entre les gains paree que les gains des hommes et ceux des 
femmes sont plus rapprochés pour les plus jeunes groupes d'âges o6 Von retrouve la majorité des diplOmés. 

Les differences dans les repartitions des domaines d'études des hommes et des femmes sont frappantes. De 
nombreux dornaines d'études tendent a être dominés par un sexe ou l'autre. La repartition différente des 
domaines d'études peut avoir un effet sur l'écart global entre les gains. Si Ies hommes tendent a graviter autour 
des domaines d'études oi les récompenses sont le plus élevées, cela pourrait aceroitre l'écart. Li existe une 
méthode simple pour verifier si cet écart existe, il suffit de comparer les rapports entre Les gains a l'intérieur 
des domaines d'études avec le rapport global. Si la moyenne des rapports a l'intérieur des domaines d'études est 
significativement plus faible que le rapport global, les choix de domaines d'études différents par les horumes et 
par les femmes expliquent une partie de l'écart entre les gains. 

Le rapport entre les gains des femmes et ceux des hommes dans in rnême domaine d'études était, en moyenne, 
de 89 pour cent en 1984 et de 85 pour cent en 1987, ce gui entraine une reduction de 2 et de 3 points 
respective ment de l'écart global entre les gains. 

Bien que l'écart entre les gains soit généralement plus faible a l'intérieur des domaines d'études, les femmes 
détenant un diplôme dens presque tous les programmes gagnent encore moms que les hommes. En fait, il n'y a 
qu'un domaine -- Ia science politique -- oü les diplômées gagnaient au moms autant que leurs homologues 
masculins en 1984. Mais, le pendule des gains avait oseillé dens La direction favorable aux hommes en 1987. 

Le niveau du grade est une autre variable qui explique une partie de Ia stratification des salaires. Les dipLômés 
d'université détenant un doctorat qui travaillaient a plein temps en 1984 gagnaient 45 pour cent de plus (35 pour 
cent de plus en 1987) que lea personnes détenant un diplOme de premier cycle, les personnes déteriant une 
maitrise Se trouvant entre ces deux groupes. L'écart le plus considerable entre les gains se trouvait au niveau 
des personnes détenant une maitrise, les rapports étant de 85 pour cent en 1984 et de 81 pour cent en 1987, 
comparativement a 90 pour cent et a 83 pour cent respectivement, pour les titulaires d'un diplôrne de premier 
cycle. 

L'écart est pratiquement inexistant au niveau du doctorat: les femmes titulaires d'un doctorat gagnaient 1 pour 
cent de plus que les hommes en 1984 et 1 pour cent de moms en 1987. 

La combinaison des effets du domaine d'études et du niveau du grade devrait done réduire un peu l'écart entre 
les gains. Et c'est effectivernent ce qui se produit. Si Von calcule Ia rnoyenne pour 10 des principaux dornaines 
d'études et pour trois niveaux de grades, Ies diplômées d'université gagnaient 94 pour cent du salaire de leurs 
homologues masculins en 1984 et 92 pour cent en 1987. Bien entendu, les détenteurs d'un doctorat, qui ne 
constitualent qu'une faible partie de Ia population, ont une influence disproportiorrnée sur cette moyenne. 

De plus, lea regroupements de domaines d'études, a ce niveau, présentent quelques problèrnes. Par exemple, 
dens La catégorie "sciences médicales et sciences de Ia sante" on compare une population masculine composée 
principalement de médecins a une population feminine oà l'on retrouve surtout des diplômées en sciences 
infirmières. Dane les tableaux croisés, le detail (ou l'homogénéité des groupes) est lirnité par la variabilité 
élevée des petites tailles des échantillons a i'intérieur des cellules. 

Puisque l'analyse descriptive est Iimitée a une ou deux variables, on peut concevoir qu'il soit possible d'attribuer 
aux effets combines d'autres variables une partie des differences, a l'intérieur des cellules, relatives aux gains 
des hommes et a ceux des femmes. Par consequent, dans Ia section suivante, nous utilisons une technique 
rnultidirnensionnelle pour étudier les effets simultanés de nombreuses variables sur l'écart entre lea gains. 
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Bien que nous présentions quelques statistiques descriptives et des tableaux croisés, Ia majeure partie de 
l'analyse est de nature multidimensionnelle. line technique nomrnée "decomposition" est utilisée pour diviser 
l'écart entre les gains en une composante qul peut être expliquée par les differences dans les caractéristiques de 
l'instruction et des antécédents ainsi quen une composante résiduelle qul pourrait être l'indiee de certains 
dCsavantages relatifs pour un des groupes étudiés. L.es résultats de Ia decomposition sont présentés pour les 
gains en 1984 et en 1987. 

Les données de l'END et de I'ESD montrent qu'il existe un écart important entre les gains des hommes et ceux 
des femmes qui ont récemment obtenu un diplôme universitaire. Bien qu'il soit réduit dans certaines categories, 
l'écart persiste dans presque tous les domaines et tous les niveaux d'études. II n'y a qu'environ le tiers de l'écart 
qui peut être expliqué par des differences dans les caractéristiques de l'instruction et des antécédents des 
hommes et des femmes. On a aussi trouvé que l'écart entre les gains croissait dana le temps pour Ia cohorte 
étudiée. 

Un bref eommentaire sue leg données 

L'enquete nationale auprès des diplômés (END), de 1984, et l'enquête de suivi auprès des diplémés (ESD), de 
1987, ont permis de recuelilir une gamme étendue de renseignements sur les experiences du marché du travail 
des personnes qui ont reçu, en 1982, Un diplôme d'un college communautaire ou d'une université. Chacune de 
ces enquètes comprenait une question oi I'on demandait aux répondants d'estimer leurs gains annuels (a mule 
dollar près) en basant leur evaluation sur I'emploi qu'ils occupaient au moment de l'interview. D'ordinaire, les 
réponses a cette question ne comprerinent que deux chiffres (c.-à-d. 10 a 99 mule dollars). Pour éviter toute 
representation de fausse precision, la majorité des données numériques qui figurent dans le present document 
sont aussi fournies a deux chiffres signifieatifs. 

L'analyse présentée dans ce rapport ne porte que sur les travailleurs employés a plein temps. Les comparaisons 
deseriptives des gains de 1984 comprennent tous les diplOmés travaillant a plein temps en 1984 et une 
restriction semblable s'applique aux comparaisons des gains de 1987. Puisque le nombre d'heures travaillées 
vane beaucoup pour lea travailleurs a temps partiel et que les enquêtes ne demandalent pas le nombre d'heures 
travaillées, cette condition permet de nous assurer que nous comparons des quantités de travail 
approximativement égales. 11 s'ensuit aussi que les chiffres sur les gains donnent une approximation des gains 
relies a un travail a plein temps pendant toute une année, a cause de Ia façon dont La question a été posée. Le 
fait que l'analyse ne porte que sur les personnes travaillant a plein temps donne les tallies d'éehantillon 
maximales ci-après pour les tableaux descriptifs: 

1984 1987 

Hommes 	5141 4986 
Femmes 	4032 3689 

Total 	9173 8675 

La taille exacte de l'échantillon pour ehacun des tableaux sera un peu plus petite a cause des valeurs 
manquantes pour les variables étudiées. 

line definition beaucoup plus restrictive a été utilisée pour les analyses rnultidimensionnelles: seules les 
personnes qul travaillaient a plein temps ions de cinq périodes de référence distinetes ont été incluses. Le plus 
grand échantillon resultant est compose de 5971 personnes (3582 hommes et 2389 femines). Les échantillons 
d'analyse sont beaucoup plus petits a cause des valeurs qui manquent pour les nombreuses variables incluses dans 
l'analyse. Dans Ia mesure du possible, les comparaisons deseriptives ont été produites pour La population de 
regression et vice versa. Aucun des ensembles de résultats n'a été rnodlfié considérablement a Ia suite de 
changements apportés aux specifications de la population. 

On peut obtenir des renseignements plus détaillés sun les enquêtes, sous forme de guides de l'utilisateur et de 
rapports de méthodologie, en s'adressant a Ia Division des enquêtes-ménages. 

llistorique 

Au cours des 30 dernières années, on a assisté a un changement spectaculaire dans In marehé du travail au 
Canada -- plus particullCrement Ia participation accrue des femmes dans lea emplois a plein temps. Entre 1967 
et 1988, Ia proportion des ernplois a plein temps occupés par des femmes a augmenté de 27 pour cent a près de 
39 pour cent. Cette proportion devrait continuer de eroitre puisque lea taux d'activité a plein temps des 
fern mes plus jeunes sont plus élevCs que dans les cohortes plus âgées. 

Les progrès des femmes en matière de niveau de seolarité sont encore plus spectaculaires que leur participation 
croissante a Ia population active. Bien que seulement un quart des grades universitaires de premier cycle aient 
été accordés a des femmes au debut des années 1960, ces dernières représentaient plus de in moitié des 
diplémés a In fin des années 1980. Lea fernmes sont encore moms nombreuses que les hommes au niveau des 
etudes supérieures, mais dies lea rattrapent rapidement. La proportion des femmes qui obtiennent un grade de 
maitrise a augrnenté de 19 pour cent en 1961 a 45 pour cent en 1989. Les femmes ont obtenu moms d'un 
dixième des doetorats acquis en 1961, mais prés du tiers de ces grades en 1989. 
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L'ECART ENTRE LES GAINS DES HOMMES ET CEUX DES FEMMES PARMI DE 
RECENTS DIPLOMES D'UNIVERSITE: LES CINQ PREMIERES ANNEES 

T. Wannell' 

RESUME 

Le present rapport Se concentre sur La difference entre les gains des hommes et ceux des fernmes pour un 
groupe très fermé -- les diplômés de 1982 des universités gui travaillaient a plein temps en 1984 ou en 1987. 
Bien que l'écart entre les gains pour cette cohorte jeune et bien instruite soit plus faible que celui qui a été 
relevé nu niveau de La population active dans son ensemble, les diplômées gagnaient moms que leurs homologues 
masculins dans presque toutes les categories étudiées. De plus, l'écart a augmenté de 1984 it 1987. Nous avons 
introduit un modèle multidimensionnel afin de mieux tenir compte des nombreux facteurs qui ont une influence 
sur l'écart entre les gains. En dépit des variables de contrôle, le modèle ne permettait d'expliquer que le tiers 
de l'écart entre les gains a chaque point de référence. 

INTRODUCTION 

Le fait qu'il existe un écart entre les gains des hommes et ceux des femmes ne coristitue rien de nouveau. 
Jusqu'a récemment, les roles familiaux traditionnels dictaient une division du travail dans le ménage de sorte 
que La majorité des femmes mariées s'occupaient des travaux ménagers et de Ia garde des enfants sans être 
rémunérées. Puisque, dans Ia majorité des cas, la carrière rémunérée des femmes prenait fin au moment de 
leur manage ou de In naissance de leur premier enfant, La majorité des femmes ne pouvaient acquénir les 
compétences et l'expérience nécessaires pour progresser dans Péchelle des salaires. 11 existait done un grand 
gouffre entre les salaires des hommes et ceux des fern mes dans in population active. 

Mais les temps changent. tine combinaison de tendances sociales, démographiques et économiques a entrainé 
une participation accrue des femmes dans la population active employee a plein temps. Moms de femmes 
quittent Ia population active quand elles se marient. Les interruptions pour donner naissance a des enfants ont 
dirninué a cause de Ia chute a long terme de Ia fécondité et le coüt de ces interruptions est subventionné par 
l'intermédiaire du régime d'assurance-chOmage. A mesure que de plus en plus de femmes faisaient leur entrée 
sur le marché du travail et qu'elles conservaient des emplois rérnunérés a plein temps, l'écart entre Ies salaires 
dirninuait, cependant, ii reste encore important. 

En 1987, les femmes gui travaillaient a plein temps toute l'année gagnaient, en moyenne, un tiers de moms que 
leurs homologues masculins. Bien entendu, un écart aussi important refléte de nombreuses differences entre Ia 
main-d'oeuvre masculine et Ia main-d'oeuvre feminine: structure par age, etudes, profession, branche d'activité 
dans laquelle in personne est employee et experience acquise. La situation est plus embrouillée parce que ces 
variables changent dans le temps. La population active actuelle est composée de nombreuses cohortes, chacune 
possédant un ensemble unique de caractéristiques, qui sont entrées sur le marché du travail dans des conditions 
très différentes. 

Que se passerait-il Si flOUS pouvions suivre une seule cohorte récente d'entrants sur le marché du travail a propos 
desquels nous connaissons Ia majorité des canactéristiques importantes relatives au revenu? Trouverions-nous 
que les hommes et les femmes avec les mêmes titres de competence recevaient a peu près La mCme 
rémunération? Ces questions sont précisément du genre de celles auxquelles l'enquête nationaLe auprès des 
diplOmés et l'enquete de suivi auprès des diplOmés peuvent nous perrnettre de répondre. 

L'enquCte nationale auprès des diplôrnés (END) effectuée en 1984 et l'enquête de suivi auprès des diplOmés 
(ESD) menée en 1987 donnent une perspective unique du statut recent de l'écart entre les gains des fern mes et 
ceux des hommes. La base de sondage utilisée pour ces enquêtes inclut les diplOmés de 1982 de toutes les 
universités au Canada.1 Ces enquêtes ont permis de recueillir une gamme étendue de renseignernents relatifs a 
La démographie, a l'instruction et nu marché du travail pour Ia période ailant de 1982 a 1987. A l'aide des 
données ainsi obtenues, nous avons l'intention, dens le present article, d'étudier deux questions: 

compte tenu des augmentations récentes dans l'activité des femmes et dans leur niveau de scolarité, 
existe-t-il encore un écart entre Les gains des horn ines et ceux des feinmes a competence égale? Et 

H. queue est l'évolution de l'écart entre les gains, dans le temps, pour une cohorte particulière? 

T. Wannell, Groupe d'anaiyse des entnepnises et du rnarehé du travail, Direction des etudes analytiques, 
Statistique Canada, Ottawa (Ontario) Canada. L'auteur desire remercier Monica Boyd, 
Marie- Claire Couture, Joanne Dubeau, Doug Giddings, Bill Magnus, Yigal Messeni, Debbie O'Dwyer, 
Gannett Picot et Wendy Pyper. 
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scolaires des residents ontariens étudiant a Pextérieur de Ia province en 1986- 1987 montre que Ic nombre 
détudiants classes comme cas d'abandon apparent rnais gui en fait se seraient inscrits a des établissements a 
l'extérieur de la province ne dCpasse pas 2,300. Ce nombre représente 1.3 96 des étudiants ayant été classes a 
tort comme cas d'abandon apparent gui en fait étaient passes a un établissement a l'extérieur de Ia province. 
De plus, puisqu'on a établi que 80 96 des étudiants de 1er  cycle a temps plein en Ontario déclarent leur NAS et 
que 4 96 des étudiants changent d'Ctablissement, on peut supposer que Si 100 % des étudiants déclaraient leur 
NAS, 5 96 des étudiants auraient alors change d'établissement, cc qui réduit d'encore 1 96 le taux apparent 
d'abandon en cours d'études. 

4.4 Trimestre d'automne uniquement 

Le SISCU réunit des données sur tes effectifs a un seul moment au cours de l'année universitaire, soit en 
décembre ou en novembre. De 5 % a 10 96 de l'ensemble des étudiants ne suivent pas de cours au trimestre 
d'autoinne mais en suivent a ceux d'hiver, du printemps ou de I'été. Le SISCU ne tient done pas compte de ce 
groupe d'étudiants. 

4.5 Cas d'abandon avant La date de dCnombrement du SISCU 

Les étudiants gui s'inscrivent pour La premiere fois en septembre et qui abandonnent avant le dénombrement des 
effectifs du SISCU, gui a lieu en décembre ou novembre, ne figurent pas au SISCU et ne sont donc pas classes 
comme cas d'abandon. 

5. APPLICATIONS A D'AUTRES PROVINCES DU CANADA 

La mCme méthodologie pourrait We appliquée a la Colombie-Britannique, au Manitoba et au Nouveau-
Brunswick oü l'incidence de Ia declaration des NAS est élevée et o6 la plupart des grades sont déclarés au 
niveau de l'étudiarit (tableau 10). Les autres provinces ont soit Ia majoritC de leurs grades déclarés sous forme 
agrégée, cc qui empêehe l'identification individuelle des étudiants qui obtiennent leur diplôme, soit Un faible 
pourcentage de declaration de NAS, ce gui ne permet pas d'établir les migrations d'un établissement a un autre. 

Les ententes entre les administrations provinciales des Maritimes, selon lesquelles une université de ces 
provinces peut offrir des programmes spCcialisés pour tous les étudiants de la region, ont favorisé les migrations 
dun établissement a un autre. Ces migrations sont beaucoup plus fr69uents qu'en Ontario. Malheureusemerit, 
en raison de Ia faible incidence de La declaration des NAS en Nouvelle-Ecosse et a l'IIe-du-Prince-Edouard, il est 
impossible de suivre avec precision les mouvements des étudiants entre les établissements des Maritimes. 
Cette impossibilité de suivre Les migrations d'un établissement a un autre entrainerait que bon nombre 
d'étudiants du Nouveau-Brunswick gui poursuivent leurs etudes en Nouvelle-Ecosse ou a l'Ile-du-Prince-Edouard 
seraient classes coinme cas d'abandon. 

Tableau 10. Applications aux autres provinces 

Province 
96 de grades et de diplôrnes 

de 1er  cycle déclarés 
au niveau de l'étudiant 

96 d'étudiants a 
temps plein déclarant 

leur NAS 

Terre-Neuve -- 94 
lle -du-Prince-Edouard 82 -- 
Nouvelle - Ecosse 56 33 
Nouveau - Brunswick 91 83 
Québec 7 27 
Ontario 87 80 
Manitoba 88 72 
Saskatchewan 30 30 
Alberta 55 53 
Colornbie-Britannique 70 92 

Note: Les provinces ayant des pourcentages élevés dans les deux colonnes sont de bons éléments pour 
l'utilisation des fichiers couples dans Ic but d'estirner les taux d'abandon en cours d'études et les 
mouvements des étudiants. 

6. CONCLUSION 

Le couplage des fichiers du SISCU fournit des renseignernents précieux sur les mouvements des étudiants, les 
taux d'abandon en cours d'études et Ia provenance des étudiants pour les chercheurs en education, les 
planificateurs en main- d'oeuvre et les administrateurs des universités. En Ontario, Ic taux d'abandon apparent 
des étudiants universitaires a diminué au cours de Ia décennie (1976- 1977 a 1986-1987). Ce facteur a contribué 

Is croissance continue des effectifs du 1er  cycle malgré une diminution de la population du groupe d'ge des 
18 C 24 ans. Les taux d'abandon apparent et les mouvements des étudiants peuvent We calculés C partir de 
n'importe quelle caractéristique des étudiants gui figure au fichier des effectifs du SISCU. 
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Tableau 8. Migrations d'un établissement a un autre 
(pourcentage des étudiants ayant change d'université d'une année & l'autre) 

1 ypo do 
I réquont at ion 

1976-71 1979-80 1981-82 1983-84 1986-87 

ci cycle a un Atablissement a un établissemcnt a Un étnblissement a Un étobllssement a Un établlsseinent 

an 	it I'ootitrieur an 	it l'eztérlaur an 	it lextéricur an 	it lextitrlc,ir an it le*titrlour Ontnrio 	do l'Onlario Onlario 	do lOiitnrlo Ontario 	de i'Ontarjo Ontario 	do i'Ontarlo Ontario do l'Ontarlo 

loilips 	pleki 
poure ant age) 

 
( 

t%udInnlc do jar cycle 4.1 	013 3.5 	0.5 4.1 	0.6 3.4 	0.4 3.4 0.4 ltudiaiits do 20 
ci 30  cycics 2.0 	0.3 1,6 	0.5 2.2 	0.7 1.8 	0.5 1.9 0.5 

clips partici 
Etudiants do let cycle 2.8 	0.1 3.4 	0.3 4.2 	0.4 3.7 	0.2 3.7 0.3 iu Ediants do 2e 
ci 30  cycles 1.2 	0.1 1.7 	0.3 	-- 2.9 	0.3 1.9 	0.2 1.5 013 

Tableau 9. Migrations d'un Ctablissement I un autre, selon les changements 
do type do frequentation et de cycle d'une année I l'autre 

Type de (ritquentation 
at cycle 
Année t 

Etudiant do 10t  cycle it temps p1cm 
Etudiant de jar  cycle it tempo plain 
Etudiant do 1er  cycle it tempo plain 
Etudinul do 1er  cycle it tempo plein 
Etudiant do 2e  ou 3° cycle it lamps plain 
Etudiant do 2° ou 3e  cycle it teuips plain 
Etudiant it Ia inaltrise it temps p1cm 
Etudiant do 1er  cycle it tempo pertlel 
Etudiont do jar  cycle it tempo pertiel 
Etudiant de jer  cycle it temps partiel 
Etudiont de jer  cycle it tetups partiel 
Itudinnt do 20  ou 3C  cycle A lamps partial 
Etudient do 20  ou 30  cycle it tctnps partial 

'rype dc frequentation 
at cycle 
Annéc 1+1 

1976 
-77 

1979 
-80 

Annite I 
1981 
-82 

1983 
-84 

(pourcentege) 

Etudizsnt do jar  cycle A temps plein 4 4 4 4 
Etudiant do 20 ou 3e cycle I lamps plein 31 29 29 30 
Etudiant do jer  cycle it temps partIal 12 12 13 11 
Etudinnt de 2° ou 3e cycle A temps partiel 30 28 37 30 
Etudiant do 2° ou 3e cycle it tempo plein 2 2 3 2 
Etudlent de 2e ou  3e cycle A tempo partiel 2 2 1 1 
Etudlnt au doctoral it tempo plein 13 13 10 11 
Etudiont de icr  cycle it tempo plein 34 18 17 12 
Etudiant de 2e ou 3e cycle it tempo plein 31 37 39 42 
Eludiant do jer cycle it tempo partiel 4 6 7 7 
Etudiant de 2° ou 3° cycle it lemps parliel 31 30 29 30 
Etudiant do 20  ou 3° cycle II lemps plain 7 10 10 9 
Etudiniit da 2e ou 30  cycle it tempo portiel 1 1 1 1 

1986 
-87 

3 
30 
10 
32 

2 
2 

11 
12 
39 

6 
34 

9 

4. LIMITES 

4.1 Etudiants qui quittent le pays 

Les étudiants qui quittent le pays pour étudier it l'étranger sont classes a tort dans Ia catégorie des ens 
d'abandon. En 1986, environ 17,000 Canadiens étudiaient I l'étranger dans des établissements d'études 
postsecondaires (universités et colleges cornmunautaires). Le nombre de personnes qui étudiaient I une 
université canadienne l'année précédente et qui, en consequence, ont été classées comme cas d'abandon, est 
inconnu. 

4.2 Passages au college corn munautaire 

Les étudiants qui sont passes a des colleges communautaires ou a des instituts de technologie avant do terminer 
leurs etudes universitaires sont aussi classes corn me cas d'abandon. Le système d'information sur les colleges de 
l'Ontario indique qu'environ 1,500 étudiants étaient it l'université l'année précédente. Cela signifie qu'environ 1 
96 des étudiants de 1er  cycle a temps plein sont classes comme cas d'abandon même s9ls poursuivent leurs 
etudes dans un college corn munautaire. 

4.3 Passages I d'autres universitCs au Canada 

On peut établir qu'il y a eu passage d'un établissement it un autre seulement dans les cas o6 le NAS est déclaré 
(par exemple, on ne peut établir qu'il y a eu passage entre l'University of Toronto, qui declare les NAS, et 
l'Université McGill, qui ne les declare pas; en consequence, les étudiants sont classes comme ens d'abandon). 
Environ 4 96 des étudiants changent d'établissement d'une année it l'autre. Les universités de l'Ontario ont un 
taux de réponse Clevé pour les NAS. Cola permet de retrouver les étudiants au sein des établissements 
ontariens. Toutefois, puisque que los universités québécoises ont un faible taux de réponse pour leo NAS, ii est 
peu probable que los passages des ittablissements do l'Ontario I ceux du Québec puissent être établts; les 
étudiants risquent ainsi d'être classes a tort comme cas d'abandon apparent. tin exainen des antécédents 



Tableau 7. Taux de transfert d'une discipline a une autre' par principal domaine d'études, 
cycle et type de frequentation 

1976-77 1979-80 1981-82 1983-84 1986-87 

(pourcentage) 

Etudiants de 1er  cycle a temps plein 
Total 19.5 20.3 20.9 27.1 23.0 
Sciences agricoles et biologiques 17.3 18.2 20.0 17.6 17.8 
Administration des affaires, gestion et commerce 10.8 14.6 18.5 19.2 15.5 
Education 10.1 10.6 13.1 11.6 11.6 
Genie et sciences appliquées 16.9 17.2 17.5 14.2 16.0 
Beaux-arts et arts appliqués 9.7 11.5 12.8 10.6 11.4 
Artsetsciences,général 30.7 35.6 33.8 62.1 60.8 
Professions de la sante 7.1 7.9 8.4 8.8 9.6 
Lettres et sciences humaines 17.0 15.4 16.3 15.9 15.3 
Mathématiquesetsciencesphysiques 16.5 15.2 15.3 16.3 15.1 
Sciences sociales 13.7 14.0 15.3 13.4 14.0 

Etucliants de 2e  et  3e  cycles a temps plein 
Total 4.9 7.8 5.2 4.6 4.9 
Sciences agricoles et biologiques 5.1 11.5 3.7 4.9 3.4 
Administration des affaires, gestion et commerce 6.0 4.5 3.5 3.1 2.1 
Education 9.7 4.1 5.8 3.6 3.8 
Génieetsciencesappliquées 1.7 3.6 2.3 1.6 1.8 
Beaux-arts et arts appliqués 3.0 2.0 3.5 2.2 1.4 
Arts et sciences, général 3.7 . 	 . 10.3 4.3 5.0 
Profcssionsde lasanté 7.6 12.3 8.9 6.1 7.6 
Lettres et sciences humaines 5.7 4.6 4.3 5.5 3.9 
MathCmatiques et sciences physiques 2.2 7.9 1.4 2.1 2.1 
Sciences sociales 2.8 2.6 5.6 5.4 2.7 

Pourcentage des étudiants qui changent de discipline d'une année a Pautre (par exemple de Ia psychologie a 
Ia sociologie, des mathématiques a la physique) 

3.4 Provenance des Ctudiants 

Jusqu'à maintenant, nous avons principalement insisté sur le cheminement des étudiants d'une année a Pautre. 
Changent-ils de discipline, de cycle ou, apparemment, abandonnent-ils leurs etudes? II est toutefois possible 
d'examiner les données sous un autre angle: d'oü proviennent les étudiants? S'agit-il de nouveaux étudiants (c. -
à-d. d'étudiants non inscrits Pannée précédente) ou d'étudiants A temps partiel l'année précédente? Etaient-ils 
inscrits au même cycle ou a un cycle inférieur? Les fichiers couples du SISCU peuvent répondre a toutes ces 
questions. Par exemple, des étudiants de maitrise a temps plein en Ontario en 1987-1988, 21 % étaient 
étudiants au 1er cycle l'année précédente, 44 % étaient a Ia rnaitrise, 2 % étaient inscrits a un autre type 
d'études supérieures et 32 % n'étaient pas inscrits en 1986-1987. Des étudiants a temps plein au doctorat en 
1987 - 1988, 0.5 % étaient étudiants au 1er  cycle Pannée précédente, 14 % étaient a Ia maitrise, 71 % étaient 
au doctorat et 0.7 % étaient inscrits a un autre type d'études supérieures en 1986-1987. 

3.5 Migration d'un Ctablissement a un autre 

11 est possible, lorsque l'on dispose des NAS, d'observer les migrations d'un établissement a un autre. En 
Ontario, ob Ia plupart de ces migrations se produisent entre établissernents de la province et oü on dispose des 
t'AS de 80 % des effectifs a temps plein et de 85 % des effectifs é temps partiel, on peut suivre In vaste 
majorité des changements d'établissement. Ii est plus difficile d'observer les passages a l'extérieur de VOntario, 
en particulier pour les établissements du Québec, car ii est rare que les NAS soient déclarés. Les étudiants 
qu'on ne peut suivre parce qu'on n'a pas leur NAS sont classes a tort corn me cas d'abandon apparent même s'ils 
poursuivent leurs etudes dans un autre établissernent. Le tableau 8 montre que moms de 4 % des étudiants de 
1er cycle a temps plein et 2.4 % des étudiants de 2e et 3e  cycles a temps plemn ont change d'établissement entre 
1986-1987 et 1987-1988. Les pourcentages ne varient que très peu au cours des dix années de Ia période de 
1976-1977 it 1986-1987. 

Les migrations d'un établissement a un autre se produisent le plus souvent lorsque les étudiants modifient leur 
type de frequentation (temps plein ou temps partiel) ou encore lorsqu'ils changent de cycle (tableau 9). Par 
exemple, en 1986-1987, 30 % des étudiants qui passent des etudes de 1er  cycle a temps plein aux etudes de 2e et 
3e cycles a temps plein changent d'établissement contre 3 % pour ceux gui restent corn me étudiants de 
1er cycle a temps plein et 10 % pour ceux gui passent aux etudes de 1er  cycle a temps partiel. Six pour cent 
des étudiants de 1er  cycle a temps partiel gui restent étudiants de 1er  cycle a temps partiel changent 
d'établissement contre 12 % pour ceux qui passent a temps p1cm. 
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Tableau 6. Mouvements des étudiants entre les cycles dans les universités ontariennes 

Activité 
l'annCe 

suivante 
Total 

Type de 
Non inscrits 

Cas d'abandon 
apparent d'étudiants 

diplâmés 2  

frequentation et cycle 
Inscrits' 

Etudiants de 	Etudiants de 

	

1er 	2e et  3e 

	

cycle 	cycles 
Temps 	Temps 	Temps 	Temps 
plein 	partiel 	plein 	partiel 

---------------Pourcentage du total --------------- 
Etudiants de 1er  cycle 
a temps p1cm 
1976 - 1977 142,576 15.5 16.0 61.2 5.7 1.6 0.2 
1979-1980 135,463 13.4 14,9 64.0 6.1 1.6 0.2 
1981 - 1982 147,365 12.4 13.8 65.1 6.7 1.7 0.2 
1983 - 1984 161,106 12.4 14.3 58.9 6.9 1.2 0.1 
1986 - 1987 164,465 11.7 15.1 64.5 7.0 1.6 0.1 
Etudiants de 1er  cycle 
a temps part iel 
1976-1977 59,960 45.5 7.2 5.0 41.3 0.5 0.6 
1979 - 1980 71,615 47.8 7.4 6.3 38.6 0.6 0.6 
1981-1982 78,639 47.7 6.5 5.6 38,8 0.6 0.6 
1983 - 1984 85,323 48.3 7.1 7.2 36.1 0.6 0.6 
1986 - 1987 83,726 47.1 7.9 7.4 36.4 0.6 0.6 
Etudiants de 2e  et  3e 
cycles a temps plein 
1976 - 1977 18,298 20.4 16.7 1.6 0.5 51.4 9.4 
1979-1980 17,817 19.3 15.0 1.2 0.6 53.9 10.0 
1981-1982 19,196 17.0 16.5 1.1 0.8 55.6 9.1 
1983 - 1984 20,636 14.0 17.4 0.9 0.7 58.2 8.8 
1986 - 1987 21,381 13.9 17.7 1.1 0.6 58.3 8.4 
Etudiants de 2e  et  3e 
cycles a temps partiel 
1976 - 1977 12,316 31.2 14.7 0.5 1.2 3.7 48.7 
1979 - 1980 12,041 30.9 14.3 0.4 2.3 4.3 47.9 
1981 - 1982 11,839 27.1 16.7 0.5 4.5 2.3 48.9 
1983 - 1984 11,862 26.6 16.9 0.5 1.9 4.6 49.4 
1986 - 1987 11,455 24.0 19.2 0.4 1.6 5.0 49.8 

Comprend les étudiants diplômés qui poursuivent leurs etudes 
2  Comprend les diplômés gui ne se sont pas réinscrits 

Note: Les pourcentages ayant été arrondis, leur somme pelt ne pas égaler 100% 

3.3 Passage d'une discipline I une autre 

11 arrive que les étudiants a l'université changent de rnajeure plusieurs fois. 	Peu importe leur type de 
frequentation ou leur cycle, Ia vaste majorité des Ctudiants demeure dans Ia même discipline d'une année a 
Pautre. Le tableau 7 prCsente les taux de passage dune discipline a une autre selon le principal domaine 
d'études (autrement dit II indique le pourcentage d'étudiants gui changent de discipline d'une année a l'autre, 
par exemple de Ia psychologie a Ia sociologie). Lo tableau 7 montre qu'entre 1986-1987 et 1987-1988, 23.0 % 
des étudiants de 1er  cycle a temps plein changent de domaine d'études, comparativement 1 19.5 96 en 1976-
1977 et it 27.1 % en 1983-1984. Bon nombre d'étudiants débutent leurs etudes par le programme général d'arts 
et sciences et dCcident un jour d'étudier une discipline precise. C'est pour cette raison que les étudiants du 
programme général d'arts et sciences sont les plus enclins a changer de discipline. 

Le fait que le pourcentage des effectifs du programme général d'arts et sciences ait presque double entre 1981-
1982 et 1983-1984 s'explique par une modification aux méthodes de codage des disciplines dans une grande 
université. Avant 1983- 1984, presque tous les étudiants de icr  cycle de cet établissement étaient classes 
dans Ia categoric arts et sciences, général, peu importe leur discipline détudes. Seules quelques disciplines 
hautement spécialisées étaient codées séparément. En consequence, on établissait que Ia plupart des étudiants 
de 1er  cycle demeuraient au programme général d'arts et sciences pour l'ensernble de leurs années détudes de 
1er cycle. En 1983-1984, cet établissement a corn mencC a classer dans des disciplines précises les étudiants qul 
auparavant étaient classes corn me appartenant au programme général d'arts et sciences. Ceux qui demeuraient 
dans ce programme pouvaient, I n'importe quel moment de leurs etudes universitaires transférer I une 
discipline codCe séparément, cc gui se répercutait aussi sur le codage des majeures. Depuis que ces transfcrts 
sont enregistrés, Ic taux de transfert a presque double, passant de 33.8 96 en 1981- 1982 1 62.1 96 en 1983-1984. 
II s'agit là d'une augmentation artificielle créée par Ia modification aux méthodes de codage utilisées. Avant 
1983-1984, les taux de transfert du programme général d'arts et sciences auraient vraisemblablernent etC prCs 
de ceux d'aujourd'hui, si on avait utilisé La méthode actuelle. 

- 318 - 



2.5 Décrocheurs reprenant leurs etudes universitaires 

Jusqu'â maintenant, nous avons utilisé les terrnes de décrocheur ou de cas d'abandon apparent pour décrire les 
étudiants qui ne se sont pas inscrits l'année suivante et qul n'ont pas obtenu leur diplôme. Avec l'évolution 
rapide des technologies, de plus en plus de gens considèrent Péducation comme une activité durable leur 
permettant de suivre l'expansion rapide des connaissances fondamentales. Un étudiant pourra quitter Ic 
système déducation puis y revenir plusieurs fois au cours de sa vie. Même si une personne quittant I'université 
sans avoir obtenu son diplôme est classé cornme cas dabandon apparent, ii est possible quelle y retourne un 
jour. Afin de quantifier le nombre d'étudiants classes comme ens d'abandon apparent qui ont repris leurs etudes, 
on a couple les fichiers des effectifs de 1983-1984, 1984-1985 et 1985-1986 et le fichier des grades de 1984. On 
a relié les enregistrements des étudiants qui se sont inscrits en 1983-1984, rnais non en 1984-1985, et gui n'ont 
pas obtenu leur dipléme en 1984 (autrement dit les cas dabandon apparent) avec le fichier des effectifs de 
1985-1986. 1)es cas d'abandon apparent des étudiants de 1er  cycle a temps plein, 21 % sont retournés aux 
etudes en 1985-1986. Les décroeheurs de Ire année sont moms enclins a reprendre leurs etudes que ceux de 2e 
et 3e  années. 

Tableau 5. Etudiants I temps plein en 1983-1984 gui étaient des cas d'abandon 
apparent et qul ont repris leurs etudes universitaires en 198 5-1986, par cycle et par année d'études 

Cycle et 
annCe d'études 

Nombre 
de cas 

d'abandon 
reprenant 
les etudes 

I temps plemn 	I 

reprenant 
les etudes 

temps partiel 

reprenant 
les etudes 

universitaire! 

Etudiants de 1er  cycle 

Total 19,977 14.5 6.5 21.0 
lreannée 8,756 14.0 4.6 18.6 
2e année 5,295 19.5 7.1 26.7 
3eann6e 3,168 12.8 10.4 23.2 
4eann6e 1,515 10.4 8.4 18.8 
Seannée 24 12.5 8.3 20.8 
Sans objet 1,182 6.3 4.9 11.3 

ftudiants de 2e  et  3e  cycles 

Total 2,889 7.2 4.6 11.8 
Maitrise 1,081 6.9 9.0 15.9 
Doctorat 472 9.3 4.9 14.2 
Diplome de 2e  et  3e cycles 46 8,7 2.2 10.9 
Autres 96 6.3 6.3 12.5 

3. MOUVEMENTS DES ETUDIANTS 

3. 1 Introduction 

Le couplage permet de repérer non seulement les étudiants gui ne Se trouvent pas au uichier l'année suivante, 
soit les cas d'abandon, mais aussi de comparer les caractéristiques des étudiants d'une année I l'autre pour ceux 
qui sy trouvent. Par exemple, los étudiants peuvent changer de cycle, de discipline, d'année d'études, 
d'établissement ou passer des etudes a temps plein I des etudes a temps partiel, et inversement. Les fichiers 
couples du SISCU permettent essentiellement de suivre les étudiants ou de mesurer les rnouvements des 
étudiants, gui découlent d'un changement de situation scolaire. 

3.2 Passage d'un cycle I Un autre 

Avec Ia baisse des taux d'abandon apparent pour les étudiants de ler  cycle a temps p1cm, on observe des 
pourcentages légèrement plus élevés en 1986-1987 quen 1976-1977 d'étudiants gui demeurent a temps plein au 
1er cycle ou qui passent I temps partiel aux etudes de ier  cycle. Les étudiants de 1er  cycle a temps plein en 
1986 - 1987 ne semblent pas plus enclins gue la cohorte de 1976- 1977 1 passer aux etudes de 2e  et  3e  cycles a 
temps plein; par contre, us sont moms susceptibles de poursuivre des etudes de cycle supérieur I temps partiel. 
La cohorte d'étudiants de icr  cycle a temps partiel de 1986-1987 est moms portée I demeurer aux etudes 
temps partiel et plus eneline a passer aux etudes a temps plein que la cohorte de 1976-1977. Les étudiants de 
2e et  3e  cycles a temps plein de 1986-1987 sont plus susceptibles de demeurer aux etudes supérieures I temps 
plein et moms enclins I passer aux etudes a temps partiel que ceux de 1976-1977. 
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En 1986-1987, plusieurs disciplines partieuflêres des étudiants de 1er  cycle a temps plein ont des taux d'abandon 
apparent beaucoup plus élevés que Ia moyenne. Ii s'agit de La bibliothéconomie (26.5 %), de ltagriculture 
(23.3 %), de Ia sante publique (20.3 %) et des arts de Ia scene (sauf Ia musique) (19.7 %). La bibliothéconomie et 
les arts de La scene ont des taux d'abandon élevés depuis 1976-1977 alors que l'agriculture et Ia sante publique 
avaient des taux moyens ou des taux en-dessous de La moyenne en 1976-1977. 

2.4 Cas d'abandon par annCc d'études 

Le tableau 3 montre que les étudiants de premiere année ont, au cours de Ia dernière décennle, toujours eu les 
taux d'abandon apparent les plus élevés. Tous les taux d'abandon apparent de chaque année d'études ont diminué 
depuis 1976- 1977. 

Tableau 3. 
Taux d'abandon apparent des Ctudiants a temps plein aux programmes de baccalauréat 

d'une durée de trois ou quatre ans, par année d'études 

Année d'6tudes 1976-77 1978 -80 1981 - 82 1983-84 1986-87 

(pourcentage) 
lreannée 21.6 18.1 16.9 16.3 15.6 
2e année 15.1 12.8 11.1 11.4 11.4 
3eann6e 10.4 9.4 8.8 8.6 8.4 
4eann6e 9.0 8.2 7.5 8.3 7.1 

En 1976-1977, 21.6 % des Ctudiants de 1re  année en 1976-1977 sont classes comrne cas d'abandon apparent, ne 
se sont paS inscrits en 1977-1978 et n'ont pas reçu leur diplôme. 11 serait peut-être PIUS Intéressant de connaitre 
le pourcentage de Ia cohorte de nouveaux étudiants qui abandonnent sans obtenir un dipLOme. Ce pourcentage 
peut être obtenu en couplant les fichiers des effectifs et ceux des grades sur plusleurs annCes afin de suivre une 
cohorte de nouveaux étudiants au cours de leur cheminement a l'université. Toutefois, ce couplage coUterait 
cher, exigerait beaucoup de temps et, en outre, les taux ne seraient disponibles que quatre a cinq ens (période 
suffisante pour l'obtention d'un diplôme) aprCs L'entrée des étudiants a I'université. On dispose cependant d'une 
alternative: on peut estimer les taux d'abandon d'une cohorte en appliquant les taux actuels d'abandon apparent 
et d'obtention d'un diplôme a une cohorte fictive de nouveaux étudiants selon Ia inéthode suivante. 
Soit: 

= 	le nombre d'étudiants de l'année t entrant a l'année d'études 1 

d 	= 	le taux d'abandon apparent pour l'année t de L'année d'études I (c.-â-d. les taux du tableau 3) 

g 	= 	le taux d'obtention d'un dlplôme de l'année d'études i pour l'année t (soit le pourcentage) 

= 	le pourcentage estimé de Ia cohorte de nouveaux entrants a t'université qui abandonnent avant 
L'obtention de leur diplôme 

Done, pour toutes les années d'études 1, 

E 1 = E (1-d-g) 

D= E dE/E * 100% 

Grace a cette méthode, et aux taux d'abandon apparent du tableau 3, on peut calculer le pourcentage apparent 
des cas d'une cohorte d'étudiants abandonnant l'université sans détenir de diplôme. Le tableau 4 montre que 
43.9 % des nouveaux étudiants de 1976-1977 auraient abandonné contre 34.3 % pour Ia cohorte de 1986-1987. 

Tableau 4. 
Taux d'abandont d'une cohorte d'étudiants a un baccalauréat 

d'une duréc de trois ou quatre ans 

	

1976-1977 	 43.9% 

	

1979 - 1980 	 41.1% 

	

1981 - 1982 	 37,4% 

	

1983-1984 	 35.8% 

	

1986 - 1987 	 34.3% 

Pourcentage de Ia cohorte de nouveaux entrants a 
l'université qui n'obtiennent pas leur diplôrne 
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2.2 Cas d'abandon par cycle 

La plupart des étudiants de 1er  cycle sont inscrits a un programme gui mène a un baccalauréat, normalement 
après trois ou quatre années d'études. En 1986-1987, moms de 4,000 étudiants de 1er cycle a temps plein sur 
180,000 suivent des cours ne menant pas a un diplôme. On les classe dans La catégorie "autres" des étudiants de 
1er cycle. C'est dans ce groupe que ion retrouve le plus haut taux d'abandon apparent pour l'ensemble des 
étudiants de 1er  cycle a temps plein alors que les étudiants inscrits aux programmes de premier cycle 
professionnel (soit M.D., D.D.S., D.V.M., L.L,B.) ont les taux d'abandon apparent les moms élevés. 

Le taux d'abandon apparent des étudiants de 1er  cycle a ternps partiel demeure relativement stable entre 1976-
1977 et 1986-1987 We 45 % a 48 %). Le taux d'abandon apparent des étudiants de 2e  et  3e cycles it temps 
partiel passe de 31 % en 1976-1977 a 24 % en 1986-1987. Bon nombre d'étudiants a temps partiel classes 
comme cas d'abandon apparent pourront éventuellement retourner aux etudes. 

Tableau 1. Taux d'abandon apparent 1  dana lea universités ontariennes par type de frequentation et par cycle 

rype de frequentation et cycle 1976-77 1979 - 80 1981-82 1983-84 1986 - 87 
(pourcentage) remps plein 

Etudiants de 1er cycle 15.5 13.4 12.4 12.4 11.7 Baccalauréat 15.1 13.1 11.9 11.8 11.3 Premier cycle professionnel (M.D., D.D.S., 
D.V.M., L.L.B.) 4.4 3.3 3.0 2.8 2.9 Diplome de ler cycle 22.5 18.1 16.6 17.9 13.1 Autres 

Etudiants de 2e et 3e cycles 
46.7 45.0 43.9 42.4 39.4 

Maitrise 
20.4 19.3 17.0 14.0 13.9 

Doctorat 
16.7 15.9 13.1 9.7 10.0 

Diplôme de 2e  et 3e cycles 
12.9 
26.5 

11.8 
23.7 

10.6 
20.1 

8.3 8.3 

Autres 23.0 36.5 30.4 
15.5 
25.4 

10.7 
29.6 

recn,ps par'tiei 
Etudiants de l' cycle 45.5 47.8 47.7 48.3 47.1 Baccalauréat 37.4 35.1 35.9 36.7 36.1 Dlplôme de 1er cycle 42.2 53.1 52.4 51.0 54.3 Autres 
Etudiants de 2 	t 3e cycles 

67.9 66.1 64.3 65.4 64.5 

Maitrise 
31.2 30.9 27.1 26.6 24.0 

Doctorat 
27.2 28.0 22.8 22.7 20.0 

Diploma de 2e et  3e cycles 
27.5 
47.2 

28.7 
36.8 

25.1 
42.0 

22.8 21.8 

Autres 55.1 56.8 57.9 
36.9 
57.0 

39.0 
61.0 

L.es taux Oabanclon apparent expriment le pourcentage d'étudlants qui figurent au fichier du SISCU une 
année donnée mais pas l'année suivante et gui n'ont pas obtenu un diplOme. ii représente le poureentage 
d'étudiants gui apparemment ont abandonné ou encore ont cessé leurs etudes dans une université canadienne 
sans avoir obtenu leur diplôme. L'étudiant dont les fichiers ne peuvent être couples est classé cornme 
décrocheur ou cas d'abandon apparent. 

2.3 Cas d'abandon par domaine d'études 

Les taux d'abandon apparent varient considérablement selon le domaine d'études des étudiants, comme l'indique 
le tableau 2. Les étudiants du programme général d'arts et sciences ont les taux d'abandon apparent les plus 
élevés pour l'ensemble de La période, suivis par les étudiants en beaux-arts et arts appliqués. 

Tableau 2. Taux d'abandon apparent des étudiants de icr  cycle a temps plein selon Ic principal domairie d'études 

Principal dornaine d'études 1976-77 1979-80 198 1 - 82 1983 - 84 1986-87 

(pourcentage) 
fotal 15.5 13.4 12.4 12.4 11.7 
sciences agTicoies et biologiques 13.0 12.8 13.5 13.6 10.5 
tdministration des affaires, gestion at commerce 16.7 10.6 9.7 9.1 9.4 

Education 11.4 9.9 8.9 9.3 7.8 
36nieetsciencesappllqu6es 15.0 11.7 10.3 9.2 8.7 
3eaux-arts et arts appliqués 18.1 17.5 16.0 16.7 14.6 
Arts et sciences, général 20.4 18.1 16.9 16.9 18.7 
Professionsde lasanté 4.5 4.4 3.2 3,2 3.1 
Lettresetseienceshumaines 16.3 15.6 14.6 13.8 11.5 
Mathématiquesetsciencesphysiques 11.9 11.5 9.8 10.5 10.5 
iciencessociales 12.8 12.4 12.2 12.4 11.5 
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1979-80, 1981-82, 1983-84 et 1986-87. Chacun de ces fichiers d'effectifs du SISCIJ a été couple avec le fichier 
du SISCIJ de l'année académique suivante et avec le fichier des grades pout Ia méme année. (Ex: le fichier des 
effectifs de 1986-87 a été couple au Iichier des effectifs de 1987-88 et au fichier des grades de 1987). 

2. ABANDON EN COURS D'ETUDES 
2.1 Introduction 

On appelle cas d'abandon apparent ou décrocheur apparent, l'étudiant dont le nom, d'une part, parait au fichier 
couple Ia premiere année mais non Ia deuxième et, d'autre part, ne figure paz sur Ia liste des diplômés. On a 
recours au terme "apparent" parce que la technique de couplage n'est pas parfaite: certains étudiants qui 
poursuivent leurs etudes ne sont pas couples parce qu'ils ont change d'établissement et qu'on n'a Pu les retrouver 
dans leur nouveau lieu d'études. On les a classes a tort comme cas d'abandon. Dans bon nombre de cas, les 
numéros d'assurance sociale figurent au SISCIJ, ce qui permet de suivre les étudiants qui ont change 
d'établissement. On dispose, pour 1986-1987, des NAS de 80 % des étudiants a temps plein et de 85 % des 
étudiants a temps part iel de l'Ontario. Sont incorrectement classes comme cas d'abandon les étudiants dont le 
NAS ne figure pas au fichier et qui changent d'établissement. 

Le taux d'abandon apparent représente le pourcentage d'étudiants qui abandonnent entre les dates de 
dénombrement des effectifs, soit le 1er novembre d'une année et le 1er  novembre de l'année suivante. 11 
n'exprime paz le taux d'échec d'une cohorte d'étudiants au cours de leur formation universitaire. line cohorte de 
nouveaux entrants a l'université peuvent abandonner a n'importe quel moment au cours des trois, quatre années 
ou plus qu'ils passent a l'université. Le taux d'abandon apparent refléte le pourcentage de décrocheurs qui 
quittent l'université sans obtenir leur diplôme au cours de l'année. 

En Ontario, les effectifs du 1er  cycle augmentent, comme l'indique le graphique 1. La croissance observée 
depuis le debut des années 80 s'est produite malgré une baisse de Ia taille de Ia population d'o6 provient 
traditionnellement les effectifs des universités, soit le groupe d'âge des 18 a 24 ans (graphique 2). La hausse des 
effectifs est le résultat: 

- 	d'un pourcentage plus élevé de Ia population d'étudiants cornplétant leurs etudes secondaires. En Ontario, 
le nornbre de diplôrnés de 13e  année en rapport a la population des 18 ans passe de 29.8 % en 1970-197 1 1 
34.5 % en 1986-1987. 

- 	d'une hausse du pourcentage des diplômés de 13e  année poursuivant immédiatement leur etudes 
universitaires I temps plein. Le pourcentage passe de 65.6 % en 1976-1977 a 73.1 % en 1987-1988. 

- 	d'un aceroissement du noinbre de personnes de plus de 24 ans inscrites aux etudes universitaires. Entre 
1971-1972 et 1988-1989, les effectifs I temps plein augmentent de 75 % chez les personnes de plus de 24 
ans et de 45 % pour le groupe des 18 1 24 ans. Malgré I'importante hausse des effectifs des plus de 24 ans, 
ceux-ci ne représentent tout de même que 19.6 % des effectifs étudiants a temps plein en 1988-1989. 

- 	dune diminution du taux d'abandon dans les universités ontariennes. 

Entre 1976-1977 et 1986-1987, le taux d'abandon apparent pour les étudiants de ler  cycle passe de 15.5 % a 
11.7 %. Ces chiffres représentent le pourcentage d'étudiants de jer  cycle I temps plein qui ne figurent paz au 
fichier des effectifs l'année suivante et qui n'ont pas obtenu leur diplIme. Les taux d'abandon apparent des 
étudiants de 2e  et  3e cycles a temps plein enregistrent aussi une baisse, passant de 20.4 % en 1976-1977 1 
13.9 % en 1986-1987. 
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MOO VEMENTS DES ATUDIANTS DANS LES UNIVERSITfs DR L'ONTARIO 

W. Clark' 

RÉSUMÉ 

Statistique Canada réunit des données sur tous les étudiants a l'université inscrits en décembre de l'année 
académique. Quatre-vingt-dix-neuf pour cent des données sur les effectifs ont comme source les 
enregistrements, au niveau de l'étudiant, du système d'information statistique sur Ia clientele universitaire 
(SISCU). On peut estimer les mouvements des étudiants, gui illustrent le cheminement des étudiants depuis leur 
entrée a I'université jusqu'â l'obtention de leur diplôme, en rattachant les fichiers des effeetifs et les fichiers 
des grades pour plusieurs années consécutives. Le couplage des fichiers du SISCU perinet aussi de quantifier les 
transferts des étudiants d'un établissernent a un autre, les changements de discipline et les taux d'abandon en 
cours d'études. Une série chronologique des mouvements des étudiants dans les universités ontariennes est 
prCsentée. 

1. INTRODUCTION 

Le système dinformation statistique sur Ia clientele universitaire (SISCU) est une base de données permettant 
d'obtenir des statistiques sur les effectifs (Inscriptions) et les dipl6mei universitaires a Ia grandeur du Canada. Les fichiers remontent a I'année universitaire 1972-1973 pour les effectifs et a 1970 pour les grades. On 
recueille les données auprés des régistraires des universités partout au pays. Les éléments dinformation 
comprennent des renseignements d'intérêt éducationnel et universitaire et un vaste éventail de caractéristiques 
essentielles sur chaque étudiant, comme le sexe, Pége, le statut dtimmigrant, le pays de citoyenneté, I'aetivité 
scolaire de l'étudiant I'année précédente, le cycle, Ia durée du programme et le nornbre de credits auxquels ii 
est inscrit, la spécialitC, etc. Sont inclus tous les étudiants gui sont inscrits a des cours donnant droit a 
l'obtention de credits, et qui les suivent, dans le cadre d'un programme menant a un diplôme ou un certificat 
dans un établissement en décernant. (Sont aussi inclus les étudiants ne cherchant pas a obtenir un diplôme ou un certificat mais qui suiverit des cours donnant droit a l'obtention de credit.) Quatre-vingt-dix-neuf pour cent des 
données sur les effectifs et 65 % des données sur les grades ont comme source des enregistrements au niveau de 
l'étudiant. 

Le SISCU donne un instantané des effectifs au 1er décembre ou, pour I'Ontario, au ler novembre. Les données 
stockées dans Ic SISCU sur les universités ontariennes sont en majeure partie déclarées au niveau de l'étudiant, 
tant pour les effectifs que les grades, ce qui permet le couplage des fichiers des effectifs et des fichiers des 
grades. Seuls le Royal Military College, le Ontario Bible College, Ic Ontario Theological Seminary et le College 
Dominicain ne sont pas intégrés aux données présentées ici car ces établissements déclarent leurs effeetifs sous 
forme agrégée pour certaines années ou pour toutes les années a l'étude. Ces établissements représentent 0.7 % 
des effectifs des universités ontariennes en 1988-1989. 

La plupart des renseignements du SISCU sont réunis pour les différents étudiants grace au numéro d'idendité 
unique donné a chaque étudiant par l'établissement et, dans bon nombre de cas, a I'aide du numéro d'assurance social (NAS), gui est propres a l'individu pour tout le pays. II est possible de coupler les enregistrements des 
Ctudiants d'une annéc a l'autre a l'aide de ces identificateurs exelusifs. On peut alors calculer les mouvements 
des étudiants entre une période donnée et Ia période suivante. De plus, cornme bon nombre d'universités 
ontariennes déclarent pour chacun des étudiants les données relatives aux diplômes décernés, on est en mesure 
de relier les fichiers couples des effectifs avec les fichiers des grades. En ce qui a trait aux établissements qui 
ne déclarent pas les grades au niveau de l'étudiant - soit Queen's University (pour certaines années), Carleton 
(pour certaines années), Trent et Laurentian, on impute les couplages des grades avec les effectifs selon le 
nombre de diplômes accordés par cycle et par dornaine d'études et selon les taux d'obtention d'un diplôme pour 
les autres Bnnées ou encore pour les autres établissements. Ainsi, on calcule non seulement les mouvernents des 
étudiants en pourcentage mais aussi les taux d'obtention d'un diplôme. 

Le couplage des fichiers administrat ifs du SISCU perrnet de comparer les caractéristiques des étudiants dune 
année a l'autre et, en consequence, de calculer les mouvements des étudiants. Combien changent de discipline? 
Combien passent des etudes a temps plein aux etudes a temps partiel? Combien charigent d'établissement? 
Combien ne figurent plus au fichier du SISCU (autrement dit abandonnent)? Combien passent d'un programme 
spécialisé a un programme génCral ou encore ne réussissent pas a passer a Pannée suivante? On peut répondre a toutes ces questions grace aux fichiers couples. 

Des données couplécs pour cinq années choisies pour les universjtés de l'Ontario, couvrant des années 
académiques entre 1976-77 et 1986-87, sont présentées dans cet article. Les ciriq années ehoisies sont 1976-77, 

W. Clark, Division de I'éducatjon, de Ia culture et du tourisme, 16e étage, Immeuble R.-I-1. Coats, 
Statistique Canada, Ottawa, (Ontario), Canada K1A 0T6. 
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Tableau 2: Sensiblllte de Is période de certaines racines, versIon 3 

(1) 
Variable 

(2) 
Sensibilité 

(3) 
Variable 

(4) 	(5) 
Sensibilité 	Variable 

(6) 
Sensibilité 

(7) 
Variable 

(8) 
Sensiblilté 

RACINE 3 
FlAP - 1.33 KAP(-2) 2.70 KAP(-3) - 1.21 
RS 3.87 RS(-1) -9.39 	RS(-2) -2.95 

RACINE 12 
DNPE -444.27 DNPE(-1) 1229.07 	DNPE(-2) - 1128.83 DNPE(-3) 343.91 

RACINE 15 
DNNE 133.26 DNNE(-1) -486.09 	DNNE(-2) 566.39 DNNE(-3) -213.56 
DNTFPE -392.91 DNTFPE(-1) 1128.56 	DNTFPE(-2) - 1072.38 DNTFPE(-3) 336,73 

RACINE 16 
DNNE -392.92 DNNE(-1) 1128.59 	DNNE(-2) - 1072.41 DNNE(-3) 336.74 
DNTFPE 133.28 DNTFPE(-1) -486.16 	DNTFPE(-2) 566.45 DNTFPF.(-3) - 213.58 

RACINE 18 
RS -4.79 RS(-1) 7.63 	RS(-2) -2.80 
DNPE -12.02 DPE(-1) 34.20 	DNPE(2) - 31.33 DNPE(-3) 9.18 
KAP -4.30 KAP(-1) 11.13 	KAP(-l) -9.10 KAP(-3) 2.32 
NIC - 1.12 t4lC(-1) 0.89 	NIC(-2) 0.87 

Nota: Les variables indiquées dana Is colonne (1) font partie du membre de gauche des equations qu'elles 
representent dana Is version 3. Les variables des colonnes (3), (5) et (7), qul sont essentiellement des 
variables endogénes décalées, font partie du membre de droite des mémes equations. Seules lea valeurs 
de sensibilité lea plus élevées uigurent dana ce tableau. 

Figure It P.nei 1: Histogramme, tommets stetistiquement sigitiricitira. 
virlibles endogines stochutlques (nlveeu di signifleitlon : 0.1) 
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Tableau 1: Données star leg racines caractérlstlques 

Racànos caracté- Version I Version 2 Version 3 VersIon 4 
ristiques Valeur absolue Pérlodicité Valeur absolue Périodicité Valeur absolue Périodicité Valeur absolue Pérlodicité 
(numéro) de la racine (années) de Ia racine (années) de a rachine (annees) de Ia rachine (ennées) 

1 1.13 1.02 1.07 1.07 
2 1.03 1.02 23.43 1.03 1.03 
3 1.03 17.2 1.01 1.01 2.08 1.01 2.02 
4 1.02 1.01 1.01 1.01 
5 1.01 0.99 1.01 1.01 
6 1.00 0.99 1.00 1.00 
7 1.00 92.17 0.99 89.86 1.0 1.00 
6 1.00 0.96 15.88 1.0 1.00 
9 0.99 0.96 15.88 1.0 67.48 1.00 67.43 

10 0.96 15.89 0.94 89.14 1.0 1.00 
II 0.96 15.88 0.92 14.24 1.0 1.00 
12 0.94 14.20 0.92 0.99 19.78 0.99 
13 0.93 $5.56 0.92 180.56 0.99 0.97 
14 0.93 0.73 21.60 0.97 0.96 8.89 
15 0.92 0.03 3.48 0.96 15,89 0.96 
16 0.92 0.96 15.89 0.94 
17 0.83 0.96 0.91 
18 0.00 0.95 8.51 0.86 
25 0.87 21.96 
29 0.58 11,94 
34 0.58 11.94 

Notat Seules leg racinea earactéristlques complexes présentent des cycles dont Ia pérlodicité 
eat eaprimée en années (voir note explicatIve 3). 
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Ia période-échantillon. Cependant, l'effet de ces transformations sur les propriétés cycliques des modèles n'a 
pas été analyse. 

Si Rh = ah + bh.i définit Ia racine complexe h, a et b étant respectivement Ia partie réelle et Ia partie 

imaginaire de Ia racine et I = / -1, alors Ia périodicité de cette racine est dCfinie par l'expression 21t/(Arctan 
(bh/ah)). 

Dans leurs simulations a long terme, au lieu d'utiliser des equations transformées comme l'équation (5), 
Fromm et coil. (1972), Green et coil. (1972) et Evans et coil. (1972) ont muitipilé les constantes de leurs 
equations par un facteur qui exprime l'autoeorrélation de premier ordre des résidus des equations. 

Etant donné T observations X 1 , . . . , 	, Ia fonction P(f), appelée périodogramrne, est définie pour toutes 
les valeurs de f (fréquence) dans i'intervalie -n < f < iT par l'équation 

- 1 	T1 X e_i2f't I 2 
t=o 

o6 P(f) est évaluée aux fréquences 0, 2ii/t, Lh/t ..... Pour Ia construction du périodogramme, on suppose 
que la série est stationnaire. Pour no pas élirniner les cycles qui auraient une très longue périodicité, on a 
extrait Ia tendance des variables a Paide d'une formule de tendance ternporeile linéaire simple. 

On peut imaginer que chacune des racines caractéristiques du modèle se rattache a un polynôme g(L) en L 
(opérateur de décalage) dans le dornaine ternporel. La réponse d'une variable endogène quelconque 

V  du modéle a une variable aléatoire 	est définie par l'équation 	 t  

Yt = 	g(L) X(t-L) 	 (a) 

La valeur absolue et Ia périodicité de chaque racine caractCristique nous renseignent sur Ia forme de g(L). 	En 
appliquant Ia transforrnée de Fourier a (a) et en calculant l'espérance mathématique, nous obtenons l'équation 
(b), qui définit la representation spectrale de Ia fonction de réponse (e'est-â-dire Ia fonction de gain) dans le 
domaine des fréquences. 

= T(f).r(f) 	 (b) 

oü r 	et r 	 sont les fonctions de densité spectrale et T(f) est définie comme ci-dessousYY 

1(f) =J g(L) efL 	 (c) 

D'après l'équat ion (b), ii est facile de voir que selon que 1(f) sera supérioure, égale ou inférieure a 1, 
l'amplitude du cycle a n'importe queue fréquence f en V sera supérieure, égale ou inférieure a l'amplitude du 
cycle a Ia frequence correspondanee en X. Priestley (1981, p.  273) montre que Ia fonction do gain du modèle est 
égale au produit des fonet ions de gain qui se rapportent respectivement aux racines caractéristiques du modèle. 

La sensibilité de Ia période et de la valeur absolue d'une racine peut We calculCe I l'aide des matrices D ou 
E du système linéarisé par les formules d'élasticité suivantes 

	

PERIODE 	VALEUR ABSOLUE 

IthI 	Li 	JRhI 	U Matrice D 	ad1 	IhI 	ad1 

ath 	_Li 	aRh 
Matrice E 	- 	_____ ae1 	lhI 	ae1 

oü Rh  est le module de Ia racine caractéristique h, d 1  et e 1  sont les valeurs des éléments i, j  des matrices D 
et E respective ment, et th  est La périodicité de Ia racine caractéristique h. 
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sensible aux coefficients qui affectent les variables décalées RS, DNPE et KAP qu'â ceux gui affectent les 
variables courantes. 

Compte tenu que Is racine 12 est rattachée plus particulièrement a DNPE et Ies racines 15 et 16, a DNNE et 
DNTFPE, ii serait intéressant de voir ce que deviennent Ia stabilité et les propriétés cycliques de Is version 3 
lorsque ces variables sont transformées en variables exogènes. DNNE et DNTFPE deviennent exogènes lorsque 
les equations et les coefficients qui s 'y rapportent sont excius de Ia version 3; on obtient ainsi Ia version 4. Des 
données sur certaines racines de Ia version 4 figurent dans le tableau 1. On retrouve Ia même stabilité que pour 
Ia version 3, si l'on en juge par Ia racine ayant Ia valeur la plus élevée. Les cycles de deux et neuf ans sont 
conserves. En revanche, les cycles de seize et vingt ans, qui, selon l'analyse de sensibilité, étaient étroitement 
lies aux equations de DNNE, DNPE et DNTFPE, sont disparus. Cela confirme les hypotheses soulevées par 
l'analyse de sensibilité et montre que si I'on combine une analyse de sensibilité des racines caractéristiques avec 
une analyse sérieuse des hypotheses économiques sur lesquelles repose le modèle, on peut arriver a determiner 
par inference quels éléments de Ia structure d'un modèle expliquent les propriétés cycliques de ce modèle. 

La fonction de gain pour les principales racines cycliques de Ia version 4 (racines 3, 14 et 29 selon le tableau 1) 
est représentée par is courbe en pointillés dans Ia figure 2. Cette fonction atteint son amplitude maximum 
une périodicité de 11 ans et affiche une amplitude presque nulle a une périodicité de 3.7 ans ou moms. 
Toutefois, contrairement a Ia fonction de gain de Ia version 3, elle a une certaine amplitude (faible néanmoins) a des périodicités voisines de 2. 

7. DERNIERES OBSERVATIONS 

Du point de vue méthodologique, les observations tirées des méthodes de simulation classiques sur Is stabilité et 
les propriétés cycliques d'un modéle paraissent slmplistes par rapport I celles faites I partir de la méthode 
analytique. Cette méthode, fondée sur les valeurs propres du modèle linéarisé, a révélé l'instabilité de la 
version 2 pour des cycles de 14 A 23 ans. De méme, elle a permis de constater que la version 3 était Instable et 
qu'elle présentait des cycles de 16 1 22 ans de méme qu'un cycle de 2 ans qui était beaucoup plus faible que 
pouvait le laisser croire le panel 1 de Ia figure 1. Le cycle de 2 ans observe dans les données peut étre 
considéré dans Ia structure cyclique du modèle a Ia condition que les coefficients d'autocorrélation des résidus 
estimés soient Inclus dans Ia matrice A (matrice des propriétés d' -namiques). Tandis que ce cycle de deux 
annees peut être Important pour Ia prevision, son existence ne sera considérée que dans la mesure oa on définira 
explicitement d'autres variables endogènes et exogénes décalées. Soulignons que si l'analyse des racines a 
révélé l'existenee du cycle de deux ans, ce n'est que par le caicul de la fonction de gain du modèle que l'on a pu 
constater Is faiblesse de ce cycle par rapport aux cycles I longue périodicité. 

L'analyse de sensibilité de Ia période d'une racine nous a montré jusqu'l quel point Ia méthode analytique 
pouvait être utile pour determiner les coefficients de is structure d'un modèle qul sont le plus étroitement lies a 
l'apparition de cycles particuliers dans Ie modèle. Tandis que cette analyse a permis d'identifier les coefficients 
rattachés au stock de capital et au taux d'intérét I court terme comme d'importants determinants du cycle de 2 
ans, ces rnêmes coefficients figurent dans les equations du modèle parce que Von a tenu compte de 
i'autocorrélation des résidus. Compte tenu de l'interaction des deux variables précitées, définie par les 
coefficients structuraux respectifs, on peut difficilement expliquer le cycle de deux ans du point de vue 
économique. Peut-étre que l'autocorrélation des résidus qui a révélé l'existence de ce cycle est un indice de la 
faiblesse des hypotheses économiques sur lesquelles repose le modèle. 

NOTES EXPL.ICATIVES 

Les variables stochastiques sont la consommation totale, le taux de croissance de l'emploi a long terme, les 
previsions de prix (représentées par le taux de croissance de P 1 long terme), le taux de croissance de Ia 
productivité globale des facteurs I long terme, le niveau des exemptions personnelles en relation avec l'impôt 
sur le revenu des particuliers, les obligations d'administrations publiques détenues par des étrangers, les 
dépenses publiques courantes (hormis salaires et traitements), les transferts aux particuliers, l'offre de monnaie 
centrale, le stock de capital du secteur privé et du secteur public, les stocks du seeteur privé, les importations 
de biens et services, I'emploi dans le secteur privé, le niveau global des prix, le taux de change, Ia prime de 
risque pour le capital reel, Ia prime de risque pour les oblIgatIons I long terme, le taux d'intérêt a long ternie, le 
taux d'intérêt I court terine, le taux moyen de l'impôt sur le revenu des sociétés, le taux moyen de l'irnpôt sur le 
revenu des particuliers, le taux de rémunération dans le secteur privé et les exportations de biens et services. 

Par les simulations qu'ils ont effectuées I l'aide du modèle de Brookings, Fromm et coIl. (1972) ont observe 
que le fait de transformer des equations pour tenir cornpte des erreurs autocorrélées donnait des résuitats peu 
satisfaisants dans les simulations de systèmes complets. Selon eux, l'équation transformée implique un plus 
grand nombre de valeurs décalées pour les variables endogénes, ce qui fait que dans une simulation dynamique, 
ies valeurs simulées s'écarteront des valeurs réelles par l'accumulation d'erreurs. En ce qui concerne le modêle 
OBE (Green et coil., 1972) et le modèle de Wharton (Evans et coll., 1972), les transformations autorégressives 
d'équations ont aecru modérément le pouvoir de prevision de ces modéles par rapport I celui des simulations de 

- 307 - 



divers cycles dans le modêle. Cette fonetion sert a exprimer le carré de l'amplitude des cycles observes dans 
les données relatives aux variables endogènes du modèle en fonction de Ia périodicité. Puisque seules les 
amplitudes relatives présentent un intérêt, on normalise les fonctions de gain de manière A Ce que l'ordonnée Ia 
plus élevée soit égale a 1. 

La fonction de gain pour les principales racines cycliques (3, 12, 15, 16, 18, 25 et 34) de Ia Version 3 (selon le 
tableau I) est représentée par Ia courbe en tirets longs dans Ia figure 2. L'amplitude maximum correspond è une 
périodicité de 22 ans. Lorsque la périodicité passe a 11 ans, l'amplitude tombe presqu'â zero. Mais ce qui est 
plus important encore, c'est qu'elle est encore tout près de zero lorsque Ia périodicité est de 2 ans. La forme de 
Ia courbe laisse supposer que le modèle est surtout caractérisé par des cycles a longue périodicité (s'apparentant 

une tendance). Alors que les données relatives aux racines caractéristiques de Ia Version 3 supposent 
l'existence d'un cycle de deux ans (avec une norme élevée), la fonetion de gain, qul situe ce cycle dana 
l'ensemble du modèle, montre qu'il est négligeable. 

Par ailleurs, nous avons pensé qu'il serait intéressant de voir ce qu'est Ia fonction de gain pour Ia racine 
caractéristique qul présente un cycle de deux ans dans Ia version 3 (racine no 3); cette fonetlon est représentée 
par la courbe en tirets courts dans la figure 2. Nous constatons que l'amplitude de cette fonction eat presque 
nulle a une périodicité de 22 ans et qu'elle atteint une valeur maximum a une périodicité de deux ans. La 
fonction de gain en sol confirme l'existence d'un cycle de deux ans dans le rnodèle, mals considéré dana 
l'ensemble de Ia structure cyclique du modèle, ce cycle est négilgeable. 

La figure 2 nous permet aussi de faire une autre constatation; en effet, le périodogramme moyen pour les 
variables enclogènes stochastiques (représenté par le trait continu) ressemble un peu a Ia fonction de gain qul se 
rapporte aux racines complexes de la version 3 du modèle. A l'exception des faibles pies enregistrés è Ia 
pérlodicité 3.7 et 2.4, le périodogramme suit un mouvement décroissant de gauche A droite corn me Ia fonction 
de gain, sauf que Ia pente est moms accentuée. 

6. SENSIBILITE DES RACINES CARACTERISTIQUES 

Dans cette section, nous allons coneentrer notre attention sur les racines de Ia version 3 qui présentent des 
cycles significatifs pour des périodicités de deux A vingt ans. Nous cherchons ainsi A determiner quels éléments 
de Ia structure du modèle influencent le plus ces racines. A cette fin, nous allons verifier dans quelle mesure 
lea racines sont sensibles A de faibles perturbations dana les pararnètres structuraux. On peut calculer Ia 
sensibilité d'une racine du point de vue de Ia période ou de la valeur absolue. En termes d'élasticité, Ia 
sensibilit6 7  d'une période s'exprime comme Ia variation (en pourcentage) de Is périodicité par suite d'une 
variation de 1 % de la valeur de l'élément i, j de Ia matrice D ou E. La sensibilité de période caleulée en 
fonction de La matrice D décrit Ia relation entre Ia période d'une racine particuiière et lea paramètres des 
variables endogènes courantes tandis que celle calculée en fonction de Ia matrice E décrit Ia relation entre Ia 
période d'une racine et les paramètres des variables endogenes décalées. La sensibilité de la valeur absolue 
d'une racine peut, elie aussi, Atre calculée en fonction des matrices D ou E. En termes d'élasticité, Ia 
sensibilité de is valeur absolue d'une racine est définie comme la variation (en pourcentage) de Ia valeur absolue 
d'une racine par suite d'une variation de I % de la valeur de l'éiAment I, j de Ia rnatriee D ou E. 

Le tableau 2 contient des valeurs de sensibilité pour Ia période de certaines racines de is version 3. Lea lignes 
du tableau reprAsentent des variables qui figurent dans une equation particulière du modèle. Les cleux 
premieres colonnes se rapportent A la variable endogAne courante qui figure dens le membre de gauche d'une 
equation particulière. Lea autres colonnes ont trait aux variables endogènes décalées qul font partie des 
determinants du membre de droite de cette equation ou d'autres equations. SI nous prerions par exemple is 
premiere ligne du tableau, Ia variable endogAne courante, RAP, est Ia variable du membre de gauche de 
l'équation de RAP tandis que les variables décalées RAP (-2) et RAP (-3) sont deux des determinants du membre 
de droite de Ia mAme equation. Selon les données du tableau 2, Ia racine 3, a laquelle correspond le cycle de 
deux ans, est liée étroitement au stock de capital (RAP) et au taux d'intérêt nominal a court terme (RS). Une 
hausse de 1 % du coeffIcient structurel rattaché a ES entraine un accroissement de La périodicité de Ia raclne 3 
de l'ordre de 3.87 %. De mAme, une hausse de 1 % du coefficient structurel rattaché A ES (-1) dans l'équatlon 
de ES entrainera une diminution de 9.39 % de la période de Ia racine. 

La racine 12, a iaquelle correspond Ie cycle de vingt ans, est surtout liée au taux d'inflation prévu (DNPE) et 
aux valeurs déealées de cette variable. 

Les racines 15 et 16, auxquelles correspond le cycle de 16 ens, se rattachent surtout au taux de croissance de 
l'emploi a long terme (DNNE) et au taux de croissance de Ia productivité globale des facteurs a long terme 
(DNTFPE). Les valeurs élevées indiquent que Is période de ces racines est trés sensible aux coefficients 
structuraux rattachés aux variables courantes et décalées DNNE et ONTFPE dens lea equations de ces 
variables. 

La racine is, a laquelie correspond Ic cycle de 9 ans, est liée aux variables RS, DNPE, RAP et NIC (emploi dana 
Ic secteur privé). Elle est cependant plus fortement liée A La variable DNPE. La période de Ia racine eat plus 
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estimés de façon plus efficiente, lorsque regroupés dans Ia matrice A its ne produisent pas pour autant une 
version du modèle qul tienne compte des cycles courts observes dans les données. 

Pour démontrer que les cycles courts se retrouvent dans les résidus (eg ) des equations estimées, nous avons 
calculé ces résidus pour les formes normalisées de (5), qui servent habituellement a Ia resolution du modèle dans 
une simulation oà les coefficients polynomiaux régressifs sont dCfinis comme nuls. Soulignons que dans 
beaucoup de cas, ces equations normalisées sont des transformations des equations estimées. Pour des 
considerations relevant de Ia thèorie économique, nous avons impose des contraintes aux coefficients estimés de 
certaines equations. En consequence, Ia variable dépendante qui fait l'objet de l'estimation est composée de Ia 
variable dépendante normalisée et d'une ou plusleurs variables indépendantes. Par exemple, on peut avoir une 
equation estimée de forme logarithmique et pour obtenir L'équation normalisCe correspondante, il faudra 
transformer cette equation estimée a I'aide de l'antilogarithme. En règle générale, les résidus des equations 
normalisées peuvent donc avoir des propriétés très différentes de celles des résidus de l'équation estimée. 

L'histograrnrne du panel 2 de la figure 1 donne la distribution, selon Is longueur du cycle, des sommets 
statistiquement significatifs qui figurent dans les périodogrammes des résidus des equations normalisées pour 
les variables endogénes stochastiques. Avec un seuil de signification de 0.1, Phypothèse nulle, selon laquelle les 
ordonnées de ces périodogrammes sont le résultat d'un bruit blanc, a été rejetée dans 40 cas. Parmi ces 40 cas, 
19 ont trait a des cycles de ii a 22 ans, 6 é des cycles de 2 a 3 ans et 10 a des cycles qui durent de 5 a ii ans. 
Si nous comparons les données de cet histogram me aux données du tableau 1 relatives a Ia version 2, nous 
voyons que la version AR=O du modèle ne tient pas plus compte des cycles courts en ce qui concerne les résidus; 
de fait, on retrouve ce genre de cycles dans les résidus normalisés des equations stochastiques du modéle. 

Tandis que Ia version 2 du rnodèle utilise des estimations de paramètres plus efficaces, obtenues a l'aide d'un 
estimateur par les moindres carrés généralises, les transformations engendrées par (5) pour les variables 
endogénes et exogènes ne sont pas reflétées dans les equations normalisées qui servent a la resolution du modèle 
en simulation et, par consequent, ne sont pas plus ref létées dans les residue calculés a l'aide de ces équat ions et 
utilisés pour construire l'histogramrne du panel 2 de Ia figure 1. Pour pouvoir tenir compte de ces 
transformations, it faut ajouter des décalages pour les variables endogènes et exogènes dans les equations 
normalisées du modèle. En consequence, l'effet des coefficients d'autocorrélation estimés pour les processus 
d'erreur ne se reflétera que dens Ia matrice A pour ce qui a trait é Ia version AR/O. 

Les données du tableau 1 relatives a Ia Version 3 montrent que Ia valeur absolue maximum est plus élevée que 
celle enregistrée pour la version 2 (1.07 contre 1.02). Chose plus importante encore, la racine complexe ayant 
Ia norme Ia plus élevée présente un cycle dont l'amplitude augmente progressivement et dont Ia périodicité est 
légérement supérieure a deux ans. Les racines 12, 15, 16 et 25, qui ont toutes une norme supérieure A 0.87, 
présentent des cycles stables dont Ia périodicité vane de 16 a 22 ens. La racine 18, qui a une norme de 0.95, 
présente un cycle qui a une périodicité de 8.5 ans. Ces observations nous amènent a conclure que Ia structure 
cyclique de Ia version 3 Se rapproche plus de celle des données du panel I de Ia figure 1. 

Corn me Ia structure cyclique des données relatives aux variables endogènes stochastiques se reflète en majeure 
partie dans Ia structure cyclique de Ia version 3, elle devrait donc être très peu présente dans les résidus des 
equations normalisées qul servent a is resolution du modèle en simulation. L'histogramme du panel 3 de La 
figure 1 illustre Ia distribution des sommets statistiquement significatifs des pCriodogrammes relatlfs a ces 
résidus. Avec un seuil de signification de 0.1, l'hypothèse nulle, scIon laquelle les ordonnées de ces 
périodogrammes sont le résultat d'un bruit blanc, na été rejetée que dans 5 cas. Trois de ces cas représentent 
des cycles de 22 ans, le quatrième, un cycle de 5 ans et le cinquième, un cycle de 7 ans. L'histogramrne 
n'indique aucun cycle dont Ia périodicité vane de 2 a 3 ens. 

Le comportement cyclique du modCle, tel que le décrivent les racines caractéristiques, ressemble plus a Ia 
structure cyclique des données relatives aux variables endogènes stochastiques lorsque les coefficients des 
modèles autoregressifs des processus d'erreur figurent dens is matrice A. 

5. FONCTION DE GAIN, VERSION 3 

Dens cette section, nous analysons l'Irnportance des cycles de 2 a 3 ens par rapport aux cycles d'autres 
périodicités dansla structure cyclique générale de Ia Version 3. Pnise individuellement, in valeur absolue d'une 
racine en dit peu sur le role que joue un cycle particulier dans is structure cyclique générale d'un modéle. Plus 
is valeur absolue d'une racine sera éievée, plus le cycle correspondant sera ferme. Cependant, lorsque nous 
sommes en presence d'un modèle a plusleurs racines, la valeur absolue des racines ne permet pas d'évaluer le 
degré de fermeté d'un cycle particulier parce que Ia difference de périodicité entre les racines et le nombre de 
racines gui se situent autour d'une périodicité donnée ont tous deux une Influence sur l'amplitude des cycles dun 
modêle. 

On se sent de La fonction de gain 6 pour évaiuer l'importance relative des cycles de deux a trois ans dens La 
structure cyclique générale de La version 3. La fonction de gain intégre et transforme les données relatives 
toutes les racines cycliques de manière a exposer clairement, par des amplitudes relatives, l'importance des 
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4. PROPRIETES DYNAMIQtJEs FONDIES SUR LES RACINES CARACTE111ST1QU1S 

Pour voir comment l'existence d'une autocorrélatlon entre les résidus influence sur Ia stabilité et les propriétés 
cycliques du modèie défini ci-dessus, nous analysons trois versions de ce modéle. Dens le premier eas 
(version 1), I'estimation se fait par les moindres carrés ordinaires et l'autoeorrélatlon entre les résidus estimés 
n'est pas prise en consideration. Dans le second cas (version 2), l'estimation Se fait par les moindres carrés 
généralises. On suppose que les résidus suivent un processus autorégressif du second ordre. Un tel processus est 
nécessaire pour reproduire les cycles observes dens les données relatives aux variables stochastlques du membre 
de gauche de l'équation. Dens le cas de Is version 2, nous nous servons des estimations les plus efficaces des 
coefficients structuraux pour construire Ia matrice A. Autrement dit, Is version 2 tient compte des effets de la 
modélisation des erreurs sur les valeurs estimées des paramètres structuraux mais n'intègre pas les coefficients 
proprement dits de Ia structure d'erreurs dens Ia matrice A. Cette version est parfois appelCe "version AR=0". 
La version 3 est identique a Ia version 2 sauf que les coefficients de Ia structure d'erreurs sont Intégrés dens Ia 
matrice A a l'aide de l'équation (5). Cette version est parfois appelée "Version ARO" 

Le tableau 1 renferme des données relatives aux racines caractéristiques pour les trois versions du modéle. On 
jugera de la valeur de ces renseignements par Ia mesure dans laquelle ils sont représentatifs des cycles observes 
dans les données relatives aux variables endogénes stochastiques du modèle. Ces cycles sont résumés dans 
I'histogramme du panel 1 de Ia figure 1. 

Cet histogramme donne Ia distribution, selon Ia longueur du cycle, des sommets statistiquement slgnificatifs qui 

figurent dens les périodogrammes des variables endogènes stochastiques. 5  Pour verifier si l'ordonnée qui correspond a une fréquence donnée dans le périodogramme d'une variable est statistiquement différente de celle 
qui correspond a une autre fréquence, on utilise Is statistique g de Fisher. (Voir Prlestley (1981), p. 406-412.) 
Avec un seuil de signification de 0.1, l'hypothèse nulle, selon laquelle les ordonnées sont Ic résultat d'un bruit 
blanc, a été reJetee dens 41 cas. Parmi eeux-cj, 15 représentent des cycles de ii a 22 ens, 12 représentent des cycles de 2 a 3 ans et les 14 autres représentent, dens des proportions relativement égales, des cycles dont Ia 
durée vane de 3 a ii ans. 

Une autre facon de décrire le comportement cyclique des données relatives aux variables endogènes 
stochastiques est de calculer le périodogramme moyen de ces variables. Ce périodograrnme, qui est représenté 
par le trait continu dens la figure 2, est formé des valeurs moyennes des ordonnées des périodogrammes des 
diverses variables. Avant de calculer ces valeurs moyennes, on normalise les ordonnées de cheque 
périodogramme en les divisant par Ia variance de Ia série dont on a Climiné Ia tendance temporelle. Cette 
operation est effectuée pour deux raisons : premiêrement, assurer une rneilleure comparabilité des 
péniodogrammes entre les variables et deuxièmernent, faire en sorte que l'on puisse comparer le péniodogramme 
moyen a l'histogramme des sommets statistiquement significatifs représenté dens le panel 1 de la figure 1. 
Après le calcul des valeurs moyennes, on normalise de nouveau les ordonnées en les divisant par l'ordonnée Ia 
plus élevée, et cela dens le but de pouvoir comparer le périodogramine moyen aux fonctions de gain analysées 
dens Ia section 5 pour diverses versions du modèle (voir aussi Ia note explicative 6). 

Si nous comparons le périodogramme moyen a l'histogramme du panel I de Ia figure 1, nous constatons que Ia 
direction du changement, qui indique l'importance des cycles a diverses périodicités, est Ia même dens huit cas 
sur dix. Les changements sont de direction contraire uniquement lorsqu'on passe de 7.3 a 5.5 ans et de 3.1 a 2.7 ens. En outre, les ordonnées du périodogramme moyen donnent a croire que les cycles courts sont 
relativement moms importants que les cycles longs.., aspect qui nous échappe lorsque nous examinons 
uniquement l'histogramme. 

Plusieurs constatations ressortent de Ia comparaison entre l'hlstogramme du panel 1 de Ia figure 1 et les 
données du tableau 1 relatives a Is version 1 du modèle. La nonrne de racine complexe Ia plus élevée est 1.3 et 
elle s'accompagne d'un cycle dont l'amplitude croit progressivement et qui a une périodicité de 17.2 ens. Les 
racines 10, 11 et 12 sont toutes inférieures a un, ce qui suppose que les cycles correspondents, dont Ia périodicité vane de 14 a 16 ens, sont amortis. Ces cycles correspondent aux cycles de ii a 22 ens représentés dens le panel 1 de Ia figure 1. Mais ce qu'iI faut surtout retenir de cette comparaison, c'est que, selon les 
données du tableau 1, Ia version 1 du modèle n'inclut pas les cycles de 2 a 3 ans observes dans les données 
relativesauxvaniablesendogenesstochast iques Corn mecescyclesseretrouventdanscesdonnéesmaisnondanslesracines 
caractéristiques de la matrice A, qui est calculée a partir des coefficients estimés de Ia Version 1, on 
dolt pouvoir les ibserver dens les résiduels estimés du modèle. 

Comme nous l'avons indiqué plus haut, Ia version 2 du modèle permet de considCrer l'autocorrélation 
entre les résidus des equations estimées. 	Selon Ie tableau 1, la valeur absolue de Ia racine réelle Ia 
plus élevée passe de 1.13 a 1.02 lorsqu'on change de version; néanmoins, cette racine réelle demeure 
instable. Quant aux racines complexes, Ia norme Is plus élevée correspond a un cycle de 23,4 années. 
Les racines complexes gui ont une norme inférieure a un supposent des cycles amortis dont Ia péniodicité est supénieure a 14 ens. 	[3ien que la racine 15 révèle l'existence d'un cycle de trois ans, sa 
norme peu élevée suppose que l'amplitudc de ce cycle est faible par rapport a celle des autres cycles 
du modèle. Ii convient de souligner qu'aucune autre racine complexe dens Ia Version 2 n'est associée 

un cycle court. Nous pouvons en déduire que même si les coefficients de la version ARO sont estimés de 
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egt est un des G résidus, 

est le décalage maximum en Yg  qul figure dans n'importe queue des G relations fonctionnelles, 
n k 	est le décalage maximum en Xk qul figure dens n'importe queue des C relations fonetionnelles. 

En supposant que les résidus ont une valeur nulle (valeur espérée), nous pouvons transformer le rnodèle 
déterministe cle forme structurelle de manière a obtenir l'équation (2), qul est la representation linéaire de 
l'espace d'états du rnodèle, 

Dt.AZt = Et.Zt 1 + Ft.AXt + 	 (2) 

oü Z, AX et As représentent Ia difference entre les valeurs des variables et des paramètres d'espace d'états et 
les valeurs simulées. D, Et ,  Ft et  Ht  sont les matrices des dérivées de Ia representation cI'espace d'états du 
modèle de forme structurelle par rapport aux variables endogènes de Ia période courante, aux variables 
endogènes décalées, aux variables exogènes et aux paramètres respectivernent. 

Si nous supposons que D est inversible, la representation linéaire d'espace d'états du modèle de forme réduite 
est exprimée par l'équation 

zt = 	+ 	+ Ct. 8 	 (3) 

Comme le laissent voir clairement les equations (2) et (3), LIMO ne s'intéressera qu'aux systèmes d'équations 
déterministes pour lesquels les résidus des equations stochastiques sont supposes nuls. Ii faut done prévoir une 
autre méthode pour les systèmes d'équations avec perturbations autocorrélées ou bien ii faut transformer ces 
equations de manière a les rendre compatibles avec le système LIMO. 

Supposons que les résidus eq  d'une des variables endogènes stochastiques (Y 9 ) de (1) sont autocorrélés 

Yg = fg  + eg  (4) 

Si u eat une variable aléatoire indépendante et P(L), un polynôme en L (opérateur de décalage), nous pouvons 
exprimer l'autocorrélation entre lea e par equation: 

Ut 
eg, t 	Pleg ,t_1 + P2e 9, _2 + ... + Ut OÜ e91 t =  (1- P(L)) 

Si nous multiplions chaque terme de l'équation (4) par le polynôrne (1-P(L)) et que nous normalisons en fonction 
de Y 9 , nous obtenons Péquation: 

Yg  = P(L)Yg  + (1 - P(L))fg + U t 	 (5) 

Ii est facile de voir ce qu'impllque l'équation (5) pour I'analyse d'un modèle a l'aide du programme LIMO, telle 
qu'elle est illustrée dana les equations (1) a (3). ii faudra ajouter des décalages pour Ia variable endogène dens 
l'équation (1), élargir le vecteur des coefficients B de manière ày inclure lea coefficients du polynôme (1-P(L)) 
et ajouter des décalages pour lea variables exogènes dans fg  Lorsque des equations avec erreurs autocorrélées 
sont envisagées de cette façon, elles peuvent étre intégrées a un rnodèle et servir a l'analyse de sa stabilité et 
de sa structure cyclique 2  par le programme LIMO. 

La matrice A de l'équation (3) est appelée matrice des propriétés dynamiques et elle est le seul lien entre le 
comportement du modèle linéarisé dans le passé et son comporternent dens Ia période courante. Tandis que cc 
comportement depend de la version linéarisée du modèle, Kuh et coil. (1985, p.  14) soulignent les avantages qu'Il 
y a a utiliser la méthode analytique exposée ci-dessus plutôt que d'autres méthodes de simulation non linéaires. 
Le comportement du modèle est décrit par leg racines earactéristiques de A. La valeur absolue des racines 
indique la stabilité du modèle et la composante imaginaire renferme des renseignements sur sea propriétés 
cycliques. Une valeur absolue supérieure a un signifle que le modèle est instable, c'est-â-dire qu9l ne retrouve 
passon état initialaprIsavoirsubi uneperturbatlon. Enrevanche, un modéle pourlequel lavaleurabsoluelaplusélevéeest 
inférieure a un retrouvera son état initial mais cela se fera d'autant plus lentement que la norme de 
Ia racine, méme inférieure a un, acre élevée. La composante imaginaire de la racine est utile pour 
décrire lea cycles du modèle. L'amplitude de ces cycles sera croissante, constante ou décroissante 
scIon que la norme de Ia racine complexe sera supérieure, égale ou inférieure a un. On mesure lea 
cycles par la périodicité, qui est définie comme Ia longueur d'un cycle complet exprimée dana l'unité de temps 
(mois, trimestre, année) propre au mod6le. 3  
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avaient généralement une faible amplitude et étaient fortement amortis. Cette caractérisation des cycles a 
été rendue possible non seulement grace a i'observation du comportement des multiplicateurs, mais aussi grace a I'estimation des spectres des variables endogènes simulées sur une longue période. Cet exercice a été réalisé 
pour plusleurs variables principales des modèles de Green, Evans et Fromm et pour plusieurs valeurs de 
perturbations aléatoires autocorrélées. 

Dans cet article, nous allons nous servir d'un rnodèle économétrique représentatif pour dérnontrer La supériorité 
des méthodes analytiques par rapport aux méthodes de simulation. Les mCthodes analytiques reposent sue le 
calcul des racines caractéristiques du modèle et Ia sensibilité de ces racines aux paramétres du modèle. Elles 
permettent de définir directement la stabilité et les propriétés cycliques du modèle. Du point de vue 
méthodologique, elles représentent un outil puissant pour lanalyse des données dans le temps et pour lea 
modèles construits a L'aide de ces données, non seulement en économie mais dans beaucoup d'autres branches 
des sciences sociales. 

2. MODELE 

Le modèle utilisé pour cette analyse est inspire d'un modèle de simulation mis au point par Duguay et Rabeau 
(1987, 1988). Corn me ceux-ci décrivent leur moclèle en detail, nous n'allons mentionner lei que lea modifications 
qui y ont été apportées. Le modéle construit par Duguay et Rabeau représente une économie fermée. Point 
plus important encore, les valeurs des coefficients soot irnposées et non estimées. Elles sont cholsles de 
manière a rendre une image empirique de La structure de l'économie. Le rnodêle, quant a lul, est structure pour 
que l'on puisse modifier facilement les coefficients selon que Von veut passer d'une perspective Keynesienne a 
court terme a une perspective néoclassique a long terme (croissance a taux constant) ou vice-versa. 11 
comprend cinq grandes composantes : demande des particuliers, production et emploi, prix et salaires, secteur 
des administrations publiques et secteur monétaire et financier. 

Le modèle que nous allons utiliser se distingue de celui de Duguay et Rabeau a deux points de vue. 
Premlérement, ii représente une économie ouverte puisqu'il comprend des equations pour les importations et les 
exportations de biens et services et le taux de change. Les importations et les exportations sont des fonctions 
du revenu intérieur et du revenu étranger ainsi que des prix relatifs redresses en fonction du taux de change. La 
variation du taux de change est une fonction de Ia variation du rapport de Ia balance commerciale au revenu 
reel, de La variation de l'écart entre les taux d'intCrêt au pays et ceux a l'étranger et de La variation de Ia 
portion de Ia dette publique détenue par des étrangers. Cette formulation, qui s'écarte nettement du modèle de 
Duguay et Rabeau, ouvre Ia voie a une autre operation, qui est Ia vente d'obligations a des étrangers. Cela 
pourralt être le moyen pour une administration publique de compenser I'effet d'une augmentation de l'intérêt 
reel. Les obligations d'administratlons publiques détenues par des étrangers sont une fonction de cet intérêt 
reel. 

Ce qul distingue aussi notre modèle de celui de Duguay et Rabeau est que les valeurs des coefficients sont 
estirnées plutot que d'être imposées. Cette estimation repose en majeure partle sue des données trimestrielles 
désaisonnalisées des Comptes nationaux pour la période de 1966 a 1988. Cette méthode permet l'estimatlon des 
coefficients et le calcul des résidus de regression. 

Le modèle comprend 58 variables endogènes; 35 d'entre elies sont des identités et les 23 autres soot estimées 

par des méthodes de regression. 1  

3. METHODOLOGIE 

Le but de cette étude est d'appliquer l'analyse de modèle linéaire (Linear Model Analysis (LIMO)) au modèle 
décrit et-dessus afin d'en illustrer Ia stabilité et les propriétés cycliques et de montrer ce que deviennent ces 
caractéristiques lorsque lea estimations de paramamètres sont corrigées pour tenir compte de l'autocorrélatlon 
des résidus des equations stochastiques. Nous exposons brièvement ici Ia théorie qui est a Ia base de LIMO. 

Nous pouvons définir un modéle stochastique général de forme structurelle par Ia formule 

Yg,t_mJ{Xkt 	
... 	

X),_) I(6j)) = ( eg t) 	 (1) 

oü 

= 1,... ,G, k = 1, ... ,K, et ,j = 1,... ,J, 
est un vecteur formé de G relations fonctionnelles, 

Yg 	est une des G variables endogènes, 

x k,t est une des K variables exogènes, 

B i 	est un des J coefficients constants, 
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LES RESIDUS: hE CHAINON MANQUANT DANS L'ANALYSE CYCLIQUE DES 
MODELES ECONOMETRIQUES ET DE LEURS DONNEES 

L. Sager, P. Lin et T. Petersen' 

R Esu ME 

Depuis une vingtaine d'année, on évalue les modèies macro-économiques estimés en comparant de facon critique 
les résultats non stochastiques de simulations. Ces simulations sont soigneusement concues dans le but de 
montrer Ia stabilité et les propriétés cycliques des modèles. Dans cet article, nous proposons une façon mieux 
équilibrée d'évaluer les modèies éconornétriques en utilisant a Ia lois les méthodes de simulation et des 
méthodes analytiques fondées sur les valeurs propres du modèle, comrne le proposait déjà au debut des années 
1970 Philip llowrey. L'exemple utilisé ici est une version modifiée d'un modèle de simulation macro-
économique construit récemment par Duguay et Rabeau (1987, 1988). La creation du progiciel LIMO, qui est 
une composante du programme TROLL (1983), a grandement facilité Putilisation des méthodes analytiques dans 
l'évaluation des modèles économétriques. Dans cot article, nous illustrons l'utilisation du progiciel afin de 
définir los divers cycles d'un modèle et nous nous servons de La foction de gain du modèle pour évaluer 
limportance relative des cycles. Nous associons ensuite ces cycles aux paramètres structuraux du modèle et a 
dautres paramètres qui expriment l'autocorrélation des résidus dens les equations estimées. 

1. INTRODUCTION 

Dans cet article, nous nous servons d'une méthode analytique fondée sur les valeurs propres d'un modèle 
économétrique pour évaluer dans queue mesure les résidus d'équations estimées permettent de définir Ia 
stabilité et les propriétés cycliques du modèle. Notre article s'apparente d'une part avec les ouvrages de Green 
et coIl. (1972), Evans et coIl. (1972) et Fromm et coIl. (1972), qui ont recours a des méthodes de simulation, et 
d'autre part a l'ouvrage de Howrey (1972), qui utilise des méthodes analytiques. Dens la mesure oü notre article 
traite l'évaluation et Ia comparaison de modéles économétriques, it s'apparente vaguement aux articles qul ont 
pour sujet Ic pouvoir de prediction des modèles économétriques (Burmeister et Klein (1974)) et aux exercices de 
comparaison de modèles de de Bever (1979) et O'Reilly (1983). Ces etudes utilisent pour La plupart des 
méthodes de simulation. 

Lorsqu'ils analysent Ia stabilité et les propriétés cycliques d'un modéle économétrique, Ia plupart des analystes, 
hormis des gens comme Howrey (1972)et Bergstrom (1984), procèdent de façon classique en concentrant leur 
attention sur les multiplicateurs d'inipact et les multiplicateurs dynamiques. On rnesure l'effet d'une 
perturbation sur les variables endogèncs d'un modèle en faisant une simulation de ce rnodèie dans le temps. Pour 
cheque variable endogéne, on calcule un multiplicateur dynamique a des périodes données en determinant tout 
d'abord La difference entre Ia solution après perturbation et Ia solution de référence, puis en exprimant cette 
difference en pourcentage de la perturbation dans [a variable exogène. Une analyse des multiplicateurs 
dynamiques dans le temps permet de determiner si le modèle est stable (ses multiplicateurs diminuent), s'il est 
caractérisé par des cycles (ses multiplicateurs suivent un cycle quelconque) et quelle est la période de ces 
cycles. 

Pius souvent qu'autrernent, les multiplicateurs de perturbation ne suivent pas de cycle ou n'affichent que des 
cycles courts ou longs ayant souvent de très faibles amplitudes. Les cycles longs sont souvent mel définis car 
les multiplicateurs ne peuvent être calculés sur une période suffisamment longue. Quoi qu'il en soit, ii est rare 
que les multiplicateurs décrivent bien les cycles, courts ou longs, qui se dégagent des données utilisées dens Ia 
construction des modèles. 

Comme les multiplicateurs de perturbation ne décrivaient pas réellement les cycles longs et courts gui so 
dégageaient des données utilisécs pour construire les modèles, les analystes ont commence a sintéresser 
davarttage a la nature de Ia perturbation. Méme si Ion croyait que les perturbations illustraient bien les résidus 
des equations estimées du rnodèle, ces résidus présentaient des propriétés d'autocorrélation et de correlation 
cromsée. Or, le genre de perturbations appliquées aux modèles reflétalent mat ces propriétés. Cest pourquoi on 
s'est attaché a produire des perturbations aléatoires autocorrélées qul reproduisaient les propriétés statistiques 
des résidus des equations estirnées du rnodèle pour Ia période-échantillon. Même si les multiplicateurs issus de 
l'utilisation de perturbations aléatoires autocorrélées affichaient aussi bien des cycles longs que courts, ceux-ci 

L. Sager, P. Lin et T. Petersen, Division des mesures et analyse des industries, Statistique Canada, Ottawa 
(Ontario), K1A 0T6. Les auteurs remercient D. Rhoades pour ses corn mentaires éclairants ainsi que 
V. Campbell pour avoir dactylographié Ic document. 
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Pour plus de details, consultez le document de recherche de Baldwin et Goreeki (1989h). 

Dans le cadre de Ia Classification des aetivités économiques de 1970, ii s'agit de la Division 2, groupe 1, 
Forêts; de La Division 4, Mines (a l'exception de l'industrie du pétrole brut et du gaz natural et du groupe 5); 
et de Ia Division 5, Industries manufacturières. Pour plus de details, consultez Ia publication du Bureau 
fédéral de Ia statistique (1970, p. 17). En 1980, Ia valeur ajoutée des entreprises classées dans le secteur 
des industries manufacturières se chiffrait a $66,472 millions; a $9,062 millions pour les mines et a $702 
millions pour l'exploitat ion forestière (Statistique Canada, 1983, Tableau explicatif VII, p. 15). 

La valeur ajoutée du secteur manufacturier permet de classer lentreprise dans une industrie a quatre 
chiffres de la Cli en tenant compte de l'entreprise non consolidée Ia plus importante appartenant a 
l'entreprise eonsolidée. Pour plus de details coricernant ces deux concepts d'entreprise, consultez Ia 
publication de Statistique Canada (1983, p.  28- 30). 

En se fondant sur cette definition des entreprises, on dénombrait 30,160 entreprises manufacturières en 
1980 (Statistique Canada, 1983, Tableau explicatif VII, p. 15); toutefois, si une entreprise manufaeturière 
correspond exciusivement aux établissements qui La composent et qui sont classes dans le secteur 
manufacturier, ce secteur compterait alors 30,197 entreprises (Statistique Canada, 1983, Tableau explicatif 
XIII, p. 21). On dénombrait 37 entreprises minières et forestières ayant des activités dans le secteur 
manufacturier; par ex., une entreprise minière pouvait posséder une petite fonderie. Par consequent, en 
termes de nombre, La definition de l'univers des entreprises manufacturières importe peu. 

Reportez-vous a Ia publication de Statistique Canada (1979, p. 43) et au bulletin de J.S. McVey (1981, 
p. 71). 

Pour plus de details, reportez-vous a Ia publication de Statistique Canada (1983, Tableau explicatif VII, 
p. 15). 

Aucun problCme semblable ne se pose pour I'entrée et Ia sortie d'établissements. On suppose qu'un 
établissement qui quitte le secteur manufacturier (ne remplit pas un questionnaire du recensement annuel 
des manufactures) n'existe plus. Suivant Ia terminologie du present document, ii a quitté le secteur par 
suite d'une fermeture. De La même façon, un établissement ne peut entrer dans le secteur manufacturier 
que par suite d'une construction. 

Une autre façon de verifier si un établissement a rempli un questionnaire du recensement annuel des 
manufactures pour les années t et t + 1, afin de determiner si l'entreprise a quitté le secteur en fermant 
une usine, est de se reporter directement a la question 1.3.2 de ce questionnaire: "Cet établissement a-t-il 
abandonné Ies affaires pendant I'année?" La réponse doit nécessairement être "Oui" ou "Non" (Statistique 
Canada, 1979, p. 79). Salon le groupe de l'Analyse et de l'intégration des micro données d'entreprises, Ia 
coinparaison des données du questionnaire du recensement annuel des manufactures pour les années t et t + 
I donne un résultat plus fiable que Ia réponse a Ia question 1.3.2. 
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Les categories de pays contrôieur correspondaient au Canada, aux E.-U., au R.-IJ., a d'autres pays 
européens, et a d'autres pays étrangers. 

Une entreprise en exploitation est celle qui est classée dans une industrie manufacturière a quatre chiffres 
pour les années de comparaison initiale et finale. 

Une usine gui est classée dans Is catCgorie entrée par acquisition ou sortie par alienation peut aussi We 
comprise dans une fusion horizontale. Une telle fusion peut avoir lieu avant ou après l'acquisition. 

Reportez-vous au document de recherche de Johnson et Storey (1985) pour lire une critique des bases de 
données de Dun and Bradstreet. 

Reportez-vous au document de recherche de Storey (1985). 

Par souci de commodité, le terme "questionnaire abrégé" désigne ici les données des petites usines que l'on 
a prClevées dans les dossiers administratifs fiscaux au lieu du questionnaire complet postal, ainsi que les 
questionnaires abrégés proprement dits. 

Reportez-vous aux publications suivantes de Statistique Canada (1979, p.  44 et 1984, p.  xiv). Ces chiffres se 
rapportent aux "petits" établissements qui semblent remplir pour Is plupart des questionnaires abréges. 
Consultez Is publication de Statistique Canada (1979, p.  43-44). 

Ces chiffres qui se rapportent aux établissements visés par un questionnaire abrégé pour les années 1970, 
1979 et 1982 sont tires des mérnes sources que celles de Is note 19. 

Consultez Is publication de Statistique Canada (1979, p. 42). 

Selon une étude antérieure de l'entrée/sortie réalisée a i'aide des données du recensement des manufactures 
gui ne tenaient pas compte des questionnaires abregés (.].S. McVey, 1981, p. 71). 

Pour un examen du concept d'activité totale utilisé dans le recensement des manufactures, reportez-vous a 
Is publication de Statistique Canada (1979, p.  21-22). Les mesures des effectifs des entreprises prennent en 
compte les effectifs totaux, y compris ceux des sieges soclaux, c'est-à-dire, les effectlfs des unites 
auxiliaires ainsi que ceux des établissements d'exploitation. 

Reportez-vous a Is publication de Statistique Canada (1988) on Pon retrouve cette hypothèse. 

Les mesures gui reposent sur les effectifs totaux se rapprochent beaucoup de celies gui se fondent sur les 
livraisons. 

Reportez-vous au document de Baldwin et Gorecki (1983, Tableau 3, p.  15). 

Reportez-vous au document de Baldwin et Gorecki (1983, Tableau 3, p.  15). 

Reportez-vous a Is publication de Statistique Canada (1979, p.  12-13). 

Reportez-vous a Is publication de Statistique Canada (1979, p. 43-44). 

L'effort fait par Statistique Canada pour determiner si un établissement dolt être classé dans Is catégorie 
des questionnaires complets vane scion ies péniodes. Cela aura moms de repercussions sur cette mesure 
pourvu qu'un établissement qui devient assez important pour recevoir un questionnaire complet, soit 
éventuellement pris en compte. La possibilité qu'un entrant visé par un questionnaire complet au moment 
de son entrée dans une industrie ne soit pas saisi par le système it Is fin de l'année est plus inquiétante. La 
qualité des sources de données administratives et Is reputation de diligence de Statistique Canada rendent 
cette éventualité peu vraisemblable. 

[lien que Is ligne de demarcation accuse par Is suite une hausse constante, l'augmentation du pourcentage 
des questionnaires abrégés avant 1983 est relativement faible (4 pour cent seulement). Compte tenu du peu 
de corrections requises pour les taux d'entrée au moment de is revision de 1975, gui a augrnenté de 14 pour 
cent le nombre d'établissements visés par les questionnaires abrégés, nous n'avons pas poussé plus loin les 
corrections. 

Reportez-vous au document de Potter (1982, p. 21). 

Reportez-vous a In publication de Statistique Canada (1980, p.  ix). 

Reportez-vous a Is publication de Statist ique Canada (1981, p. x). 

Nous avons Pu constater que les autres hypotheses concernant Is distribution des entrants omis n'influaient 
pas beaucoup sur Is moyenne des taux annuels d'entrée et de sortie pour Is décennie. 
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CONCLUSION 

Nous avons démontré dans Ia premiere section de ce document comment les données longitudinales des 
entreprises et des usines pouvaient alimenter le débat sur l'importanee du processus d'entrée et de sortie. Ce 
processus ne représente qu'une des forces qui entrent en jeu pour determiner Ia vigueur du processus 
concurrentiel. Pour obtenir un tableau plus complet de Ia dynamique du processus coneurrentiel, it faut aussi 
verifier dans queue mesure la croissance et le déclin des entreprises existantes amènent un changement dans 
l'irnportance relative de celles-ci. II est également essentiel de savoir Si les fusions influent beaucoup sur la 
rotation. Toutes ces questions portent, d'une facon ou d'une autre, sur I'importanee et l'origine de la rotation des 
entreprises. Celles qui portent sur l'effet de Ia rotation sur Ia produetivité et la rentabilité sont tout aussi 
I mportantes. 

Pour répondre a ces questions, it faut avoir accés a des bases de données qui peuvent suivre l'Cvolution des 
entreprises sur une période donnée. La creation de ces bases de données n'est pas facile. Des problèmes 
compliquCs doivent être résolus. Nous nous sornmes appliqués a décrire comment, dans le cas de donnCes 
canadiennes indiquées dans le present document, nous avons fait face a ces problCmes. Nous espérons que 
d'autres chercheurs qui se consacrent a Ia creation de bases de données sernblables s'y reporteront. Ces 
prohlèEnes permettront égaleinent au leeteur des etudes qui reposent sur les bases de données dont nous avons 
parlées, d'évaluer les forces et les faiblesses de la recherche et de comparer, Ic cas Cchéant, les résultats de 
celle-ci avec ceux d'études d'autres pays qul utilisent d'autres sources de données. 

NOTES 

Une fusion peut, naturellement, entrainer un revirement de situation pour une usine en perte de vitesse et 
gériCrer ainsi de l'emploi. Des etudes de la rotation du personnel sur une longue durée pourraient permettre 
d'exarniner dans queue mesure les usines acquises ont pris de Pexpansion comparativement au reste de Ia 
population. 

Comme tel, II exelut les sieges sociaux et autres unites sernblables sils sont séparés de l'établissement ou 
s'ils desservent plus d'un établissernent. Pour plus de details, consultez Ia publication de Statistique Canada 
(1979, p. 11- 15). 

Un établissement peut Se consacrer a plusieurs activités différentes. Pour que I'on classe celui-ci dans Ic 
secteur manufacturjer, ses activités doivent Se concentrer (en se fondant sur Ia valeur ajoutée) dans ce 
secteur. Le secteur manufacturier correspond a Ia Division 5 de Ia Classification des activités économiques 
de 1970. Pour plus de details, consultez Ia publication du Bureau fédéral de Ia statistique (1970, p. 23-43). 

Dans le cadre du recensement des manufactures, ii existe plusieurs types d'unité dCclarante, y compris les 
sieges sociaux et d'autres unites auxiliaires. Nous ne nous intéressons iei qu'aux établissements. Pour plus 
de details, consultez Ia publication de Statistique Canada (1979, p.  10). 

Pour plus de details, reportez-vous aux publications suivantes de Statistique Canada (1979, p. 17-18; 1983, 
p. 23-25). 

Afin de determiner si une personne juridique en contrOle une autre, nous ne nous intéressons pas seulernent 
aux cas ob une société "détient directement ou indirecternent plus de 50% des droits de vote de Ia filiale" 
(Statistique Canada, 1979, p. 17), mais aussi aux cas de contrôle minoritaire "s'il existe des renseignements 
concrets a ce sujet ou si une confirmation est obtenue de l'entreprise en question" (Statistique Canada, 
1983, p. 25). 

Dans certains cas, plusieurs établissements peuvent remplir un questionnaire collectif. Statistique Canada 
reporte alors les statistiques originales sur chaque établissement qui ont chacun un NSD unique. 

Reportez-vous au bulletin de J.S. MeVey (1981, p. 72). 

Le code d'entreprise logitudinal a été retenu aux fins de I'estimation des statistiques de la concentration 
des capitaux et de la propriété étrangére, faite par J.S. McVey avec l'aide de J. Bousfield, B. Mersereau et 
J. Lacroix. 

Les résultats indiquent qu'il n'y avait pas beaucoup de difference entre les taux annuels d'entrée et de 
sortie ealculés avec et sans ces critCres d'exclusion. 

Statistique Canada (1983) et "A Summary of the Establishment Description Tape Pile", Statistique Canada, 
document de travail interne non publié, Ottawa, Appendice C-u, p.  2. 

Il en va souvent ainsi des bases de données utilisées pour Ies etudes américaines et qui sont créées a partir 
des dossiers de l'assurance-chomage ou de Dun and E3radstreet. Pour un examen des problCmes poses par ces 
bases de données, reportez-vous a l'ouvrage de Baldwin et Gorecki (1990). 
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Choix de l'échantillon 

Dens l'analyse qui précède, trois raisons ont été invoquées pour exelure les établissements visés par un 
questionnaire abrégé. Ces raisons s'appliquent également aux entrprises qui possèdent cette catégorie 
d'établissements. Ces entreprises exploitent généralement un seul établissement, puisque les établissements 
appartenant a des entreprises a établissements multiples, qui font partie de plusieurs industries, remplissent 
toujours un questionnaire complet. 40  Les établissements appartenant a des entreprises a établissements 
multiples, qui font partie d'une seule industrie, rempliront vraisemblablemerit aussi tinquestionnaire complet, 
puisqu'ils sont importants comparativement a des entreprises a établissement unique. 4 ' Compte tenu de ces 
facteurs, nous avons décidé d'exclure les entreprises (a) qui ont toujours possédé un seul établissement (en se 
fondant sur le code d'établissement multiple/unique) et (b) celles dont l'établissement a toujours rempli Un 
questionnaire abrégé. 

L'échantillon est done compose des entreprises elassées dens Ia secteur manufacturier, a I'exception de celles 
qui ont toujours possédé un seul établissement qui a toujours rempli un questionnaire abrégé pour le 
recensement annuel des manufactures. 

* Classification des sorties temporaires 

t4ous avons note un petit nombre de cas oü une usine ou tous les établissements appartenant a une entreprise 
n'avaient pas fait de declaration pour une ennée donnée, mais l'avaient fait pour l'annCe précCdente et suivante. 
Si nous appliquions a ces cas la ligne de conduite décrite plus haut, nous les aurions classes corn me des sortants 
et, ultérieurement, comme des entrants, at non comrne des usines ou des entreprises en exploitation. Des 
fonctionnaires de Statistique Canada ont propose plusieurs raisons pour expliquer cette non-declaration: un 
incendie, une grCve, une revision majeure du materiel ou un ralentissement des activités. Nous avons reclassé 
ces cas et considéré l'usine cu lindustrie comme étant en exploitation et non comme Un sortant ou un entrant. 

* Determination du type d'entrée et de sortie 

Nous ne nous sommes pas arrétés, dens Ia definition de l'entrée et de Ia sortie d'entreprises donnée dens Ia 
section précédente, a faire Ia distinction entre les différerits types d'entrée et de sortie. Comrne nous l'avons 
déjà décrit, une entreprise peut quitter le secteur manufacturier en ferment toutes ses usines, ou en vendant 
celles-ci a une autre entreprise (alienation). Do La rnême façon, une entreprise peut entrer dens le secteur 
manufacturier en construisant une usine ou en aehetant les usines d'autres entreprises (acquisition). Aux fins de 
l'analyse de l'entrée et de La sortie d'entreprises sur une longue durée, nous avons différencié ces différents 
types d'entrée et de sortie. 42  La distinction a aussi été faite pour les estimations qui portent sur une courte 
durée. 

Dans le cas des entrées sur une courte durée, nous avons procédé de Ia facon suivante pour determiner si une 
entrée d'entreprise avait eu lieu par suite d'une acquisition, par opposition a une creation d'usine: Si, d'après le 
premier questionnaire qu'il a rempli pour le recensement annuel des manufactures, l'entrant possédait un (des) 
établissement(s) qui existait(ent) déjà l'ennée précédente, on considérait que l'entreprise était entrée dens 
l'industrie par suite d'une acquisition; si les établissements n'existaient pas l'année prCcédente, on classait 
l'entreprise comme un entrant par suite d'une erCation. Nous avons procédé de Ia mêrne facon pour distinguer 
les types de sortie: si, d'après le dernier questionnaire qu'il a rempli pour le recensement annuel des 
manufactures, le sortant possédait des usines et que celles-ci existaient toujours l'année suivante (mais avaient 
change do propriétaire), on considérait que l'entreprise avait quitté lindustrie du felt d'une alienation; si, 
l'année suivante, les usines n'avaient pas rempli le questionnaire, on classait l'entreprise comme un sortant du 
felt d'une fermeture d'usines. 43  

Un problème peut se poser si une entreprise entre dens l'industrie en acquérant des usines et en en construisant, 
0U si une entreprise quitte l'industrie en allénant une usine et en en ferment une. On pourrait résoudre ce 
problèrne en comptant l'entreprise deux fois ou en créant une nouvelle catégorie (entrée par suite d'une 
acquisition et d'une ouverture d'usines). On pourrait aussi classer cette entreprise dens l'une des deux categories 
en fonction de l'importance des usines créées comparativement a celles qui sont aequlses. 

tTous pouvons verifier les consequences de l'utilisation de la premiere méthode a l'aide des données qui ont servi 
a mesurer l'entrée et Ia sortie stir une longue durée. Bien que l'entrCe de certaines entreprises fQt le résultat 
d'une creation et dune acquisition dusines, ii n'y avait presque pas de chevauchement. Nous avons obtenu ces 
données en comperant l'étet des entreprises en 1970 et en 1979, une période qui couvre une décennle complete. 
La possibilitC pour une entreprise d'entrer dens I'industrie d'une façori puis de prendre de lexpansion de l'autre 
devrait être plus grande pour une période de dix années que pour Ia période d'un an qui sort a mesurer l'entrée 
sur une courte durée. Par consequent, si I'on fait une étude qui se fonde stir des données annuelles, Ic 
chevauchernent entre los deux type d'entree devrait être grandement rCduit. 

Compte tenu do cc qui précède, nous avons jugé opportun de tenir compte des entrées par suite d'une creation 
at des entrées per suite d'une acquisition d'usines. Par consequent, nous avons classé les entrants dens l'une ou 
l'autre des deux categories d'entrée en fonction des effectifs des usines créées par opposition a ceux des usines 
acquises. Dans Le cas d'une entreprise a établissements multiples, nous avons pris soin de faire le bon choix. 
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76 et 1980-81. L'augmentation de Ia taille moyenne des établissements s'est produite brusquement au moment 
de Ia reclassification de ceux-ci en 1975 dans la categoric des questionnaires complets ou dans celle des 
questionnaires abrégés. 

Afin de pouvoir calculer l'effet de Ia redefinition de 1975 sur les taux d'entrée estimés, Ia distribution des 
entrants de 1973-74 a été tronquée en éliminant les plus petits entrants jusqu'â ce que Ia taille moyenne de ceux 
gui restent soit égale a Ia taille de l'entrant moyen aprCs 1975. Pour ce faire, ii a fallu enlever en moyenne 32.1 
pour cent des entrants qui représentaient 4.5 pour cent des employés de tous les entrants. Cela correspond a 
l'estimation de la reduction en pourcentage des chiffres d'entrée antérieurs a 1975 qu'iI faut faire pour que ces 
chiffres soient comparables a ceux du reste de la p6riode. 31  

L'adoption de l'écl-iantillon visé par le questionnaire complet crée un autre problème de mesure. La couverture 
de l'échantillon d'établissements diminue d'année en année reflétant le recours aux questionnaires complets dans 
Ia présente étude ainsi que Ia baisse graduelle de leur importance en termes de nombre d'établissements. Ce 
phénomène ne devrait pas avoir trop de repercussions sur to taux d'entrée et de sortie Iorsque celui-ci est 
calculé comme un proportion du ñombre d'entreprises ou d'établissements a un moment prCcis. L.'écart est 
encore moms accentué lorsque le taux d'entrée et de sortie est mesuré en termes d'effectifs, en raison de In 
taille relativement petite des Ctablissements visés par le questionnaire abrégé. Néanmoins, le calcul des taux 
annuels d'entrée a l'aide de Véchantillon du questionnaire complet ne porte que sur la période gui Se termine en 
1982. Après l'an 1982, l'échantillon n'a pas un nornbre d'annCes suffisant pour rendre parfaitement compte de Ia 
transition d'un questionnaire abrCgé it un questionnaire complet pour un établissement. Par consequent, les taux 
d'entrCe seront de plus en plus sous-estimés. Ce problème pourra être surmonté lorsque nous disposerons de plus 
de données. 

Variation de Ia couverture du recensement 

Le second problème a surgi en raison d'un changement majeur de Ia couverture du recensement. Si ce problème 
n'était pas résolu, le changement aurait entrainé une fausse augmentation de l'entrée pour les années 1978 et 
1979 et une sous-estimat ion de l'entrée et de Ia sortie au cours des années précédentes. 

Un changement majeur a été apporté en 1978 a la couverture du recensement canadien des manufactures. 
Statistique Canada perdait en 1972 une source de renseignements administratifs qui permettait didentifier de 
nouveaux établissements potentiels. 32  11 en est résulté une reduction de Ia couverture gui n'a pas été corrigée 
avant 1978 et, dans une moindre mesure, 1979. En 1978, par exemple, 3,820 nouveaux établissements, qui 
existaient déjâ selon Statistique Canada, ont été ajoutés au recensement des manufactures. Ces "nouvelles' 
unites représentaient 12 pour cent de tous les établissements dénombrés en 1978; toutefois, Ia plupart étaient 
très petits, et l'augmentation des livraisons du secteur manufacturier attribuable a cet ajout était peu 
important (ces "nouveaux" établissements ne représentaient que 1.7 pour cent du total des effectifs en 1978). 33  
En 1979, suite aux ameliorations apportées a Ia couverture, on a ajouté 1,142 autres établissements préexistants 
gui ne représentaient que 3.3 pour cent de tous les établissements et que 0.37 pour cent du total des effectifs. 34  
Afin de résoudre le problème occasionné par le changement de couverture, nous avons tenu compte du nombre 
d'entrants et d'emplois chez ces derniers que l'on pouvait attribuer a I'élargissement de La couverture pour 
corriger les taux d'entrée et de sortie. 

La correction des taux de 1978 et de 1979 était facile a faire. Nous avons soustrait la valeur du chevauchement. 

Pour ce qui est des années précédentes, Ia correction était plus compliquée. En raison du taux élevé de 
disparitions chez les nouveaux entrants, lapplication pure et simple des chiffres de la couverture élargie de 
1978 et 1979 aux années précédentes aurait entrainé une sous-estimation des entrées pour ces années. Pour 
venir a bout de ce problème, nous avons avancé deux hypotheses: premièrement, nous avons suppose que toutes 
les entrées oubliées étaient réparties, entre 1972 et 1977, proportionnellement a celles effectivement 
d6clar6es, 35  et, deuxièment, que le rythme de disparition hâtive des entrants oubliés correspondait a celui qui 
avait Cté observe pour les nouveaux entrants. Dc cette façon, nous pouvions estimer le nombre d'entrants 
oubliés chaque année entre 1972 et 1977. Pour calculer Ies effectifs correspondants, nous avons suppose que le 
nombre d'employés de chaque entrant oubliC équivalait a Ia moyenne obtenue pour les entrants qui avaient 
vrainient été pris en compte. 

Nous avons également révisé les donnCes des taux do sortie pour tenir compte du fait quo Ia couverture réduite 
de I'entrée au milieu des années 1970 aurait entrainé une baisse graduelle des taux de sortie calculés. Nous 
avons eu recours encore une fois au taux de sortie des nouveaux entrants pour les appliquer aux autres entrants. 
Les corrections n'ont pas beaucoup modifié le taux moyen d'entrée et de sortie calculé pour Ia d6cennie. 36  

La base de données annuelle des entreprises 

Une entreprise se définit comme tous les Ctablissements des industries manufacturières et primaires37  sous 
contrôle commun. Si l'activité d'une entreprise38  se concentre davantage dans une industrie manufacturière a 
quatre chiffres que dans toute autre industrie a quatre chiffres du secteur des mines et de I'exploitation 
forestiCre, on classe l'entreprise dans le secteur manufacturier. L'échantillon d'entreprises que nous avons 
utilisé pour la base de données de courte durée coniprend celles gui sont classées dans ce secteur. 9  
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(50.3). Nous retrouvons plus ou moms le inérne chevauchement du cöté des entrées torsque nous examinons Ic 
nombre d'entreprises en exploitation en 1979. 

Mesure de l'entrée et de Ia sortie sur une courte durée 

Comme nous l'avons indiqué précédemment, deux bases de données ont été créées pour mesurer l'entrée et Ia 
sortie sur une courte durée qui se rapportent au secteur manufacturier. La premiere suit d'année en année 
l'évolution des établissements au cours de Ia période 1970-82 et Ia seconde fait de méme pour les entreprises. 
Les bases de données de courte durée permettent uniquernent de mesurer l'entrée et la sortie a un niveau élevé 
de l'agrégration des industries (l'ensemble du secteur manufacturier). 

Plusieurs problèmes se sont poses au moment de mesurer l'entrée et La sortie sur une courte durée. Nous lea 
exarninerons dans les deux sections suivantes. La premiere traite de Ia base de donnCes des établissements et La 
seconde, de la base de données des entreprises. 

La base de données annuelle des établissements 

* Choix de Péchantillon 

On peut générer les données de l'entrée et de Ia sortie en tenant compte de tous les établissements ou 
uniquement de ceux qui remplissent le questionnaire complet ou le questionnaire abrégé. Nous avons décidé 
d'utiliser seulement les questionnaires complets parce que, entre autres problèmes, Is couverture 
continuellement changeante des questionnaires abrégés produirait des taux d'entrée et de sortie trompeurs 28  
(surtout dans te cas de Ia mesure des taux annuels d'entrée et de sortie). 4ous avons démontré dens une section 
précédente que les données du questionnaire complet se rapprochaient heaucoup des résultats du recensement 
total pour Ia période prolongée de 1970 a 1979 (du moms lorsque la mesure de t'entrée est établie selon le 
nombre de Iivraisons ou d'emplois vises). 

Dans le cas de la base de données de courte durée, l'utilisation exclusive des questionnaires complets comrne 
critCre d'échantillonnage est insuffisante. La ligne de demarcation entre questionnaires abrégés et 
questionnaires complets a change au fil des années. Pour cette raison,'l'utilisation exclusive des données du 
questionnaire complet produirait certains changements dens L'entrée et la sortie attribuables uniquement a une 
reclassification. Nous avons résolu ce problème en prenant comme échantillon longitudinal des établissements 
tous ceux qui avaient rempli un questionnaire complet au moms une fois. Par consequent, un établissement est 
considéré comme un entrant pour une année particuliCre parce qu'il a fait son entrée dans une industrie cette 
année-là et recevait déjà un questionnaire complet ou en aura rempli un a une date ultérieure. 

Cette technique perrnet d'atténuer sans toutefois étiminer les problèmes causes par in ligne de demarcation 
mouvante entre les deux types de questionnaire. Elle contribue essentieliement a aplanir les fluctuations en 
éiiminant la composante La plus volatile, les étabiissernents qui bordent cette ligne. Corn me les déplacements de 
Ia ligne de demarcation sont généralement petits, cette technique est suffisante la plupart du temps; toutefois, 
des changements importants ont été apportés a Ia couverture du recensement a deux occasions. 11 a alors fallu 
corriger les estimations d'entrée et de sortie. 

* Revision importante, en 1975, de Ia couverture visée par le questionnaire complet 

La demarcation entre le questionnaire abrégé et Ic questionnaire complet a été révisée en profondeur en 
1975.29 Au debut des annécs 1970, Statistique Canada a haussé lentement in ligne de demarcation de maniêre a 
conserver a peu près le même poureentage d'établissements dans chaque catégorie. Toutefois, en 1975, 
l'organisme itélevait  considérablement afin de rCduire le fardeau de réponse des fabricants plus petits. En 
consequence, Ic pourcentage des établissements qul remplissalent un questionnaire abrégé est passé de 36.1 pour 
cent en 1974 a 50.1 pour cent en 1975. II n'a connu aucune augmentation semblable par La suite, bien qu'iI ait 
augnienté Ientement au fit des années. Avant 1983, il représentait 54.9 pour cent de tous lea établissernents 
comparativement a 50.1 pour cent en 1975. Le pourcentage des employés travaillant dans les établissements 
VISéS par le questionnaire abrégé accusait une légère augmentation (7.6 a 8.7 pour cent) au cours de Ia meme 
période. 

La reclassification de la demarcation entre le questionnaire complet et le questionnaire abrégé en 1975 aura 
moms de repercussions sur Les estimations de I'entrée et de Ia sortie grace a l'échantillon du questionnaire 
complet modifié adopté id. 30  Cela est dQ au fait que les établissements qui faisaient partie de In catégorie des 
questionnaires abrégés au moment de Ieur entrée en 1975, mais qul ont ensuite pris de I'expansion pour passer 
dans la categoric des questionnaires complets (méme si In tâche était pius lourde en 1975 en raison de Is hausse 
de Ia ligne de demarcation qui servait a dCfinir les Ctabiissements visés par Les questionnaires complets) seront 
quand méme pris en compte. Toutefois, Ic probléme ntest  pas éiiminC pour autant. Les étabiissements qui 
auraient fait Ia transition d'un questionnaire abrégé a un questionnaire complet en vertu de ia definition 
antérieure a 1975 de ce dernier, mais qui ne le font pas en vertu de Ia nouveile definition, seront omis. 

L'augmentation de La taille moyenne des établissements entrants qui s'est manifestée aprés 1975 témoigne d'une 
certaine reduction de l'entrée mesurée attribuable a la revision survenue cette année-là. Chacun de ces 
établissements employalent en moyenne 20 personnes entre 1970-71 et 1972-73, mais 28.1 personnes entre 1975- 
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lItIp.trinrtrt. tic, rui$gnrlcs 4pnIr€e 1,.,,, Irs industrIes 
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1 o,tIpq 	 1011.0 	100.0 	 100.0 	100.0 
J.,i,tns Ic, c,uirt.r, 
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I) Ommvett,,re ')'smlr.e(23) 	 313.9 	10.0 	 14.4 	11.5 
Acqu),IIInn (22) 	 0.5 	9.7 	 10.1 	10.7 
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5) Aeqt,)sII Ion mliii,, 
maine (12) 	 1.6 	2.2 	 2.9 	3.0 

0) NnuoeIIe u.jlne. (13) 	 3.13 	4.0 	 4.2 	4.4 
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,rinn it noml,rr clushite. no I.,., IIyra),005 dcii hunt, nppmhrten,o1 
A ties ettlreprh,ns d',,ni' osIdgorle pnrtIettiidrc, rnprimd, cumin, 
tin pnh.rccntage di. bo(e, I,, oslo,, 00 de tout.,, Ii's IInral,no, 
darts on, )nd,,stnIe. 
I.e enleul 4., to mopenni' tlem,l oomph, di' lnutm'i ii', Intlu,irie.s (p 
tompell r!rllem miont is weleur dan, one psldgori, part(cultdre Cs) 

.6 ,kro). 

Tahlesu I 

Imporhumor,, di's euIl'go.Ieq di' will dnn.s It, Indinsirle, 
in Rnuffteturl&pt ennudlcnrte,.nI,, 1970 ci 1979, 41511, A pantir 

dautri', •nsen,i,le, di' donnde, lealcul correspondoril A Is moy,nne 
nbl ernie pour 167 hub,) ruts A qunire ehi Ofreul 

unid7,rle 	 rant 	di's unine, 	 Part ml,, lI,rpil,on, 

Unluers 	Peh0nt(IIom, 	ijfljrs 	F.chummil(lon 

	

inbdgral question. 	InlAgral queslion. 

	

oomph'! 	 Complel 

ionic, 	 100.0 	100.0 	 100.0 	100.0 

Touhe, it, sortie, 
denhenprise scIon 

I) E,rmeltir, rhuislmu,, (34) 	32.4 	24.6 	 14.1 	13.3 
7) AhldnuhInn (31) 	 0.5 	10.0 	 12.5 	12.7 

3) Trnn,ferI uh'o,((ne, (37) 

n) mPme prumprldtnlre 	 3.0 	4.3 	 3.4 	3.5 
I,) urnuvenum propnidlulre 	0.0 	0.9 	 1.3 	 1.3 

lottie, Ins enbneprlses 
err eiiplollnhion 

I) I'.Inhllsm,rnenI, en 
enploIls((on(I5) 	 $0.0 	55.3 	 02.9 	63.4 

AIldniitbon (II) 	 0.5 	0.9 	 1.1 	 1.1 

Fermotor, d'uIimmta (14) 	 3.3 	3.9 	 3.7 	3.9 

4)Trnns(i'rtd'Usin,u(I7) 	 0.4 	0.5 	 0.9 	0.0 

Rernmirqm,.,m I) Sn reporher no Tables,, I el no tente pour ,onnalire Is 
dAb milton dcii esIdgorli's. 
On messr, I')nsporlaope d'm,ne caidgorIc ,i'bon Ic nombre d'u,lne, 
00 Ii', llyroisnits di's oslo., dana celle eahdgonlc, eupnlmAs 
eomme miii pourceobag, de tout.,, Its ualni's 00 di' IooI00 Ie 
lIre,, ison,. 
Ii' nulcul di' Is mopenne blent ronspie di' 1001.5 Ii's Industries. 

acquisition (catégorie 22). Ce groupe représente environ 10 pour cent de Ia catégorie de l'entrée par suite d'une 
acquisition qui ne comprend pas les transferts d'usines (rangée 2, Tableau 3). On range dans Ia seconde sous- 
catégorie (rangee 3a, Tableau 3) les usines qui ont garde le même propriétaire (3.5 pour cent de toutes les 
livraisons). Ces usines font partie de la catégorie d'entrée de nouvelles entreprises par suite de Pouverture d'une 
usine (eatégorie 23). Leurs livraisons représentent environ 30 pour cent de Ia catégorie d'entrée de nouvelles 
entreprises par suite de Ia construction d'une usine lorsque les transferts ne sont pas pris en compte (rangée 1, 
Tableau 3). 

Les résultats des sorties sont le reflet de ceux des entrées. Les transferts oü n'intervient pas de changement de 
propriétaire peuvent augmenter d'environ 30 pour cent le taux de sortie des entreprises par suite de Ia 
fermeture d'une usine. Ie nombre de transferts d'usines par des eritreprises en exploitation est également élevé 
par rapport au nornbre d'ouvertures d'usines par ce type d'entreprise. Les transferts représentent 0.9 pour cent 
des Iivraisons en 1979 (rangee 7, Tableau 3) coniparativement a 4.4 pour cent en moyenne (rangée 6, Tableau 3) 
pour Ia part des usines neuves de Ia categoric des entreprises en exploitation. 11 faut done tenir cornpte des 
transferts puisque ceux-ci peuvent modifier sensiblement les taux d'entrée et de sortie calculés sur une longue 
durée. 

* Chevauchement des categories d'entrée et de sortie 

Afin de pouvoir examiner l'étendue de ce problème, nous avons estirné le nombre d'établissements et le nombre 
d'entreprises dans différentes categories d'entrée pour un échantillon réduit de 141 industries (un échantillon gui 
avait servi a une analyse de regression pour les entrants (Baldwin et Goreeki, 1987)). Nous n'avons tenu compte 
que des établissements visés par un questionnaire complet. 

Pour chaque industrie comprise dans L'échantillon de 141 industries manufacturières a quatre chiffres, le nombre 
noyen d'entreprises classées entrants était de 24.6 avant 1979, 4.9 entreprises par suite d'une acquisition et 
21.7 par suite de Ia construction d'une usine. 26  Par consequent, parmi les 24.6 entrants, 2 entreprises en 
moyenne ont fait leur entrée pendant Ia période 1970-79 en acquérant une usine et en en construisant une. Pour 
ce qui est des sorties, en rnoyenne 38.3 entreprises existantes en 1970 ont cessé leurs aetivités au cours de Ia 
dCcennie dont 7.2 par suite d'une alienation et 33.2 suite d'une fermeture. Ainsi, parmi les 38.3 entreprises 
sortantes, environ 2.1 par industrie en moyenne étaient dues a une alienation et a une fermeture diusine au 
cours de La période 1970_79.27 

Dans Ia catégorie des entreprises en exploitation, 50.3 entroprises en moyenne possédaient une usine dans 
l'industrie au cours des années initiale et finale. On dénombre 49.8 entreprises possédant des usines gui sont 
demeurées dans l'industrie au cours de la décennie, 1.6 qui ont aliéné des usines et 3.7 qui en ont fermées. La 
soinme des sous-catégories (55,1) est d'environ 10 pour cent supérieur au nolnbre d'entreprises en exploitation 
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usine, ou en faisant les deux. Les entreprises en exploitation peuvent construire une usine, alléner une usine ou 
en acquérir une. Cela peut créer plusieurs difficultés. Les pourcentages des différentes categories ne totalisent 
plus 100 pour cent. Les différents degrés dactivité dans plusieurs categories peuvent alors avoir une influence 
sur les comparaisons de l'irnportance de l'entrCe pour toutes les industries. Nous avons examine Ia portée de ce 
problème en nous servant de Ia base de données de longue durée. 

PROIJLEMES DE MISE EN APPLICATION: PRiCISIONS 

Dans les sections précCdentes, nous avons décrit et exam me d'une manière générale les choix a faire concernant 
Ia production de trois bases de données visant a étudier différents aspects de Pentrée et de Ia sortie, ainsi que 
les definitions gui s'y rapportent. Nous traiterons plus en detail dans les sections suivantes de chacune de ces 
bases de données en mettant l'accent sur La fagon de résoudre les problèmes de mise en application. 

La base de données de longue durée 

Sur une courte durée, les coinposantes cycliques et stochastiques de Ia croissance et du déclin des entreprises 
tendent a écraser les tendances structurelles. 11 en va de méme pour l'entrée et La sortie. Parce gue nous avons 
jugé que l'importance de I'entrée et de La sortie ne pourrait Se manifester que sur une plus longue durCe, nous 
avons utilisé Ia base de données qui offre le plus de details, soit La base de données de longue durée. L'entrée et 
Ia sortie sont mesurées au niveau de l'industrie a quatre chiffres. Toutes les categories du Tableau 1 sont 
utilisées. 

* Choix de l'échantillon 

Corn me nous l'avons déjà indiqué, l'importance de Ventrée et de Ia sortie peut être évaluée a l'aide de l'unlvers 
integral des entreprises et des établissements ou de l'échantillon réduit visé par le questionnaire complet. 
L'utilisatjon exclusive de l'échantillon réduit comporte des avantages. Toutefois, avant de recourir largement a 
cet éehantillon, it est essentiel d'évaluer les effets de cette démarehe. 

Le Tableau 2 indique le pourcentage de toutes les industries a quatre chiffres pour Lesquelles on a enregistré au 
moms une observation dans chacune des categories d'entrée ot de sortie. Les ratios de couverture sont présentés 
pour I'ensemble des établissernents compris dans chaque industrie et pour seulement l'échantillon visé par le 
questionnaire complet. Le fait de choisir cet échantillon ninflue de toute evidence pas beaucoup sur la 
Couverture. 

Le Tableau 3 renferme deux estimations de l'importance des différentes categories d'entrée étabLies a partir du 
nombre d'établjssements et de Ia valeur des livraisons. Le Tableau 4 contient des estimations de ltimportan ce  
des categories do sortie gui Se fondent sur les deux échantillons. Dans chaque cas, la premiere estimation repose 
sur Punivers integral, et Ia seconde, sur l'échantillon qui remplit le questionnaire complet. L'importance d'une 
catégorie d'entrCe et de sortie est mesurée en fonction des totaux de l'ensernble utilisé (toutes les observations 
dans le premier cas, seulement celles de l'échantillon visé par le questionnaire complet dans te second). Les 
estimations qui figurent dans les Tableaux 3 et 4 représentent La rnoyenne de l'importance de chaque catégorie 
pour 167 industries it quatre chiffres. 

II est evident que lorsqu'on tient compte du nombre d'établissements, I'utilisation de l'échantillon visé par le 
questionnaire complet a une influence sur l'importance de l'entrée et de la sortie; l'cffet est beaucoup moindre 
si Pon tient compte des Iivraisons. Cet échantillon peut donc servir a mesurer les valeurs des livraisons gui ont 
été modifiées par l'entrée et la sortie sans trop les fausser. Cette conclusion s'applique également a d'autres 
mesures d'intrant ou d'extrant. 25  

* Entrée d'usines entiêrement nouvelles v. entrée d'usines reclassées 

Etant donné que l'on peut définir une entrée et une sortie d'établissement en tenant compte ou non du transfert 
d'usines d'une industrie a une autre, nous avons examine limportance de la catCgorie du transfert d'usines. A 
cette fin, tous les établissernents en exploitation auxquels on avait attribué Un code de Ia CAE en 1979 different 
de ceLui de 1970 ont été considérés comme des entrants en 1979 et des sortants en 1970 de l'industrie a quatre 
chiffres en question de Ia CAE, solon un transfert dusines. Nous avons divisé les transferts d'usines en deux 
categories: les transferts associés a une entrée d'entreprises et ceux associés a des entreprises en exploitation. 
Dans le premier cas, le transfert a permis d'intégrer une nouvelle entreprise dans une industrie; dans l'autre cas, 
I'entreprise, dont l'usine a reçu un nouveau code de La CAE, possédait déjà une usine dans cette industrie. On 
considére qu'une entreprise est en exploitation ou nouvelle selon qu'eLLe possède ou non une usine dans une 
industrie particulière a quatre chiffres. 

Les Tableaux 3 et 4 renferment également des estimations de l'importance de l'entrée de nouvelles entreprises 
par suite d'un transfert. Le taux d'entrCe de nouvelles entreprises par suite d'un transfert s'élève a 4.6 pour cent 
lorsqu'on utilise les livraisons et I'échantillon visé par le questionnaire complet pour mesurer. L'échantillon 
choisi n'influe pas beaucoup sur ce taux. On peut diviser en deux sous-catégories Ic taux d'entrée des nouvelLes 
entreprises dans une industrie par suite d'un transfert: La premiere (rangée 3 b, Tableau 3) correspond aux 
transferts dans le cas d'un changement de propriétaire (1.1 pour cent de toutes Les livraisons de I'industrie selon 
L'Cehantjllon visé par le questionnaire complet) et sont inclus dans Ia catégorie de l'entrée par suite d'une 
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Nous n'avons pas suivi cette ligne de conduite dans le cadre de La présente étude. Nous pensons qu'il y a 
suffisamment de retard dans les declarations du recensement pour considérer que les chifires des effectifs 
totaux pour In premiere et La dernière année de declaration dun établissement correspondent essentiellement a 
une année complete d'opération. Nous en avons fait In verification en examinant les chiffres des effectils 
déclarés par les entreprises sortantes, pour l'année de sortie et l'année précédente. Les differences étaient 
relativement mineures et sOroment pas de l'ordre de 100 pour cent, comme le laisserait supposer Ia rCgle du 
double ment. 

* Nuances dans les definitions 

Une fois que l'on a déterminC les categories a mesurer, it reste a résoudre les problèmes de mise en application 
parce que, dans certains cas, d'autres definitions peuvent servir a mesurer une catégorie d'entrée et de sortie 
particulière. Deux questions ont été examinées attentivement. Premièrement, faudrait-il considérer les usines 
qui changent de secteur industriel cornme des creations et des disparitions; et, cleuxièmement, y a-t-il 
chevauchement des categories "entrée d'entreprises" et "sortie d'entreprises"? 

Reclassification d'une usine considérée 
comme une entrée. 	L'entrée d'un 
établissement 	correspond 
l'apparition d'une nouvelle usine. Une 
nouvelle usine peut figurer dans une 
industrie particulière a quatre chiffres 
parce qu'elle n'était pus prise en 
compte dens le recensement des 
manufactures, ou parce qu'elle faisait 
partie d'une autre industrie et queUe a 
été transférée dens I'industrie donnée. 
Un établissement est classé dens une 
industrie en fonction de ses produits. 
Lorsqu'il change son type de produit, 
l'industrie a laquelle it appartient aux 
fins du recensement peut changer 
(bien que, pour ce faire, l'on attende 
de verifier si le changement de produit 
est dCfinitif). 	Un transfert a lieu 
parce qu'une usine dont In production 
principale était attribuée auparavant a 
d'autres 	industries 	concentre 
maintenant La plus grande partie de 
ses activités sur des produits qui 
appartiennent a l'industrie en question. 
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II n'est pas facile do determiner In ligne de conduite a suivre dans le cas des usines qul ont été reclassCes dens 
une autre industrie. La reclassification dans l'industrie N des usines de l'industrie M entraine pour le 
recensement un transfert des effeetifs totaux de M a N qui n'est généralement pas assoeié a la creation de 
nouveaux emplois dens N equivalent au total de l'emploi de l'usine reelassée. Par eonséquertt, les mesures de 
l'entrCe qui liennent compte de cette forme d'entrée thins N semblent, ñ premiCre vue, surestirner le taux de 
creation et de perte d'emplois attribuable a l'entrée et a Ia sortie. Ce raisonnement laisserait supposer qu'il 
faudrait, dans Ic cas des etudes de La rotation du personnel, exelure les transferts. 

D'autre part, dens Ic cas des etudes de In concurrence, Los transferts sont importants et devraient être inclus 
dans ces etudes puree qu'ils intègrent de nouveaux participants dans l'industrie. 

Nous evens résolu le probléme en mesurant l'irnportance des transferts a l'aide de In base de données de longue 
durée. Pour ce qui est des bases de données de courte durée, Jes transferts posent probablement moms do 
problèmes. Les bases de données qui servent i mesurer Ies taux annuels d'entrée prennent seulement en compte 
les entrées et los sorties du secteur manufacturier dana son ensemble. Los transferts d'une industrie a quatre 
chiffres a une autre au sein de ce secteur ne posent pus alors de problémes. Toutefois, au niveeu de l'agrCgation, 
des transferts d'entrée et de sortie peuvent se produire si les usines sont reclassées dens le secteur du 
commerce de gros. Dens le cas des bases de données de courte durée, les transferts sont considérés comine des 
entrées et des sorties et nous n'avons pas essayé d'en mesurer prCcisérnent Pionportance. 

Chevauchement des categories d'entrée d'entreprises. La definition de l'entrée et cle In sortie en termes de 
nombre d'usines pose peu de problèmes de chevauchemnent. Les usines sont classées dens une seule catégorie. Le 
problème de chevauchement est potentiellement plus sérieux Iorsqu'on mesure l'entrée a l'aide du nombre 
d'entreprises. Une entreprise peut entrer dans l'industrie en eonstruisant une usine, en faisant l'acquisition d'une 
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a un état financier typique des revenus et dépenses d'une société. On l'envoie aux petits établissements 
manufacturjers dont Ia valeur des livraisons se situe en decâ d'un seul minimum" (Statistique Canada, 1979, 
page 10). 

Certaines usines trés petites ne reçoivent ni le questionnaire complet ni le questionnaire abrégé. Les données 
retatives a ces usines sont tirées des dossiers administratifs fiscaux plutôt que des questionnaires postaux. A Ia 
fin des arinées 1970 et au debut des années 1980, les deux types de petits 6tablissements 18  rendaient compte de 
5 pour cent ou mains de toutes les Iivraisons du secteur manufacturier: 2.0 pour cent en 1970, 4.1 pour cent en 
1975 et 3.4 pour cent en 1982.19 Par contraste, ces établissements représentaient 40 pour cent de tous les 
établissernents de ce seeteur en 1970, 50 pour cent en 1975 et 53.9 pour cent en 1982.20 

II est important de comprendre Ia difference entre un grand et un petit établissement parce qu'it est parfois 
opportun, pour des raisons de coat, d'utiliser seulernent un sous-ensemble de tous les établissements pour 
mesurer l'entrée et Ia sortie. De plus, La creation et Ia disparition de petits Ctablissements peuvent dépendre de 
l'empressement que l'on met a trouver ces petits établissetnents. Cet empressement peut aussi varier d'une 
année a l'autre en fonction des eóntraintes budgétaires auxquelles I'organisme statistique est soumis et des 
problèmes administratifs que pose te flot de paperasserie que L'on impose aux entreprises plus petites. 

Dans le cadre de Ia présente étude, nous avons retenu essentiellement les établissements qui remplissaient un 
questionnaire complet pour les raisons invoquées plus haut et parce que t'éehantillon visé par ce questionnaire 
nous permettait de mesurer d'une façon logique un plus grand nombre de caractéristiques des entrants. Ceta est 
dO au fait que les questionnaires complets renferment des renseignements plus détaillés sur les activités des 
usines et que certains concepts, comme Ia valeur ajoutée, ne sont pas définis de Ia méme manière dans le cas du 
questionnaire complet et du questionnaire abr6g6. 2 ' 

Nous avons examine les repercussions de I'utilisation de cet échantillon en comparant les taux d'entrée et de 
sortie établis a L'aide de L'univers des établissements de recensement et ceux établis a I'aide de l'échantillon visé 
par le questionnaire complet seulement. Nous avons utilisé a cette fin Ia base de données de tongue durée, 1970 
représentant I'année initiale et 1979, I'année finale. L'échantillon visé par Le questionnaire comptet donne un 
taux d'entrée et de sortie beaucoup plus bas que L'échantitlon integral Iorsque nous nous servons du nombre 
d'usines et d'entreprises; toutefois, son utilisation ne modifie pas beaucoup l'estimation de ces taux lorsqu'on les 
mesure en termes d'effectifs ou de livraisons. 22  Nous y reviendrons plus loin. Les petits établissements sont 
nombreux mais ne représentent qu'un faible pourcentage des effeetifs totaux. 

Les raisons qul nous ont amenés a ne retenir que le questionnaire complet pour les établissements nous ont aussi 
conduit a choisir les entreprises gui ne possédalent que les établissements visés par cc questionnaire pour les 
bases de donnCes de courte durée. Aux fins du recensement des manufactures, une entreprise est eonstituée de 
tous les Ctablissements qu'elle possède. On reserve spécifiquement Les questionnaires complets aux 
établissements d'entreprises plus importantes et les questionnaires abrégés, aux petites entreprises. 

L'utilisation du questionnaire complet crée un certain probLème de dépendance. La demarcation entre un 
étabtissement visé par un questionnaire abrégé et celui visé par un questionnaire complet a change radicalement 
en 1975. Cela ne pose pas de problèmes majeurs pour Ia base de données de longue durCc. Ce ne serait PBS te 
cas si on comparait les périodes 1970-75 et 1976-80, parce qu'iI y aurait un peu moms d'entrants dans in dernière 
période. Le probléme est plus aigu Iorsqu'on mesure tes taux annueLs d'entrée et de sortie puisqu'une 
discontinuité prend de t'importance au milieu de La période. Nous traiterons de cc sujet dans une autre section. 

* unites de mesure 

L'importance de l'entrée peut se rnesurer en termes de nombre d'établissements et d'entreprises, ou d'extrants 
et d'intrants. Nous utilisons les deux ensembles de mesures. Les taux d'entrée et de Sortie calculés a l'aide du 
no:nbre d'établissements et d'entreprises indiquent si Le processus d'entrée et de sortie est facile; s'iIs sont 
calculés a l'aide du volume d'extrants ou d'intrants, les taux déterminent L'importance de ce processus. Les deux 
variables des livraisons et des effectifs totaux (salaries) permettent de mesurer le volume. Les tivraisons 
reprCsentent Ia niesure Ia plus logique pour étudier le processus concurrentieL parce que celles-ci indiquent Ia 
part du marché que tes entrants peuvent occuper. Dc son côté, Ia mesure des effectifs nous permet de connaitre 
Pincidence de l'entrée et de la sortie sur La rotation du personnel. 

La mesure des effectifs provient dans tous tes cas des statistiques de l'activitC totate obtenues I partir du 
recensement. 23  Dans Le cadre de celui-ci, elle est présentCe comme un equivalent annuel. Si, par exempLe, une 
usine emploie 60 travailleurs par mois pour une pCriode de six mois, on enregistrera 30 années- hommes. Dans 
certains cas, cette facon de procéder peut se traduire par une tendance I La baisse des estimations d'entrée et 
de sortie (puisque 60 personnes et non 313 sont touchCes par Ia sortie de I'usine décrite ci-dessus). Elte 
modifierait également les taux d'entrCe et de sortie calculés puisque ce facteur n'aura vraisemblabLement pas Ia 
même incidence sur l'emploi dans les usines en exploitation, qui forment Ie dCnominateur de ce calcuL. On 
pourrait aussi supposer que les entrants et Les sortants sont répartis uniforinément sur toute I'année et que Ia 
durée de vie moyenne est de six mois. Tous les chiffres des effectifs bruts qui se rapportent a l'entrée et a Ia 
sortie seraient ators doubles. 24  
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identificateurs d'entreprise qui ont été faites indiquent que les changements a cet égard tiennent compte de 
fluctuations économiques importantes. 11 ne s'agit pas de simples changements de raison sociale, de 
réorganisations de société mineures ou d'erreurs de codage. 

PROBLEMES DE MISE EN APPLICATiON: QUESTIONS G1N11tALES 

Les grandes questions d'ordre conceptuel comme la période a étudier, le niveau de detail d'industrie et les 
categories d'entrée et de sortie a choisir sont relativement sirnples a résoudre. It en va tout autrement des 
problèmes relatifs aux partleularités de chaque base de données qui rendent difficile Ia mesure precise des 
entrées et sorties. Nous donnons dans cette section une vue d'ensemble de certains de ces problèmes et de leur 
importance pour tes données tirées du recensement des manufactures et utilisées dans ce document. Nous 
décrirons plus en detail dans les sections suivantes Ia solution propre a chaque problème et nous rendrons 
compte alors des difficultés posées par chaque base de données. 

* Couverture 

La valeur des statistiques d'entrée et de sortie dépendra de I'exhaustivité de la couverture offerte par In base de 
données. Des bases de données, comme celle de Dun and Bradstreet utilisée par Birch (1979, 1981), et Is U.S. 
Small Business Administration (1984), sont incomptètes ayant été créées uniquement a partir des dossiers 
fournis par les sociétés qui voulaient être inscrites dans ces bases de données a des fins d'estimation de leur 
solvabilitC. D'autres bases de données, comme celles qu'ont créées Storey 17  et ses eollègues du R.-tJ., sont 
établies a partir de différentes sources, dont aucune ne peut se comparer it un recensement complet. 

L'utilisation du recensement canadien des manufactures pour mesurer l'entrée et Ia sortie permet de surmonter 
en grande partie ces problCmes. Les données canadiennes embrassent toutes les entreprises du secteur 
rnanufacturier et sont recueiilies par un organisme statistique officiel. Ces données sont le résultat combine de 
l'expertise du personnel et de Ia vaste couverture que supposent Ia réalisation de recensements nationaux. 

Les bases de données longitudinales peuvent aussi poser des problèmes, pas tellement en raison d'une couverture 
incomplete, rnais parce qu'eiles ne sont pas courantes ou qu'elles subissent des modifications. Cela est souvent 
dO au fait que ion tarde a ajouter de nouvelles entreprises a une base de données ou a éliminer celles gui 
n'existent plus. Dc soudaines vagues d'activité pour saisir des entreprises existantes qu'on au"ait peut-être 
oubliées ou pour éli,niner des fichiers les entreprises défuntes, peuvent produire un faux niveau des entrées et 
des sorties mesurées pour une année donnée. 

Ces problémes ne se posent génCralement pas pour le recensement des manufactures parce que celui-ci est 
annuel. Les dossiers administratifs fiseaux constituent un bon moyen de trouver de nouveiles usines et 
entreprises. De plus, un personnel qualifié est chargé de faire le suivi des entreprises qui existaient déjà et qui 
n'ont pas retourné leur questionnaire de recencement, pour verifier si elles sont toujours en exploitation. En 
général, le recensement canadien renferme done des données détaillées et courantes a portir desquelles on peut 
obtenir des taux annuels des entrées et des sorties significatifs. Certains retards et omissions peuvent se 
produire, mais its seront négligeables comparativement a ceux d'autres sources. 

Les données du recensement canadien ne sont pas complétement a l'abri d'un changement de couverture sur une 
période particulière. Un tel changement s'est produit au milieu des années 1970. 11 existe toutefois des 
informations qul permettent d'estimer l'effet précis d'un changement de couverture du recensement. 

Ce probléme ne devrait pas avoir de repercussions sur La base de données de 1970- 79 qui a été créée pour 
mesurer I'entrée et In sortie sur une iongue durée, puisqu'une grande partie des entrants oubliés au milieu des 
années 1970 auront été introduits dans in base avant 1979. Toutefois, ii n'en a pas été ainsi pour les bases de 
données des établissements et des entreprises gui servent a mesurer les taux annuels d'entrée, et des 
modifications ont dO être apportées pour faire face A ce problème. Nous traiterons de ces bases dans une autre 
section. 

* Choix de I'échantillon 

L'avantage d'un recensement officiel repose sur is large couverture qu'il offre. Par contre, l'utilisation de tous 
les questionnaires pour faire t'analyse peut être trés coOteuse. De plus, ii faut se rappeler que tous les 
questionnaires ne sont pas d'égale qualité. 

Les établissements interrogés directement par Statistique Canada clans le cadre du recensement annuel des 
manufactures peuvent recevoir un questionnaire complet ou abrégé. Voici queue est is difference entre les 
deux: 

"Le questionnaire compiet est un questionnaire très détaillé envoyé aux établissements dont Is valeur des 
livraisons dCpasse des seulls minimums gui varient selon Ia province et l'industrie d'une année a l'autre; ii est 
concu pour prendre en compte a peu près toutes les livraisons de l'industrie. En 1975, seule une faible partie 
(4.1%) de Ia valeur des livraisons des produits de propre fabrication des industries manufacturléres na pas figure 
sur les questionnaires complets. La formule abrégée constitue un questionnaire simplifié gui ressemble beaucoup 
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corresponde a de véritables creations et disparitions d'entreprises par suite de l'ouverture ou de In fermeture 
d'une usine, étaient plus grandes. 

Afin d'être en mesure d'évaluer les types de changements qui se sont produits lors de l'apparition ou de Ia 
disparition d'un code ENT au moment de l'acquisition ou de l'aliénation d'une usine, tous les établissements visés 
ont été classes dans une catégorle ou plus. Cet exercice avait deux buts. Le premier consistait a évaluer 
l'importance des changements apportés a la base de données et attribuables a des acquisitions et a des 
aliénations, et le second, a isoler le nombre de cas oO le changement de code ENT n'était dO qua des causes 
mineures, comme un changement de raison sociale gui n'était pas accompagné d'un événement important. line 
cause mineure est plus difficile a définir qu'une cause majeure. Par consequent, nous avons procédé par rétro-
elimination, en faisant abstraction des cas de réorganisation importante et en examinant par Ia suite Ia 
catCgorie restante. 

Trois événements ont été jugés suffisamment importants pour écarter les changements organisationnels 
mineurs. Le premier événement correspondait au changement du pays contréleur de l'entreprise a qui 
appartenait l'usine en 1970 comparativement A 1979.13  1e deuxième événement consistait a verifier si l'entre-
prise gui avait fait une acquisition ou aliéné une usine, avait poursuivi ses activités tout au long de Ia 
d6cennie. 14  Dans le premier cas, l'entreprise acquérante possédait en 1970 une usine qui faisait partie d'une 
industrie a quatre chiffres autre que celle dont faisait partie en 1979 l'usine acquise. Dens le second cas, 
l'entreprise gui avait quitté une industrie en aliénant une usine, pouvait se retrouver dens une autre industrie en 
1979. Le troisième èvénement correspondait a une fusion horizontale. 15  Cela Se produisait lorsqu'une entreprise 
gui entrait dans une industrie par suite de l'acquisition d'usines Ic faisait en acquCrant des usines de plus d'une 
entreprise. II est peu probable que l'un ou I'autre de ces événements importants sit pu avoir lieu sans un 
change rent organisat lonnel majeur. 

Cheque usine qui a (sit Pobjet d'une acquisition ou d'une alienation a été classée en fonction des categories 
d'événements importants. Comme les categories ne s'exeluent pas rnutuellement, une usine pourrait être classée 
dans plus d'une categoric. On mesure I'irnportance d'une catégorie pour les entrants selon le ratio de La somme 
des livraisons en 1979 de toutes les usines dens toutes les industries contenues dans cette catCgorie, divisé par 
les livraisons en 1979 de toutes les usines acquises par les entreprises gui entrent dans une industrie. 
L'évaluation cle l'importance des différentes categories a partir des usines qui appartenaient a des entreprises 
gui ont quitté une industrie en aliénant celles- ci, se rnesure de la même facon, mais en utilisant Les livraisons 
de 1970. 

Prés de In moitié des livraisons de 1979 des usines acquises lors de l'entrée des entroprises était attribuable a 
des usines acquises par des entreprises qui possédalent des usines dens une autre industrie canadienne en 1970. 11 
s'agissait alors de fusions aux fins de diversification et non d'une forme mineure de rCorganisat ion de société. Le 
changement du pays contrôleur a eu une influence sur environ 43 pour cent des livraisons des usines acquises par 
de nouvelles eritreprises. Les fusions horizontales su sein de la catégorie des acquisitions et des aliénations ont 
été moms irnportantes. Environ 13 pour cent des livraisons en 1979 provenaient dusines qul avalent été 
fusionnées avec d'autres usines de Ia même industrie a un moment donné au cours de is décennie, et gui 
s'inscrjvajent dens le processus d'acquisition qui avait intégré de nouvelles entreprises dans une industrie. Aprés 
avoir pris en consideration tous les événements principaux, nous avons constaté que seulement 25.3 pour cent 
des livraisons n'étaient pas rattachés a une acquisition par une entreprise canadienne existante, a un 
changernent de pays contrôleur ou A une fusion horizontale. 

Nous avons Pu observer, en faisant une analyse semblable des sorties, que le pourcentage des cas d'aliénation gui 
n'étaient pas accompagnés d'une fusion horizontale, d'un changement de pays contréleur ou de La continuation 
dens une autre industrie des activités de l'entreprise aliénante, était quelque peu supCrieur a celui des entrées 
(environ 35.1 pour cent). 

Les deux ensembles d'usines dans chacune des categories restantes ne se chevauchent pas entièrement. 
L'application simultanée des évCnements principaux aux usines aequises et aux usines qul ont fait l'objet d'une 
alienation, révèle que seulement 8.6 pour cent de toutes los usines gui ont enregistré 9.5 pour cent des livraisons 
restantes n'ont peut-être pns subi une réorganisation majeure. 

Nous avons fait une verification manuelle des usines de Ia derniére categoric. II en est ressorti qu'un 
changement mineur dans l'état de l'entreprise, tel un changement de raison sociale, était Intervenu pour 3.4 
pour cent des établissements originaux enregistrant 1.6 pour cent des effectifs. Comme on peut le constater 
dens les Tableaux 3 et 4, Ia reclassification dens In categoric des établissements en exploitation (15) du groupe 
gui faisait partie des categories de I'acquisition (22) et de l'aliénation (31), n'a eu aucun effet sur I'importance 
de ces categories. 

Nous pouvons conclure gu'un examen des différents types d'entrée du fait dune acquisition et de sortie du (alt 
d'une alienation, confirme Ia designation de cette categoric. Compte tenu du rode d'attribution des 
identificatcurs do nouvelles entreprises utilisé dans beaucoup de bases de donnCes, ii peut toujours arriver que le 
phénomène que L'on mesure ne soit pas assoeié a un changement important dens In structure de contrôle ou 
d'exploitation du groupe. 16  Les réorganisations de société qui donnent lieu a une nouvelle structure juridique 
sans changer In structure ou les principes directeurs en matière de propriété ou d'exploitation peuvent se 
produire pour plusieurs raisons (des reductions d'impôts, par exemple). Les verifications de validation des 



compare les variables de La raison sociale, de Ia propriCté et de l'emplacement de toutes ces usines avec celles 
de nouvelles usines pour l'année 1985 pour voir s'il y avait des correspondances avee une des usines qui avait 
disparu. Parmi les usines en exploitation en 1981, 12,076 avalent disparu en 1985. Ces usines employaient 
206,668 travailleurs en 1981. De ce nombre, seulement 10 usines employarit 209 employés pouvaient avoir été 
l'objet dune erreur de codage. Nous n'avons Pu trouver que 10 nouvelles usines en 1985 qui semblaient 
correspondre a une usine de 1981 qul avait perdu son nurnéro d'identification. Cela nous amène a supposer que La 
surestimation du taux de fermeture, établi en fonction de Ia disparition de l9dentificateur de l'usine, est 
nCgligeable. 

Des prohlèrnes administratifs peuvent également causer le type d'erreur oppose. Si l'on attribue de nouveaux 
identificateurs d'usine lorsqu'on ne le devrait pas, ii en résulte une sous-estimation du taux de sortie en 1981 et 
du taux d'entrée en 1985. Nous avons aussi examine Ia fréquence du type d'erreur oppose. En effet, nous avons 
vérifié si La base de données renfermait deux identificateurs d'usine identiques pour les années 1981 et 1985, 
lorsque les trois variables (raison sociale, propriété, emplacement) avaient change. Les codes d'identification 
de 1981 de ces usines auraient dQ être changes et remplacés par de nouveaux codes avant 1985. Nous avons 
trouvé environ 18 usines employant au total 1,298 travailleurs. Encore une fois, le nombre d'usines de cette 
catégorie représentait un pourcentage insignifiant du total des sorties. 

Le premier type d'erreur et Ic second type d'erreur occasionneraient respectivement une hausse et une baisse 
constantes des taux de creation et de disparition des usines. Dans chaque cas, les erreurs étaient rninimes et 
essentiellement neutralisantes. De plus, le nombre d'erreurs était probablement gonflC puisque I'identifieation 
des probtèmes potentiels de codage reposait sur les programmes informatiques et que l'on ne s'est pas attardé 
aux erreurs réelles de codage étant donné que le taux d'erreur potentiel maximal était déjà très bas. 

Compte tenu de Ia nature des critères utilisés pour réattribuer l'identificateur d'usine NSD et du soin apporté 
par Statistique Canada au respect de ces critères, nous pouvons conelure que, dans le cadre du recensement 
annuel des manufactures, l'apparition des nouveaux codes d'établissement et La disparition des anciens peuvent 
généralement être attribuées a de "véritables" ouvertures et fermetures. Cela ntest  pas le cas de certaines 
autres bases de données o6 un ehanement de personne juridique est une justification suffisante pour supprimer 
un code et en attribuer un autre.12  Dans cette étude, Ia propriété et Ia raison sociale de l'usine peuvent 
changer, mais dans La mesure oü l'emplacement reste Ic méme, ii n'y aura ni changement d'identificateur ni 
fausse indication quant a l'ouverture et a Ia fermeture d'une usine. 

* Le code de l'entreprise 

Les identificateurs d'entreprise (codes ENT) ont permis de suivre I'évolution des groupes d'établissernents sous 
contrôle commun. Le méme identificateur ENT a été attribué a toutes les usines de l'industrie manufacturiére, 
forestière et rniniCre appartenant a Ia méme entreprise. Ce code ne représente pas Ia personne juridique, mais 
s'apparente intentionnellement au concept d'une entreprise analyse plus haut. Les personnes juridiques sont déjà 
identifiées par des codes (S.LR.E.); en cas de changement de personne juridique (a La suite d'une incorporation, 
d'une fusion ou d'une réorganisation des établissements) ou de propriétaire, de nouvelles valeurs sont attribuées 
aux codes S.L.R.E. et les anciennes sont supprimées. Etant donné que l'identité de la personne juridique change 
beaucoup plus souvent que I'entreprise qui contréle la personne juridique, L'utilisation d'un code (S.LR.E.) pour 
identifier celle-ci peut produire de "fausses" creations et disparitions. Dans nos diverses etudes, les creations 
sont considérées comme fausses si elles ne supposent que des ehangements mineurs qui n'entrent ni dans La 
catégorie des entrées par suite de la construction d'une usine ni dans celle des entrées relatives it ltacqu i s ition  
que nous avons défini précédemment. 

Par contre, des changements de code ENT dans Ia base de données ne rendent fondamentaLement compte que 
des transformations importantes dans L'organisation d'une entreprise. L'apparition d'un code ENT dans une 
iridustrie devrait correspondre a une entrée a La suite de La construction ou de l'aequisition d'une usine (oé 
l'acquisition engLobe des ehangements de contrôle qui n'aboutissent pas nécessairement a Ia fusion des installa-
tions de l'entreprise aequise avec celLes de l'acquéreur). De La méme façon, La suppression d'un code ENT devrait 
correspondre a une fermeture. Corn me dans le cas des établissements, on ne devrait pas supprimer les codes des 
entreprises qui sont toujours en exploitation et en attribuer de nouveaux sans avoir une bonne raison de le faire. 
Toutefois, contrairement aux étabLissernents, Les régles qui régissent Ia rCattribution des codes des entreprises 
en exploitation ne sont pas aussi clairement définies. Cela s'explique en partie par La plus grande complexité des 
événemcnts dont devrait tenir eompte toute definition. La règLe relative a Ia raison sociale, ê L'emplacernent et 
a Ia propriété, qui s'applique au changeinent d'identificateur dune usine ne serait pas suffisante. 

Les codes ENT ne devraient être changes que lorsqu'un événement important se produit dans Ia vie de 
l'entreprise. Nous avons examine attentivement dans quelle mesure cela Se transpose dans Ia base de données. 
Pour cc faire, nous n'avions pas a verifier toutes Les categories qui comportaient une attribution ou une 
suppression de code ENT. Puisqu'un code NSD et un code ENT avaient été attribués it chaque établissement, 
nous avons porte notre attention exelusivement sur les entreprises qui ont fait Leur entrée dans une industrie en 
acquérant une usine ou qui ont quitté l'industrie en aLiénant une usine (categories 22 et 31 du Tableau 1). De 
cette facon, nous éLiminions les cas de creation ou de disparition d'entreprises par suite de Pouverture ou de La 
fermeture d'un étabLissement (categories 23 et 34). Compte tenu du soin apporté par Statistique Canada it 
I'attribution et a La suppression des codes d'étabLissernent, les chances que Ic dernier ensemble d'événements 
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"II existe en fait un niveau intermédiaire entre létablissement et lentreprise: Ia personne juridique. 11 &agit de 
l'unité de propriété. Les personnes juridiques peuvent être constituées ou non en soclétés par actions, ou encore 
être formées d9ndividus. Une personne juridique peut en posséder une autre, de sorte qu'il est possible pour une 
entreprise de contrôler plusieurs personnes juridiques, tout comme une personne juridique peut posséder 
plusieurs unites dexploitation (établissements)" (Statistique Canada, 1983, page 24).6 

Puisqu'une entreprise correspond a l'unité gui regroupe tous les établissements en propriété commune, on peut 
créer des sous-unités qui combinent totis ces établissements dans un regroupernent d'industries particulier 
(I'Industrie a deux, a trois ou a quatre chiffres). Ainsi, on peut mesurer l'entrée des entreprises au niveau dune 
industrie particulière ou pour l'ensemble du secteur manufacturier. La base de données de tongue durée (1970-
79) contient des informations au nivcau de detail Ic plus fin (quatre chiffres). Pour mesurer les taux annuels 
d'entrée et de sortie, on a recours au secteur manufacturier dans son ensemble. Lorsqu'on compare les résultats 
d'un ensemble de données a ceux d'un autre, ii faut Se rappeler qu'il n'est pas nécessaire d'obtenir les mCmes 
estimations pour les raisons exposées plus haut. 

DlTERMINATION DE L'ANNEE D'ENTREE ET DE SORTIE 

On attribue a ehaque établissement un numéro didentification unique, le nutnéro de série de dossier (NSD). 7  
L'établissement conserve cc numCro aussi longtemps qu'il est inelus dans le recensement des manufactures. 8  On attribue également un identificateur unique a chaque entreprise (que l'on appellera ici le code ENT). 9  
Contrairement au NSD d'un établissement, le code d'entreprise peut changer lorsqu'une entreprise en achète une 
autre. 

La creation d'une usine ou d'une entreprise correspond a I'apparition d'un nouveau code d'identification, et une 
sortie se produit lorsque le code disparait. Si le code demeure en vigueur tout au long de Ia période gui fait 
l'objet de I'étude, on dit que l'usine ou I'entreprise est en exploitation. La base de donnCes do courte durée se 
sert d'années contigues entre 1970 et 1982 pour comparer Pétat des établlssements. La base de données de 
longue durée compare Pétat de ceux-ci Ia premiere et Ia dernière année de Ia décennie 1970. 

Ce sont, premièrement, I'état (La continuation des operations, Pinterruption des operations, ou Ia creation) dune 
usine et, deuxièmement, Ic nivenu d'activité qui permettent de définir l'entrée et In sortie. Le nombre 
d'entrants est ealculé In premiere année oi I'identificateur fait son apparition et que le chiffre des effectifs ou 
Ia valeur des livraisons du fabricant est positif; on considère quo Les sorties se produisent l'année qui précède Ia 
disparition de l'identificateur, ou l'année mêrne de cette disparition lorsque Ic chiffre des effect ifs ou Ia valeur 
des livraisons tornbe a zero. 10  Le dernier critCre permet d'exclure du compte des sorties les unites de 
production qui, pour une raison quelconque, avaient dCjñ cessC leurs activités. 

VALIDATION DES IDENTIFICATEURS 

L'examen des changements apportés aux identificateurs d'entreprise et d'établissement permet de mesurer 
l'entrée et La sortie. tTous verrons dans cette section pourquoi ccs identificateurs apparaissent et disparaissent. 

Le code de Pétablissement 

On considère que l'entrée et In sortie d'usines coincident avec l'apparition et la disparitlon d'un code 
d'Ctabiissement (Ic NSD), Que cette definition produise des estimations signilicatives des ouvertures et des 
fermetures d'établissement depend de La mCthode utilisée par L'organisme statistique pour attribuer les codes 
d'Ctablissement. La fermeture d'un établissement justifie habituellement Ic retrait d'un code; toutefois, 11 peut 
arriver que I'on réattribue a des usines en exploitation des codes NSD: on remplace l'ancien code par un 
nouveau. Si cela se produit, ii y aura surestimation des ouvertures et des fermetures. 

Des problCmes se posent a Ce chapitre parce que les établissements, comme les entreprises, comportent 
plusieurs caraetCristiques. Certaines de ces caractCristiques peuvent changer pendant In durée de vie d'un 
établissernent et amener le système de codage administratif C attribuer un nouveau numéro méme si 
létablissement n'a pas cessé ses activités. Si, par exemple, l'une d'elles change (tel In propriété) entrainant une 
rCattribution de code, In creation et Ia disparition ne correspondra pas C une ouverture et a une fermeture d'étabLissc me nt. 

La signification de In creation et de Ia disparition d'un Ctablissement depend done du type d'événement qui a 
arnené L'organisme statistique C attribuer un nouveau code NSI) aux usines gui flout pas cessé leurs activitCs. La 
ligne de conduite de Statistique Canada consiste, dans Ic cas d'un établissement en exploitation, a rejeter Ic code et a en attribuer un autre seulement si les trois variables de L'emplacement, de in propriété et de In raison 
sociale ehangent simultan6nient. 11  Cette ligne de conduite écarte du compte des disparitions les ens oü 
seulement La propriCté ou La raison sociale change. 

La validité des mesures d'entrée qul sont établies tient au degré de diligence avec lequel Statistique Canada 
applique cette ligne de conduite. Deux tests ont perinis d'en faire La verification. Premièrernent, toutes les 
usines qul Ctaient en exploitation en 1981 et avaient disparu en 1985 ont fait l'objet d'un exarnen. Nous avons 
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industrie a quatre chiffres, d'une entreprise qui n'était rattachée a aucune autre usine de cette industrie en 
1970. 11 y a disparition dune entreprise lorsque l'entreprise gui était rattachée a une usine en 1970 n'étatt plus 
rattachée a aucune usine d'une industrie de quatre chiffres particulière a compter de 1979. L'entreprise a été 
définie comme tous les établissements sous contrôle commun au sein dune industrie a quatre chiffres de In 
CAE. On prendra note que les usines ou les entreprises qui ont fait leur entrée dans une industrie après 1970 et 
gui ont disparu avant 1970 ne sont pas prises en compte dans les mesures d'entrée ou de sortie tirées de la base 
de données de tongue durée. 

En raison du lien gui unit Pusine et l'entreprise dans la base de données de longue durée, on peut mesurer 
plusieurs categories d'cntrée différentes. La rnatrice de l'état des usines et des entreprises présentée dans le 
Tableau 1 offre un résumé de ces categories. Les codes d'identification de cellule, qui serviront par Ia suite it 
indexer les variables, sont également indiqués dans le tableau. On peut mesurer l'importance des différentes 
categories en utilisant le nombre d'établissements, d'entreprises, de livraisons, d'emplois ou toutes autres 
variables contenues dans le recensement des manufactures. 

Bases de donnCes manufacturlCres annuelles des établissements et des entreprises 

La deuxième et Ia troisième base de données permettent de suivre séparément et de façon longitudinale 
Phistorique des eritreprises et des établissements pour chaque année entre 1970 et 1982. ElIes servent surtout a 
faire des comparaisons a court terme. Ces deux bases de données définissent l'entrée et Ia sortie en ce qui a 
trait au seeteur manufacturier dans son ensemble. Les creations d'établissement y sont définies comme 
l'apparition de nouvelles usines dans le seeteur manufacturier. 11 en va de même pour In definition des nouvelles 
entreprises. Les usines ou les entreprises qui passent d'une industrie manufacturière de quatre chiffres a une 
autre ne sont pas considérées comme des entrants aux fins de ces bases de données. Par contre, celles qui 
faisaient partie d'un autre secteur (commerce de gros, par exemple) et qui entrent dans le secteur 
manufacturier sont considérées comme des entrants. 

Le modèle de classification des entrées et des sorties utilisé pour ces bases de données est un peu moms dCtaillé 
que celui gui sert a l'analyse des données de tongue durée. La classification de Ia base de données des 
établissernents était triple: on y retrouvait les creations, les fermetures et les établissements en exploitation 
d'année en année. On ne tenait pas compte dans cette base de données de l'entreprise propriétaire: que l'usine 
ait été acquise ou aliénée n'était pas pris en consideration. Le modCle de classification de In base de données 
des entreprises était plus détaillé. Au chapitre de l'entrée, une distinction était faite entre les nouvelles 
entreprises du fait de la construction d'une usine et les nouvelles entreprises du fait de l'acquisition d'une usine; 
on a fait une distinction semblable pour In sortie. 

Les bases de données annuelles des établissements at des entreprises nous perrnettent de répondre a différentes 
questions. Dans le cas de In base de données des Ctablissements, I'entrée se définit cornme Ia creation dun 
étabtissement, et Ia disparition, comme In fermeture de celui-ci. Etant donné que cette base de données 
considère toutes les ouvertures et les fermetures dusine pour les entreprises en exploitation, les entreprises 
nouvelles et celles gui disparaissent, elle permet d'évaluer dans quelle mesure Ia rotation des usines entraine des 
changements dans l'emploi. La base de données des entreprises offre In possibilité de faire Ia distinction entre 
une entrée attribuable a des ouvertures et une entrée attribuable a des acquisitions. Elle permet également de 
comparer l'activité des nouvelles entreprises avec celles des entreprises déja en exploitation. Cette base de 
données peut aussi servir a faire des distinctions semblables pour la sortie. On peut y avoir recours pour 
répondre a des questions concernant la dynamigue du processus concurrentiel au niveau de l'entreprise. 

Afin de pouvoir mieux comprendre In signification des mesures d'entrée et de sortie fournies par les trois bases 
de donnCes, II faut examiner In definition des termes "établissements" et "entreprises" gui ont été utilisés et 
décrire plus en detail les différentes categories choisies. C'est ce gue nous ferons dans les deux sections 
suivantes. 

DEFINITION DES ETABLISSEMENTS ET DES ENTREPRISES 

Pour mesurer l'entrée at Ia sortie, on Se sert de deux unites de production de base: d'une part, l'établissement ou 
l'usine, qui signifient In méme chose aux fins de ce document, et d'autre part, I'entreprise. Chaque terme doit 
être défini avec soin si I'on doit comparer les données canadiennes a celles d'autres pays autant qu'a celles 
d'autres ensembles de données du Canada. 

Un établissement, selon Statistique Canada, correspond habituellement a une usine ou a un atelier. 2  Seuls les 
établissements qui font partie du secteur manufaeturier 3  ont été retenus dans le cadre de Ce document. 
L'établissement est I'unité statistique de base a partir de laquelle des dorinées sont recueillies pour le 
recensement annuel des manufactures. 4  

Une entreprjse est définie comme l'ensemble des Ctablissements du secteur manufacturier sous contrôle 
commun.T Une entreprise est done un concept gui ne correspond pas nécessairement a Ia personne juridique ou a 
ce que l'on désigne parfois par Ie terme entité commerciale ou morale. Statistique Canada resume ci- après Ia 
correlation entre La personne juridique, l'établissernent et l'entreprise: 
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entreprises en exploitation de celles qui sont nouvelles et qui disparaissent, afin de rnesurer Ia contribution 
relative do chaque groupe a Ia hausse et a Ia baisse de l'emploi. A cette fin, ii faut distinguer les entrées, les 
sorties et les entreprises en exploitation, de Ia creation et de Ia disparition des usines. Cette ventilation est 
également requise pour étudier le processus concurrentiel. De plus, on aura avantage it ajouter une autre 
catégorie a ce type d'étude, soit l'entrCe et la sortie d'entreprises par l'acquisition et l'aliénation d'une usine. 

* Solution 

Les différentes questions qui ont été soulevées dans cette section ont été résolues en adoptant un ensemble de 
mesures qul tiennent compte d'une longue et d'une courte durée. Les données agrégées commo les données 
désagrégées de l'entrCe et de Ia sortie sont utilisées. Los données agrégées offrent un aperçu des taux annuels 
ou de courte durée des entrées et sorties d'Ctablissernent; elles permettent aussi de mesurer l'entrée de 
nouvelles entreprises par suite de Ia construction d'une usine. Au niveau do l'agrégation, ces données fournissent 
une indication raisonnable de l'activité totale au nivean d'industrie sous-jacent. Les données désagrégécs servent 
aux estimations de longue durée. Ce sont cellos qui offrent le plus de details pour les estimations do longue 
durée et qui profluent en compte Ia valour cumulative du changement. Los établissements et les entreprises sont 
lies ensemble pour quo l'on puisse mesurer l'activité de creation et de fusion des usines par les entreprises 
nouvelles et en exploitation. 

LES BASES DE DON NEES 

Puisqu9l fallait mesurer l'entrée sur différentes périodes (longue v. courte durée), pour différents niveaux 
d'agrégation des industries (secteurs particuliers par opposition au secteur manufacturier) et pour différentes 
unites de production (entreprises v. usines), trois différentes bases de données longitudinales ont dii être créées. 
Ensemble, ces trois bases do 
données permettent do mesurer 
l'entrée et la sortie pour une 
industrie en particulier et le secteur 
manufacturier en général, entre 
deux années contigues ou sur une 
plus longue période, a l'aidc 
d'entreprises et cVétablissements --
considérés isolément et ensemble. 
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La base de donnécs de longue durCe 
de l'industrie a quatre chiffres 

La premiere base de données mesure 
l'entrée et [a sortie sur une longue 
durée en comparant l'état des unites 
de production en 1970 et en 1979. 
Elle fournit des details sur l'état de 
l t établissement et de l'entreprise et 
lie los deux. Elle peut donc servir a 
mesurer l'entrée et la sortie d'usines 
et dentreprises. Cette base do 
données permet également de 
mesurer Ia rotation des usines 
appartenant it des entreprises en 
exploitation de facon a offrir une 
norme do comparaison pour le 
secteur des entreprises qui entrent 
dans une industrie ou Ia quittent. 
Finalement, elle mesure l'activité 
au niveau plus détaillé de l'industrie 
a quatro chiffres de Ia 
Classification des Activités 
Econorn iques (CAE). Une creation 
d'usine a été définie comme 
l'apparition en 1979, dans une 
industrie a quatre chiffres, d'une 
usine qui ne faisait pas partie do 
cette industrie en 1970. Une 
fermeture d'usine correspondait a Ia 
disparition en 1979 d'une usine qui 
faisait partie d'une industrie a 
quatre chiffres et qui existait en 
1970. On a défini une entrée corn me 
['apparition en 1979, dans uno 
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1990). Nous décrirons dans les sections suivantes Ia nature des problèmes d'ordre conceptuel qu'iI a fallu 
résoudre, les bases de données utilisées et les categories choisies. 

QUESTIONS D'ORDRE CONCEPTUEL 

Des decisions doivent être prises en ce qui coneerne Ie bon niveau d'agrégation des industries, Itunité de 
production et les categories d'entrée et de sortie a utiliser, ainsi que Ia période choisie pour rnesurer l'entrée et 
Ia sortie. Les choix appropriés pour chacune de ces questions sont intimement lies. 

* Choix du niveau d'industrie 

On peut mesurer l'entrée et la sortie au niveau de l'agrégation des industries du secteur manufacturier dans son 
ensemble ou a un niveau plus fin comme eelui d'une industrie de La CAE a quatre chiffres. Puisque les 
économistes industriels cherchent labituellement a savoir dans queue mesure l'entrée et la sortie facilitent le 
processus équilibrant, ii faut obtenir des statistiques au niveau de chaque industrie. 

Néanmoins, des statistiques d'entrée et de sortie agrégées peuvent être utiles. Premièrement, ii peut être 
intéressant de savoir combien d'étrangers au secteur manufacturier ont fait leur entrée dans cc seeteur. 
Deuxièment, lorsque les données agrégées sont representatives des données d'un niveau d'industrie particulier, 
cues résument bien les tendances sous-jacentes et Ce, A on coüt beaucoup plus avantageux que celul oecasionné 
par La creation d'une série de données pour chaque industrie. Lorsqu'on mesure l'entrée des usines, les données 
agrégées représentent d'une façon satisfaisante le nombre d'entrées totales dans ehaque industrie. Cela vient du 
fait qu'une nouvelle usine qui entre dans une industrie manufaeturière donnée a quatre chiffres est égaLernent un 
entrant pour le secteur manufacturier dans son ensemble. Les taux agrégés de creation et de disparition d'usines 
représentent done un moyen potentiellement bon de résumer l'activité sous-jacente au sein de chaque industrie. 

L'utilité des taux agrégés d'entrée et de sortie des entreprises est plus problématique. Ii n'y a pas 
nécessairement autant d'entreprises gui entrent dans Ic secteur manufacturier que d'entreprises qui entrent dans 
chaque industrie a quatre chiffres. Une entreprise peut entrer dans une industrie partieuLière a quatre ehiffres 
sans être considéréc comme un entrant dans le seeteur manufaeturier en général -- si elle existait déjà dans une 
autre industrie a quatre chiffres. Les taux agrégés d'entrée des entreprises permettront de mesurer Ia somme 
d'activité au niveau d'industrie sous-jacent, si la plupart des entrées au niveau de ehaque industrie a quatre 
ehiffres sont le fait d'entreprises gui étaient étrangères a cette industrie ainsi qu'au secteur manufacturier en 
gCnéral. Que ce soit ou non le cas relève du domaine empirique. 

* Données de l'entreprise v. données de l'établissement 

Les économistes industriels s'intéressent au processus de rotation des entreprises et des usines pour les 
repercussions que celui-ei peut avoir pour une période donnée sur l'évolution des profits de l'industrie, 
l'innovation et Ia productivité. De telles considerations laissent supposer que I'unité d'analyse appropriée est 
L'entreprise plutôt que l'unité de production particuliCre (l'usine ou l'établissement). C'est l'entreprise, et non 
ltusine, qui decide d'entrer dans une industrie ou de Ia quitter. 

D'autre part, les taux d'entrée des usines sont utiles a connaitre puisqu'ils donnent une vue d'ensemble de 
ltimportanee de toutes les nouvelles usines qui sont eréées par les entreprises gui entrent dans une industrie et 
par eelles gui sont déjà en exploitation. Cette variable, dont l'influence sur Ic processus équilibrant entraine 
vers Ic bas les profits supra-normaux, peut ètre des plus déterminante. Dans le eas des etudes de créat ion dtemplo i s , c'est Ic processus d'ouverture et de fermeture des usines, plutôt que le processus de creation 
d'entreprises (gui comporte également une composante de fusion) gui est pertinent. II ressort de tout cela que 
les mesures d'entrée et de sortie qui prennent en compte l'activité des entreprises et des établissements sont 
utiles dans différents contextes. 

* Pérjode 

Ii faut choisir La durée sur laquelle portera La mesure de L'entrée et de Ia sortie. On peut l'estimer en comparant, a l'aide de données annuelles, l'état des entreprises et des usines a deux points contigus dans Ic temps, ou en 
utilisant des points limites gui sont les plus éLoignés l'un de Itautre. Dans Ic dernier eas, on ne tient pas compte 
de I'état des entreprises dans l'intérim. Le premier moyen permet de mesurer les taux de changement annuels; 
l'autre examine I'effet cumulatif de L'entrée et de Ia sortie sur Ia période donnée. Ces deux mesures, 
considérées ensemble, peuvent servir a évaluer limportance de l'entrée dans Ic processus concurrentiel et a 
determiner jusqu'â gueL point Les statistigues de rotation du personnel de courte durCe rendent surtout compte 
din phénomCme transitoire ou de plus longue durée. 

* Categories d'entrée et de sortie 

Le type de recherehe determine également La nature des categories d'entrée et de sortie ñ utiliser. Pour faire 
des etudes de la rotation du personnel, ii faut pouvoir compter sur des systèmes de classification gui mettent 
l'accent sur l'entrée et Ia sortie des unites de production rCelles, soit Les usines ou établissements. Dans ces 
etudes, Ia distinction entre entreprises et usines doit être faite. II est également important de séparer les 
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MET1IODE UTILISEE POUR MESURER L'ENTREE liT LA SORTIE DU SECTEUR MANUPACTURLER CANADIEN 

Nous pouvons définir l'entrée et Ia sortie corn me l'érnergence de nouvelles unites do production et Ia disparition 
de vieilles unites. Maiheureusement, s'il est relativement facile d'en donner une definition, it demeure difficile 
de rnesurer précisément l'entrée et la sortie. On peut interpreter de plusieurs facons los terrnes "nouvelle" et 
"vicille". 11 so pout quo les données ne puissent pas se prêter a l'évaluation des concepts désirés. 11 s'ensuit que 
pour faire un travail einpirique dans ce domaine, it faut préciser avec soin les concepts a mesurer et les 

méthodes a utiliser. 

Nous n'avons absolument pas tenu compte de tous ces points clans Ia section précédente oü nous présentions Un 
ensemble de rCsultats sur l'importance de l'entrée et do Ia sortie. Nous décrirons dons Ic reste de ce document 
Ia méthode utilisée pour générer des statistiques d'entrée et de sortie relatives au secteur inanufacturier pour 
les années 1970 et le debut des annécs 1980. Ce document s'inscrit dans une série do documents qui portent sur 
Ia dynarnique du changernent clans l'industrie canadienne. Ii no renferme pas do rCsultats détaillés, mais nous 
avons inclus certains extraits a des fins explicatives. 

Pour pouvoir mesurer I'entrée et Ia sortie, it faut répondre a plusieurs questions. Premièrement, a quel type 
d'étude serviront les mesures d'entrée et de sortie? Bien que Les bases de données dont it est question dons ce 
document aient été eréées essentiellernent pour los etudes du processus coneurrentiel, elles ont aussi été 
utilisées pour étudier los changements au chapitre des emplois (Baldwin et Gorecki, 1989f, 1989g, 1990). Les 
mesures qui sont utiles a un type d'Ctude no le sont paS nécessairement a un autre. Deuxièmement, it faut 

répondre a des questions plus génCrales: queue pCriode et quels types d'entrée et de sortie choisir, et quel 
devrait être le niveau de detail d'industrie? Troisièmement, quels problèmes Se posent pendant le processus de 

mesure méme? 

Nous expliquerons d'abord comment Ia reeherche qui comporte différents objectifs peut nécessiter différentes 
mesures. Nous examinerons ensuite le choix de Ia période, Ia definition de l'industrie et les categories d'entrCe. 
Suivront un aperçu général des bases de données ainsi qu'une definition des categories d'entrée et de sortie 
réellement utilisées. F'inalement, nous étudierons en detail les problèmes poses par Ia mise en application. 

RAPPORT ENTRE LBS DEFINITIONS ET LBS OBJECTIFS 

Les utilisateurs de données administratives et d'enquétes doivent procéder avec prudence lorsqu'ils ont recours i 
ces sources pour des fins auxquelles cues n'étaient pas destinées nu dpart. Cela est particulièrement vrai 
Iorsque l'attribution et la suppression des codes d'identification de ces bases do données servent a définir les 
creations et los disparitions. Les codes d'identification pcuvent Ctre attribués ou supprimés pour toutes sortes 
do raisons, et it se pout qu'aucune de ces raisons ne réponde C Ia definition particulière do l'entrée et de Ia 
sortie du chercheur. 

Ii y a beaucoup do façons do définir une creation et une disparition puisqu'on se sert d'un veeteur de 
caractéristiques et non d'une seule dimension pour définir une entreprise. Au nombre de ces caractéristiques, 
mentionnons des variables cornme l'industrie, In propriété, le pays contrCleur, La taille ainsi quo l'emplacerneflt 
et le nombre d'usines. La nature multidirnentionnelle des caractéristiques de l'entreprise serait sans importance 
si une seule de ces caractCristiques était requise pour définir los creations et les disparitions, ou si elles 
changeaient toutes simultanément. Ce n'est pas le cas. 

La nature de Ia recherche determine Ia definition requise d'une nouvelle entreprise ou d'une entreprise qui 
disparait. Si le but de Ia recherche est de saisir comment la creation d'entreprises influe en premier lieu sur Ic 
nombre d'emplois et In rotation du personnel, Ia definition d'une entreprise nouvelle est done Ia plus appropriée, 
soit cello qui fait état de l'apparition d'une nouvelle entreprise suite a Ia construction d'une usine. Cette 
definition se fonde essentiellement sur les variables de l'état do l'usine et de l'emploi comprises dons le vecteur 
do caractéristiques qui définissent une entreprise. Une nouvclle entreprise est celle qul construit une usine, 
créant par Ic fait memo de l'emploi. tine nouvelle entreprise qui n'est qu'une metamorphose d'une anclenne 
entreprise sous une nouvelle raison sociale ne devrait pas étre définie corn me une creation aux fins des etudes 
qui portent sur Ia rotation du personnel. Par consequent, it faut exelure les fusions de la definition d'une 
nouvelle entreprise qui sort a mesurer la rotation du personnel ou faire en sorte de les étudier séparélnent) 

Les etudes du processus concurrentiel requièrent une definition différente de l'entrCe et de la sortie. Si La 
recherche vise a évaluer I'effet de La creation d'une entreprise sur Ia concurrence, it convient alors de définir 
les entrées comme la creation d'entités. Dans ce cas, on considérera los entrées issues de la construction dune 
toute nouvelle usine (une catégorie qui depend de Ia variable de I'état do l'usine comprise dons Ic veeteur de 
caractéristiques de I'entreprise) ainsi que les entrées présentes a Ia suite do I'acquisition d'usines existantes (une 
categoric qui depend de Ia variable de l'état do la propriété comprise dans Ie vectour des caractéristiques de 
I'entreprise). II y a lieu do faire Ia distinction entre les deux formes d'entrée, parce que leurs effets sur La 
performance ne seront pas nécessairement los mêrnes. 

La grande diversité d'interprétations que l'on peut donner C la notion d'entrée et de sortie indique qu'll est 
difficile do produire une seule estimation qui répond C plus d'une fin. Plusieurs bases de données ont done été 
créées pour le travail qui fait l'objct des documents de reeherche de Baldwin et de Goreeki (1989a C 1989g, et 
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Ia cohorte. Inversement, In part moyenne de Ia 
valour ajoutée augmente tout au long de Ia 
période (quelque dix années) étudiée ie. Le taux 
de eroissance des entrants qul restent en 
exploitation représente plus qu'un effet de 
contrepoids au taux élevé de fermetures do 
cheque cohorte au cours des premieres années do 
son existence. 

La part rnoyenne de la valeur ajoutée d'une 
cohorte ainsi que les effets eumulatifs des 
cohortes successiveg sont représentés dens Ia 
Figure 2. La part moyerine du marehé, établie a 
l'aide de Ia valeur ajoutée, de cheque cohorte 
d'entrants pour Ia période 1970-71.a 1980-81, sort 
do point do depart. La trajectoire de Ia part 
moycnne est ensuRe appliquee a chaque cohorte. 
La part du inarchC total occupée par les entrants 
que Pon obtient est une representation de l'effet 
eumulatif de l'entrée en moyenne. Au cours de Ia 
décennie étudiée, on ne constate pas de tendanee 
a Ia baisse dens une part de cohorte moyenne et, 
par consequent, l'effet cumulatif de l'entrée 
augrnente continuellement. En dépit du taux élevC 
do fermetures, le nombre d'entrants qui restent en 

La part de marché cumulative des entrants 
selon l'ouverture dusines: une representation 
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exploitation est suffisant pour quils solent considérés comme un groupe. 

Effets cumulatifa de l'entrée et de Ia sortie 

L'exarnen des taux d'entrée et de sortie de plus longue durée du secteur manufaeturjer canadien se fonde sur 
deux pCriodes de six années (1970-71 a 1975-76 et 1975-76 a 1980-81) et une pérlode de onze années (1970-71 a 
1980-81). On calcule les taux de ehangement de longue durée pour chaque période en comparant l'état des 
entreprises pendant les années initiale et finale. Ainsi, pour Ia pérlode 1970-71 a 1980-81, le taux d'entrée est 
ealeulé cornme le total des effectifs en 1981 dons les entreprises manufacturjères gui ne faisalent pas partie du 
secteur manufacturier en 1970, divisés par le total des effectifs en 1970 dens ce secteur. Le résultat prend en 
compte leffet cumulatif de tous lea entrants entre 1971 et 1981 qui existalent encore en 1981. 

La Figure 3 correspond a un graphique a barre illustrant la contribution cumulative totale au ehapitre de 
I'emplol selon l'entrée dos entreprises et l'expansion des entrepriseg en exploitation, ainsi que selon Is 
contraction des entreprises en exploitation et Ia sortie des entreprises entre les années 1970 et 1981. Les 
entrées, en 1970, ont augmenté lea effectifs de 10.9 pour cent et l'expansion, de 27.2 pour cent: lea sorties ont 
entrainé Ia perte de 10.5 pour cent des emplois, et Ia contraction, de 11.0 pour cent des niveaux d'ernplois 
iflitioux. 

Lea résultats indiqués dens ce document no 
rendent compte que d'une partie de Ia recherche 
faite il l'aide des données longitudinales du 
recensement. Ils perrnettent néanmoins d'illustrer 
une conclusion qul ressort du travail effectué. 
Blen que l'activité dcs entreprises gui sont encore 
en exploitation soit d'une grande importance, plus 
Ia période ehoisie est longue, plus le processus 
d'entrée et de sortie depend de l'activité des 
entreprises en exploitation. L'Importariee de 
l'entrée et de la sortie no Se manifeste que sur 
une longue période. 

ii est done important de pouvoir créer des bases 
de données longitudinales qui suivent l'activité des 
usines et des entreprisea sur une période donnée. 
Cela n'est pas facile a faire. Si i'on doit évaluer 
les résultats de ceo exercices, ii faut examiner 
complètement le mode de creation de ces bases. 
Nous traiterons dana le reste de Ce document do 
Ia méthode qul a été utilisCe pour constituer lea 
bases de données qul ont servi a 'nesurer l'entrée 
et Ia sortie en particuller, et Ia rotation des 

L'entrCe et Ia sortie v. Iexpansloa ot Ia Contraction 
des entreprlseg en exploitation: longue durée 
(effet eumulatlf pour Ia pérlode de 1970-81) 
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eltireprises en general (reportez-vous aux documents de recherche de Baldwin et Gorecki, 1989a a 1989g). 
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Taux do changement de courte durée 

Afin de représenter un changement de courte durée, les taux d'entrée et de sortie sont calculés annuellement de 
1970 a 1982. Les taux d'expansion et de contraction des entreprises en exploitation sont également ealculés pour 
la même période. 

t4ous mesurons Ia dynamique intra-industrielle en nous concentrant sur les changements dens l'emploi pour 
cheque catégorie. Les changements dans l'emploi soot mesurés au niveau de l'entreprise consolidée. Un nouvel 
entrant correspond a une entreprise qul entre pour Ia premiere fois dans le secteur manufacturier en 
construisant une usine. Un sortant pour cause de fermeture équivaut a une entreprise qui quitte définitivernent 
le secteur manufacturier en fermant une usine. 

Los taux sent calculés comme le pourcentage des effcctifs totaux du secteur provenant des entrants, des 
sortants, de Ia croissance des entreprises qui connaissent une expansion ou du déclin des entreprises qul 
subissent une contraction. La Figure 1 nails permet de comparer le taux moyen annuel d'expanslon des nouveaux 
entrants a celui des entreprises en expansion et le taux moyen annuel de contraction des sortants pour cause de 
fermeture a celui des entreprises qui périclitent. 

En moyenne, au cours des années 1970, l'entrée rend compte de 0.9 pour cent de l'emploi annuel, l'expansion des 
entreprises en exploitation, de 7.8 pour cent; Ia sortie correspond a 1.1 pour cent et la regression, a 6.3 pour 
cent de Vemploi annuel. 

Ces ehiffres démontrent clairernent que los taux annuels d'entrée ne sont pas suffisamment importants pour 
indiquer qu'un changement méme modéré peut être attribuable aux entrants. 

Développe ment du processus d'entrée 

Los petites valeurs que l'on obtient pour les taux 
d'entrée et de sortie instantanés ou de courte 
durée ne sont pas surprenantes. Elles viennent 
confirmer limpression fortuite quo les entrants 
parviennent rarement a dominer une industrie 
pendant leur premiere année d'exploitation. On 
pourrait s'en servir pour appuyer l'idée quo 
l'entrCe ntest  pas un facteur important, mais cela 
ne serait pas justiflé a cc moment-ci. Une telle 
conclusion doit se fonder sur d'autres élCments 
que le taux d'entrée instantané. 11 faut également 
voir si ces nouvelles entreprises réussissent a 
croltre sur une plus longue période et a supplanter 
des entreprises existantes, et determiner to temps 
qu'elles ont pris pour le faire. 

On peut calculer les mesures de tongue durée de 
l'entrée a partir de Ia part du marehé accumulée 
par tous les entrants depuis une année initiale. La 
part totale des entrants augmentera sur une 
période donnée parce que d'autres cohortes 
viennent s'ajouter chaque année; toutefois, cette 

L'entrée et Ia sortIe v. toxpanslon  et Is contractIon 
des entreprises on exploItatIon: courte durée 
(moyenne annuelle pour In pérlode 1970-82) 
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Figure 1 

enuanee pout etre neutrajisee Si ta part aes 
cohortes existantes du marché baisse. Si chaque cohorte augmente l'eniploi de n pour cent, en moyenne, a 
compter de Ia période zero puis que ce pourcentage haisse constamnment de mn points par annCe, la valour 
cumulative maximale que l'entrée pout enregistrer se situe dens Ia nJmIm0 période. 

La part dune cohorte particuliCre d'entrants sur une tongue durée sera fonction du taux de sortie (fermetures), 
de Ia durée de vie moyenne et du taux de croissance que l'on peut constater après ta creation de tous les 
entrants dens cette cohorte. Si les entrants ont une durée de vie relativement courte en raison du taux élevé de 
fermetures aussitôt après teur creation ou s'ils connaissent un taux de croissance relativement lent au cours des 
premieres années, t'effet cumutatif oti de longue durée do l'entrCe peut Ctre négligeabte. D'autre part, los 
entrants qui restent en exploitation peuvent so développer suffisamment pour contrebalancer l'cffet des sorties 
et permettre a Ia part occupée par une cohorte d'augmenter sur une période assez tongue. Dans ce cas, I'effet 
cumulatif de Pentrée sera plus grand. 

Afin do pouvoir caractériser l'expérience des entrants qui sont restés en exploitation au cours des années 1970, 
nous avons utilisé les données d'entrée dens le secteur manufacturier en general et de sortie de ce secteur pour 
catcuter In part do cheque cohorte d'entrants au fur et a mesure de son dévetoppement. Nous nous sommes 
servis des donnCes de cheque cohorte dentrants entre 1971 et 1980 et avons calculé Ia part moyenne, en termes 
do nombre dentreprises et do valeur ajoutée, pour cheque groupe d'années d'exploitation de cheque cohorte 
d'entrants. Etant donné qu'il y a une sortie immediate de cheque cohorte d'entrants, to pourcentage moyen de 
toutes les entreprises prises en compte par chacune d'elles diminue continuellement avec to norubre d'années do 
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MESURE DE L'ENTREE ET DE LA SORTIE D'ENTREPRISES A L'AIDE DE DON NE%ES LONGITUDINALES 

J.R. Baldwin et P.K. Gorecki' 

I1SUME 

La dynamique du processus concurrentiel peut plus facilement se comprendre si l'on étudie l'entrée et Ia sortie, 
Ia croissance et le déclin des entreprises existantes, l'effet des fusions et l'importanee du processus de rotation 
par rapport a I'accroissement de Ia productivité. De telles etudes doivent faire appel a des bases de données 
longitudinales gui mesurent la performance des entreprises sur une période donnée. Le present document décrit 
Ia méthode utilisée pour créer ce genre de base de données a partir de renseignements provenant du 
recensement des manufactures. L.a construction d'un panel longitudinal a partir de données gui n'ont pas etC 
recuetilies a cette fin n'est pas une tâche facile. Ce document trace les grandes lignes des difficultCs que cela 
pose et des choix gui ont été faits pour résoudre celles-ci. Au fur et a mesure que d'autres etudes de Ia 
dynamique du processus concurrentiel sont réalisées au Canada et a l'Ctranger, de plus en plus de comparaisons 
peuvent être faites d'un pays a un autre. Le present document a été Ctabli dans le but de fournir au lecteur des 
etudes connexes qui portent sur le Canada, les moyens dévaluer ces etudes et de comparer, le cas Cchéant, les 
résultats de celles-ci avec ceux d'Ctudes réalisées dans d'autres pays a l'aide d'autres sources de données. 

MOTS CLiS: Entrée d'entreprises; sortie d'entreprises; creation de bases de données. 

IMPORTANCE DE L'ENTREE ET DE LA SORTIE 

INTRODUCTION 

On a longternps cru que le processus d'entrée et de sortie des entreprises et des usines jouait un role important 
dans l'évolution de l'industrie et l'adaptation de celle-ci aux changements. Dans sa version Ia plus simple, Ia 
mesure de l'entrée et de Ia sortie permet de mettre en equation les profits supérieurs et inférieurs a Ia normale 
avec les taux concurrentiels. Dans d'autres modèles, l'entrée potentielle plutOt que rCelle permet de limiter Ic 
pouvoir des monopoles. line fois ce raisonnement place sous Ia rubrique des modèles de fixation du prix limite, 
Ia théorie de la disputabilité lui a donné une Clégance théorique. Le processus de rotation gui est le résultat de 
l'entrée et de Ia sortie est également perçu comme un conduit par lequel arrivent de nouvelles idCes et des 
innovations. 

De Ia méme facon, on peut décrire l'entrée comme une curiositC intCressante, mais non pertinente. line telle 
description représente les entrants comme des entreprises marginales gui envahissent l'industrie et s'en retirent 
sans laisser trop de traces. Comparer Ic processus d'cntrCe et de sortie a un "délit de fuit&' donne une 
impression, voulue ou non, dtlnstabilitC gui ne modifie en rien les iridicateurs de progrCs, telle que Ia 
productivitC. Shepherd (1984), dans une critigue de la thCorie de Ia disputabilitC, felt ressortir que l'entrée 
eonsidCrée comme une force externe est habituellement un facteur secondaire par rapport aux conditions 
internes gui prevalent dans l'industrie guand ii s'agit de determiner la force de la concurrence au sein d'une 
industrie. 

En dCpit do l'importance potentielle do processus d'entrée, ce n'est gue tout récemment que celul-ci a attire un 
peu d'attention sur Ic côté empirique de la littérature de l'organisation industrielle. Cette attention, toute 
neuve, reflCte un plus grand intérêt de Ia part des économistes industriels pour La dynamigue des marches 
(comment les entreprises et les industries Se comportent sur une période donnée et quels en sont tes effets sur 
Ia structure et le comportement de l'industrie). 

Compte tenu de Ia pCnurie de donnCes empirigues relatives au processus d'entrée, Ic dCbat sur l'importance de 
L'entrée n'est toujours pas éclairci. Un des problèmes que pose l'évaluation de I'importance de l'entrCe et de La 
sortie est attribuable au manque de données longitudinales qui jalonnent la vie des entreprises dens Ic temps. Le 
recencement canadien des manufactures et ses equivalents dans d'autres pays, sont concus pour recuelllir et 
presenter des données agrégCes de l'industrie 0 un moment donnC et ne pouvalent pas, jusqu'a tout récemment, 
suivre les ehangements de chaque micro-unite sur one période donnée. 1 -leureusement, Ic recensement canadien 
et ses dossiers connexes renferment des identificateurs pour chaque établissement et entreprise gui offrent Ia 
possibilité de crCer un panel longitudinal. Nous faisons, dens ce document, un bref compte rendu de guelques-uns 
des résultats d'un projet oO l'on s'est servi de ces données pour mesurer l'importance de l'entrée et de la sortie, 
en nous attachant principalement 0 dCcrire comment les bases de données ont été créCes. Le fait de pouvoir 
eompter sur Ia presence d'identifieateurs ne permet pas en soi de rCaliser des etudes longitudinales, surtout si 
les identificateurs n'ont pas Cté crCCs 0 cette fin. De telles bases de donnCes serverit trop souvent a faire des 
travaux de recherche sans être bien documentées. 

Croupe de l'Analyse des entreprises et du marché du travail. J.R. Baldwin est professeur d'économie 0 Ia 
Queen's University, Kingston, (Ontario), Canada K71, 3N6; P.H. Goreeki occupe un poste d'économiste 
supCrleur au Conseil éeonomique du Canada, Ottawa, (Ontario), Canada K1P 5V6. 
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Selon le comité de Ia méthodologie statistique, l'objet fondamental de l'enquête longitudinale est, des le 
depart, de determiner des valeurs futures pour chaque unite d'observation (1986). Le comité a compare des 
enquêtes longitudinales avec des enquétes qul servent de base a l'analyse longitudinale. La base de données 
longitudinales (L.RD) fait partie de la seconde eatégorie. Parmi les 12 series de données étudiées, elle est 
la seule qui porte sur des établissements. 

La plupart des etudes qul utilisent des données de panel reposent sur des données et des modèles gui Se 
rapportent a des personnes. Hien qu'un grand nombre des méthodes qui s'appllquent a des personnes puissent être étendues a des modèles de comportement des entreprises et des établissements, de nouvelles 
questions surgissent. 	Par exemple, la relation étroite entre le changernent de propriétaire et le 
comportement de l'établlssement n's pas d'équivalent du cóté des personnes. Dans Ia plupart des eas, on 
pourra considérer le ménage comme unite d'analyse. Toutefois, l'analogie ne sera pas parfaite. 

Les statisticiens préconisent aussi I'utilisation des données de panel pour réduire Ia colinéarité et aceroitre 
Is precision des estimations dans les modèles économiques dynamiques qul comprennent des variables 
explicatives retardées. 

Les panels de 1984 et de 1989 contiennent avee uric probabilité égale a un les 500 plus grandes entreprises 
enregistrées comme telles en 1984 et en 1989. 

Même si des modifications sont apportées chaque année a i'échantillon pour tenir compte de Ia creation ou 
de is fermeture d'établlssements, Ii y a toujours un certain retard dans Ia mise A jour et ii faut parfois 
attendre le recensement suivant avant de régulariser Ia situation. 

6 	Ce nombre 'teprésente environ 30% de l'échantilion d'établlssements de l'EAM. 

Malgré cela, le fait d'inslster depuis toujours sur les totalisatlons agrégées a un effet défavorable sur lea 
couplages disponibles. 

Les données des rapports industriels eourants (Current Industrial Reports) ne sont pas raccordées a Ia LRD. 
Ces rapports contlennent des données annuelles et parfois mensuelles (valeur unitaire) pour de nombreux 
sous-groupes de is CAE. Le CES entend se servir de ces données dans le cadre de plusieurs projets précis 
et espère les raceorder éventuellement a Ia LRD. 

Des etudes récentes permettent de croire que leg prix varient scion ies établlssements et lea regions. 
L'établissement pourrait done être Ic niveau de référence tout indiqué pour certains projets de reeherche 
(voir Abbott (1989)). 

l 0 
Lea etudes économiques de cc genre sont rares. On leg retrouve surtout dans le domaine de Ia finance. 
Vojr McGuekin, Warren- Boulton et Waldstein (1988) pour un exemple d'étude de eas oü Von utilise des 
données de Ia bourse des valeurs rnobilières. 

Pour diverses raisons ayant trait au plan d'échantillonnage de l'EAM, les comparaisons fondées sur un 
recensement et lea passages de l'EAM gui le précèdent auront pour effet de gonfler le taux de transfert 
annuel. Malgré tout, ce chiffre eat élevé. 

12  Ces chiffres sont établis A l'aide des données relatives aux quelque 50,000 êtablissements échantillonnés 
dans Ic panel de l'EAM. Les totaux relatlfs A is production pour 1981 sont les totaux publlés par le BEA 
pour les categories de produits. Les 1337 categories qui ont servi A cette étude comprenaient toutes les 
categories pour iesquelles il existait des donnees completes pour chaque année et qui avaient la mAme 
definition d'une année A i'autre. Environ 200 categories ont été éliminées a l'étape de Ia verification. 

Dans les etudes de cas de fusion mentionnées plus haut, beaucoup de transterts d'une industrie A une autre 
ou d'une categoric de produit A une autre sont le résultat d'un changement de proprlété. 

De plus, le plan de sondage de i'EAM contient des régles qui restreignent la reclassification 
d'établissements dans lea années intercensitaires. Par ailleurs, 11 est très difficile de constater l'existence 
de nouveaux établissements avant que l'enquête sur l'organisation des établissements n'ait été réalisée. 

'' L'utilisation d'un quotient fondé sur quatre entreprises plutot que trois ou deux eat dlctée par lea régles de 
protection du secret statistique appiiquées par Ic U.S. Bureau of the Census. 

Leur étude englobe tous les producteurs et non seulement lea producteurs prirnaires. En revanche, die ne 
tient pas cornpte des entreprises lea mains importantes, c'est-A-dire celles gui, globalement, représentent 
moms de 1% de Ia production totale. 

Bien que nous n'en faisions pas mention dans cet article, des etudes ont été réalisées au Canada A l'alde 
d'une base de données semblabie A is LRD. Ces. etudes donnent A penser que les mesures brutes de flux sont 
extrêmement utiles pour l'analyse de Ia concurrence, de Ia productivité des exportations et du reclassement 
de Is main-d'oeuvre. Des etudes de Baldwin et Gorecki (1989b, 89c, 89d, 89e) dorinent A croire que Ic 
Canada et les Etats-Unis ont connu la mAme experience dana les années 1970. 
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Tableau 5: Pourcentage de Ia production d'une catégorie de produit attribué 4 des usines qul ont, dans Un sens 
ou dana I'autre, change de eatégorie de produit entre 1981 et 1982 - Usines appariées 

Fréguence de Ia variation nette 
Valeur absolue du transfert net de production Effectif Pourcentage 

- centre de classe (en pourcentage) Effectif cumulé Pourcentage cumulé 
0 I 	**************$************$***$$,**4,* 792 792 59.24 59.24 
1 109 901 8.15 67.39 
2 I 80 981 5.98 73.37 
3 I 58 1,039 4.34 77.71 
4 I 49 1,088 3,66 81.38 
5 I 84 1,172 6.28 87.66 

10 I 65 1,237 4.86 92.52 
15 1$ 29 1,266 2.17 94.69 
20 I 	* 13 1,279 0.97 95.66 
25 I 8 1,287 0.60 96.26 
30 I 	* 15 1,302 1.12 97.38 
35 I 5 1,307 0.37 97.76 
40 1 4 1,311 0.30 98.06 
45 I 4 1,315 0.30 98.35 
50 I 4 1,319 0.30 98.65 
55 I 0 1,319 0.00 98.65 
60 I 1 1,320 0.07 98.73 
65 I 2 1,322 0.15 98.88 
70 I 1 1,323 0.07 98.95 
75 I 0 1,323 0.00 98.95 
80 I 2 1,325 0.15 99.10 
85 I 1 1,326 0.07 99.18 
90 I 0 1,326 0.00 99.18 
95 I 0 1,326 0.00 99.18 

100 I 	* 11 1,337 0.82 100.00 
4------+-----+-----+-----+-----+------ +----- + 

100 	200 	300 	400 	500 	600 	700 	800 
Effect if 

On calcule le transfert net de production pour une catégorie de produit donnée en exprirnant Is difference 
entre Ia production de 1981 des établissements qui ne produisent plus Ia méme catégorie de produit en 1982 et 
Ia production de 1982 des établissements qul produisnient d'autres categories de produits en 1981 en 
pourcentage de Is production de 1981 pour cette categoric de produit. 

Tableau 6: Taux de survie des entreprises lea plus importantes, annécs diverses 

Entreprises classées parmi lea plus importantes en 1977 et qul étaient toujours en exploitation en 1982 
Degré de concentration 
le i'industrie en 1977 

20 plus grandes 
Nbre 

entreprlses 8 pIus grandes entreprises 
Nbre 

4 plus grandes 
Nbre 

entreprises 

Supérieur 4 .6 11.7 58.5 6.0 75.0 3.3 82.5 
Entre .4 et .6 11.3 56.5 6.0 75.0 3.2 80.0 
Inférieur 4 .4 9.7 48.5 5.6 70.0 3.0 75.0 
Total 11.4 57.0 5.8 72.5 3.1 77.5 

Entreprises classées parmi les plus importantes en 1972 et qul étalent toujours en exploitation en 1977 
)egré de concentration 20 plus grandes entreprises 8 plus grandes entreprises 	4 plus grandes entreprises 
Ic i'industrie en 1972 Nbre Nbre Nbre 
Supérleur 4.6 12.2 61.0 6.4 80.0 3.5 87.5 
Entre. 	4 et.6 11.7 58.5 6.5 81.3 3.5 87.5 
Inférieur 4.4 10.4 52.0 5.7 71.3 3.2 80.0 
Total 11.8 59.0 6.2 77.5 3.3 82.5 

Entreprises classées parmi lea plus importantes en 1972 et qul étaient toujours en exploitation en 1982 

)egré de concentration 
le l'industrie en 1972 

20 plus grandes 
Nbre 

entreprises 8 plus grandes 
Nbr 

entreprises 	4 plus grandes 
Nbre 

entreprises 

Sup6rieurà.6 8.8 44.0 5.1 63.8 2.9 72.5 
Entre.4 et.6 8.0 40.1 5.1 63.8 2.9 72.5 
Inf6rieurâ.4 6.6 33.0 4.1 51.3 2.5 62.5 
Total 8.4 42.0 4.7 58.8 2.7 67.5 
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Tableau 3 Pourcentage de In production d'une catégorie de produit pour 1981 attribué aux usines gui ont 
change de eatCgorle de prodult en 1982 - Usines appariées* 

Fréquence de Ia variation brute 
Valeur de In production transférée - centre de classe Effeetif Pourcentage 

(en pourcentage) Effectif cumulé Poureentage cumulé 

0 	I 110 110 8.23 8.23 
1 	I 119 229 8.90 17.13 
2 	I 110 339 8.23 25.36 
3 	1 99 438 7.40 32.76 
4 	I 102 540 7.63 40.39 
5 	I 212 752 15.86 56.25 

10 	I 220 972 16.45 72.70 
15 	I 126 1,098 9.42 82.12 
20 	I 83 1,188 6.21 88.33 
25 	1 47 1,228 3.52 91.85 
30 	I 36 1,264 2.69 94.54 
35 	I * 11 1,275 0.82 95.36 
40 	I ** 16 1,291 1.20 96.56 
45 	I 14 1,305 1.05 97.81 
50 	I 3 1.308 0.22 97.83 
55 	I * 6 1,314 0.45 98.28 
60 	I * 5 1,319 0.37 98.65 
65 	I * 4 1,323 0.30 98.95 
70 	I * 5 1,328 0.37 99.32 
75 	I 1 1,329 0.07 99.40 
80 	I 1 1,330 0.07 99.48 
85 	I 2 1,332 0.15 99.63 
90 	I 1 1,333 0.07 99.70 
95 	I 0 1,333 0.00 99.70 

100 	I - +--------- +---------
+ 4 1,337 0.30 100.00 

60 	120 	180 
Effect if 

* On caicule le transfert brut de production en exprimant Is production de 1981 des usines qui ne produisen 
plus in méme catCgorie de produits en 1982 en pourcentage de In production totale de 1981 pour cette 
catégorie de produits. 

Tableau 4: Pourcentage de In production d'une categoric de produit pour 1982 attribué aux usines qul 
fabrlquaient d'autres categories de produits en 1981 - Usines appariées 

Fréguence de in variation brute 
Valcur de In production trnnsférée - centre de classe Effectif Pourcentage 

(en pourcontage) Effectif cuinulé Pourcentage cumulé 

0 	I 113 131 9.80 9.80 
1 	I 145 276 10.85 20.64 
2 	I 135 411 10.10 30.74 
3 	I 127 538 9.50 40.24 
4 	I 95 633 7.11 47.34 
5 	I 228 859 16.90 64.25 

10 	I 209 1,068 15.63 79.88 
15 	1 *****t*** 85 1,153 6.36 86.24 
20 	I 64 1,217 4.79 91.02 
25 	I 37 1,254 2.77 93.79 
30 	I 17 1,271 1.27 95.06 
35 	I 17 1 1 288 1.27 96.34 
40 	I * 6 1,294 0.45 96.78 
45 	I * 8 1,302 0.60 97.38 
50 	I * 7 1,309 0.52 97.91 
55 	I 2 1,311 0.15 98.06 
60 	I 3 1,314 0.22 98.28 
65 	I 2 1,316 0.15 98.43 
70 	I * 2 1,318 0.15 98.58 
75 	I 1 1,319 0.07 98.65 
80 	I 0 1 1 319 0.00 98.65 
85 	I 2 1,321 0.15 98.80 
90 	I 0 1,321 0.00 98.80 
95 	I 3 1,324 0.22 99.03 

100 	I ++ 13 1,337 0.97 100.00 

60 	120 	180 
Effect if 

• 0 ,1 ealcule le transfert brut de production en exprimant Is production de 1982 des établlssements qui 
produisalent dautres categories de produits en 1981 en pouroentage de Is production totale de 1981 pour 
cette catégorie de produits. 
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Sigles Variables Données  
disportibles*  

ph3 heures-personnes: juillet-septembre 
ph4 heures-personnes: octobre-décembre 
ph nombre total d'heures-personries 

sw rémunération totale 
ww salaires: travailleurs affeetés a la production 
ow salaires: autres employés 
Ic revenu supplémentaire du travail total 
le revenu supplémentaire du travail exigé par Ia Ioi 
vie revenu supplérnentaire du travail gagrié volontairement 

cp coUt des matières, pièces, etc. 
cr coOt des marehandises revendues 
ef coOt du combustible 
ee coOt de l'électricitè achetée 
pe quantité d'électriclté achetée 
cw coOt lie a l'exécution de contrats 
cpc coOt des communications A 77 et 82 

fib stock au debut; 	produits finis 
wib produits en cours 
mib matières 
fle stock a Ia fin: 	produits finis 
wie produits en cours 
mie matléres 
tib stock au debut: 	total 
tie stock a Ia fin: 	total 

nb dépenses en immobilisatlons (construction 
de bâtiments) 

nm dépenses en Immobilisations 
(achat de materiel) 

ue dépenses en immoblilsations (renovation et 
rernise en état) 

bab actif Immobilisé (bAtiments) - 
debut de l'exereice A; après 1973 

mab actif irnmobilisé (materiel) - 

debut de l'exercice A; aprés 1973 
baa aetif immobilisé (bAtiments) - 

fin de l'exercice A 
mae actif immobilisé (materiel) - 

fin de i'exerciee A 

br ioyer - bAtiments A 
mr ioyer - materiel A 
bd amortissement - bAtiments A; après 1976 
md amortissement - materiel A; après 1976 
brt mise hors service - bAtiments A; après 1976 
mrt mise hors service - materiel A; après 1976 
rbs reparations - bAtiments A; après 1976 
rm réparat ions - materiel A; après 1976 
m matières C 
mqpc quantité produite et utllisée C 
mqdc quantité recue et utllisée C 
mc coOt è Ia livraison C 

pi code du produit 	 C 
pqp quantité produite 	 C 
pqs quantité expédiée 	 C 
pv valeur expédiée 	 C 
pgit quantité transferee entre usines 	 C 
pvit valeur des produits transférés entre usines 	 C 
pqpe quantité produite et utilisée 	 C 
tvs valeur totale des expeditions 	 C 

* Des données existent pour toutes les années et tous les établissements sauf dans le cas oO ces Iettres sont 
indlquées: 

A = données recueiliies uniquement pour les établissements visés par I'EAM; 
C = données recueiliies uniquement dans lea années de recensement. 
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Tableau 1: Nombre d'établlssements contenus dana Ia LRD pour chaque année 

Année Nombre 
d'établissements 

Nombre de cas fondés 
sur des dossiers 
administratifs 

1963 305,747 * 

1967 305,611 118,622 
1972 312,398 122,158 
1973 73,460 - 
1974 68,262 - 
1975 71,145 - 
1976 70,346 - 
1977 350,648 144,648 
1978 73,853 - 
1979 57,559 - 
1980 55,953 - 
1981 55,045 - 
1982 348,384 128,307 
1983 51,619 - 
1984 56,551 - 
1985 55,128 - 
1986 54,858 - 

Aucun cas de ce genre en 1963 
- 	L'EAM ne comprend pas de cas fondés sur des dossiers administratifs. 

Tableau 2: VarIables contenues dana Ia LRD 

Sigles 	 Variables 	 d s* I 
ppn code permanent de l'usine 
Id code d'identificatlon 
md code de l'industrie 
ppc eatégorie de produit primaire 
pisr ratio de spécialisat ion - industrie primaire 
ppsr ratio de spécialisation - prodult primaire 
113 condition de l'établissement 

el 	code d'identification de I'employeur 
dind 	code de I'industrie dérivé 
et 	genre d'établissement (0=EAM) 	 C 
ar 	dossier administratif (1=DA) 	 C 
cc 	code de couverture 
sc 	code de source 
Ifo 	forme juridique de l'organlsation 	 C 

at 	code de I'Etat 
smsa 	code delasmsa 
cou 	code du comté 
pine 	code de in localité 

va 	valeur ajoutée 
yr 	valeur de revente 
rew 	recettes tirées de l'exécution de contrats 
msc 	recettes diverses 
te 	emploi total 
pwl 	travailleurs affectés a Ia production: mars 
pw2 	travailleurs affectés a Ia production: mai 
pw3 	travailleurs affeetés é Ia production: aoOt 
pw4 	travailleurs affectés 4 Ia production: novembre 
pw 	travailleurs affectés 4 Ia production (moyenne) 
phi 	heures-personnes: janvier-mars 
ph2 	heures-personnes: avril-juin 
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taux de survie different peu entre eux selon le degré de concentration de l'industrie. Bien que le taux de survie 
le moms élevé corresponde toujours au cas oü le degré de concentration est inférieur a 0.4, ii y a peu de 
difference entre les taux de survie qui correspondent aux deux autres cas et l'écart entre ceux-ci et le taux 
correspondant au troisième cas ntest pas non plus très prononcé. De plus, peu iinporte le degré de 
concentration initial dans l'industrie, l'industrie moyenne a vu disparaitre au moms une de ses quatre plus 
grandes entreprises au debut de chaque période. 

Bien que Von ne puisse pas faire de comparaison directe a cause des differences de méthode, mentionnons que 
Dunne, Roberts et Samuelson (1988) ont eux aussi défini des taux d'entrée et de sortie bruts pour les industries 
du niveau d'agrégation a 4 chiffres 16 . Leur méthode se distingue principalement de la nôtre par la faon de 
considérer les ehangernents de propriété. Dunne et coil. ne  considèrent pas les entreprises qui changent de 
mains cornme de nouvelles venues, a moms que le changement de propriété ne modifie la structure 
fondamentale des entreprises sur le marché. Les seules entreprises qu'ils considèrent comme de nouvelles 
venues sont celles qui contribuent a accroitre la capacité sur le marché. Lorsque Ia direction d'une entreprise 
change, us considèrent cela comme un changement de nom. 

Par contre, dans le present article, toutes les entreprises qui changent de mains sont classées parmi les entrants 
ou les sortants pour le calcul des taux de survie. Si Von entend par nouveau compétiteur toute entreprise qui 
contribue a i'accroissement de Ia capacité de production, ii est donc logique de ne pas tenir compte des 
"changernents de nom" qui résultent d'une fusion ou de toute autre forme de changement de propriété. 
Toutefois, si, corn me le laisse a entendre l'étude stir les changements de propriété citée plus haut, le 
changement de propriété améne de nouveaux dirigeants et un meilleur rendement, les "changements de nom" 
devraient être assimilés aux entreprises nouvelles venues. 

Mais dans queue rnesure les assirniler est une tout autre question, qui iie petit étre réglée dans l'état actuel des 
choses. Ce n'est qu'après d'autres etudes empiriques mettant en relation le rendement et les mesures de 
comportemerit d'une part, et les taux de survie et les autres indices de concentration dynamique d'autre part, 
que nous pourrons vraiment nous prononcer. 

Une chose est stire: les données de panel sont indispensables pour faire avancer la recherche dans ce domairie. 
Même si l'exemple que nous avons présenté porte essentiellement sur Ia variation transversale (ou variation 
d'une industrie a l'autre) du taux de rotation, comme l'étude de Davis et Haltiwanger (1989) citée plus haut, les 
variations des series chronologiques, qui refiètent les fluctuations de Ia demande, les progrès technologiques et 
Ia fluctuation des prix des intrants seront vraisemblablement des éléments majeurs dans le calcul des taux de 
rotation brut et net. Cela est la consequence évidente des vagues de fusions qui sont associées notamment it 
des bouleversements dans l'industrie (voir Blair (1989)). 

4. CONCLUSIONS 

Comme le laisse a entendre la citation du debut, les panels qui existent dans Ia LRD permettent de réaliser 
toute une gamme d'études longitudinales. Dans cet article, nous nous sommes arrêtés é deux types d'études que 
l'on peut réaliser avec des données de panel. Le premier type est l'étude de cas. Dans les exemples cites, nous 
montrons l'importance d'utiliser des effets qui varient dans le temps pour expliquer le comportement des 
entreprises et des établissements (récemment créés ou non). Diverses etudes du CES ont montré qu'un 
changement de propriété pouvait entrainer tine modification notable du rendement de l'entreprise. Cela donne a 
penser qu'il est nécessaire d'inclure les changements de propriété dans les modèles qui expliquent le 
comportement des entreprises et des établissements. En outre, comme le nombre de fusions et de changements 
de propriété vane beaucoup d'une année a l'autre, ces changements peuvent avoir des effets appréciables stir les 
données chronologiques agrégées. 

A cet égard, nous notons également le grand nombre de transferts d'établissements d'une industrie a une autre. 
Ces transferts peuvent créer des fluctuations dans les series chronologiques de Ia production globale des 
industries puisque pour diverses raisons, les effets de ces transferts sont surtout observes dans les années de 
recensement. De plus, comme ii y a des données qui prouvent que ces transferts sont le résultat d'un 
changement de propriété ou d'autres événements du même genre, leur effet sur les mesures agrégées de Ia 
production ne se fait pas sentir uniquement au point de vue du traitement ou du plan de sondage. 11 s'agit plutôt 
d'un phénomène qu'il faut expliquer par tin modèle. Compte tenu du nombre accru de fusions et d'acquisitions 
observées dans les années 1980, Ii faudrait a tout le moms Cvaluer l'incidence des transferts stir les données 
agrégées. Nous avons note que des etudes en cours au CES arrivent a Ia conclusion que le taux de rotation brut 
de Ia main- d'oeuvre a des consequences importantes pour l'analyse du marché du travail et des cycles 
économiques. De plus, nous avons illustré I'importance des flux bruts par une simple mesure "dynamique" de Ia 
structure du marché qui a permis le calcul de taux d'entrée et de sortie bruts grace a Ia LRD.' ' Dans ce genre 
d'analyse, comme dans les etudes de cas, nous "obtenons ce qu'il nous faut". 
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3.3.1 Reclassement de Is main-d'oeuvre 

Une étude récente de Davis et lialtlwanger (1989) donne A penser que les mesures brutes de creation d'emptoi 
sont Importantes pour l'étude des cycles économiques et d'autres questions macroéeonomiques. Davis et 
Haltiwanger constatent que le taux de diminution de l'emploi dans le secteur manufacturier a été beaucoup 
moms élevé que le taux de reclassenient bruts de In main-d'oeuvre (somme des taux de creation et de 
suppression d'empiois) entre 1972 et 1986. La forte difference entre les taux de reclassement bruts et les 
variations nettes observées (environ 10 points de pourcentage en faveur des taux de reclassement) suppose 
l'existence de flux de main-d'oeuvre appréciables entre les établissements, lesquels flux échappent a notre 
attention a cause de l'analyse des variations nettes. En outre, Davis et Haltiwanger constatent que le taux de 
reclassement brut suit une forte tendance contracyclique, ce qul contraste avec Is tendance procyclique du taux 
de reclassement net. Ce qu'il faut retenir de l'étude de Davis et Haltiwanger est que les mesures brutes de 
creation et de suppression d'emplois sont importantes pour l'étude des cycles écononiiques et d'autres questions 
macroéconomiques. Nous allons voir maintenant que les mesures brutes de flux sont tout aussi Importantes pour 
l'examen des questions mlcroéconomiques. 

3.3.2 Entrée ci sortie des entreprises 

On fait valoir depuis longtemps l'importanee de Is structure du marché dans Is determination du rendement. 
Jusqu'â récemmerit, on déterminait souvent l'existence d'un pouvoir monopolistique a I'aide de mesures de Is 
structure du marché comme les quotients de concentration. lJn quotient de concentration sert a mesurer Is 
part de Is production issue, par exemple, des quatre entreprises les plus importantes dans un marché.'' Dans sa 
plus simple expression, Is théorie dit que Ic quotient de concentration permet d'évaluer avec quelle facilité les 
entreprises les PUS importantes d'un secteur peuvent coordonner leurs politiques de prix. 

Le fait d'évaluer le pouvoir monopolistique uniquement par le quotient de concentration soulève de nombreux 
problémes. Parmi les principaux, notons celui, reconnu depuis longtemps, gui fait valoir le role important de 
l'entrée (ou de l'entrée potentielle) comme obstacle ultime pour les entreprises qui pratiquent des prix non 
concurrentiels. Jusqu'â récemment, on disposait de peu d'information pour créer des mesures d'entrCe autres 
que Is variation nette du nombre d'entreprises. 

Pour obtenir une mesure dynamique de Is structure du marché qul repose sur l'entrée et Is sortie brutes, on 
pourrait par exemple calculer le nombre de grandes entreprises dans un marché qul subsistent d'une période 
une autre. La justification théorique de cette mesure est qu'elte fournit de l'information sur Is rotation des 
entreprises concurrentes clans un marché. Cette mesure n'est pas nouvelle et les tests empiriques dont nous 
exposons tes résultats ici ne donnent qu'une We d'ensemble. Cependant, Us illustrent l'importance des 
considerations longitudinales dans l'analyse de Is structure du marché. 

Nous avons calculé des taux de survie pour les quelque 450 industries manufacturléres du niveau d'agrCgatlon a 
quatre chiffres pour les années 1972 a 1977, 1977 a 1982 et 1972 a 1982. En réalité, les calculs portalent sur les 
20 entreprises les plus importantes (su point de vue de Is valeur des expeditions) dans chaque industrie et pour 
chaque année de recensement. Par consequent, le nombre d'entreprlses nyant subsisté est simplement te 
complement de Is rotation brute des entreprises pour Is période étudiCe. Autrement dit, pour calculer Is 
rotation brute, 11 suffit de faire Is difference entre le nombre total d'entreprises (20) et Ic nombre d'entreprlses 
qui se sont maintenues parmi les 20 premieres. Par definition, Is rotation nette est égale a zero. 

En utilisant les 20 entreprises les plus importantes, nous réduisons le risque d'erreur de classification pour les 
petites entreprises. En règle générale, les 20 entreprises les plus importantes d'une industrie représentent Is 
majeure partie de Is production de cette industrie. Dans 280 des 450 industries observées, les 20 entreprises Les 
plus importantes représentent a cites seules plus de 60% de Is production. De fait, it n'y a gue 55 industrIes oü 
les 20 entreprises les plus importantes représentent moms de 40% de Is production. Pour les trols années de 
recensernent étudiées (1972, 1977 et 1982), Is proportion de Is production imputée aux 20 entreprises les plus 
importantes se sttuait en moyenne autour de 75%. 

Les résultats de nos calcuis indiquent un taux de rotation appreciable parmi les entreprises les plus Importantes. 
Le tableau 6 montre qu'en 5 années a peine, l'industrie moyenne a vu disparaitre 8 ou 9 de ses 20 plus grandes 
entreprises. Ceta signifie un taux de rotation brut d'environ 40% (8/20) pour les périodes 1972-1977 et 1977-
1982. Si nous examinons tes chiffres pour Is période de 1972 a 1982, nous voyons que le taux de rotation brut 
approche 60% en moyenne, c'est-mI-dire que 11 ou 12 des 20 plus grandes entreprises de I'lndustrie type ont 
disparu en I'espace de 10 ans. 

Ces taux de rotation élevés ne sont pas nécessairement le résultat d'un large exercice du pouvoir de monopole 
car, malgré ces taux, les parts de marché des entreprises les plus importantes peuvent être trés stables. C'est 
ce que nous déduisons de la ventilation des taux de survie selon le degré de concentration, présentée dans le 
tableau 6. 

Corn me on pouvait s'y attendre, on obtient un taux de rotation plus élevé lorsqu'on le calcule pour les 20 plus 
grandes entreprises, plutOt que pour les 8 ou les 4 plus grandes. Par consequent, si nous lisons chaque ligne du 
tableau 6 de Is gauche vers Is droite, nous remarquons que Ic taux de survie (en pourcentage) va en augmentant 
comme nous passons des 20 plus grandes entreprises aux 8 plus grandes, aux 4 plus grandes. En revanche, les 
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Lea tableaux montrent que Ia distribution des variations brutes eat très étendue. En moyenne, l'équivalent de 
plus de 10% de Ia production rattachée a une catégorie de produit est passée a une autre catégorie de produit. 
Pour environ les trois quarts des categories de produits, la proportion de Ia production touchée par un transfert 
est supérieure a 5%. Pour 5% des categories, cette proportion eat supérleure a 70%. 

Pour ce qui est de Ia variation nette, l'effet est beaucoup moms marqué (en moyenne, moms de 3% de la 
production totale de 1981 pour une catégorie de produit). Cependant, comme nous pouvons le constater dens le 
tableau 5, Ia variation nette est relativement élevée pour certaines categories de produits. Pour plus de 10% 
des quelgue 1350 categories de produits, la variation nette est supérleure A 5%• 2  

Les données des tableaux 3 ê 5 couvrent tous lea groupes de prodults du niveau d'agrégation a 5 chiffres gui 
peuvent servir a l'analyse. On pourrait faire valoir qu'un ensemble aussi vane donne une image exagérée de Ia 
situation. C'est exactement le cas du tableau 5. Une fois que Von a mis a l'écart toutes lea categories de 
produits dont le code se termine par 0 ou 9 (categories diverses), on constate que Ie pourcentage de Ia 
production totale de 1981 touchée par des transferts d'une catégorie a une autre vane de -3.5 a +3.5% pour plus 
de 90% des categories de produits qul restent. Néanmoins, pour toutes les categories qul restent, le 
pourcentage de Ia production totale touchée par des transferts oscillalt en moyenne autour de 9% avee un éeart 
type approximatif de 15. Ce phénomène n'est pas uniquernent le felt de categories de produits mel définles. 

Ces observations donnent a penser que l'industrie (en tent que critère de classification) ne peut être eonsidérée 
simplement corn me un effet invariant dans le temps. De plus, lea transferts de production ne sont pas 
uniquement le résultat d'erreurs de mesure aléatolres (ou non aléatolres) engendrées par lea difficultés liées a Ia 
Classification des activités économiques. La recherche n'a pas encore permis d'établir si la probabilité d'un 
transfert de production est plus forte au moment d'un changement de propriété qu'a tout autre moment dans 
l'histoire d'un établissement. Certaines données (McGuckln et Andrews (1988)) suggèrent des conclusions en ce 
sens. Par ailleurs, lea dirigeants d'entreprises prennent des decisions économiques gui visent a orienter Ia 
capacité de production d'une usine vera de nouvelles activités. Cela est vrai au moment d'un changernent de 
propnlété. Cela est aussi vrai dens lea decisions au jour le jour par lesquelles on modifie la gem me de produits 
fabriqués par l'usine a cause notamment, d'un changement de la demande. Cela donne a penser que pour 
certains problèmes a tout le moms, lea transferts de production doivent être considérés comme une variable 
endogène ou un phénomène expliqué.'' 

3.2 Implications pour lea données chronologiques agrCgées 

II est essentlel de reconnaitre que lea recherches décrites ci- dessus ont des consequences pour l'analyse de 
données agrégées. La premiere consequence a un rapport direct avec l'applicabilité de modèles corn me celui 
décrit par I'Cquation (1). L'anaiyse de données agrégées a recours a des hypotheses sur Ia nature et 
l'homogénéité du comportement des agents économiques. Lea résultats d'études fondées sur Ia LRD permettent 
de croire que les hypotheses classiques sun Ia "représentativité" des données agrégées pourraient ne pea être 
justes dens lea circonstances. 

La seconde consequence a trait au caractère de Ia série d'observatlons. Pour diverses considerations Iiées au 
traitement, lea variations de Ia production ou de l'emploi (dana une industrie) attribuables a des transferts d'une 
industrie a une autre sont enregistrées pour Ia plupart dans les années de recensement. Cela n'est pas le fruit 
du hasard; en effet, a I'occasion de cheque recensement, on realise une enquête exhaustive sur l'organisation des 
établissements et cette enquete s'adresse a tous lea établissements eommerciaux. Les entreprises doivent 
décrire tous les produits qui sortent de leurs usines. Le U.S. Bureau of the Census se sert des nouvelles données 
pour reclasser lea usines de sorte que celles-ci reçoivent le bon questionnaire pour le recensement. C'est 
pourquoi un grand nombre de transferts de production sont rapportés dana lea années de recensement.' 

A cause des réalités du traitement et de Ia forte proportion de Ia production d'une industrie susceptible de 
passer a une autre industrie, lea données publiées sur La production globale, l'emploi ou d'autres variables axées 
sur l'étabLissement subiront quelques variations entre les années de recensement et lea années intercensitaires. 
C'est a Ia suite de l'observation de ces variations que le BEA a mis sur pied son projet qui a permis de recuelllir 
lea données ayant servi a la construction des tableaux 3, 4 et 5. Si on parvient a determiner Porigine de ces 
variations, on disposera de données pour aceroitre Ia qualite des series chronologiques existantes. On pourra du 
méme coup travailler a la reconstitution de series chronologiques que l'on pourra comparer aux series non 
redressées tirées des enquetes et des recensements a caractère transversal. Ces travaux devraient nous fournir 
des renseignements précieux pour l'interprétation des modèles de series chronologiques. 

3.3 Flux bruts 

La LRD permet de determiner les flux bruts et lea flux nets de variables Cconomiques comme Ia creation 
d'emplois et I'entrCe d'entraprises dens un marchC. Le bosom d'analyser des mesures de variation brute a été a 
l'orlgine d'un certain nombre d'études au CES. Ces etudes concluent toutes que le fait d'insister sur las mesures 
transversnleq agrégCes de Ia variation nette peut soustraire é notre attention d9mportants phCnomCnes 
éeonom Iques. 
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lesquelles des données de panel comme celles contenues dens Ia LRL) sont indispensables. Mals ce qul est plus 
important encore, c'est de constater que ce genre d'analyse est indispensable pour bien comprendre lea grands 
phénornènes économiques et porter des jugements éclairés stir les programmes. 

3.1 Ovolution de l'entreprise dens Ic temps 

Pour des raisons de commodité, prenons tout d'abord un modèle simple pour expliquer Ic rendement ou 
l'évolution d'une entité économique telle une usine ou une entreprise. Par consequent, supposons que le 
rendement de i'uslne I au temps t, Y, t

, 

peut être décrit par Is relation 

= a + lJj + Xt + ZsssXsit + Elt 	 (1) 

oü X 	 sont des variables exogènes, a représente l'effet fixe par usine, qul est commun il toutes las usines,
sit  

désigne un effet fixe invariant dens Ic temps, comme Ia propriété, l'lndustrie ou l'emplacement, qui eat commun 
a un groupe d'uslnes, X eat un effet fixe qui vane dens le temps et qui est le même pour toutes les 

usines, et ritest 
 un terme d'erreur. Ce modèle élémentaire suffit pour décrire les questions qui nous 

Intéressent. 

Nous pouvons notamment nous demander ce que lea effets fixes définis dana Ic modèle permettent de contrôler. 
Ce qut nous intéresse particulièrement let, e'est de savoir quels effets invariants dens le temps peuvent être 
représentés par uj. Une réponse qui nous vient rapidement A l'esprit est le groupe de Ia CAE auquel appartient 

Pusine, ou encore Ia propriété de l'usine. Or, aucune de ces rAponses n'est satisfaisante. 

3.1.1 Changeme'nt ile proprlétA 

L.a fréquence et Vampleur des fusions observées récemment montrent clairement que les entreprlses ou las 
usines changent souvent de mains. Considérer Ia propriAté comme un effet invariant dens le temps ne pose pas 
de probléme at Ia situat ion de l'ustne (ou de l'entreprise) demeure relativement Ia mAme après te changement de 
propriétalre. Cependant, des etudes fondées sur Ia LED révèlent qu'un changement de propriétalre a des effete 
notables sur le rendement d'une usine ou d'une entreprise. 

McCuck1n at Andrews (1988) notent tin aecroissement de Is part de marché pour les entreprises qut fuslonnent 
par rapport A celles qui ne Ic font pas, surtout dens le ass des pnises de contrôle A 100%. Lichtenberg et Siegel 
(1988, 1989b) notent une amelioration de Ia productivité A Is suite d'un changement de propriétaire. De plus, its 
peuvent expliquer en majeure partie ce gain de productivité par Is reduction du nombre d'employés 
administratifs et 1* diminution des salaires de cette categoric d'employés (Liehtenberg et Siegel (1989a)). Ce 
genre d ... etudes de cas" sont irréalisables at on ne dispose pee d'un panel d'observations sur les établissements ou 
les entrepnises. 

3.1.2 Change ment d'industrie pri maire 

Diverses etudes ont aussi montrC que de nombreux établissements passent d'une industrie A une autre. Environ 
le tiers du panel compose de plus de 16,000 établissements observes sans Interruption de 1972 A 1986 a change 
d'industrle prirnaire (niveau dtagrégation  A quatre chiffres). Le fait de considérer l'Industrle comme un effet 
fixe peut done représenter tine entorse au modèle. 

La panel équilibré de Ia LED renferme normalement un trop grand nombre de gros établlssements. Les 
transferts d'une industrie A une autre ne sont done pea le propre des petits établissements, qui comptent pour 
peu dana Ia production totale. Abbott et Andrews (1988) indiquent que les usines qul sont passées d'une industrie 
pnimaire A tine autre entre deux recensements représentaient plus de 3% de is production totale dens lea 
périodes 1972-1977 et 1977- 1982. Dens le ass de certains groupes (niveau A 2 chiffres), 10% de Is production 
de l'lndustrie type du niveau d'agrégation A 4 chiffres était touchée par des transferts d'établissements. llref, 
ace transferts ont une incidence appreciable sun les ehiffres de Ia production totale de nombreuses Industries. 

3.1.3 Changernent de categoric de prodult 

Par surcroit, lea transferts observes ne sont pas uniquement Ia consequence d'erreurs de mesure corn mises 
lorsqu'une usine qul a uric production dlverslfiée est classée dana une nouvelle industnie du fait que son 
"principal" produit a change. Don nombre de ces transferts impliquent un changement de categoric de produit. 
En comparant las données d'établissements appariés pour 1'EAM de 1981 at Ic recensement de 1982, nous avons 
constaté, sur Is foi de données rassemblées A l'occasion d'une étude du Bureau of Economic Analysis (BEA) du 
Département du commerce des E.-U., que In production brute touchée par lea changements de categoric de 
prodult représentait en moyenne plus de 10% de is production totale en 1981.'' 

Las tableaux 3 et 4 contiennent des données sur Ic pourcentage de Ia production totale d'une categoric de 
prodult attnibuA aux usines qui fabriquaient cette categoric de produit en 1981 mais qul Pont remplacée par 
d'autres l'année suivante. On appelle cela in part dc production transférée vers une autre categoric de produit. 
La part de production transférée d'une autre categoric de produit est définie de Ia méme façon at eat aussi 
caicuiée au moyen de la production totale de 1981 pour [a categoric de produit en question. 
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L'existence d'un plan avec renouvellement et le felt que Is plupart des établissements ne sont pas échantillonnés 
pour 1'EAM n'ont, en théorie, aucun effet sur les estimations agrégées transversales. En revanche, II devlent 
plus difficile de suivre l'évoIution des établissements dens le temps et les établissements pour lesquels 11 existe 
des données continues pour chaque année deviennent moms nombreux. Ce plan limite considérablement le 
nombre de panels uniformes que l'on peut tirer annuellement de la LRD. Pour Ia période 1972-1986, on compte a peine plus de 16,000 établjssements pour lesquels ii existe des données pour chaque année de cette période 
dens Ia LRD; ce nombre représente moms de 5% des établlssements recensés a une année ou a une autre. 6  

Les établlssements gui ne sont pas échantillonnés pour l'EAM figurent uniquernent dens le RM. Compte tenu de 
Ce qu'il y a déjâ eu 5 recensements avant celui de 1987 et que les résuitats de celui- ci seront pubilés sous peu, 
ii y a de bonnes chances que nous puissions fonder notre recherche sur des panels équlilbres avec des 
observations aux 5 ens.' Roberts et Monahan (1986) donnent is composition des raccordements qui existent pour 
les années de recensement 1972, 1977 et 1982. Sur les quelque 600,000 enregistrements d'établissements 
consignés au cours de ces trois années, ii y en a environ 133,000 (ou 22%) qul reviennent a cheque année. Dunne 
et Roberts (1986) ont étendu les données correspondantes a Ia période 1963-1982. Pour cette pérlode, on 
dispose d'environ 66,000 étabLissements raccordés pour constituer un panel équilibre. Bien que l'effectif du 
panel sera moindre pout 1987 a cause de l'attritlon, le nombre d'établlssements observes durant toute Ia période 
1963-1987 devrait se maintenir au-dessus de 50,000. 

2.2 Données 

La LRD renferme divers renseignements sur les établissements. Leg données sont enregistrées annuellement, a 
l'exception de celles sur l'empiol et le nombre d'heures travaillées, qul le sont trimestriellement. De façon 
générale, les données contenues dens Ia LRD portent sur is production et diverses earactéristiques de 
classification et d'identification. Dans ce dernler cas, il peut s'aglr de données sur Ia propriété de I'usine, son 
emplacement ou son &ge (dans le cas de certaines usines), et Ia structure des produits ou de l'industrie; ce peut 
être aussi des codes qui servent a indiquer, entre autres choses, Ia creation ou La disparitlon d'une entreprise et 
les changements de propriété. Ces codes servent au raccordement longitudinal des entreprises et a is definition 
des liens de propriété entre ces entreprises. 

La plupart des données recuelilies pour cheque usine concernent les intrants ou les extrants de l'usine. Pour des 
raisons d'économie d'espace et de temps, nous ne faisons pas ici une description détaillée des variables 
concernées par ces données. Toutefois, on trouvera une telie description dens Ic document technique de La 
LRD, disponibie auprès du CES, qui est l'organisme chargé de Ia mise a jour et de L'expioitation de cette base de 
données. Néanmoins, La liste de variables reproduite dens le tableau 2 iLlustre assez bien l'étendue de Ia LRD. 
En ce qul concerne Les intrants, cette base renferme des données sur les principaux facteurs de production 
main-d'oeuvre (pour Ia production ou autre), capital, matléres et services achetés. 

Les donnécs sur les extrants comprennent Ia valeur des expeditions enregistrées pour cheque produit; les années 
de recensement, ces données portent sur les produits identifies par 7 chiffres et pour I'EAM, elles portent sur 
les produits identifies par 5 chiffres. La LRD renferme aussi des données connexes, comme La valeur ajoutée, 
les recettes diverses, les stocks, Ia valeur de revente et les recettes tirées de I'exécution de contrats, pour 
chaque établissement. 

Dens les années de recensement, Les données sur les prix sont exprimées le plus souvent sous forme de valeurs 
unitajres.' Pour les années intercensitaires, Ia LRD ne contient pas les données de quantité normalernent 
nécessaires pour caiculer les valeurs unitaires. Par consequent, lorsqu'on veut exprimer des valeurs en prix 
constants dans l'estimation de Ia fonction de production, ii faut recourir aux series de prix par industrie. Ces 
series, construites a partir de données du Bureau of Labor Statistics (BLS), sont pubLiées par Le Département du 
commerce des E.-I.J. Plusieurs spécialistes s'en servent pour exprimer des valeurs en prix constants.' 

3. RECHERCHE EFFECTUEE A L'AIDE DE LA LRD ET DIMENSION TEMPORELLE 

Le programme de recherches du CES met en valeur des projets qui exploitent les caractéristiques longitudinsles 
des usines et des entreprises. De nombreux projets sont axes sur is mesure. us posent des series appréciables 
de critères qui peuvent servir ensuite a des tests d'hypothèses pius approfondis. Mentionnons a titre d'exemple 
Ies etudes de Dunne, Roberts et Samuelson (1988, 1989b), qui portent sur les creations et les disparitions 
d'entreprises et les flux bruts de Ia main-d'oeuvre respectivement. Dens les deux cas, on a utilisé des panels de 
5 ens formés a l'aide de données de recensement de Ia LRD. Mentionnons aussi l'étude de Davis et Haltiwanger 
(1989), qui Claborent de nouvelles mesures de La variation brute et nette de l'emploi sur une base annuelle. 
D'autreg etudes, réaiisées au CES, ont pour objet de tester des hypotheses particulières. Sur ce plan, diverses 
etudes, qui analysent L'effet d'un changement de propriété sur le rendement de l'usine ou de l'entreprise, 
exploitent Is structure longitudinale de la LRD. Citons, a titre d'exempLe, ies articles de McGuckin et Andrews 
(1988) et de Liehtenberg et Siegel (1988, 1989a, 1989b). 

Dens La présente section, nous ne cherchons pas a presenter un tableau complet de la recherche qui se fait a 
L'aide de Is LRD. Par exemple, de nombreuses etudes sur Ia mesure de Is productivité ne sont traitées que 
superficiellement. (Plusieurs etudes ont été publiées au cours des deux dernières années et plusieurs autres 
projets d'envergure sont en voie de réalisation.) Nous voulons plutét illustrer Ic genre de recherches pour 
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une chose: l'lndustrie a laquelle appartient un établissement, la propriété de l'établissement et t'existence de 
l'étabilssement (creation et disparition) sont des variables endogènes gui ne peuvent être considérées 
simpiement comme des effets fixes invariants dana le temps dans les modèles économétriques.' 

On ne peut exagérer l'importance des series de données de panel pour Ia reeherche éconornlque. Sans elles, de 
nombreuses questions éconorniques ne peuvent tout simplernent pea être analysées. Parmi ces questions, ii s'en 
trouve toute une série qui porte sur le comportement des agents éeonomiques avant et après la mise en oeuvre 
de programmes particuliers ou sur d'autres changements dens les conditions ou l'environnement de ces agents. 
Lea données de panel offrent aussi un moyen unique de calculer des micro-mesures de variation brute, ce qul est 
rarement possible avec des données agregées.' 

Les rCsultats d'études récentes faites par le CES donnent a penser que les mesures de variation brute peuvent 
être aussi utiles que les mesures de variation nette dana l'analyse de nombreuses questions. Par exemple, des 
etudes récentes sur la rotation de Ia main-d'oeuvre révèlent que les flux bruts de la main-d'oeuvre sont une 
mesure importante tent au point de vue chronologique (cycles economiques) que transversal (étabiissements et 
Industries). Des etudes portent sur la creation et Ia disparitlon d'entreprlses ou d'usines aboutissent aux mémes 
conclusions. Dans cet article, nous analysons une mesure de Ia rotation dana les marches industriels afin 
d'évaluer l'importance des mesures de flux brut par rapport aux mesures de flux net normalement utiliséea dana 
l'analyse. 

Bien que beaucoup de choses nous échappent encore, nous avons plusieurs ralsons de croire que las mesures de 
variation brute auront des effets économiques appréciables. Premièrement, tout changement implique 
nécessairement Ia mise en oeuvre de ressources et les mesures de variation brute permettent justement 
d'évaluer les coQts afférents et d'en saisir le sens. Deuxièmement, lea observations voulant qu'un changement 
de propriétaire influe sur le rendement de l'entreprise donnent a penser que lea mesures de flux brut apportent 
des renseignements précieux sur Ia compétitivité. 

iJne troisième raison d'analyser les variations brutes est qu'eiles permettent d'établir si les variations globales 
sont engendrées par un petit ou un grand segment d'entités économiques. Lea personnes responsables de 
i'élaboration des politiques doivent connaitre l'étendue des forces gui sont a l'origine des variations globales. 
Dans chaque cas, Uutilisation de panels longitudinaux sera nécessaire. 

Comme Ia LRD est relativement nouvelle, ii serait utile d'en faire une breve description pour les besoins de 
l'anaiyse. Du méme coup, nous pourrons en faire l'évaluation corn me source de données de panel. 

2. LA LRD 

On a construit In LRD en raccordant lea enregistrements d'établissement tires du recensement des 
manufactures (RM), qul a lieu a tous les 5 ens, at de l'enquête annuelle sur les manufactures (RAM). A l'hcure 
actuelle, Ia LRD compte bien au-delà de 2 millions d'enregistrements qui renferment des données sur plus de 
800,000 établissements différents pour Ia période de 1963 a 1986. Lorsque lea résultats du recensement de 1987 
seront ajoutés a Ia base, le nombre d'établissements pourrait dépasser Ic million. 

Le tableau 1 donne le nombre d'étabiissements compris dens la LRD a cheque année. A cheque année de 
recensement (1963, 1967, 1972, 1977 at 1982), Ia base contenait au-dela de 300,000 établissernents dont environ 
les deux tiers avaient participé directement a l'enquête. Les autres, c'est-à-dire ceux dont lea données avalent 
été tirées de dossiers administratifs, étaient de petits établissements (comptant pour Ia plupart moms de cinq 
employés) qul influaient peu sur lea totaux de l'industrie. Dens les années intercensitaires, Ia LRD a déjà 
compté environ 70,000 établissements (période 1973-1978); depuis 1979, année oü 1'EAM a été remaniée en 
profondeur, die en compte environ 55,000. 

Selon le plan de l'EAM, La probabilité d'échantillonnage d'une usine eat liée directement a sa taille. Cette 
relation est toutefois complexe. Lea gros établissements, ceux qul comptent plus de 250 employés, sont 
échantillonnés avpc une probabilité égale a un. Les établissements plus modestes (ceux qui comptent entre 10 
et 250 employés) sont échantillonnés avee une probabilité proportionnelle a Ia taille de l'effectif sauf que lea 
établlssements échantillonnés dans un panel donné ont moms de chances d'être échantiilonnés dens le panel 
suivant', cela dana le but de réduire le fardeau de réponse pour lea petits établissernents. Lea panels sont 
renouvelés a tous les 5 ens afin surtout d'obtenir des estimations précises d'agrégats économiques corn me lea 
expeditions.' 

2.1 Plan transversal 

Lea données de Ia LRD proviennent d'enquetes et de recensements a plan et a traitement transversal. Même si 
l'étape du contrôle comprend des valeurs d'années antérleures, II y a peu de contrôles fondés sur Ia chronologie. 
Pour iliustrer le caractère transversal du plan de sondage, précisons que Iorsqu'un gros établissement fabrique 
toute une série de produits différents, le plan considère piusieurs établissements en un. Cela a pour effet 
d'aceroitre La precision des agrégats éeonomiques dens l'échantillon mais de rendre moms précis lea 
raccordements d'établissement dens le temps du felt qu'il devient plus difficiie de suivre l'évolution de cheque 
usine. 
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DONNEES ECONOMIQUES LONGITUDINALES AU U.S. BUREAU OF THE CENSUS: 
UN REGARD NOUVEAU SIJR DE VIEIL.LES QUESTIONS 

R.I1. MeGuckin' 

RÉSUMÉ 

Cet article a un double objectif. En premier lieu, ii vise a illustrer l'importance des données de panel a l'aide 
d'exemples pulses dans les etudes en cours oü est utilisée Ia base de données longitudinales (Longitudinal 
Research Database -- LRD) du U.S. Bureau of the Census. Bien que Ia LRD ne soit pas le résultat d'une "vraie" 
enquête longitudinale, elle permet de constituer des series de données de panel (équilibré ou non) pour les 
établissemerits, les entreprises et les domaines d'activité. En deuxième lieu, cet article vise a intégrer les 
résultats d'études récentes a la LRD et a déduire des conclusions sur l'importance des miero-données 
longitudinales pour la recherche économétrique et l'analyse chronologique. Du reste, l'intérêt des données de 
panel tient au fait qu'il s'agit a la fois de micro-observations et dobservations chronologiques. Par ailleurs, cela 
nous amène a nous demander pourquoi les données de panel sont indispensables pour comprendre et interpreter 
l'évolution chronologique des données agrégées produites a Ia suite de recensements ou dTenquetes  a caractére 
transversal. Nous allons voir aussi dans cet article que les hypotheses classiques de l'homogénéité peuvent 
s'avérer invalides dans un grand nombre d'applications. En particulier, l'industrie a laquelle appartient un 
établissement, la propriété de l'établissement et l'existenee de l'établissement (creation et disparition) sont des 
variables endogènes qui ne peuvent étre considérCes simplement comme des effets fixes invariants dans le 
temps dans les modèles éconornétriques. 

MOTS CLÉS: Longitudinal; données de panel; LRD; micro-données. 

1. INTRODUCTION 

"Tu ne peux pas toujours obtenir ce que tu veux mais si tu tentes ta chance, tu obtiens parfois ce qu'il te faut." 
(TRADUCT1ON) (Let It Bleed, 1969, Mick Jagger et Keith Richards) 

Cet article a un double objectif. 11 vise premièrement a illustrer L'importance des données de panel a l'aide 
d'exemples pulses dans les etudes en cours oü est utilisée Ia base de données longitudinales (Longitudinal 
Research Database -- LRD) du U.S. Bureau of the Census. line série de données de panel est une série formée 
de multiples observations chronologiques sur des entités éconorniques. Par exemple, une série de données de 
panel pour établissement pourrait être constituée d'observations concernant les expeditions des diverses usines 
d'une période a l'autre. En revanche, les series chronologiques sont normalement constituées d'observations 
relatives a un agrégat éconornique pour des périodes successives, par exemple les expeditions totales d'une 
industrie ou le revenu national. L'intérêt des données de panel tient au fait qu'il s'agit a Ia fois de micro-
observations et d'observat ions chronologiques. 

I3ien que Ia LRD ne soit pas le résultat d'une "vraie" enquête longitudinale, elle permet de constituer des series 
de données de panel (equilibré ou non) pour les établissements, les entreprises et les domaines d'activité.' Elle 
permet aux chercheurs de réaliser de nombreuses etudes fondamentales jugées irréalisab]es auparavant. C'est 
là que la seconde moitié de l'extrait de Ia chanson de Mick Jagger et Keith Richards prend tout son sens. 

En second lieu, cet article vise a intégrer les résultats d'études récentes a Ia LRD et a déduire des conclusions 
sur I'importance des micro-données longitudinales pour Is reeherche éconornétrique et l'analyse chronologique. 
L'analyse porte plus spécialement sur le comportement des entreprises et des établissements. Elle nous amène 

nous demander pourquoi les données de panel sont indispensables pour comprendre et Interpreter l'évolution 
chronologique des données agrégées produites a Ia suite de recensements et d'enquêtes a caractère transversal. 

La plupart des modèles économiques reposent sur des theories qui concernent le comportement des agents 
économiques pris individuellement. L'estimation et l'inférence fondées sur des données agrégées 
saccompagnent d'hypothèses sur l'homogénéité des entités qui forment I'agrégat. On pourrait supposer, par 
exemple, que Ia repartition des entités en fonction d'une variable particulière comme l'efficience ou Ia 
classification industrielle ne vane pas dans le temps. Nous allons voir dans cet article que des hypotheses de ce 
genre peuvent s'avérer invalides dans de nombreuses applications. Les observations nous aménent a constater 

R.H. McGuckin, chef, Center for Economic Studies (U.S.), Bureau of the Census, Washington, D.C. 20233. 
Cet article ne reflète pas nécessairement Ia position du U.S. Bureau of the Census. L'auteur remercie 
Timothy Dunne et John Haltiwanger pour Iui avoir communiqué leurs comrnentaires et avoir accepté de 
participer a de nombreux échanges fruetueux. 11 remercie également Stephen Andrews, Scott Schuh, James 
Monahan, Sang Nguyen et Mary Streitwieser pour leurs précieux corn mentaires. Enfin, ii tient a exprimer 
sa reconnaissance a Stephen Andrews et a Robert Beehtold, qui ont compile les données, de rnême qu'à 
Janice Bryant et a Terry Norris, qui ont aceompli un magnifique travail a la machine a écnire. 
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possibles, et ce dana diffrentes situations. Bien sGr, une telle operation eat Impossible et se 
dolt donc d'être menêe directement par chaque chercheur en d€but de travail. 

5. CONCLUSION 

Dana toute eerie chronologique, les discontinuit€s potentielles sont nombreuses. Elles vont de 
l'arrêt de is parution d'une variable A Ia modification de la qualité des donnes. Les reactions 
face a celles-ci varient également d'un chercheur i l'autre: abandon, restriction de l'êtude ou 
correction des informations lacunaires. 

En fait, ii n'y a pas de recette miracle. Le chercheur est seul juge en matière de 
discontinuirés. Chaque travail est particulier en ce sens que non seulement le thame etudié 
importe dans la decision finale, inais égaiement l'environnement: las sources disponibles, is 
main-d'oeuvre et même lee ressources financiêres, lee contacts et le poste du chercheur. Celui 
qul a accès A l'information de base (celle des formulaires ou questionnaires) n'est pas dana is 
rnême situation que celui quf travaille seul et qui ne peut obtenir des tableaux dêtailiés qu'ê 
prix fort. Et Ce, méme s'ils travaillent sur le inéme sujet. 

L'étude de l'évolution de l'indice synthétique de fecondite menée A titre d'exemple, nous a 
permis de dêgager certains avenues de decision qui bien qu'incomplètes montrent bien que l'impact 
des discontinuitês n'est pas toujours énorme. U vane selon le niveau de l'erreur, le type de la 
discontinuite, l'élément étudié et son niveau d'agrêgatlon, le poids de la population touchée par 
Is discontinuité dans la population totale ciblée. Points importants a ne pas oublier: le niveau 
géographique et surtout, la taille de la population êtudiée. 

Quoiqu'il en soft, [1 importe de ne plus regarder lee series chronologiques de données du méme 
oeil at d'ajouter la prudence, l'attention aux méthodes utilisées. Enfin, n'attribuons P88 trop 
d'importance ê des differences minimes clans le temps mais mettons plut6t l'emphase cur las 
variations majeures et lee tendances soutenues. 
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important que pour i'I.S.F., l'cart moyen de 1977 a 1986 Stant de 4.35%. Quant i i'effet de 
i'ajout de la province de Terre-Neuve, ii eat faible mais néaninoins visible, les taux de cette 
srie &ant les plus élevés en 1980 et 1981, seules années de disponibilité. 

Le taux de fécondité par age, comme l'I.S.F., eat un rapport liant deux sources. Nous allons 
maintenant mesurer l'impact de certaines discontinuités sur la population feminine A 22 ans. Lea 
series précédentes 9 l'exceptlon de celle incluant Terre-Neuve seront l'objet de la comparaison. 
Le graphique III illustre lee tendances. Encore une fois, elles sont similaires male is position 
des courbes est A l'opposé de celie montr€e précédemment. Rien de surprenant, is population 
servant de dénominateur dana l'l.S.F. et le taux par age, d'oil i'inversion. L'évolution des 
estimations intercensitaires de population se juxtapose a celle de is population de fait-de jure, 
du moms jusqu'en 1976, date A laquelle la seconde s'accrott plus rapidement. En 1986, les deux 
series sont distarites de 1.6%, écart tout de méme respectable. L'effet de la correction du 
sous-dénombrement eat intCressant. Non seulenient, est-il apparent ici que l'écart as creuse entre 
lee deux autres series et la eerie corrigée du sous-dénombrement inais, alors que lea autres 
semblent montrer une baisse de is population feminine egée de 22 ans depuls 1983, la eerie 
corrigée laisse présager plutôt d'une certaine stagnation de l'effectif. En 1986, l'écart entre 
estimations intercensitaires et population corrigée du sous-dénombreinent est de 5.8%. 

TABLEAU I 

Impact de certains types de discontinuités sur trois indicateurs démographiques 

Dlscontinuité Ecart mesuré (%) 

I.S.F. Taux de fécondité Population feminine 
22ans a 22ans 

• méthode de calcul 2.5 n.d n.d. 
de l'indice 

• methods de calcul négligeable n.d n.d. 
des estimations 
intercensitaires 

• 	type de population: négligeable n.d n.d. 
postcensitaire ou 
Intercensitalre 
population cibie: 1.2 1.0 1.6 
de jure ou de jure- 
de fait 

• 	territoire négligeable 1.7 n.d. 
sous-dénombrement 
aux recensements 4.0 4.4 5.8 

n.d. = non disponible 

Pour résumer quelque peu lea commentaires précédents, ii nous paralt utile de réunir lee 
observations relatives a l'lmpact des différentea discontinuités étudiées dane un seul tableau, 
is tableau 1. Méme s'll ne concerne que certaines mesures démographiques bien particuiières et 
une selection de discontinuités, ce tableau eat riche en enseignements. Ii nous montre d'abord 
que plus le niveau d'agrégation eat élevé et éloigné de la source de discontinuité, plus l'impact 
de la discontinutté est faible. Par exemple, l'inipact d'une méme discontinuité eat beaucoup plus 
forte sur l'él&ment touché directement, Ia population en l'occurrence, que cur tout indice qui 
utiliae cette population, et 19 encore, l'impact diminue si l'indice calculé n'utiiise pas que la 
population de la catégorie a fort degré d'erreur. Le niveau de l'impact depend donc du degré 
d'agrégation de l'élément étudié par rapport au niveau d'arrivée de la discontinuité. Cependant, 
le polds de Ce dernier niveau dans l'élément mesuré importe aussi. Nous pouvons affirmer sans 
grand risque d'erreur que l'impact du sous-dénombrement eat certainement plus grand cur l'I.S.F. 
que cur l'espérance de vie é Is naissance, lea naissances survenant é un age oa le sous-
dénombrement eat élevé, au contraire des décés. Le tableau 1 nous rappelle également que 
certaines discontinuitéa n'ont pas ou peu d'effeta, l'impact de chacune étant intrinséquement lie 
aux caractéristiques-mémes de la discontinuité. Ici, la modification du territoire joue peu parce 
que Ia population de Terre-Neuve eat falbie dens l'ensemble canadien. Qu'en aurait-il été si 
l'Ontario avait été la province omise? 

L'exemple présenté ici concerne des indices qul ne peuvent que crottre ou décrottre sans être 
n€gatifs: seul le format peut varier non le sens. Le phénomène migratoire eat different, et 
l'impact des discontinuités peut alier jusqu'à modifier le sens du mouvement net total. L'étude 
de tels phénoménes deinande donc d'autant plus de precautions. 

Ii aurait été desirable de dresser une liste exhaustive des discontinuités identifiées au premier 
chapitre et d'en citer, avec chiffres a l'appui, l'impact sur tous les indices démographiques 
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11 convient de souligner que ces six discontinuits ne sont pas lea seules dont souffrent lea 
données: l'enregistrement i 1'tat civil est provincial tandis que le recensement (et lea 
estimations qui en dcoulent) est du ressort du féd€ral; la dfinition de "naissances vivantes" a 

modifiée en 1959 et l'application de la nouvelle dfinition s'est faite a date variable selon 
lea provinces; enfin, depuis 1981, le recensement du Canada ne depend plus du travail des 
enumerateurs puisque chaque mCnage complete lui-inême son questionnaire et le retourne ensuite par 
la poste. Nous nous limiterons cependant i i'tude de l'impact des six nommes pr6c6demment, 
d'une part parce que celles negligees touchent l'ensemble de nos series de la meme façon, et 
d'autre part, parce que leur impact eat beaucoup plus complexe A mesurer. 

Le graphique I montre que queue que soft la serie identiflee, la tendance de l'evolution de 
l'indice synthatique de fecondite de 1950 A 1986 eat Ia mame: hausse constante jusqu'en 1957, 
puis chute rapide jusqu'en 1973 suivie d'une baisse beaucoup moms accentuée. Des diffCrences 
apparaissent toutefols pour lea series des Nations-Unies et corrigCe du sous-dCnombrement. 
L'examen detaille des tendances d'année en annee montre parfols quelques variations. De 1983 
1984, toutes lea series montrent une legare hausse a l'exception de celle basee sur la population 
"de jure-de fait" qui indique plut6t une stagnation. La neme phenomane existe en 1974-75. 

L'effet des six discontinuités identifiées précédemment peut étre mis en luinière par is 
comparaiaon deux A deux des series dana lesquelles un seul element diffare. L'impact de la 
méthode de calcul de l'I.S.F. semble étre important: le passage de taux par ages simples aux taux 
par groupes d'ages quinquennaux diminue de beaucoup le niveau de l'indice (2.5% environ), et ce 
durant toute la période. La comparaison des deux series basees sur lea estimations 
intercensitaires (revisees ou non) ne montre, 9 peu de choses prés, aucun écart, sinon de tras 
légers. La changement de méthode de calcul n's donc que peud'effet. Ce n'est guêre surprenant 
puisque, par definition, et Ce, queue que soit la méthode utilisée, lea estimations 
intercensitaires découlent de deux recensements encadrants, qui eux, ne varient pas. L'impact de 
l'utilisation des series postcensitaire ou intercensitaire eat également négligeable. LA encore, 
ce n'est pas une surprise puisqu'il a ét€ démontrC que la difference, au niveau canadien, entre 
lea deux types de population, est généralement inf&ieure a 1% (Statlstique Canada 1987). La 
changement dans lea populations cibles, de "de jure" a un "de jure-de droit" eat un peu plus 
sensible et Ce, surtout sur lea dernieres annCes. Cela tient é nos hypotheses de correction 
(basées sur nos connaissances fragmentaires): lea residents teinporaires de plus d'un an au Canada 
(réfugiés en attente de statut, étudiants, détenteurs de permis de travail, diplomates, 
visiteurs) ne cessent d'augmenter. La correction simulée, enfin, du sous-dénombrement des 
différents recenaements de population, eat, elle, d'effet majeur, et ce, particulièrement entre 
1950 et 1965, et depuis 1976. Cette correction repose sur les seules données connues relatives au 
sous-dénombrement, publiées dans les documents relatifs a chacun d'entre eux. Lea raéthodes 
d'obtention ont variC avant 1961, mais, depuis cette date, celle utilisée eat is 
contre-vérificatlon des dossiers, operation qui recherche parmi les personnes recenaees un 
échantillon de personnes qui auraient dfl l'étre. La taille de l'échantillon n's cease d'augmenter 
depuis cette date mais les niveaux d'erreur demeurent élevés. Nous rappelons donc qu'il ne s'agit 
ici que d'une simulation. L'impact entre 1950 et 1965 est important puisqu'il modifie l'indice 
d'en moyenne 4.4%. Le niveau eleve du sous-denombrement entre 20 et 24 ans se répercute donc ici 
tout comae celui du recensement de 1961 (3.3%). L'impact entre 1976 et aujourd'hul eat un peu 
plus faible (3.5%), Inême s'il va en s'accenruant. Cette difference entre les deux periodes ne 
tient pas i une diminution du taux de sous-dénombrement dane le temps, mais plutôt a une 
augmentation de l'age moyen des mares i la naissance, les femmes de 25-29 ans etant moms 
sous-dCnombrécs que celles de 20-24 ans. L'indice revise pour inclure Terre-Neuve eat absent du 
graphique puisqu'il n's Ctê calculé que pour deux années. La correction n's cependant aucun 
Impact, lea indices étant identiques a ceux bases sur lea estimations intercensitaires révls&ea. 
11 eat vtai que is population de Terre-Neuve eat faible eu Cgard a in population canadienne 
totale. 

A quelques exceptions prés, donc, l'impact des discontinuités sur un indice synthCtique du type 
de celui 6tudU precedemnment eat plutôt faible. La prise en compte, dana umi tel indice, d'un 
grand nombre de taux différents, dilue en quelque sorte l'erreur qul pourrait entacher plus 
particuliérement l'un d'entre eux. Quel serait l'impact de certaines de ces discontinuitéa sur 
des taux spécifiques, a l'age par exemple oa elles sont lea plus fortes? L'impact du 
sous-dénombrement €tant important sur l'I.S.F., et sachant qu'il touche particuliarement lea 
20-24 ans, nous allons étudier l'evolution du taux de fécondité gCnérale i 22 ans, de 1950 a 
1987. Nous ne pourrons commenter que quatre series, lea trois sCries officielles publiees ne 
fournissant aucune information sur lea taux par ages simples. 

La graphique II illustre l'évolution comparative des series basées sur les intercensitaires 
révisées, Ia population de fait-de jure, le sous-denombrement corrigé et l'ajout de la province 
de Terre-Neuve. Comae pour l'I.S.F., les deux premieres sont quasi-identiques, mémne si la seconde 
est légèrement infêrieure en fin de période. En fait, l'écart entre elles eat moindre que pour 
l'I.S.F. et cela tient, certalnement en partie, au fait que la population feminine ajoutée dans 
la population de fait-de jure a 27.7 ans d'ége median et que l'impact majeur sur lea taux n'est 
pas a 22 ans. L'impact de la correction du sous-dénombrement eat cependant, tel que prévu, plus 
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extrieure. La qualit6 globale de l'inforaation publiée, par exemple, ne lui est connue que grace 
aux etudes de l'organisme responsable. Bien sflr, ii peut mener lui—in6me quelques travaux 
comparatlfs, mais pour certaines variables (le sous—d6nombrement par exemple), le chercheur est 
tributaire de decisions d'autruf. Et alors, lea r€sultats fournis peuvent ne pas repondre a ses 
attentes et n'etre, comme c'est souvent le cas, qu'inutilisables car trop superficiels. Ce 
problame n'est cependant pas insoluble. Quelques—uns des exemples presentes montrent bien que, 
parfois, ii n'est pas necessaire de corriger lea donn6es, l'impact des discontinuit6s sur les 
resultats étant n€gligeables. Reste done A mesurer cas par eas cet impact. 

4. IMPACT DES DISCONTINUlTs 

L'impact des discontinujtes peut etre mesure de facon fort simple par l'utillsation de tests de 
sensibilite. Pour ce faire, ii s'agit de poser sur nos données une aCne d'hypotheses quant 
leur niveau d'erreur, de les corrLger pour en tenir compte et de voir l'impact de ces corrections 
sur les rCsultats. Lorsque celui—ci est nCgligeable, tout va pour le mieux. Dana le cas 
contraire, la solution seralt de corriger les donnees si le niveau rCel de l'erreur est connu. 
Sinon, la decision finale de poursuivre 1'6tude appartient au chercheur: ii est seul juge. Cette 
dCcision Be prendra cependant en toute connaissance de cause et s'il dCcide de poursuivre, ii Be 
devra de mettre en garde le lecteur contre les conclusions hetives dues a de faibles variations 
dans la sCrie et, pourquoi pas p  d'en expliquer l'origine possible. 

Ne soyons pas pessimiste cependant. Nous allons clore cet article sur un essai d'evaluation de 
l'impact de certaines formes de discontinuit&s sur diffCrents indices déinographiques. Pour ce 
faire, nous allons utiliser l'exemple concret de l'Cvoiutiou de l'indice synthétique de fécondité 
(I.S.F.) au Canada de 1950 A 1986. Cet indice s'obtient, par annCe, de Is somxne des taux de 
féconditC générale par age des feoimes. Lea taux de f6condit6 génCrale font le rapport des 
naissances de famines d'ége x sur l'effectif total de ces femmes. 

Plusleurs choix s'offrent A nous quant aux données é utiliser. Lea indices synthétiques de 
fCcondité sont calculés r&gulièreinent at apparaissent dans diverses publications officielles. 
Au niveau international, l'annualre démographique des Nations—Unies fournit les taux de fécondité 
génCrale par groupes quinquennaux d'âge, au Canada, pour Is pérlode séleetionnée, lesquels 
multiplies par 5 et sommés fournissent l'indice cherchC. Ces taux excluent les naissances de Is 
province de Terre—Neuve mals sont bases sur la population totale canadienne. Las residents 
canadiens temporaireinent aux tats—Unis sont également comptés (0.N.U. 1979; 1987). Au niveau 
national, Statistlque Canada (et antérieurement le Bureau federal de la statistique), publie 
annuellement lea données de l'êtat civil et quelques indices simples qui en sont tires, dont 
l'I.S.F. Jusqu'en 1972, deux series sont disponibles; lea indices tels que pubilés annuellement 
et bases sur las estimations postcensltajres de population; les indices revises aprés chaque 
recenselnent et done bases sur lea estimations intercensitaires de population. Depuis 1972, cette 
derniére série n'existe plus. Nous pourrions également decider de calculer nous—inémes ces indices 
au moyen des donnêea définitives de naissances et des estimations Intercensitaires de population, 
rCvlsées. Terre—Neuve ne disposant pas de l'informatjon sur lea naissances par age de la mere, 
elle est exclue du calcul des indices canadiens prCcédents. NOUS pourrions estimer ces naissances 
et recalculer l'I.S.F. en incluant cette province. Certains tests de sensibilitC (simulations) 
seraient également possibles. Les populations cibles de l'enregistrement a l'Ctat civil et au 
recenseinent Ctant diffCrentes (état civil = population habituelleinent résidente + certains 
Canadiens A l'Ctranger, dont les militaires et diplomates; recensement population de jure'), 
nous pourrions choisir d'estioier l'écart entre elles, en majorer l'effectif de femmes soumises au 
risque de procréer et recalculer lea taux. Enfin, pulsqu'il est connu qua lea recerisements 
canadlens •sont sous—dCnombrés, nous pourrions Cgalement, sur la base des taux de couverture 
connus par la contre—vérificatjon des dossiers (bien que peu fiables, la marge d'erreur Ctant 
tras importante), en corriger la population de fait augmentCe prCcCdente. 

Nous aurions done, pour une mérne analyse, sept series différantes de données. Leur etude 
comparative nous permettrait de mesurer ou du moms d'Cvaluer l'.impact de laura differences 
(lesquelles sont en fait autant de discontinuités dana las series) sur l'indlce Ctudi€ et son 
evolution dana le tampa. Ces discontinuités sont las suivantes: 

Changernent dans la inéthode de calcul de l'indice: lea Nations—Unies utilisent des taux par 
groupes d'ages quinquennaux; lea autres sCries, des taux par années siraples d'age. 
Changement dana Is méthode de calcul des populations intercensitaires: estimations révisCes 
aprés chaque recensement pour celles utilisées par Statistique Canada; estimations révisées 
aprés coup, par l'utilisation de la même inéthodologie sun toute la période. 
Changemenr dens le type de population estimée: population postcensitaire ou intercenaitsire 
selon lea deux series publiées par Statistique Canada. 
Changement dana la population cible au dCnominateur: population de jure règle générale, mais 
population ciblée par l'état civil pour lea deux derniéres series présentCes. 
Charigement dans le territoire: inclusion ou non de Terre—Neuve. 
Changement dana la qualité des donn&es de population: ajustement ou non pour le 
sous —dénombrement. 
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Ii n'est pas inhabituel, dans is littérature, de chercher en vain des commentaires sur is qualité 
des données utilisécs et les ruptures possibles sur le long terme. Men sQr, certaines etudes 
reposent sur des informations Tnaintes fois utilisees et bien corinues. Ce n'est maiheureusement 
pas toujours le cas. Comment savoir alors s'il y a des discontinuits ou s'il y en avait et, dana 
un tel cas, comment elles ont été corrigées. I.e lecteur peut s'aider, pour asseoir son opinion, 
de l'enumeration des sources utilisees. Cette solution n'est pas necessairement mauvaise: tout 
depend du nombre, de la gravite et du sens des discontinuites. 

Ii importe donc qu'avant de commencer son analyse, le chercheur determine Is qualité globale de 
as série et 85 capacité A mesurer l'évoiution de l'&lément choisi. Certains le font et, 
décident par is suite de conserver ieurs données Lelles qu'elies, c'est en pleine connaissance 
de cause. Par exemple, Roussel (1983), dana une analyse de i'évolution des ménages aux Pays—Baa 
depuis 1945, note un changement de concept. II en mesure l'impact sur lea ménages touches et 
realise qu'il est peu important (A peine 2.5%). Ii l'est d'autant moms lorsque mis en relation 
avec les mouvenients de grande amplitude qu'ont connu les ménages sur Is période. L'auteur conclut 
donc que 'ces bials sans étre négligeables, n'invaiident pas les conclusions (Roussel 1983, 
page 997). La decision de ne pas ajuster lea données est donc basée sur une mesure d'impact des 
discontinuités. D'autres Is prennent sur Is base du temps dont lie disposent ou de8 colts 
qu'entraineraient lea corrections éventuelles. Néanmoins, ils mettent en garde le lecteur contre 
les conclusions hétives découlant de faibles variations et énumérent tous lea cas de 
discontinuités. L'exempie type eat le iivre de Kalbach et NcVey, paru en 1971. 

Parmi ceux qui modifient leur plan de travail original suite a des discontinuités, ii y a des 
restrictions dans la durCe de temps retenue ou un moindre detail dans lea classifications; des 
abandons; des corrections. Nombreux sont les chercheurs qui faute de temps, d'argent ou de 
techniques appropriées, décident de limiter queique peu le detail de leur analyse, en terme de 
durCe, de caractéristiques ou de classification. J. Vailin (1983) n's, par exemple, fait porter 
sa description de i'évolution de is mortalité francaise que sur Is période 1950-1978, évitant du 
inCise coup lea distorsions probabies engendrées par les 5e  et  9e  revisions du code international 
des maladies. Ii était néanmoins confronté a celies des 6e ,  7e et  8e  revisions qu'il a tenté de 
limiter au maximum par l'adoprion de niveaux de classification plus globaux, similaires dens lea 
trois series. Certains chercheurs n'ont d'autre choix que d'abandonner l'étude envisagée. Citons, 
a titre d'exemple, R.J. Lowe (1987) qui a dC renoncer a étudier l'évolution de i'emploi é plein 
temps en Nouvelle—ZClande a partir des recensementa de 1981 et 1986, devant Is modification de is 
ligne de partage entre emplois a temps plein et partiel entre lea deux dates. 

Tous, cependant, ne dolvent pas abandonner ou modifier leur We premiCre. Bon nombre cherchent a 
faire le lien entre lea données dans le temps, a transformer soit is série originale, soit la 
gene d'appoint ou, a tout le moms a améliorer la qualité de l'information mesurée, 11 n'y a pas 
de méthodes statistiques Cprouvées pour ce faire. Ii n'y a que des exemples qul éventuellement 
pourront servir de suggestions aux chercheurs confrontés a des probiemes identiques. Ces exemples 
nombreux concernent is majeure partie des discontinuités identifiées. Nous avons sélectionné ceux 
qui nous one paru les plus pertinents et novateurs. Las inéthodes les plus complexes tie sont pas 
nécessairement lea meilleures. Parfois la rCalité correspond plus ou moms a une forme simple, 
facile a approcher. Par exemple, F. Munoz—Perez et N. Tribalat (1984), dans leur étude de 
l'évoiution du nombre de manages mixtes en France de 1910 a 1982, ont, pour combier ies lacunes 
de 1932 a 1942, slinulé les évCnements par une simple interpolation linéaire, baaée sur des 
données fraginentaires. D'autres corrigent les effectifs connus au prorata de la population 
manquante (Meslé et Vailin 1981), changent leur niveau d'analyse, préférant a une étude giobale 
qui aurait camouflé ies incohérences, une étude régionale qui lea met en luiniàre mais uniquement 
là oA elles sont vraiment (Perrégaux 1983), ou encore, remplacent lea nombreux actes manquants au 
moyen d'une procedure simple de selection aléatoire parmi ceux disponibles (Henry et Blayo 1975). 
Une autre solution est de faire appei a des sources tierces qui, bien que n&gligéea dana 
l'analyse principale, servent a corriger les écarts ou assurer lea passages dans le temps. J.—L. 
Railu (1986), par exemple, confronté au changement du concept de "rang de naissance" sun is 
période qu'il voulait étudier, s'est servi des résultats de deux enquCtes - familles réalisées 
dana le mCme intervaile de temps. Ces derniéres fournissalent i'information selon i'ancienne et 
Ia nouvelle definitions et donc, N. Rallu a pu caicuier des coefficients par périodes et groupes 
quinquennaux d'àges, lesquels ont été appliques a la série principale de donn€es. D'autres 
auteurs font plutCt intervenir tine méthodologie mathématique éiaborée. Pour preuve, ne citons que 
l'exemple de Bergstrom et Lam (1989), qui préconisent l'empioi d'interpolations cubiques pour 
remédier au problàme de l'incohérence bra de la translation de donnécs par ages en données par 
année de naissance. 

De ces différents exemples, se dégage une approche precise a la correction éventuelle de series 
chronologiques lacunaires. D'abord, et c'est là une êtape extrCrnement importanCe, toute decision 
dolt Ctre précéd€e d'une evaluation precise de la situation: identifier lea discontinuitCs de la 
sénie dont on dispose, leur niveau et leur impact sur les résultats. Si l'identification des 
discontinuités n'est pas crop difficile, 11 n'en va pas de inCise de la mesure de leur niveau. 
RCgle généraie, le chercheur n'a aucun contr6le sun Is base de données puisqu'elle lui eat 
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dcs er &nigrants a la population de base, génralement celle du dernier recensement 
disponible. La discontinuité totale sur la periods tient alors é l'ensemble des discontinuités de 
chaque source de données, plus celles lea interreliant, pour chacun des points énuiuérés en A. 
Ceci vaut aussi, bien sr, dana le calcul des ratios. 

Les discontinultés dana les interrelations entre sources peuvent provenir du changement de la 
inéthode les liant entre elles, mais aussi d'une part de toute modification affectant l'une des 
sources sans le faire des autres et d'autre part, de tout changement altérant l'écart entre les 
sources et ce sans gu'en apparence, rien n'ait change. 

Le souci du detail et de la precision pousse les chercheurs A raffiner de plus en plus leurs 
méthodes de calcul, modifiant du meme coup Ia comparabilité entre lea années. A titre d'exemple, 
soulignons qu'en Roumanie, avant 1975, l'espérance de vie de la population était calculée sur une 
seule année, alors qu'aprés cette date, elle l'était sur trois ans (Monnier, 1982). 11 convient 
de rappeler cependant que lorsqu'une méthode, un concept ou une orientation, eat inodifié par 
l'organisme statistique diffuseur de données, ii est d'usage que solent faites soit une 
correction retrospective, soft une presentation durant quelques années de IS double série.Ce 
comportement permet de limiter l'impact des incohérences dans lea series chronologiques. Quant 
une modification qui n'affecterait qu'une seule des sources utilisées de pair, lea exemples sont 
nombreux. En void un: le calcul de taux de mortalité, au Canada, bases d'une part sur lea deces 
(tat civil, Statistique Canada), inchangés, et d'autre part sur Ia population eatimée au moyen 
d'une méthode modifiée (Division de la démographie, Statistique Canada). Enfin, certains 
changements peuvent ne toucher aucune des sources impliquées mais l'écart entre elles. Cette 
situation eat beaucoup plus évidente par l'exameu de cas concrets. Depuis toujours, le calcul des 
indices de fécondité du Canada nécessite l'utilisatlon de populations cibles différentes: au 
numérateur, les naissances proviennent de Ia population de fait au pays et des Canadiens é 
l'étranger; au dCnominateur, la population eat de type "de jure". Ces concepts n'ont change sur 
aucun point; par contre, la proportion de la population de fait qui n'est pas de droit ne cesse 
d'augmenter: rêfugiés, étudiants avec visas, détenteurs de permis de travail temporaires et, 
pourquoi pas, immigrants illégaux. L'accroissement de l'écart entre sources peut donc aller 
jusqu'A fausser lea conclusions d'une analyse en infléchissant les tendances. 

En dernier lieu, nous voudrions souligner que ces sources utilisées conjointement deviennent en 
elles-inCmes une autre source et qu'en ce sens, les inises en garde énoncées en A s'appliquent de 
la mCme façon que lors de l'emploi d'une source unique. Par exemple, un indice peut être affecté 
par la modification de sa population cible, comme a Halte, oü, avant 1975, l'indlce synthétique 
de fécondité concernalt l'ensemble des femmes résidentes at par IS suite, exclut les étrangéres. 

Nous nous devons également d'insister sur le nlveau de complétude des données et leur type. Les 
estimations de population, par exemple, se distinguent sur trois points. Elles peuvent étre soit 
postcensitaires, i.e. produites a partir du dernier recensement disponible et des modifications 
des composantes depuis, soit intercensitaires, i.e. basées sur lea estimations postcensitaires et 
les deux recensements encadrants. Leur périodicité peut également différer: elles sont soft 
trimestrielles, soit annuelles. Enfin, leur degré de finition vane aussi selon qu'elles soient 
provisoires (3 a 4 mois apres la date de référence), mises a jour (8 mois) ou définitives (15 
20 mois). Le chercheur dolt donc s'assurer qu'il a en main les estimations intercensitaires 
définitives a toute date, ou du moms, autant que faire se peut. Ii cioit donc, du mêine coup, 
rechercher les series d'indlces statistiques nationaux corrigés, bases non plus sur les 
estimations postcensitaires comme le sont lea calculs annuels, mals sur lea estimations 
intercensitaires ou le recensement selon quon soft ou non une annCe de recensement. 

2.4 Changements de sources utilisées conjolnte.ent, chronologiqueaent 

Une série de données basée sur deux sources ou plus peut souffrir, sur le long terme, outre lea 
coupures ci-haut mentionnées, d'incohérences dues au changement de l'une ou l'autre des sources 
sinon plusieurs. Les discontinuités potentielles sont alors celles cit€es en B et en C. 

Les discontinuités identifiées ne sont pas toutes de méme format et leur impact ne va pas 
nécessairement dana le méme sans. Certalnes peuvent simuler une hausse, d'autres une baisse. Le 
cumul des coupures dana one série chronologique peut dunc n'étre que léger et ce mCme 51 elles 
sont noinbreuses. A l'inverse, une seule Ventre elles peut entratner des modifications majeures 
dana les nombres et surtout dans lea tendances. Comment le chercheur peut-Il s'y retrouver? De 
quels outils dispose-t-il pour corniger ces discontinuités? Et le falt-il généralement? 

3. CORRECTION DES DISC0NTINUITS 

La reaction des dCmographes devant une sCrie chronologique a faire ou d6JA formée n'est pas 
uniforme. Las comportements vent d'un extreme A l'autre, de deux qui ne tiennent pas compte des 
discontinultés A ceux qui le font. Et encore, parmi ces deux groupes, lea strategies variant. 
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changement de la cnthode de correction dans le temps. Lea procedures d'ajustement sont 
extérteures aux réponses elles-mêmes et existent en reponse au souci de confidentialité des 
répondants et de leurs gouvernants. Statistique Canada, par exemple, ne fournit plus depuis 1971 
de tableaux crolsés détaillés contenant des cellules quasi-vides. Toutes les données finales soot 
ajustées par un procédé nolumé 'arrondissement aléatoire" qui camoufle derriere on "O ou Un 
des nombres plus petits. La procedure de pondération affecte principalement les enquêtes caais 
peut aussi étre utilisée lors de recensements dont une partie n'est administrée qu'i on 
échantillon de Is population totale. Cette procedure qul extrapole é l'ensemble de is population 
les résultats de l'échantillon génére ce qu'ii eat convenu de nommer 'erreur d'échantillonnage" 
ou • erreur aléatoire". Le biais provtent de la taille et du mode de tirage de l'échantiilon, de 
is méthode de redressement utilisee et de sea composantes (source de données, méthode 
d'obtention ... ). Tout changement dans l'un ou i'autre de ces éléments dans le temps peut affecter 
la comparabilité des données. Avant de clore ce paragraphe sur lea erreurs de traitement, nous 
voudrions rappeler le role de plus en plus important joué par Is technique et la machinerie 
(outils méclianographiques, ordinateurs principaux, mini ou inicro-ordinateurs) a cette étape. Leur 
utilisation systématique é tous lea niveaux du processus de tralteroent a grandement ameliore 
d'année en annCe non seulement la gestion des operations mats égaiement la qualité du traitement, 
par l'élimination des transferts et des erreurs humaines. Enfin, ajoutons que l'erreur aléatoire 
ne provient pas que de Is procedure de pondératton mats peut aussi découler de l'utiiisation de 
petits noinbres. Ii eat connu que plus Ia tailie de la population ciblée eat petite, plus l'erreur 
aléntoire eat grande. Dans une analyse des series chronologiques oD Ia population croft dana le 
temps, ii eat bon de se rappeler que la qualité des données croft de pair et Ce, d'autant plus, 
que la population de depart est faible et celle d'arrivée élevCe. 

La dernière cause d'erreur que nous allons relever ici eat celie liée a i'unhté de la collecte. 
Ii arrive que is responsabilité de la cueillette d'information sur on territoire soit divisée 
entre plus petites unites géographiques, les résultats partiels générant le résultat total. Il 
appert alors que les politiques et procedures d'enregistrement sinon de traitement peuvent varier 
d'une unite A i'autre, engendrant des incohérences au nlveau global. 

La majeure partle de ces erreurs affectant la qualité des donn€es ne pout etre ou n'est pan 
wesurée. On en connaft n€anmolns l'ordre de grandeur et le degré de variabilité, fonction non 
seulement des caractéristiques-mémes de is source ou des répondants mais aussi et surtout, en 
fait, do temps. Dans une étude de series chronologiques, ce dernier point s'avére Un élCment 
qu'ii ne faut pas négliger. En effet, ii semble exister une relation directe entre la période de 
coilecte de i'lnformation et as qualité: la qualité croissant avec la date de Is collecte. Sans 
toutefois aller jusqu'ã affirmer que les donnécs anclennes BOnt inutilisables, ii eat sOr que 
i'effort fourni, l'infrastructure mise en place, l'amélioratlon des techniques, l'augmentation 
des connaissances, des moyens financiers et de i'expérience surtout, n'ont pu qu'accrottre is 
qualité des doon€es. Or, A ces ameliorations s'en soot greffées qui ont servi a mettre en place 
des techniques plus rafflnées de mesure de is qualité de l'information et d'identification de la 
nature des erreurs. Tout cela pour en arriver é one situation paradoxale o3 parfois los erreurs 
semblent augmenter é mesure quo lea techniques employees s'améliorent! 

2.2 Changements de sources dana le teps chronologiquement 

L'utilisation d'une seule et méme source de données sur one longue pCriode de temps nous impose 
des contraintes extérieures nombreuses, comae nous venons de le luontrer, qui tootes ménent A des 
discontinuités plus ou moms importantes. La decision de changer la source utilisée ne peut 
qu'amplifier les problémes, les discontiuuttés de l'une so joignant 9 celles de l'autre. 11 eat 
vrai que l'addition des incohCrences n'est pas aussi simple quo cela: ii pout arriver qu'une méme 
modification affecte les deux sources a un méme moment et qu'alors, sur ce point du moms, la 
translation alt peu d'effet. Ii se peut également qu'une modification apportée a la source-mattre 
(is premiere utilisée), peu Importe sous quel aspect, soit si importante qu'ii vaut mieux faire 
appel a une autre source, quitte a générer des discontinuités nombreuses mais a tout le moms 
mineures. Enfin, ii arrive qu'on n'ait pas vraiment le choix, i'élément étudié n'étant plus 
disponible via la premiere source et ne l'ayant pas été auparavant par is seconde. Quoiquli  en 
soit, 11 importe, tant en ce qui concerne lea discontinuités de premier que de deuxiècoe niveau, 
de faire le point sur lea variations totales engendrées par ces coupures sur la période étudlée. 

2.3 Change.ents dana lea relations eatre sources utilisées conjointement, dana le te.pa 

Ii arrive aussi, fréquemmerit, qu'une analyse quelconque doive utiliser simultanément deux sources 
de donnécs ou plus. C'est I.e cas, en particulier, de l'étude de l'évolutlon de taux, quotients et 
autres indicateurs sociaux et économiques. Dans de telles situations, certaines sources sont 
employees au nuinérateur, d'autres au dénominateur, diminuant alors l'impsct des discontiriuités 
des unes et des autrea sur i'indice observe. Mais l'utiiisstion conjointe de données d'origlnes 
variées n'est pas que le fait de des ratios. Elle peut aussi avoir pour objet l'estiination d'une 
population, entre deux dates de recensement par exemple, et elie découle slors, si on utilise la 
méthode dite des composantes, de l'ajout des naissances et immigrants et de la soustraction des 
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Pays-Bas ou Angleterre (Monnier 1982). L'ajout aux nonibres officiels espagnols des avortements de 
rsidentes de ce pays ailleurs niodifie complêtement la perspective. Et encore, toutes les 
oprations clandestines soot ouiises! 

Les erreurs de rponse soot de trois types: erreurs involontaires, volontaires ou non-rporises. 
Les premires tiennent plus au passage du temps qui engendre l'oubli et A l'importance, pour Ia 
personne interrog€e, de l'objet de la question qu'â Ia mauvaise fol du sujet. Ii arrive également 
qu'un individu doive rpondre pour les autres membres du m€nage qu'il peut connaltre plus ou 
moms bien. Lee erreurs volontaires soot plus subtiles. Elles peuvent dcouler de l'approche plus 
ou moms bien réussie du répondant, de la raison de la collecte, de l'opinion publique parfois 
exacerbe touchant l'Information recherche, ou encore des conditions sociales, conomiques et 
politiques en vigueur au moment de l'interrogation. Un exemple intressant de l'importance de ce 
dernier point est celul de la population albanaise de Yougoslavie qui s'est d€clar€e turque" 
dane une banns proportion au recensement de 1953 dans l'espoir de pouvoir 6inigrer en Turquie, ce 
pays n'accordant lea documents officiels d'tablissement sur son territoire qu'aux seuls 
ressortissants nationaux (Islami 1983). Quant aux non-rponses, elles proviennent d'une part de 
Vincapacit6 de la personne interroge i fournir une rponse a certaines questions et d'autre 
part, des refus de réponse. De srieux problmes peuvent être engendr6a par la mconnaissanee ou 
le manque d'opinion des gens sur un sujet: ii ne savent pas et le taux de non-rponse tend 
s'accrottre avec Is complexit6 de la question. Les refus de rponse, quant a eux, peuvent toucher 
soit une ou plusleurs questions, soit l'ensemble et trouvent leur origine dana le manque 
d'intért, le thame, les conditions socio -économiques environnantes, Is raison de la collecte et 
le niveau de choix laiss l'individu quant 9 son obligation de répondre ou non. Ces deux 
derniêres causes sont bien il1ustres dana l'exemple suivant. Le taux de r6ponse des Juffs aux 
recensements tunisiens 'tait pas tree 6lev6. En 1941, le gouvernement du pays dêcidait de her 
le recensement au statut des Juifs et, pour s'assurer de leur participation, a fait planer des 
menaces de sanctions s&veres contre les récalcitrants. La population juive dnombre a donc ét 
beaucoup plus nombreuse qu'habituellement et que ne he laissent présager les receusements 
encadranis de 1936 et 1946 (Taleb 1982). Lea erreurs de reponse peuvent aussi provenir d'erreurs 
des enumerateurs, lorsqu'ils soot utilisés pour la collecte. 

En effet, l'enumerateur, cet intermédiaire entre he repondant et le questionnaire et/ou 
formulaire a compl&ter, peut introduire des erreurs de reponse soit en omettant une ou plusleurs 
questions, soit en oubhiant d'enregislrer ou en le faisant mal, la r6ponse fournie. Son 
intervention a toutes lea étapes de Ia collecte, jointe i son manque d'experience (en reghe 
generale) et sa m€connaissance des concepts de base font que les erreurs, bien involontaires, 
qu'il engendre comptent pour la plus grande part de l'erreur totale (Kalbach et NcVey 1971, 
p. 11). Outre lea erreurs de rCponse susmentionnees, l'€nuinerateur peut être responeable 
d'erreurs de classification, due 3 ha confusion des definitions; d'erreurs de couverture, par 
oubhi d'individus cibl6s ou inclusion de personnes ne l'etant pas. Le non-emplof d'6num6rateurs 
ou d'enquêteurs n'élimine toutefois pas ces derniêres erreurs, en particulier l'erreur de 
couverture. 

L'erreur de couverture est ha difference entre he sous-denombrement brut (proportion, parmi lea 
personnes ciblees, de celles qui ont 6t6 omises) et he sur-denombreinent brut (proportion, parmi 
les personnes ciblees, de cehles qui ont ete comptees deux fois ou plus, A laquehle s'ajoute la 
proportion des personnes non ciblées mals tout de méme enumerees). See causes, outre lee erreurs 
dues aux enuxnerateurs, vont du lieu et de ha saison (difficile de recenser au Yukon en hiver!), 
de la raison de Ia cohlecte et de la reaction des enquetes devant cette intrusion de leur vie 
privee au degre d'obhigation de rêponse imparti et A ha reputation de l'indlvidu ou de 
l'organisme responsable. L'ensemble de ha population visêe peut etre affectee ou uniquement une 
region ou 1.ine certaine catégorie d'individus. Le niveau de l'erreur de couverture n'est pas 
toujours connu, mais lorsqu'il l'est, ii peut étre et est parfois corrigC. Lea discontinuitCs 
dans les series chronologiques peuvent donc découler tant des variations du degré de couverture 
dans he temps, s'ih n'y a pas correction, que de la decision, a une date donnée, de corriger 
alors qu'on ne le faisait pas avant ou que des modifications dans lee techniques de mesure des 
taux de cur- et sous-dénombrement ou dana hes méthodes de correction. L'étude des series 
chronologiques touchant a ha population austrahienne ou anglaise, par exemple, doit prendre en 
consideration le fait que depuis une dizaine d'années environ lea effectife estimés soot majorés 
du sous-dénombrement net (soua -dénoinbrement brut moms sur-dénombrement brut). 

Tout connie lea erreurs de cohlecte, lea erreurs de traitement trouvent leur origine dane de 
multiples comportements et operations: les procedures de correction, d'ajustement et de 
pondération. Toutes trois peuvent engendrer des discontinuités sur le long terme ci leur 
mCthodologie est modifiée ou si l'objet do ha procedure change. Las procedures de correction ne 
concernent que lea erreurs de réponse. La procedure ye de ha decision de corriger eec erreurs a 
Ia mCthode pour he faire (hissage des résultats, allocation de réponses au pro-rate ou de facon 
ahéatoire parmi lea autres forinuhaires de cnêmes caractéristiques). La source de discontinuités 
pout donc étre tent une série de données corrigées s'ajoutant A une eerie non corrigée, qu'un 
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(Monnier 1982). Quant aux enregistrernents continus, leur totailsation se dolt de toujours 
concerner le même intervalle de temps, en terse de nombre de mois et de type d'anne (de 
calendrier, fiscale, censitaire, scolaire). Par example, en Républlque Fdêrale Alleinande, alors 
que, depuis 1977, le compte des avortements est sur 12 mois, ii ne concerne que six mois et 
quelques jours en 1976. 

Une fois lea données de base recueillies, elles sont traitées et une des étapes du traitement en 
eat la codification. Celle-ci consiste a allouer a Is réponse de chaque individu un code qui 
correspond a une catégorie dans une nomenclature 6tablie soft par l'organisme reaponsable ou le 
chercheur lul-inéme, soft, plus souvent, par des organismes internationaux spécialiates de la 
question traitée. L'utilisation de ces classifications internationales a pour avantage certain 
une meilleure comparaison des structures nationales et dtailleurs,  eat amplement préconiaée. 
Cependant, queue que soft la typologie choisie, elle risque d'étre fréquemment remaniée dana le 
temps, su gre de l'évoiutlon de la soclété et des connaissances. F. Meslé et J. Vallin (1981) se 
sont frottea a ce problême bra de l'étude des causes de décès aur le long terse en France 

7e ,  8e et  9e  rvisions de Ia classification internationale des maladies de l'O.M.S.). Lea 
modifications peuvent étre iégàrea ou affecter le principe-màme du classenient. 

Lea classifications, regroupements, modifications ne se font pas qu'à la collecte et au 
traitement. Les caractéristiquea retenues dana lea tableaux sabreni encore dana l'inforination qui 
parviendra a i'utilisateur, a moms qu'il n'ait Is possibilité technique et souvent financière 
d'accéder directement aux donnCes traltéea. En bref, soulignons que lea renseignements déjà 
classifies précédemment risquent d'étre regroupés en plus vastes categories bra de la 
publication, celles-ci pouvant varier bien sQr d'une année a l'autre. Enfin, toutes lea données 
disponibles ne seront pas publiées mais certaines pourront €tre acquises sur simple deisande. Lea 
choix faits sont évidernment reconsidérés a chaque parution et ii s'en suit, encore une fois, des 
possibilités de rupture. 

Enfin, une derniàre discontinuité n'affecte que les sources de donnêes a enregistrement continu. 
Par definition, un registre de données se modifie constamment par l'ajout et le retrait 
d'événements affectant is population ou l'élàment visés, et Ce, en théorie, des leur survenance. 
Maiheureusement, et c'est là une lacune bien connue de ce type de source, lea dClais 
d'enregistrement sont parfois fort longs et obligent a une mise a jour des fichiers mensuels 
durant plusleurs mois. Mentionnons, par example, que lea fichiers de récipiendaires eligibles des 
allocations familiales un sofa donné soot mis a jour tous lea six mois durant deux ans (fichiers 
M0023 et M0024). Ii importe alors que sofent utillss, dana une étude chronologique basée sur de 
tels registres, lea fichiers sinon définitifs du moms a un méme niveau de complétude (1e,  2e ,  3e 
revisions). Ii y va de leur comparabilité en terse de mise a jour et de qualité. Et en ce sens, 
cette discontinuité potentielle pourrait presque en étre une de deuxiCme niveau. 

2.1.2 Discontinuités de deuxiéme niveau 

Lea discontinuités de deuxième niveau tiennent essentiellement a la qualité de l'information 
recuelllle ou disponible. Quels que solent le souci du detail bra de is planification, is 
collecte, le traitement, l'expérience et l'efficacité du personnel impliqué, l'ampleur des moyens 
mis en oeuvre, 11 eat quasiment impossible d'en arriver a une coilecte parfaite do données, 
répondant a tous lea critéres imaginables de qualité. Et ceux-ci soot nombreux. La qualité 
globabe ou l'erreur totale d'une source de données particullére eat tout simplement is some des 
diverses erreurs, pour Ia seconde; la difference a "i" de cette somme pour la premlare. 

La premiere disparité entre l'éléument ràel et mesuré découle de l'erreur dans lea concepts, i.e. 
du degré de pertinence des questions posées. Cosine mnontré a is section précédente, pbusieurs 
questions différentes pourraient être retenues pour connaltre un seine état, chacune d'entre elies 
présentant des résultats plus ou moms concordants. 

Ii eat généralement admis que is plus grande part de l'erreur totale provient, cependant, des 
erreurs de collecte, qu'il s'agisse de l'adéquation de la méthode de coilecte choisie a 
l'information reclierchCe, des erreura de rCponse, de l'énumérateur ou de couverture. 

Diverses méthodes de collecte d'fnformations peuvent être employees pour cibler un seine objet 
d'étude auprés d'une méme population. Toutes, cependant, ne sont pas aussi bien adaptées et no 
sauront produire les mnêmes résultats. Posons le cas suivant: nous désirons connattre le nonmbre 
total d'avortements subis une année donnée par lea Espagnolea. Sachant que l'avortenment eat 
légalisé, sous certaines conditions, depuis 1985 et que chaque operation amCne is completion d'un 
formulaire statistique, nous pourrions ne nous fier qu'aux chiffres officiels. Or, is loi sur 
l'avortement a suscité une vive opposition en Espagne et un nombre important do inédecins 
invoquent la clause de conscience pour Se soustraire a sa pratique. 11 s'en suit que le nomnbre 
officiel d'interruptions de grossesse est trés faible (Monnier 1986). Mais devant ces 
difficultés, lea Espagnoles vont se faire avorter dana un pays oi la pratique eat pius ilbCrale, 

- 252 - 



La discontinuit6 la plus visible est certes celie qui d&coule d'un arrét brusque de la cueillette 
d'une information habitueliement collectêe de façon continue, pour cause de guerre, famine, 
épldêmie, rvoiut1on ou, simpiement, coupures budgtaires. Ii petit €galement s'agir de pertes ou 
destructions de documents, comme on ie vit souvent en etudes historiques. Les lacunes sont 
d'autant plus importantes dans lea cas de graves Cvênements conjoncturels que, gên€raiement, lea 
sources de données d'appoint éventuelies sont êgalement manquantes et que tout porte a croire que 
ces evenements affectent l'el€ment ou le phénomêne étudiés, sinon la population clblêe. Par 
exemple, i'analyse de l'êvolution historique du nombre de patients en instituts psychiatriques en 
France doit s'lnterrompre de 1914 a 1919, la premiàre guerre mondiale syant empCchC Ia collecte 
habituelie d'information (Meslà et Vallin 1981). Ces coupures sont, cependant, généraiement, de 
courte durêe, lee services normaux reprenant des Ia fin des crises. 

D'origlne différente niais d'effet idenrique est ia disparition d'une question posee depuis un 
certain temps. Une telle disparition peut n'être que temporaire mais gênéraiement elle eSt 
permanente puisqu'eile dàcoule d'une perte d'lntêrêt sociale ou 6conomique du concept. Un exemple 
recent est le retrait en 1978 dans lea publications relatives a l'etat civil, du tableau portant 
sur la proportion d'accouchenjents a l'h6pital, au Canada. Ce tableau n'avalt plus as raison 
d'être, d'une part parce que le problems de base, la mortalitê inaternelie et infantile, est a 
toutes fins pratiques nêgllgeable, d'autre part, parce que au cours des dlx derniàres années de 
cueillette, les proportions êtaient quasi -stationnaires a presque 100%. Peut-être, cependant, 
avec la moritêe des mêthodes naturelles d'accouchement a is niaison, assisterons-nous, dans 
quelques annàes, a la reintroduction de l'informatjon? Fine autre cause a is base du retrait ci'une 
question peut être Ia pression sociale de l'opinion publique. Les responsabies voudraieut bien 
poser la question, les cherheurs en connattre la rêponse mais le thCme ciblé exacerbe la 
population. Il en a étë ainsi autrefois du divorce, puls de l'unlon libre et l'avortement. ça 
i'est parfois des questions echniques ou raclales. Dans de tels cas, Ia question peut être posée 
puis omise plusieurs fois au gre des fluctuations de i'opinion publique. 

Un I'eu moms apparente mals tout aussi probiêmatique est la modification d'une question. be prime 
abord, les donnêes sont disponibies réguiiêrement dans le tetnps. Cependani, cc qu'elles couvrent 
a vane. La discontinuite est plus ou moms importante selon l'objet de is modification. Ii peut 
s'agir du concept sous-jacent a un même terme, coonne par exemple, en France, iorsqu'on pane de 
"rang des naissances lêgitimes" dans lea statistiques de l'état clvii. be 1949 a 1964, on 
sous-entendait par là "rang par femme" alors que depuis 1965, on pane de "rang dans le manage 
present', ce qul eat tout a fait different dans les cas de manages multiples (J.-L. Rallu 
1986). L'objet de ia modification peut aussi être ia formulation eile-même de la question. En 
effet, i'informatlon dêsirée peut être obtenue de piusieurs facons et Is question retenue n'est 
qu'une parmi diverses formulations possibies. L'äge en est un bon exemple. Ii peuc être obtenu 
directement ou encore via une question sur Is date de naissance, i'une et l'autre solutions ne 
menant pas nCcessairement a la màme r6ponse, comme Pont montré de nombreusea etudes. Enfin, 
certaines questions sélectives, n'ayant d'autre but que d'identifier le répondant recherch€ mais 
nêanmoins utilisables en recherche, peuvent être modifiées sans qu'on y prête beaucoup attention, 
croyant ie changement sans consêquence Dana certains cas, pourtanc, 11 s'avàre fondamentai. 
Cênéraiement, et le concept et la formulation sont alors changàs. L'exemple typique en eat ia 
personne responsable de la conipiétion du recensement dans un mênage. Rôle autrefols dévolu au 
"chef de ménage", i.e. i'homme dans un couple, ii peut maintenant i'être a la fenine, dQznent 
identifiée alors cosine "personne 1 .' au Canada, "personne de reference" en France. 

Les discontinuités ne proviennent pas que des questions mais touchent aussi 9 la 
population ciblàe. Celle-ci peut être éiargie ou restreinte pour différents motifs. Le premier 
est le changement des limites territoriales, politique (adjonction ou cession de nouveaux 
territoires pour un pays) ou simplement statistique (revision des frontiàres des regions 
statistiques). Le deuxiême motif de changement de la population cibiée en eat simplement Un de 
definition. En gros, lea organismes statistiques s'entendent pour proposer deux types de 
population: "de falt", i.e. sur place iors de la collecte d'information, ou "dc jure", i.e. 
habitueliement résidente au iieu recensé. Le passage de i'un a l'autre dane ie temps peut 
provoquer des écarts majeurs dane lea donnàes. L'exeinple en eat ie Portugal, "de fait" avant 
1940, "dc jure" par ia suite (Monnier 1982). D'autres pays, tout en continuant de cibier le mème 
type de population, changent le concept sous-jacent. C'est en particulier le cas de la France, 
qui a vu sa population de droit (de jure) recensée s'enrichir depuis 1962 des militaires 
stationnés hors métropole (Honnier 1982). La definition des populations ciblées par d'autres 
sources que ie recensement peut aussi etre modifiée, tel que is Inontre la statistique francaise 
des ali&nCs qui n'lnclut plus, depuis 1949, que lea malades "des établissements publics ou privés 
faisant fonction d'établissements publics" négligeant les h8pitaux privés antérleurement visés 
(Meslé et Vallin 1981). 

Une autre source de discontinuités sun le long terme eat la périodicité de la coliecte, effectuêe 
sporadiquement, ou de facon continue. La coilecte sporadique pour être comparable doit avoir lieu 
a Intervalles rêgullers et donc a date fixe, ce qui eat loin d'être toujours le cas. Lee exemples 
abondent sur ce point, les dates des recensements nationaux successifs êtait souvent diffêrentes 
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encore, ne connalt-on pas le niveau do comparabilit& des différentes questions sur un même thiue 
dans le temps, des modifications pouvant survenir a tellement de niveaux qu'll devient a.lors 
malaise d'en evaluer la resultante en terme de qualite et de pertinence. Le cherchcur fait done 
face A ce que nous allons nommer des 'discontinuités dana lea series chronologiques". 

Un autre point reste a souligner. L'analyse de series chronologiques ne se base pas que sur 
l'information relevee our le terrain, celle-ci ne l'tant, généralement, qu'é intervalles de 
quelques années. Ii e8t d'usage, pour leo années intermédlaires, de faire appel A des estimations 
quo le chercheur produit lui-inéme ou encore qu'il emprunte aux travaux de sos confreres ou aux 
publications statistiques officielles. Dons ce dernier cas, ii est soumis é l'€ventuallté d'une 
modification, au coura des ans, de la méthodologie d'estlmation ou encore de l'information do 
base utilisée. 

Ce bref tour d'horizon n'est guére encourageant. Qui serait alors assez temeraire pour decider 
d'une analyse sur ic long terme, sachant que lea series qu'il utilise sont possiblement truff€es 
de piêges pouvant l'indulre en erreur, solent en elles-mémes soit dons le calcul d'lndices 
quelconques? Comment procéder? L)e prime abord, le chercheur dolt identifier lea faiblesses de sea 
donnéea et tenter de les corriger. Pour l'aider A y parvenir, nous avons tenté de dresser, dana 
la présente étude,une liste, is plus exhaustive possible, des sources de discontinuités 
éventuelles, iliustrant lorsque faire se peut chaque coo par un exemple concret. Elles Sont 
nombreuses et, par souci de clartC, ont ét€ classées par types. Puisqu'eiles posent problCme dana 
l'analyse, nous avons ensuite dégagé lea comportements possibles pour leur faire face et le cas 
échCant lea corriger. Enfin a partir d'un exemple concret, nous allons tenter do mesurer l'impact 
de différentes discontinuités our quelques indicateurs démographiques et de deduire des résultats 
observ€a un scheme de fonctionneinent des discontinultés dons lea series chronologiques. 

2. CAUSES DE DISCONTINUITS 

Les discontinuités dans les series chronologiques jouent a deux niveaux entre le reel que l'on 
voudrait bien étudier et l'observatlon oi ae situent en fait les données malheureusement 
imparfaltes dont on dispose. Lea discontinuités de premier niveau soOt apparentes et concernent 
directeinent lea faits observes: elles posent probléme au premier abord. Lea discontinuités de 
deuxiéme niveau sont plus subtiles, en retrait, sous-jacentes, tellement qu'on lea omet 
généralement lorsqu'on pane de 'discontinuités". Elles sont derriere lea chiffres publiés et 
s'attachent en fait A leur qualité, touchant a i'écart dans le tempo entre valeurs réelles et 
observées. Leo diocontinuités de premier niveau concernent donc les formats des éléments &tudiés 
tandls que cellea du deuxlème biaisent plutét leo tendances. 

Leo discontinuités des deux niveaux affectent lea series chronologlques avec plus ou moths 
d'intensité et de complexité aelon d'une part, le nombre de sources utilisCes dans le tempo et 
d'autre part, leur ecnploi simultané ou non. Notre presentation des discontinuitéa se fera donc en 
quatre temps, en fonction des deux critéres precedents, et par niveau croissant de complexité: 
(1) changements dana une source dana le tempo; (2) changernent de sources dana le tempo 
chronologlquement; (3) changement dana los relations entre sources utilisées conjointement, dana 
le tempo; (4) changement des sources utilisées conjointement, chronologiquement. 

Pour chaque catégorie, lea discontinuités présentées seront scindéea par niveaux. Elles sont 
nombreuses mais nous désirons nous excuser C l'avance des omissions toujours possiblea. Elles 
concernent plusieurs types de sources: enquêtes et aondages; registres de données; fichiers 
admlnistratlfs; recensements; etudes, travaux, calcuis statistiques d'autrea auteuro et/ou 
organismes. Certaines de ces sources font partie d'un programme d'enreglstrement continu 
(registrea de données, par exemple l'état civil; certalna fichiers admlnlstratifs, tels ceux des 
allocations famillales de Sante et Bien-tre social Canada; d'assurance-maladie provinciaux; 
d'immlgrants d'Emploi et Immigration Canada) ou sporadique (le recenaement; certaines enquêtes 
comme par exemple, l'enquête sur la population active canadienne) et peuvent, donc, A dies 
seules, servir de base a une analyse chronologique. Les discontinultés qui peuvent lea toucher 
dans I.e temps seront Ctudiées en premier lieu. 

2.1 Changements dana one source dams le tempe 

Le souci constant d'amélioration d'un systeme de collecte, qu'il soit gouvernemental ou privé, 
conduit nécessairement C des coupures périodiques dons lea series historiques, coupures soft 
apparentea (discontinultCs de premier niveau) soit cachécs (de deuxieme nivoou). 

2.1.1 Discontlnuits de premier nivesu 

Leo causes des discontinuités de premier niveau so retrouvent C toutes lea &tapes du processus 
d'obtention de l'information, de la preparation des questionnaires, au traitement et a la 
publication des donoCes. Elles peuvent méme y être extérieures, comme nous le verrons plus loin. 

- 250 - 



Recueil du symposium de Statistique Canada 
our l'analyse des données dans le temps 
octobre 1989 

DISCONTINUITS DANS LES SERiES CIIRONOLOCIQUES 

Céline Fortier 1  

RS UM 

Cet article présente Ia liste exhaustive des discontinuités qui peuvent affecter les series 
chronologiques de données, par type et niveau do coinpiexité. Elles sont nombreuses et ne peuvent 
étre riégligéos. Tout chercheur se dolt d'ldentlfier celles qul touchent sa aCne particuliCre Ct 
de prendre unc decision quant A la façon de poursuivre son étude (abandon, changements dans lee 
specifications ou corrections). Le meilleur outil pour y parvenir est le test do sensibilité qul 
permet de nesurer l'impact de chaque discontinulté relevée. Le niveau de cot impact eat variable 
et l'analyse de l'evolutjon de sept series de luesures de l'indice synthétique de fCconditC au 
Canada do 1950 A 1986 permet de dégager cercains postulats quant a leur variation. Quoiqu'il en 
solt, ii imporre do ne pas mettre l'emphase sur des differences minimes daus Ia reaps mals plut6t 
our les variations majeures et lee tendances soutenues. 

MOTS CLES: Discontinuités; test de sensibi1ir; Indice synthérique de fecondite; correction de 
donnEes; analyse de données. 

I. INTRODUCTION 

A Ia base de toute analyse de series chronologiques, ii y a le chercheur, une idée i étudier et 
gCnéralement, une ou plusieurs hypotheses A tester. La premiere étape demeure l'obtention de 
donuCes our le long terme, coinparables dans le tenips, pertinentes et 1e moms éloignées possible 
de l'objet de l'étude tel qu'il est réellernent. Or, A moms gu'il puisse créer as propre banque 
do donuCes (via one enquCte retrospective elle-mCme sujette a des discontinuités), le chercheur 
fait face é des contraintes et limnites d'ordre technique: il eat 11€ aux données disponibles. Il 
devra juxtaposer les résultats de différents recensements, enquétes et/ou sondages. 

Or, toute collecte d'lnformations est faire dans un but précis, pour apporter rCponse a des 
questions d'importance, pendantes au present, solon los besoins des utilisateurs. Elle est 
sournise é des contrajntes telles lo susceptibilité ou Is capacitC a répondre de facon exacte des 
personnes interrogées, l'opinion publique ou encore le dCveloppement Cconomique et social, le 
milieu politique ou lea lmpératifs écononmiques de l'individu ou de l'organisme responsables. 
L'lnfornmation collectCe dolt ensuite Ctre traltée er ce traitement depend d'une part, des 
questions retenues et d'autre part, de l'infrastructure mise en place, équipement technique ou 
main-d'oeuvre, et de l'expertise non seulement disponible mais existante. Enfin, les données 
résultantes sont compilées et publiCes, gCnéralement sous forme de tableaux, par categories qul 
soar fonction, lt encore, des demandes et besoins, sinon des rypologies en vlgueur. 

Seulenment, le temps passant, lee preoccupations changent, lee become évoluent tout comme lee 
nientalités et ce qui était tabou bier peur étre mode aujourd'hui. Le niveau d'lnstruction moyen 
croft avec le dCveloppement socio-économique et s'en suit l'augmentation des niveaux de vie, le 
changement des styles de vie. Lea avancées techuologiques Ct mCthodologiques accroissent Is 
rapiditC et 13 qualité do traitement. De plus, l'opinion publique, conscientisée a de nouveaux 
problCmes, tels le junielage de8 fichiers ou la confidentialitC des donn€es et le respect de la 
vie privée, impose aux collecteurs d'informations une nouvelle problCmatique qu'ils no peuvent 
négliger. Enfin, en bout de ligne, lea publications changent en nombre et en contenu, en réponse 
C la collecte et au traitement, bien sOr, mais aussi aux besoins des utilisateurs, é Ia 
diversification des intérCts et au raffinenient croissant des classifications en usage. 

Ii s ' en suit que, d'une coilecte a l'autre, l'information demandée et publiée so modifie. Bien 
que très flu fait des exigences de la recherche et tenant compte du souci de comnparabilité des 
donn€ea dane le tempo, lea responsables se doivent de retirer des questions, soit temporairement, 
soit dCfinitivement, lorsqu'elles ne répondent plus aux attentes et ne présentent aucun intérét 
Cconomique, social ou politique. Ils se doivent Cgalemnent do modifier la formulation de certaines 
autres, soft pour les réactualiser soft par suite de l'évolution de l'acceptabilitC sociale de 
l'él€ment visé. Enfin, régulièremnent, ils en soumnettent our do nouveaux thCmes, le nombre total 
dequestlons retenues étant cependant fonction de considerations budgéraires. 

Donc, non seulement, n'y a-t-il aucune certitude qu'C one date donnCe, la question posée soft la 
plus pertinente C cerner le probléme identlfié, puisqu'elle résulte de compromis divers, mais 
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Figire 1: Illustration de la polarisat ion et de l'inégalité 



Graphlque S - Tendances selon La profession 
Particuliers PVPA, âgés de 15 ans et plus, revenu du travail 
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Graphique 4 - Tendances scion la branche d'activité 
Particuliers PVPA, âgés de 15 ans et plus, revenu du travail 

a. Parts de la population (%) 

vu 

90 - 

80 
Services 

70 - 

60 

50 	
Distribution 

40 

20 	
Activités manufacturjères 

10 ______• 

0 	
Secteur primaire 

1967 1969 1971 1973 1975 1977 1979 1981 1983 1985 

Année 

c. Inégalité - Indice de Gini (%) 
50 

SecteUr primaire 

40 

30 
	 ActivitéS manufacturières 

,TOM  

b. Revenu du travail relatif (%) 
130 

120 	
Construction 

110 

100 

90 

80 
- Secteur primaire 	Activités 

manufacturières 
70 

60 

50 

40 

30 

20 

10 

0 
1967 1969 1971 1973 1975 1977 1979 1981 1983 1985 

Année 

d. Polarisation (%) 
60 

50 

40 

30 

20 

10 

Act ivités manufacturières I 

Construction 

J Secteur primaire 

0 
1967 1969 1971 1973 1975 1977 1979 1981 1983 1985 

Année 

0 	I 	 I 	 I 	 I 

1967 1969 1971 1973 1975 1977 1979 1981 1983 1985 

Année 

- 245 - 



Graphique 3 Tendances selon le sexe et Ic statut de travailleur a plein temps ou a temps partiel 
Particuliers PVPA, Ag6s de 15 ans et plus, revenu du travail 
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Graphique2 -- Tendances scion Page 
Particuliers PYPA, ages de 15 ans et plus, reveriu du travail 
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Graphique 1 
Tendances par unite déclarante et par concept du revenu 

a. Revenus reels moyens 
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critère de Lorenz, elles sont construites pour répondre de façon cohérente aux mouvements d'une fonction de 
repartition tendant vers la bimodalité. Une telle mesure, WPOL, basée sur ltindice de Gini, est élaborée dans 
Wolfson (1986a) et elle a été utilisée dans le document du Conseil économique (1987). 

La mesure WPOL na pas été employee ici paree qu'on Pa jugée plus complexe et moms comprehensible que cela 
nétait nécessaire pour lanalyse. La mesure de La øolarisation gui a été utilisée surtout, La part de La population 
dont les revenus sont compris entre 75% et 150% de Ia médiane, bien queue ne soit pas nécessairemnent 
compatible de façon formelle avec le concept de polarisation, est facile a eomprendre et on en a vérifié Ia 
compatibilité chaque lois qu'on I'a employee. La mesure WPOL est compatible de façon formelle avec le 
concept de polarisation et on aurait Pu Putiliser a La place de Ia mesure employee. Cependant, les résultats 
gin6raux auraient été les rnêmes et ii aurait fallu que le lecteur se familiarise avec une nouvelle statistique 
complexe avant de se sentir a l'aise avec les résultats. Si le concept de La elasse moyenne gui recule continue 
guand même de presenter de plus en plus d'intérét, ii pourrait se révéler avantageux d'élaborer un ensemble plus 
formalisé de mesures statistiques telle que Ia mesure WPOL par des besoins analytiques. 

Tableau 1 
Statistiques sur l'inégalite et Ia polarisation. toutes les familIes de recensement, revenu total 

Année 

1967 1973 1981 1986 

Revenu moyen (Sde 1986) 21.850 27,550 31,900 31.650 
Revenu median ($ de 1986) 19,450 23,900 27,500 26,200 
Parts des quintiles (%) 

0-20 3.5 3.2 4.1 4.3 
20-40 10.7 9.9 10.3 9.9 
40-60 17.8 17.3 17.3 16.7 
60-80 24.9 25.5 25.5 25.0 
80-100 43.0 44.0 42.9 44.1 

Indice de Gini (%) 39.8 41.3 39.5 40.4 
Parts de Ia population par 
gamme de revenu median 

< 50% 25.1 26.5 25.2 24.9 
50-75 12.1 12.3 12.9 13.4 
75-125 26.1 22.5 23.1 22.3 

125-150 11.1 10.2 10.3 9.4 
> 150% 25.6 28.6 28.6 30.0 

75-150 37.2 32.7 33.4 31.7 

Tableau 2 
Statistiques sur l'inégalité et Ia polarisation. particuliers PVPA, âgés de 15 ans et plus, reveriu du travail 

Année 

1967 1973 1981 1986 

Revenu moyen(Sde 1986) 16,950 20,150 20,700 20.400 
Revenu médian($de 1986) 15,050 17,250 18.050 17.400 
Parts des quintiles (%) 

0-20 3.9 3.6 3.6 3.4 
20-40 11.0 10.2 10.2 9.5 
40-60 17.9 17.2 17.4 17.0 
60-80 24.6 25.2 25.7 25.7 
80- 100 42.5 43.8 43.1 44.4 

ndice de Gini (%) 38.9 40.7 40.2 41.8 
Parts de Ia population par 
gamrne de revenu median 

< 50% 24.1 25.4 26.1 27.2 
50-75 12.3 11.8 12.1 12.2 
75- 125 26.8 23.7 23.4 21.5 

125-150 12.5 10.6 10.2 9.3 
> 150% 24.4 28.5 28.1 29.8 

75-150 39.3 34.3 33.6 30.8 
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ne devrait jamais utiliser de telles stat istiques dans ces contextes parce qu'elles ne mesurent tout simplement 
pas ce qu'elles prétendent mesurer. 

Cependant, le fait que les mesures de l'inégalité, mérne si elles sont parfaitement compatibles avec le critère 
de Lorenz, puissent ètre incompatibles avec Ic concept désiré constitue un probléme plus fondamental dans le 
contexte des discussions portant sur Ia classe moyenne qui recule. Cette situation est illustrée a Ia figure 1, qui 
montre deux densités de fonction de repartition du revenu hypothétiques sirnples. La premiere est une fonction 
de repartition uniforme sur Ia gamrne de revenus allant de 0.25 a 1.75, elle est illustrée par une ligne 
discontinue. 

La seconde densité, illustrée par une ligne continue, est clairement bimodale et sa partie du milieu est un peu 
affaissée. Nous soutiendrions quo, selon toute definition raisonnable de Ia polarisation ou du recul du milieu, 
cette dernière densité est Ia plus polarisée. 

Est-elle aussi PIUS inégale? 

La réponse est non, sans équivoque. La seconde densité a été construite de telle façon quo, selon toute mesure 
de l'inégalité qui est compatible avec le eritère de Lorenz, elle est plus égale. Cela peut être démontré par Ic 
simple fait que l'on peut obtenir Ia fonction de repartition bimodale a partir de Ia fonction de repartition 
uniforme a l'aide de deux ensembles de transferts do redistribution progressifs qui prCservent Ia moyenne, au 
sens donné par Atkinson (1970). 

Le premier ensemble de transferts de revenu égalisateurs se fait a partir de particuliers de Ia partie p dans la 
partie de 0.75 1 1.00 do Ia gamme de revenus vers des particuliers de la partie q dans Ia partie Ia moms élevée, 
de 0.25 a 0.50. Les p donnent aux q des parties de leurs revenus égales ha moitié de la difference entre leurs 
revenus -- 0.25 en moyenne, de sorte qu'ils se dCplacent aux parties p et q de Ia fonction de repartition 
bimodale, dans la gamme de revenus de 0.50 1 0.75. De mCnne, los personnes dans Ia partie Ia plus élevée do Ia 
repartition des revenus, avec des revenus compris entre 1.50 et 1.75, partie m, donnent une moyenne de 0.25 de 
leur revenu aux personnes du groupe n, dans Ia partie moyenne supCrieure de Ia fonction de repartition, cello des 
revenus allant de 1.00 1 1.25. A Ia suite de cot ensemble de transferts progressifs, ces deux groupes de 
personnes se trouvent dans la même gamme do revenus, de 1.25 a 1.50, dans los parties m*  et n de Ia fonction 
do repartition bimodale. 

Ainsi, par construction, Ia fonction de repartition bimodale est en même temps plus polarisée et plus égale que 
Ia fonction de repartition uniforrne d'oü dIe provient. La polarisation et I'inégalité sont done manifestement 
des concepts différents, comme cela a été signalé pour Ia premiere fois dans Love et Wolfson (1976). 

Ce résultat laisse subsister Ia question de savoir queues statistiques devraient Ctre utilisées pour mesurer Ia 
polarisation. Dans los documents portant sue La partie du milieu qui recule, certains auteurs utilisent, en plus 
des mesures de l'inCgalité, les parts du revenu par quintiles, aloes que d'autres ont employé la fraction de Ia 
population dans diverses gammes de revenus dCfinies en fonction du revenu moyeni ou median. En fait, La figure 
I a été construite do facon particulièrement mauvaise pour ces genres de statistiques. 

Puisque la fonction de repartition est symétrique, Ia moyenne est égale I La inédiane qui est un. On pout 
démontrer quo la part du tiers du milieu de Ia fonction de repartition bimodale est inférieure I Ia part du tiers 
du milieu do Ia fonction de repartition uniforme, alors que Ia part des deux tiers du milieu augmente au cours de 
Ia transition vers Ia fonction de repartition bimodale. Ainsi, les parts du revenu de divers groupes de quantiles 
du milieu ne sont pas nécessairement compatibles avec toute formalisation raisonnable du concept de 
polarisation. Cela signifie, a son tour, que Ic grand nombre d'art ides prCtendant analyser Ic recul de Ia classe 
moyenne qui utilisent des indicateurs de l'inégalité comme les parts de quintiles (p. cx., Levy 1987; Beach, 1988) 
sont tout simplement incapables de détecter Ic phénomCne qu'ils prétendent étudier. 

Dc plus, Ia part de la population avec des "revenus de niveau moyen" augmente ou diminue selon la façon dont Ic 
mot "moyen" est défini dans cet exemple. On voit cela facilement en inspectant Ia figure 1. La population dont 
les revenus se trouvent I moms de 25% do la moyenne ou de la médiane diminue rnanifestement, mais Ia 
population dont los revenus Se trouvent I moms de 50% de la moyenne ou de Ia médiane augmente. Ainsi, les 
statistiques qui comptent Ia part de Ia population avec des revenus "prés de Ia moyenne" ne sont pas 
nécessairement compatibles, dIes non plus, avec une definition raisonnable de Ia polarisation. 

Tout n'est pas perdu, cependant. Compte tenu de notre comprehension explicite amCliorée du concept de 
polarisation hasée sue l'analyse de la figure 1, nous pouvons choisir tin ensemble de statistiques pour faire une 
analyse détaillée. Los parts de Ia population dans diverses gammes de revenus définies en fonction du revenu 
median, connme dans les tableaux I et 2 de l'exposé principal, constituent un bon exemple. On peut alors 
utiliser un indicateur statistique sommaire comme la part de Ia population dont los revenus sont compels entre 
75% et 150% de Ia médiane, a des fins de discussion et de presentation graphique, pourvu que l'analyste Ic 
vérifie toujours afin de s'assurer qu'il est compatible avec les données plus détaillCes. C'est ce qul a été fait 
pour l'analyse mentionnée dans l'exposé principal. 

Dc plus, ii y a des approches fornielles plus complexes. Elles définissent une classe d'indieateurs sommaires de 
Ia polarisation qui sont analogues aux mesures de l'inégalité sauf que plutôt que d'être compatibles avec le 
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ANN EXE 

La mesure de l'inégalité et de La polarisation 

Les formalisations les plus généralement acceptées du concept d'inégalité économique sont toutes reliées a la 
courbe de Lorenz. Cette courbe constitue une façon de montrer toute repartition du revenu -- un ensemble de 
données qui montrent combien il y avait de personnes recevant un revenu (qu'il s'agisse d'unités familiales ou de 
particuliers) a divers niveaux de revenu. La courbe de Lorenz est un graphique qui montre la fraction 
cumulative de Ia population le long de l'axe horizontal et leur part cumulative du revenu (ou d'une autre mesure 
de Ia position économique) le long de l'axe vertical, en supposant que Ia population a été elassée en ordre 
croissant de revenus. 

Le classement de deux repartitions du revenu (p. ex., pour deux moments dans le temps) selon que Ia courbe de 
Lorenz d'une repartition du revenu se trouve a au moms un endroit au dessus et jamais au dessous de l'autre est 
le critère principal de presque toutes les bases axiomatisées de mesures de l'inégalité (Atkinson, 1970; Love et 
Wolfson, 1976; Cowell, 1977). La mesure, utilisée le plus souvent, de l'inégalité du revenu (ou d'un autre 
indicateur de Ia position éconornique) est l'indice de Gini. 11 est entièrernent compatible avec le classement des 
repartitions du revenu donné par les courbes de Lorenz. 

Cependant, I'indice de Gini n'est pas Ia seul indice sommaire de l'inégalité qui est entièrement compatible avec 
les classements donnés par les courbes de Lorenz. Les autres indices comprennent las mesures de Theil, de 
Theil-Bernouilli, d'Atkinson et Ia mesure exponentielle ainsi qua le coefficient de variation. Quand le 
classement selon les courbes de Lorenz est ambigu -- c.-à-d. quand les courbes de Lorenz pour deux 
repartitions du revenu se coupent de sorte qu'aucune des deux ne domine clairement l'autre, ces mesures 
donneront généralement des classements différents. 

D'autres statistiques populaires de l'inégalité sont basées sur les quantiles, comme les parts du revenu qui 
reviennent aux quintiles de la population. Ii est préférable de considérer les parts du revenu par quintile corn me 
des indicateurs de l'inCgalité plutôt qua comma des mesures de l'inégalité. Bien qu'elles ne soient jarnais 
incompatibles avec les classements selon les courbes de Lorenz, U Se peut que les parts par quintile ne changent 
pas bien que les classements selon les courbes de Lorenz changent. 

II y a aussi des statistiques qul sont utilisées dans des discussions portant sur l'inégalitC bien qu'elles ne soient 
mêrne pas compatibles avec les classernents selon les courbes de Lorenz. Ces statistiques comprennent La 
variance des logarithmes du revenu (p. ex., utilisée dans Harrison et coIl., 1986) et le rapport interquartile. On 
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et toutes montrent des tendances plus fortes ii Is baisse dans les proportions avec des revenus de niveau moyen. 
Ainsi, bien qu'il y ait eu des déplacements substantiels entre les secteurs de Is population active de 1967 a 1986, 
particulièrement do secteur des activités manufacturières a celui des services, ces déplacements n'aident pas a 
expliquer l'augmentation de Is polarisation. Cela est d, tout simplement, au fait que Is polarisation a 
augmenté substantieliement dans chacun des principaux secteurs industriels. 

Profession: Finalement, les graphiques 5.a a 5.d montrent les tendances correspondantes pour les categories 
professionneiles. Comme dans le cas de Is classification par branches d'activité, Is présente classification est 
trés grossiére et elle comprend on grand nombre de professions "non codées" en 1967 et en 1973. A nouveau, 
comme ion pourrait s'y attendre, Is diminution Is plus importante a été relevée pour les métiers de cols bleus, 
alors que Is plus grosse augmentation l'a été dans les emplois de cols blanes peu payés et exigeant peu de 
comptences ("blancs-peu" -- emplois de bureau, emplois dans Is vente, emplois dans les services; "blanes-
éievé" désigne les professions et les emplois techniques). A part des soubresauts dans les tendances pour le 
groupe relativement petit des gestionnaires, qui pourraient n'être non d'autre qu'un artefact des changements 
dans le codage des professions de 1967 a 1973, los tendances relatives a l9n6gaiit6 et a Is poinrisation dans les 
categories professionnelles sont généralement parallèles. Ainsi, bien quo Is composition par profession do Is 
population active ait change considérablement, on ne peut utiliser cc fail pour expliquer le "recul de Is partie 
du milieu" de Is population active canadienne, du mains pour les grosses categories utilisées. 

F. CONCLUSIONS 

Beaucoup de documents ont été publiCs aux Etats-Unis relativement a Is "classe moyenne qui recule". Ces 
documents ont eu tendance a expliquer le phénomène en fonction de Is "désindustrialisation", de Is 
"déqualification", de l'Crosion de métiers de cols bleus biens rémunérés dans Ic secteur des activités 
manufacturières ainsi que leur remplacement par une combinaison d'empiois, do secteur des services, exigeant 
peu de compCtences (los "MeJobs") et, dans une moindre mesure, d'emplois hautement spécialisés du secteur de 
Is haute technologie. (Les derniers documents publiCs au Canada sont moms polémiques et plus prudents dans 
l'interprétation des donnCes.) 

C'est, en partie, a cause de Is gamme Ctendue d'indicateurs statistiques qui ont été utilisCs quo l'on a observe ou 
que l'on n'a pas observe le phénomène du recul de Is partie du milieu. A leur tour, Ies documents publiés ont eu 
tendance a brouiller los concepts de i'inégalitC et de Is polarisation - cc dernier terme étant eelui que nous 
employons pour parler de Is classe moyenne qul recule. 

Dans le present article, on a évalué l'existence du phénomène au Canada dans plusieurs optiques et on a tenté de 
determiner los tendances associées qul peuvent avoir joue un role determinant. Contrairement C l'inCgalité do 
revenu entre les familIes, qul est demeurée stable au cours des deux dernières décennies, on relCve des preuves 
de polarisation accrue. La polarisation a augmenté tant dans l'optique des families et de leur revenu total avant 
impOt que pour les travailleurs individuels et leur revenu du travail. 

Dans Ic cas des families, l'augmentation de Is polarisation semble associée a des changements dans Is taille et 
dans Is composition de Is famille. Ces derniers changements sont surtout dus au dCclin de Is fCcondité et a 
l'augmentation du divorce. 

Pour les travailleurs individuels, les principaux facteurs semblent Otre l'augmentation du taux d'activitC féminin 
ainsi que l'augmentation du travail C temps partiel (c.-C-d. pendant moms d'une semaine ou d'une année 
complete). D'autres facteurs tels que Ies changements dans Is composition do Is population active selon i'âge, 
Is profession et Is branche d'activitC ne semblent pas expliquer i'augmentation de Is polarisation. 

Bien entendu, ces résuitats sont provisoires, particulièrement a cause des details limités et, dans certains cas, 
de In qualié des données d'enquête plus anciennes. La publication de résultats plus définitifs doit attendre 
l'analyse des données du recensement. 
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(l'implosion démographique) après 1966 qui se manifeste par un ralentissement de Ia croissance de ce groupe 
d'ages au debut des années 1980 et les perspectives d'emploi médiocres pour les jeunes au cours des années 1980, 
ce qui décourage l'entrée dans la population active. Le groupe des personnes de 25 a 34 ans eroit en proportion 
de l'ensernble de Ia population active, ce qui refléte I'entrée de Ia génération de Pexplosion démographique, 
alors que Ia eroissance du groupes des personnes de 35 a 49 ans est fort probablement due a des augrnentations 
du taux d'activité féminin. 

En fonction des revenus relatifs dans le graphique 2.b, e'est chez les jeunes que l'on retrouve les plus bas 
niveaux, ces derniers s'établissant a environ Ia moitié de Ia moyenne, alors que Von retrouve les plus hauts 
niveaux (environ 125%) chez les personnes du groupe d'âges de 35 a 49 ans. 11 n'y a pas de tendances très 
marquees dans les revenus moyens relatifs parmi les quatre groupes d'âges. 

On re!ève des tendances virtuellement parallèles de l'inégalité du revenu pour les quatre groupes d'âges et les 
niveaux sont assez semblables dans le graphique 2.c. Ainsi, ii est peu probable que les changements dans Ia 
structure par age de Ia population active réelle expliquent la petite tendance globale a la hausse de I'inégalité. 

Dc même, dans Ic graphique 2.d, les quatre groupes d'âges montrent tous des tendances généralement parallèles 
pour Ia polarisation, bien que les niveaux soient fort différents. C'est chez les jeunes que ion retrouve Ia plus 
faible proportion avec des niveaux de revenu moyens et la plus haute inégalité mesurée pour ce qui est du 
revenu du travail. C'est Ia situation inverse qui prévaut pour le groupe des personnes de 25 ê 34 ans. La 
proportion des revenus de niveau moyen qul diminue se retrouve dans les quatre groupes dges de sorte, 
qu'encore une fois, Ia tendance globale relative a la polarisation observée plus tot ne peut ètre expliquée par des 
change ments dans Ia structure par age. 

Sexe et statut de travailleur a plein temps ou a temps partiel: Nous passons ensuite a une désagrégation 
différente, de quatre facons, de Ia population des PVPA, comme les figures 3.a a 3.d le montrent. Cette fois, Ia 
population a été divisCe selon le sexe et selon que la personne a travaillé ou non pendant des senuaines 
completes (plus de 35 heures par semaine habituellement) et pendant tout l'année (50 semaines et plus). Si l'une 
ou I'autre de ces conditions n'était pas satisfaite, le particulier était classé comme un travailleur a temps 
partiel. L'augmentation du taux d'activité férninin est manifeste dans le graphique 3.a. De plus, tant pour les 
hommes que pour les femmes, les travailleurs a temps partiel représentent une proportion croissante de Ia 
population active. 

La proportion d'hommes travaillant a plein temps qui diminue et Ia proportion croissante de travailleurs a temps 
partiel étaient assoeiées a une augmentation du revenu rnoyen relatif des hommes travaillant a plein temps et, 
en termes relatifs, a une augmentation encore plus grande des gains rnoyens relatifs des femnues employees a 
plein temps, corn me on le voit dans le graphique 3.b. Alors qu'il y a eu une augmentation tant dans Ia proportion 
des travailleuses a temps partiel que dans leurs gains moyens relatifs, bien que le point de depart ait été faible, 
leurs homologues masculins ont connu une diminution de leurs gains relatifs du debut au milieu des années 1980. 

Contrairement a la désagregation en fonction de l'âge utilisée dans l'ensemble précédent de graphiques, pour le 
present ensemble de graphiques, les tendances relatives a l'inégalité intragroupe montrées dans le graphique 3.c 
sont faibles par rapport aux differences entre les groupes, particulièrement dans le cas du travail a temps plein 
et a temps partiel. Ainsi, les changements dans Ia composition de Ia population peuvent expliquer une partie de 
Ia tendance globale dans l'inégalité du revenu du travail. Cette tendance est faible mais croissante, alors que 
Pinégalité intragroupe a tendance a dirninuer pendant Ia premiere pérlode et qu'elle est mixte pendant Ia 
seconde. Ainsi, Ia tendance globale a Ia hausse de linégalité doit, au moms en partie, être attribuée a un 
déplacement dans Ia population active qui compte maintenant une proportion plus élevée de travailleurs a temps 
partiel dont les gains sont a la fois plus faibles et plus inégalement répartis. 

De méme, ces changements clans Ia composition de Ia population active semblent expliquer une partie de Ia 
tendance relative a Ia polarisation. Dans les groupes d'hommes et de femmes travaillant a temps partiel, il n'y 
a virtueliement pas de tendance relative a Ia polarisation; pas plus qu'on ne trouve de tendance trés prononcée 
pour les hommes travaillant a plein temps, comme cela est montré dans le graphique 3.d. La seule tendance 
évidente se retrouve chez les fern mes travaillant a plein temps et alors, seulernent au cours des deux dernières 
périodes. Ainsi, La proportion croissante de la population active réelle qui travaille a temps partiel semblerait 
expliquer une partie de Ia tendance globale vers une polarisation accrue des revenus du travail. 

Branche d'activité: Les graphiques 4.a a 4.d présentent des résultats correspondants scion de grands groupes de 
branches d'activité. Ces groupes sont les rneilleurs que Von peut définir, de façon cohérente, pour les quatre 
enquêtes et ii faut faire preuve de prudence a cause du grand nombre de branches d'activité "non codées" dans 
les données de 1967 et de 1973. II n'est pas surprenant de constater que Ia croissance Ia plus rapide s'est 
produite dans le secteur des services (commerce de gros et de detail, services personnels et services aux 
entreprises, intermédiaires financiers, distribution), alors que le secteur oi ii y a eu le plus grand déclin (a part 
les branches d'activité "non codées") est celui des activités manufacturières. Cependant, si l'on ne tient pas 
compte des plus petits groupes, le secteur primaire (agriculture, exploitation forestière, pêche, mines) et la 
construction, on n'a pas trouvé de tendances significatives dans les gains moyens relatifs, pas plus qu'on n'a 
relevé de differences importantes dans les niveaux. 

Tous les groupes de branches d'activité montrent des tendances a Ia hausse dans l'inégalité du revenu du travail, 
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milliers de dollars. La ligne supéricure rnontre le revenu du travail total moyen pour les FR comptant au moms 
un PVPA. Ces montants sont de 50% a 75% supérieurs aux revenus T,PVPA moyens parce que les gains des 
conjoints et des enfants ont été groupés. Alors que les courbes T,PVPA et Avl,PVPA montrent une tendanee 
temporelle presque identique, Ia courbe T,FR-PVPA montre une croissance plus abrupte jusqu'en 1981. Cela est 
presque certainernent di aux taux d'activité croissants des femmes au cours de Ia période. Cependant, cette 
tendance n'a pas suffi a empêcher la stagnation des revenus du travail moyens parmi les FR comptant au moms 
un PVPA pendant In période allant de 1981 a 1986. 

Finalement, in courbe Ia plus basse du graphique 1.b (Avl,Part.) montre le revenu total moyen pour toutes les 
personnes de 15 ans et plus, pas seulernent pour les PVPA. Elle se trouve au dessous de Ia courbe AvI,PVPA 
parce que les particuliers dont in participation au marché du travail nest pas très importante tendent a avoir 
des revenus beaucoup plus faibles, en moyenne -- soit qu'ils n'en ont aucun, soit qu'ils reçoivent des montants 
modestes corn me revenu de placements ou comme revenu qui provient surtout de transferts gouvernementaux. 

éanmoins, comme dans le cas du graphique 1.a, les tendances ternporelles générales sont compatibles. 

Le graphique i.e porte sur l'inégalité telle que mesurée par I'indiee de Cmi. Les courbes sont tellement 
rapprochées que seulerrient celle du haut et celle du bas sont désignées. Les trois courbes sans designation se 
rapportent toutes au revenu total avant impôt -- Avl,FR; Avl/UEA,FR et Av[, PVPA. Bieri que le choix des 
unites dCclarantes et du concept du revenu aient un effet sur le niveau d9n6galité mesuré, il a un impact 
négligeable sur Ia tendance apparente. Pour les courbes AvI, U n'y a pas de tendance significative relative a 
l'inégalité; elle est généralement constante comme on Pa conclu auparavant dans Wolfson (1986a). Pour les 
courbes T, on remarque une petite tendance a La hausse, comme on l'a mentionné lors de Ia discussion portant 
sur le tableau 2 ci-dessus. 

Finalement, le graphique l.d montre diverses courbes pour les tendanees relatives a Ia polarisation, rnesurée 
corn me poureentage de Ia population dont le revenu est compris entre 75% et 150% de Ia médiane. Encore une 
fois, corn me dans les tableaux 1 et 2, on relève unc nette tendance a Ia baisse dans Ia proportion d'unités a 
revenu rnoyen, avec certaines differences dans les niveaux correspondant aux concepts différents. 

II y a, cependant, une exception importante. Au niveau des familIes, Ia tendance disparait quanci le revenu 
familial total est rajusté pour tenir compte des variations dans Ia taille des familIes (18 courbe désignée par 
Avl/UEA,FR). Par contre, il est clnir que le revenu tire du travail est devenu plus polarisé, que nous 
considérions les PVPA pris individuellement (18 courbe désignée par T,PVPA), ou regroupés en families de 
recensement (T,FR-PVPA). 11 semble aussi que le revenu total des families (AvI,FR) soit devenu plus polarisé, 
conime cela est aussi montré dans le tableau I ci-dessus. 

L'implication est done que les déclins dans la taille des farnilles ont été associés avec des changements dans les 
revenus des familIes d'une façon qui a un effet compensatoire, du point de vue de la polarisation. Le "recul de 
la classe moyenne" dans l'optique des families en utilisant le revenu total est apparemment un artefact dO au 
fait que L'on n'a pas tenu compte des changemnents systématiques gui se sont produits dans Ia taille des families. 

Par contre, les tendances relatives A. in polarisation au niveau des particuliers demeurent elaires et sont 
associées a des change rnents dans le marché du travail. 

E. EXPLICATIONS POSSIBLES - POLARISATION DU REVENU DU TRAVAIL 

Nous passons maintenant a un exarnen d'autres facteurs gui pourralent expliquer Ia polarisation accrue du 
revenu du travail des ouvriers. L ... histoire" que l'on raconte souvent a propos de Ia classe moyenne gui recule se 
rapporte a des concepts teis que La "désindustrialisation" et in "déqualificatiori". Malheureusement, les données 
disponibles a partir des enquètes sur les finances des consommateurs que ion utilise pour effectuer La présente 
analyse ne sont pas très appropriées pour évaluer de tels concepts. Nous serons done lirnités A des variables plus 
conventionneiles -- Age, sexe, travail a plein temps ou a temps partiel, branche d'activité et profession. De 
plus, pour les deux dernières variables, nous devrons nous contenter de certaines classifications très grossières A 
cause des limitations qui s'nppliquent aux données. 

L'approche sera La méme pour chaque groupe de variables. La population des personnes qui sont des PVPA sera 
divisée en 4 a 6 groupes mutuellement exclusifs, puis nous examinerons quatre graphiques. Dans tous lea cas, 
I'annCe civile figurera le long de I'axe horizontal, exactement comme pour les graphiques l.a a I.d ci-dessus. Le 
premier graphique inontre Ia repartition proportionnelle de la population parmi les divers groupes et comment 
cue a évolué dans le teinps. Le deuxième graphique montre comment le revenu rnoyen pour chaque groupe se 
compare au revenu moyen global, Ic revenu rnoyen relatif, exprirnC en pourcentage. Les deux derniers 
graphiques mnontrent les mêmes mesures de I'inégalité et de la polarisation qu'auparavant -- l'indiee de Gini et 
la part de Ia population donnée dont les revenus se trouvent entre 75% et 150% de leur médiane. 

Structure par Age Les graphiques 2.a A 2.d montrent les tendances dans les quatre variables gui viennent d'être 
décrites pour les quatre groupes d'Ages: 15-24, 25-34, 35-49 et 50 ens et plus. Le plus vieux groupe d'Ages 
diminue au cours des deux déeennies comme proportion de Ia population active réelle, ce gui reflète In 
diminution du taux d'activité des homnmes plus Ages. La proportion des jeunes, par contre, augmente légCrement 
de 1967 a 1973, mais elle diminue par Ia suite. Cela reflète probablement la chute brusque de La fécondité 
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du revenu median. 

Ces tendances relatives a la polarisation sont presque certainement statistiquement significatives tant pour Ia 
combinaison particuliers/revenu du travail que pour celia des familles/revenu total. On peut dérnontrer, en 
pratique, que les tendances relatives a Ia polarisation ne correspondent pas nécessairement a des tendances dans 
le mème sens pour Ce gui est de l'inégalité du revenu; ce sont, en fait, des concepts distinets. 

Alors que les statistiques présentées dans les tableaux 1 et 2 ont ramené les concepts du revenu moyen, de 
l'inégalité et de Ia polarisation it seulement 14 nombres, ii y en a encore trop pour effectuer des analyses plus 
détailiées. Ainsi, A des fins de presentation, nous concentrerons notre attention sur l'indice de Gini utilisé 
corn me mesure de base de i'inégalitC et sur la part de la population dont les revenus sont compris entre 75% et 
150% de la médiane comme notre indice de base de Ia polarisation. Nous avons quand même examine Ia gamme 
plus étendue de statistiques dans tous les cas dont nous traiterons afin de nous assurer que la seule statistique 
sommaire présentée pour chaque concept représentait fidèlement les tendances de base. 

D. EXPLICAT1ONS POSSLBLES - uN1TiS DECLARANTES ET CONCEPT DO REVENU 

ii se peut que les tendances relevées dans les tableaux 1 et 2 ci-dessus soient une sorte d'artefaets statistiques 
resultant de nos choix particuliers d'unités déclarantes du revenu et de definitions du revenu. Avec une 
exception importante, nous démontrerons dans la présente section que ce nest pas le cas. 

Jusqu'ici, nous avons concentré riotre attention sur deux unites déclarantes du revenu -- les families de 
recensement (FR) qui comprennent I'époux et (ou) i'Cpouse et les enfants jamais manes vivant dans le rnême 
logement et les participants véritables A Ia population active (PVPA). Une autre definition plus générale et trés 
utiiisCe de Ia familie est celie des families éeonomiques (FE), définie comme toutes les personnes apparentées 
vivant dans le méme logement. Nous pouvons aussi définir le sous-ensemble des FR qui comprennent nu moms 
un PVPA, families que nous désignerons A i'aide du sigle FR-PVPA. Finalement, nous utiliserons l'abréviation 
Pait. pour designer la population de tous les particuliers de 15 ans et plus, qu'ils soient ou non des PVPA. 

Jusqu'ici, nous ne nous sommes attaches qu'A deux concepts du revenu --le revenu total ou avant irnpôt et le 
revenu du travail. Nous représenterons ces revenus par Avi et T respectivement. Le revenu après impôt (ApI) 
est une autre definition du revenu qui présente un intérét générai. Nous aurions fait un plus grand usage de ce 
concept sauf que, mai'ieureusement, les données de 1967 ne renferment pas d'estimations de i'impôt sun le 
revenu payé. 

Finalernent, dans le cas des families, nous avons généralement empioyé ie revenu par famille. Cependant, cela 
est presque certainement une mauvaise facon de comparer les situations financiAres de families de taille 
différente. One facon de tenir compte des differences dans la taille des families consiste A utiliser le revenu 
divisé par une échelie d'équivalence. 11 s'agit d'une échelle de facteurs numériques que ion peut grossiArement 
interpreter comrne les besoins en revenu relatifs des families de tailie différente. 

Le choix des échelles d'équivalence soulève une vive controverse, voir, par exempie, Ia discussion A ee sujet 
dans Wolfson et Evans (1989). Nous avons choisi d'utiliser une échelle qui attribue un poids de 1.0 au premier 
adulte, de 0.4 a chacun des autres adultes dans Ia famille et de 0.3 aux enfants (sauf dans le cas du premier 
enfant dans une famille monoparentale A qui l'on attribue un poids de 0.4). Ces poids représentent une écheile 
d'unités équivaientes a des adultes (UEA). Ainsi, un Couple mane avec deux enfants a un poids de 2.0. 

Avec de teiles échelles d'UEA, nous pouvons analyser les repartitions du revenu des families oê Ion divise tout 
d'abord le revenu par le nombre d'UEA dans Ia famille. Ainsi, un couple mane avec deux enfants et un revenu 
total de $25,000 serait traité comme une famille avee un revenu de $12,500 par UEA. 

On pourrait s'attendre A ce que ce genre de rajustement A l'aide des UEA alt un effet important a cause des 
tendances significatives au cours des deux derniCres décennies en cc qui a trait A Ia diminution du taux de 
fécondité et A I'augmentation du taux de divorce et done dune diminution de Ia tailie moyenne des families. 

Les graphiques l.a A 1.d montrent Ia sensibilité des résultats de base présentCs dans ies tableaux 1 et 2 aux 
divers choix d'unités déclarantes du revenu et de concepts du revenu qui viennent d'être définis. Le graphique 
l.a montre les tendances dans le revenu reel moyen des families pour quatre cas différents. Les revenus totaux 
moyens les pius élevés se retrouvent pour les FE, Ce qui n'est pas surprenant parce que ces families 
comprennent plus de membnes et done plus de bénéficiaires d'un revenu. Parmi les FR, le revenu après impôt 
est, en rnoyenne, de $5,000 infénieur au revenu avant impôt. Finalement, Ic revenu total moyen par UEA pour 
ies FR était environ 60% du revenu total moyen par FR. Cependant, peu importe le concept du revenu ou la 
definition de l'unité déclarante, le comporternent historique général est le même que celui que l'on a fait 
remarquer pour ies tableaux 1 et 2 -- une croissance importante du revenu reel a Ia fin des années 1960 et au 
debut des années 1970, mais une stagnation et un declin du debut au milieu des années 1980. 

Le graphique 1.b montre les tendances dans les revenus moyens reels des particuliers. Les données qui se 
trouvent dans ie tableau 2, on s'en souvient, s'appliquaient aux PVPA et a leur revenu du travail (T). La courbe 
Avl,PVPA montre le revenu total moyen avant impot pour ces mêmes particuliers; ii est plus élevé de quelgues 
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Les statistiques que nous avons choisies d'utiliser pour montrer les tendances relatives a l'inégalité et a In 
polarisation sont mathématiquement simples afin que les résultats soient aussi clairs et intuitifs que possible. 
Cependant, le raisonnement a Ia base du choix particulier d'indicateurs est un peu plus technique, II est done 
présenté dans l'annexe. 

C. RESULTATS GLOBAUX 

Le tableau 1 présente, dans i'optique d'une farnilie, les tendances de base relatives a i'inégalité et a In 
polarisation pendant près de deux décennies au Canada. La presentation du tableau 2 est identique, mais le 
tableau se concentre sur les particuliers avec participation non négligeable au marehé du travail au cours de 
chaque année. Plus précisément, Ic tableau I examine les families de recensernent et leur revenu total. Le 
tableau 2, par contre, ne porte que sur les particuliers âgés de 15 ans et plus qui ont reçu, au cours de l'année, 
un revenu du travail dont le montant est supérieur a 2.5% du salaire moyen pour i'année. Nous appelons ces 
personnes des "participants véritables a In population active" ou PVPA. En gros, ils doivent avoir travaillé au 
moms une sernaine, a plein temps, a un taux de réinunération égal au salaire moyen, ou au moms deux semaines, 
a plein temps, au salaire minimum. 

Ces deux tableaux représentent done deux grandes optiques de Ia repartition des revenus -- La premiere se 
coneentrant sur les familIes et sur leur revenu provenant de toutes les sources, pas seulement du travail et la 
seconde se concentrant sur les PVPA et sur leur revenu du travail (y compris Ia travail autonome). 

Dans tous les cas, les données sont tirées d'analyses spCciaies des résultats des enquêtes sur les finances des 
consommateurs. Les années particuliCres examinées ont été choisies afin de fournir la série chronologique In 
plus longue possible pour laquelle les données sont disponibies et cohérentes, les tailles des échantillons sont 
grandes et l'économie était a des points it peti prés semblables du cycle économigue. Ce sont exactement les 
inêmes donnCes sous-jacentes qui ont été utilisCes par Picot et coil. (1990). La présente analyse et celle de 
Picot et coli. sont complénientaires, parce que cette dernière porte sur un sous-ensemble de PVPA qul ont 
travaillé a plein temps pendant toute l'annCe. Les données sur ies PVPA prCsentCes ici sont a Ia base de celles 
qui ont été utilisées par Ic Conseii économique du Canada (1989). 

Chaque tableau comprend trois groupes de statistiques. On trouve sur les deux premieres lignes In moyenne et 
le point milieu de In repartition des revenus pour chaque année - les revenus rnoyen et median exprimés tous 
deux en dollars constants de 1986. Bien que les chiffres aient été arrondis au $50 le plus rapproché, In 
variabilité d'échantillonnage est telle qu'ils ne sont réellement précis qu'à environ $500 près. Tant dans 
i'optique des families et du revenu total que dans celie des particuliers et du revenu du travail, les revenus ont 
augmenté le plus rapidement a in fin des années 1960 et au debut des années 1970. La eroissance des revenus 
moyens a alors ralenti, puis elle a connu une période de stagnation et même de déclin du debut au milieu des 
années 1980. 

Le second groupe de chiffres se rapporte a l'inégalité du revenu. Ce sont les parts de revenu qui reviennent a 
chaque quintile le long du spectre des revenus et l'indice de Gini, un indice global de i'inCgalité. Dans l'optique 
des families et du revenu total, toutes ces statistiques varient un peu d'une annCe a i'autre. Cependant, des 
estimations grossières de La variabilité d'échantillonnage de ces chiffres laissent supposer quil n'y a pas de 
tendances statistiquement significatives. Par exemple, alors que Ia part du revenu total qui revient au 
cinquième supérieur des families vane jusqu'à 1.5%, l'intervaile de con! iance a 95% est probablement d'au moms 
deux points. Love et Wolfson (1976, annexe 2) dans un contexte semblable estiment que l'erreur-type relative 
de l'indice de Cmi vane entre 1.5% et 3.5% (c.-ã-d, des valeurs de 0.6% a 1.4%), selon In taille de l'éehantillon. 
Ainsi, les differences dtau plus 1.5% (41.3 - 39.8) dans l'indice de Gini ne sont vraisemblablement pas 
statistiquement significatives. 

La question d'une tendance dans l'inégalité du revenu du travail des particuliers constitue plus un ens limite. 
Les chiffres montrent effectivement une augmentation de l'inégaiité qui pourrait bien être statistiquement 
significative. 

Par opposition a l'absence de tendanee dans l'inégalité, les données montrent effectivement une tendance 
évidente vers une polarisation accrue - mesurée par un déclin dans le nombre de families et de particuliers avec 
des revenus "près du niveau moyen". Par exempie, Ic tableau 1 montre une diminution d'environ un septième du 
nombre de families a revenu moyen qui passe de 37.2% a 31.7% pour les families dont Ic revenu est compris 
entre les trois quarts du revenu familial median et une fois et demie ce revenu. 

Le tableau 2 montre, sur in dernière ligne, un déclin, encore plus manquC, d'un cinquième dans Ic nornbre de 
travailleurs avec un revenu du travail de niveau moyen qui est passé de 39.3% a 30.8% pour les personnes dont 
le revenu est compnis entre ies trois quarts du revenu du travail des particuliers median et tine fois et demie ce 
reveriu. Si L'on étudie un peu plus les données, on constate que ce déclin s'est produit dans des proportions a peu 
près égales tant dans le groupe dont les revenus sont compris entre 75% et 125% de Ia rnédiane que dans celui 
dont Ies revenus vont de 125% a 150% de Ia médiane. Dc 1967 a 1986, 5.4 des 8.5 points de diminution, du 
nombre de travailleurs dont les revenus sont compris dans Ia garnme combinée de 75% è 150% du revenu median 
"Se sent déplacés" (pas littéralement, parce que las données ne sont pas longitudinales) vers Ia gamme "plus de 
150%" du revenu median, alors que Les autres se sont retrouvés dans Ia gamme des revenus inférieurs a la moitié 
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INECAIATE ET POL.ARISATION: 
LA CLASSE MOYENNE RECULE-T-ELLE AU CANADA? 

M.C. Wolfson' 

A. INTRODUCTION 

On retrouve depuis longtemps un intérét général relatif aux tendances de l'inégalité du revenu dens les sociétés 
coinme celle du Canada. L'opinion populaire est bien représentée par lexpression "les riches senrichissent et 
les pauvres 5'appauvrissent". Au cours des années 1980, cet intérét a pris une nouvelle tournure alors qu'aux 
Etats-Unis on a commence a parler de Ia "désindustrialisation". La disparition graduelle d'emplois industriels 
relativement bien payés remplis par des cola bleus constitue une partie de l'hypothèse de Ia désindustrialisation. 
On pense que ces emplois sont remplacés par une combinaison d'emplois, peu payes et exigeant peu de 
compétences, du secteur des services (les "Mcjobs") et un plus petit nombre d'emplois de cols blanes bien 
rémunérés et qui exigent beaucoup de compétences, corn me les emplois d'analystes en informatique. 

On a vu ce dernier phénomène comme étant a l'originc d'un "recul de la classe moyenne" qui commence. Une 
avalanche d'artjcles ont été publiés sur ce sujet, Kuttner (1983) en étant un des premiers exemples. Plus 
récemment, ces documents ont été examines dana Loveman et Tilley (1988), oü les contributions canadiennes 
étaient lea suivantes: Conseil économique (1987), Myles (1987), Leckie (1988) et Picot et coil. (1990). Un bon 
nombre des analyses dans cc domaine ont donné lieu a beaucoup de controverses et attire beaucoup dattention 
surtout a cause des choix différents de concepts et de definitions. 

Le present article a pour objectif de presenter les faits de base relatifs aux tendances, en matière d'inégalité et 
de polarisation, au Canada, au cours des deux dernières décennies. La polarisation est le concept que nous 
utilisons pour capter la notion de Ia classe moyenne qui recule, il s'agit d'un concept different de celui de 
I'inégaiité comme Love et Wolfson (1976) Pont fait remarquer. 

Avant de considérer les résultats empiriques, nous commencerons par presenter un certain nombre de 
definitions et de concepts. Pour anticiper les conclusions, nous ne trouvons aucune tendance significative dans 
l'inégalité du revenu, Ia même "stase dans le changement" qui a été signalée dens Wolfson (1986a). Cependant, 
nous trouvons des preuves de polarisation accrue de Ia repartition des revenus, mais pas pour lea raisons 
auxquellcs nous pensions au debut. 

B. INEGALITE ET POLARISATION DE QUOJ POUR QUI 

La majorité des analyses des tendanees dans l'inégalité du revenu tendent a tenir compte du revenu total ou 
aprCs impôt des families. Par contre, un bon nombre des analyses portant sur Ia "classe moyenne qui recule" 
examinent les gains au titre des salaires des travailleurs et, parfois, les titres de professions, par exemple, les 
taux de croissance relatifs des professions avec le plus haut et le plus bas salaire (p. ex., Rosenthal, 1985). 
Ainsi, les discussions portant sur l'inégalité et sur la polarisation peuvent devenir embrouillées si l'on utilise des 
unites d'analyse et des rnesures de Ia position économique qui varient d'une étude a l'autre. 

Dens Ia présente analyse, on tiendra compte du revenu total et du revenu disponible ainsi que du revenu 
provenant des salaires et des traitements seulement (Ic revenu "du travail"). On considérera aussi lea farnilles 
en général et les particuliers avec une participation non négligeable au marchC du travail. De plus, on 
exarninera des rajustements au revenu des families afin de tenir compte du changement dens Ia taille moyenne 
et dana Ia composition des families. Ainsi, nous utiliserons diverses optiques, de fagon cohérente, afin 
d'analyser les tendances relatives a l'inégalité et a Ia polarisat ion. 

La variCté des mesures statistiques utilisées dans Ies différentes etudes constitue une autre source de confusion 
relative aux analyses de l'inégalité et de Ia polarisation. Le texte d'une étude peut parfois porter sur l'inégalité 
alors que les statistiques dans lea tableaux qui accompagnent le texte sont mathématiquement incompatibles 
avee cc concept. Dans d'autres cas, le texte porte 5w' la elasse moyenne qul recule alors que les tableaux 
renferrnent des mesures de l'inégalité. Ces confusions ont une importance fondamentale. 

En ce qui nous concerne, nous utiliserons deux grands groupes de statistiques tirées des repartitions des revenus a analyser -- celles qui se rapportent a l'inégalité et celles qui se rapportent a la polarisat ion. Bien que cela ne 
soit pas encore généralement admis, ii s'agit de concepts distinets. II se peut qu tune  repartition des revenus soit 
plus égale qu'une autre, tout en montrant une plus grande potarisation. Intuitivement, l'inégalité porte sur Ia 
gamme de differences parmi toute la population, alors que Ic concept de polarisation reflète dana queue mesure 
des particuliers ou des families tendent a se rassembler en deux groupes distincts le long du spectre des revenus. 

M.C. Wolfson, Division des etudes sociales et économiques, Statistique Canada, Ottawa (Ontario), K1A 0T6. 
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Figure 11 - France. Prvisions de naissances lgitimcs scIon diverses m6thodcs. 
L. Henry, Perspectives dc naissances aprs une perturbation de Ia natalit. Communication au Congrès 

de l'U.I.ES.P. A Rome (1955). 

Series chronologiques concomitantes. 

La misc en rapport d'une série chronologique relative A des dv6nements dmographiques avec d'autres s&ies 
relevant de La vie économique, politique et sociale, est un point clef de la recherche causale en demographic. Cet 
aspect de Ia recherche ne mobilise aucune technique spCciuique a La dCmographie ct nous n'cnvisagerons pas ici 
cette question. Les resultats des travaux effectuCs dans cc sens restent minces commc en tmoigne Ic bilan qu'en a 
dress6 H. Leridon (Cf. bibliographic), au sujet de Ia fécondit6. 

Vues générales. 

Au tenne de ces considCrations, on peut avoir Ic sentiment d'un discours par touches, l'accent Ctant mis en 
pnoritC sur l'utilisation des sCrics chronologiqucs pour Ia prevision. Comme ii a CtC dit en introduction, parler des 
sCrics chronologiques c'est parler dc La substance premiere de l'analyse dCmographique et c'cst reconnaitre qu'au 
total, en raison des habiwdes relativcmcnt recentes de collecte suffisammcnt riche, ii cxiste une certaine indigence 
de I'information dans cc domainc. Et cctte indigence a sQremcnt Les cons&lucnces les plus fâcheuscs en matiCre 
de prevision et c'cst pourquoi nous avons mis l'accent sur cct aspect de t'utilisation des dites sCrics. 
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Figure 10- France. Proportions de femmes maries en 1947, 1952. 1957 et perspectives pour 1962, 1967. 
Source R. Pressat. Un essai de perspectives de mnages. Communication au Congrès gn4ral de I'U.LE,S.P. a 

Vjennc (1959. 

La question ne se pose guèrc en termes d'anaiysc de Ia situation pa.sse, le dmographe sachant donner tout son 
sens a chaque srie spcifique. 11 en va diffremmenr lorsqu'il dcii faire un choix lors de Ia misc en oeuvre des 
prvisions. Nous rapportons pour illustrer noire propos un exempic quasimeni historique qui a fait I'objet de nos 
rout premiers travaux sous Ia direction de L. Henry: Ia prevision des naissances iCgiumes dans une hypothêse de 
stabilite des indices dans Ic futur, a savoir: 

I. - taux de fCcondicC gCnCrale par Age (avec adoption d'une proportion fixe dc naissanccs ill6gitimes); 
11, - taux de f6conditd par duréc de manage ci age au manage; 

- 	ic f&onditC par duree de manage seule; 
- taux de fCconditC par nombre d'enfants dCjà ri6s dii manage actuel ci intervalle CcoulC soil depuis le 

manage, soit depuis Ia naissance precdente. Deux sCries IV a et  IVb d&ouleront de cette approche compte 
tenu des calendniers des naissances diffCrents qui ont 6t6 adopts. 

- taux de fCcondit6 des mCnages rCcents (on se trouve place, a I'Cpoque de ces calculs, en 1950), observCs 0-
11 ans de dunCe ci extrapoiCs au-delà. 

La figure 11 montre l'extréme diversit6 des rCsultais. Sans doute Ciions-nous a I'Cpoquc au sortir de pCriodes 
perturbCes avec tes sCquelles que cela comporte ci donc unc grande instabilitt des indices. Mais ii en est toujours 
un pcu airisi : chaque tndice du moment se ressent d'une histoire passCe et cela diffremrnent scion sa structure 
propre, en sorte qu'il se cache dans cc que I'on projette, sous couvent d'un langage analogue, des hypotheses 
qucique pcu dissemblabtes. 
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Ce processus peut &re remis en oeuvre avec les proportions que reprsencenc les aues etats matrirnoniaux (veufs 
et veuves, divorc(e)s, et maintenant concubins) ii restera a assurer Ia coh&ence des rsu1tats ainsi etablis 

uu que Ia tocalité de ces états a un age donne coincide avec l'effectit de Ia population a cet age 
(tine reduction proportionnelle y pourvoira). 
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Figure - 9 Départements français. M&Jiancs et quartiles du taux d'accroissement futur en 5 ans (taux observ6) 
suivant Ic taux d'accroissement passe en 5 ans (taux prvu). 

Source : L. Henry et H Gutierrez. Qualite des previsions dmographiques a court terme. Population, n 3, 1977. 

De Ia diversité des series chronologiques. 

En face de problèmes d'analyse comme de probRmes de prCvision. Ia dCmographie est souvent aux prises avec 
plusieurs series chronologiques relativement au mime phénomène : ces diverses sries sont-elles dquivalentes en 
lant qu'instruments de Ia prevision? 
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Compte tenu des meilleurs résultats obtenus lorsque lon fait intervenir Ia suite des valeu.rs a chaque age, 
observées au fil du temps, on peut penser que l'on pourra parvenir a de meilleures prt visions en recourant a des 
ajustements qui tiennent a Ia fois compte ci du passé des généradons et de la tendance a age constant. Cela revient a completer Ia fonnule précCdente en introduisant un tenne linCaire en 

t-1 
f(x,t) = a(x) 	fk,t-(x-)1 + b(x)t+c(x). 	 (3) 

=15 
Mais on peut encore reprendre les deux dernières forrnules en ne prenant en compte que le passé recent des 
génCrations. c'est--dir.e, er' ne sommant Ia fCconditC qu'à partir d'un age peu ancérieur a la da I •vi p ette 
antCrioritC, on est conduit aux ajustements s'appuyant sur les formules: 

t- 1 
f(x,t) = a(x) . 	f(,t-(x-ç)J + b(x) 	 (4) 

ou 
t- 1 

f(x,t) = a(x) . 	fk,t-(x-)J + b(x)t-i-c(x). 

Ces deux dernières formules ouvrent la voie a un nornbre considerable d'essais; faute de pouvoir Its examiner 
dans leur totalitC, on peut privilCgier ceux répondant a p = 1, autrement dit, les cas oi its acquis de I'annCe 
prCcCdente, dans its gCnCrauons en cause, sonc pris en compte seuls od en conjonction avec its rCsultats au même 
age I'annCe prCcédente, donc Cgalement dans Ia gCnération prCcCdente (Cf. J.P. Sardon, 1986). 

Deux types de previsions a moyen terme. 

Dans Ic méme esprit que prCcédemment, mais en s'attachant a un type de previsions ties different, nous 
montrerons combien nos faiblesses en matiCre de choix d'hypochCses pour Its previsions peuvent conduire a des 
options dont les apparences simplistes n'emp&hent qu'elles aient certaines vertus opCrationnelies. fl s'agit en Ia 
circonstance de previsions de population pour les dCpartements francais. 

Face a ces difficultCs et des lors que l'on tie renonce pas a prCvoir, uric mCthode simple s'offre au prCvisionniste 
reconduire d'une pCriode a Ia pCriode suivante, objet de Ia prevision, it taux d'accroisscment précCdemment 
observe. AppliquCe de 1831 a 1875 -à quelques lacunes prCs tenant a des anomalies diverses de situations- cette 
mCthode appai-emment brutaic a conduit aux résultats de Ia figure 9. Très précisCment sur cette figure nous ne 
mesurons pas I'Ccart entre previsions ci observations; au lieu de cela, nous reprCsentons graphiquement les 
relations qui existent entre Its taux d'accroissement de chaque pCriode quinquennale et les taux correspondants de 
chaquc pCriode quinquennale irnm&liatement postCrieurc (on note ainsi Ia correspondance qui existe entre Ic taux 
d'accroissement de La population d'un dCpartement donnC entre 1831-1836 et It taux ernie 1836-1841). Si prévoir a 5 ans Ia population d'un dCpartement en reconduisant it taux d'accroissement durant Ia pCriode de 5 ans qui se 
termJne au point de depart de Ia prevision Ctait parfaitement correct, les graphiques de Ia figure 9 devraient se 
réduire a une ligne diagonaic (croissance Cgale en abscisse -taux passé- et en ordonnCc -taux futur). 

U en va diffCremment. 12 trace en trait plein repose sur Its valeurs médianes pour chacune des périodes 
considCrCes; ii se situe au-dessous de Ia premiCre bissectrice pour les trois premiCres pCriodes et it plus souvent 
au-dessus pour Ia quau-iCme, signe d'une croissance ralentie dans Ic premier cas cc accClCrCe dans Ic second. 
L'emplacement des traces correspondant aux premier et troisième quartile donne une idCe de I'imprCcision 
dCcoulant de La reconduction du taux passé en tant que moyen de prédire; ies Ccarts. en valeurs absolues, se 
situent Ic plus souvent en tie 2 et 4 %. 

Aussi insadsfaisant que soit cc rCsultat, Ia reconduction du taux d'accroissement de Ia quinquennie passCe 
rcprCscnte un progrCs par rapport au simple maintien du chiffre de population du prCcédent recensemenc ; ci l'on 
vCrifiera sur les graphiques que, Ic plus souvent, on se tromperait plus de 3 fois sur 4 en operant ainsi. 

Ces rCsultacs nCgatifs pr€chent en faveu.r de Ia constitution de series chronologiques aussi Ctendues et aussi riches 
de substance quc possible. C'est a cc prix que les essais de mCthode et Ia confrontation avec Ia rCalitC des résultats 
qui en dCcoulent pourront Eve suffisamment nombreux pour dCgager les meilleures conduites a tenir en mauCre 
de prevision, cc que its seuls analyses et raisonricments a priori ne seraient pas a mime de faire. 

Nous allons illustrer maincenant un autre type de prevision a rnoyen terme qui mettia bien en vaieur l'intCrt des 
series chronologiques. II s'agit de previsions de population par Ctac matrimonial. Nous sommes encore dans une 
situation oü I'analyse des processus dCmographiques a Ia base de Ia constitution et de la transformation de ces 
divers Ciats revét une teile complexitC qu'elle ne saurait conduire a des conduites opCrationnelles en matiCre de 
prevision. Ici c'est un aucre type de series chronologiques qui va 8tre mis en oeuvre et, dans un premier temps, Ia 
sent des proportions de personnes mariCes scIon it sexe et I'âge. L'examen de Ia figure 10 nous permettra d'être 
court dans nos explications. Sur Ic graphique se trouvent repCrCes Ies propoclions de femmes mariCes scIon l'ãge 
en 1947, 1952 et 1957 ; Ies lignes en traits pleins qui joignent Its points reprCsentatifs de ces proportions, 
induisent par Ia rCgularitC de leur tracC des extrapolations (en tireté) pour les annCes 1962 et 1967. C'est Ic recou-
vrement des traces relatifs aux observations qui, ici, nous a servi de guide. 
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on petit ainsi concevoir en tant qu'autre nianière d'effectuer tine extrapolation, opérer tin ajustement sur Ia base de 
Ia relation 

t- I 
f(x,t) = a(x) . 

	
fk,t-(x-)1 = b(x) 	

(2) 
_15  

Comme nous l'avons souligné précéden -iment, l'ajustcment peut s'eltectuer a partir d'un nombre variable de 
points ; et. comme précédernrnent, on a, a priori, Ic sentiment qu'iI existe tin nombre optimal sulfisammcnt faible 
pour tenir compre des tendances récentes mais pas u-op pour ne pas induire tin ajuslement qui Sc ressentirait 
bcaucoup des variations aléatoires attachées a un nombre u-op restreint d'obscrvaions. 

Lécude dont nous extrayons Its développemertts précédents a été conduite avec Ics donnécs françaises sur Ia 
fécondité et stir Ia primo-nupcialité masculine et feminine pour Ia pCriode 1946-1982 ; les previsions 
retrospectives concernent Ia pCi-lode 1977-1982, l'excrapolation ponani sur tine seule annCe (avec des donnCes 
arreides a 1976 on estime 1977. avec celles arrtCes a 1977 on estime 1978, etc.). 

Avec la ligure 8, nous pouvons juger de Ia valeur des deux niCihodes prCsentécs. Les extrapolations conduites 
avec les series chronologiques. sans prise en compte du passé des gCnCrations, sont notCes L, celles oi cc passé 
intervient sont nocCcs C. 

Curieuscmcnt, cest en faisant abstraction du passé des gCnCrations, que cc soit en matière de nuptiaiitC ou de 
fCconditC, que l'on arrive aux meilleurs rCsultats. Dc plus. pour cc qui est de Ia primo-nupualitC, et comme not's 
l'avons constatC, quand nous avons pose Ic problèrne de Ia projection du nombre des naissances, cest en prenant 
en compte un nombre suffisanc, mais pas u-op important de points du passé (en I'occurrence ici 4) que l'on 
parvienc aux t1Ilc.rs Pour Ia fCconditC, cc de Iacon quelquc peu troubtante. e'est La simple 
reconduction de Ia valeur de l'annCe prCcCdente qui conduit a Ia prevision Ia plus satisfaisante. 

Erreurs .ir tes tndices syrithetiques (en riombre par persorule) 

nombres de points du passé pris en compte 

Figure 8 -France. Previsions pour chacune des ant-iCes 1977 a 1982 (moyennes des rCsultacs). 
Source : I-F. Sardon. L'analysc dCmographique conjoncturelle rCflexions mCthodologiques. Communication au 

XXème CongrCs gCnCral de I'U.l.E.S.P., non publiCe (Florence. 1985). 
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Figure 5 Données de Ia figure 3 	 Figure 6- Données de Ia figure 4 
présentées a p constant. 	 présentées a p constant. 

Prévoir I'indice synthtique de fécondité. 

Le recours a l'indice synthétique de fécondité permet tine meilleure approche des comportements que I'uti]isation 
des seuls nombres de naissances. Mieux encore, I'exarnen des taux de fécondicé générale par age entrant dans Ic 
calcul de cet indicc conduit a une analyse plus approfondie. C'est précisémenc Ic problème de lunlisacion des 
s&-ies chronologiques dans Ia projection des caux de fécondité que nous alloics examiner. 

En se réfranr a Ia figure 7, Ic taux a Iäge (acteint) x, a Ia date t, soic f(x,O, se rapportera a Ia zone hachurée. Une 
premiere approche consisera en un ajuscement linéairc 

f(x,t)=a(x)t+b(x) 	 (1) 

Ce faisant, on ne prcnd pas en compte Ic passé des cohortes (ici des générations) en tarn que facteur de nature a 
cntluer sur Ic comportemenc a tin age donné. Faire intervenir La fécondicé passée c'est faire intervenir Ia 
descendance acteinte au debut de l'année t. Cette descendance s'Ccrit: 

t- 1 

I. 

Figure 7 
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Figure 3 Ecart quadracique moyen de Ia prvision des naissanccs mensuelics dsaisonnaliseS selon Ic nombre p 
de mois de La droice d'ajustemenc ci Ia distance h du mois sur tequel porte Ia prvision. 	- 

G. Calot ci R. Nadot. Comben y aura-i-il de naissances dans Vanne? piaiioii, numéro spc1a1. 1977. 
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(en mitlier3 de nats.sances) 

25 

20 

15 

10 

0 
0 	5 	10 	15 	20 

	
25 p en mois 

Figure 4 - Ecart quadratique moyen des sonnncs mobiles de naissances sur 12 mois scion Ic nombre p de mois de 
Ia droice dajuscement et Ia distance h du mois sur iequei porte Ia prevision. 

Source G. Calot ci R. Nadot. Combien y aura-i-il de naissances dans i'ann& ? Popul a tion, numro spcia1, 1977. 
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Dans cc sens nous envisageons, a Ia suite des travaux qul ont ett effecrus en France, de mettrc rétrospectvcment 
a l'preuve diverses mthodes de pr6visions. En comparant les rsultat.s trouvs aux evolutions enregistrées, on 
csc a méme de porter un jugement sur Ia pertinence de ces mthodes. 

Attachons-nous, tout d'abord, au problme de l'extrapolation des series chronologiques de naissances. Sur Ic 
court terme, on travaillera sur des srics mensuelles. Cc pourra être 

- les series de valeurs mensuelles désaisonnalisées; 
- les sommes mobiles sur 12 mois. 

Sur cnacune de ces sCries, on effectuera des extrapolations Iinaires par Ia mthode des moindres carrCs. La 
qua]itC de ces extrapolations sera apprCciCe a partir des valeui-s des ecarts quadratiques moyens entre raiisations 
cc prCvisions. 

Les prCvisions ainsi conduites pourront se disunguer scion: 

- Ic nombre des derniers mois pus en compte, soit p: 
• l'importance de Ia periode prospectc, soit h; 

Ia p&iode passc urilis& 6tant Ia periode 1960-1974. 

Les rCsulcats de certe confrontation ernie prCvisions rCtrospectives et ralit6s, font l'objet des figures 3, 4, 5, et 6. 

On parvient a des conclusions assez diff&entes selon que l'on utilise les naissances mensuelles des p dcrniers 
mois avant Ia date de point de dpart de Ia prCvision ou les sCries des sommes de naissances arrêt&s aux p 
derniers mois. 

Avec les figures 3 et 4 on met en relief l'imporcance de Ia prise en compte du pass6 (p) scIon l'ampleur de Ia 
prevision effeccue (h). En faisant intervenir les donn6es mensuelles isolment (figure 3) cc si Von excepte la 
seule prise en compte de La donnee du dernier mois prcdant Ic point de depart de Ia prevision (p  =1) (prCvoir 

revient alors a reconduire Ic dernicr resultac observe), on voit quc l'irnprécision de Ia prevision est d'autant plus 
faible que l'on a ucilisC les donn&s d'une periode antCrieure plus Ctendue (coucelois, aux très longues p&iods 
non reprCsencCes sur Ic graphique, i'imprCcision augmente); en un mot, ii convient d'uciliser un nombre de mois 
pas crop petit pour actCnuer les effets sur l'ajustement des alCas de Ia sCne mensuelle. Avec l'utilisatiori des 
sommes mobiles sur 12 mois, on arrive a des profils d'erreurs, scion Ia durCc du passé misc en jeu, tres diffCrents 
rapidemenc cette durCe entraine une accentuation de l'erreur. Et Si dans les deux cas, comme on pouvait sy 
aucndrc, a pulse en compte d'une durCc passCe Cgale i'erreur sur Ic futur est d'autant plus importance que Ia 
prospeccion est poussCe plus loin (h croissant), La disparitC scIon Ia longueur de L'anticiparion est plus grande 
quand on travaille sur des sommes mobiles (ii convient pour effectuer cette comparaison de diviser les ordonnCcs 
du graphiquc de La figure 4 par 12). 

Les figures 5 et 6 donnent une lecture difference des rCsultats prCcCdents 

- sur Ia figure 5 Si l'on voit que Ic gain en precision est nettement fonction de I'arnpleur du passé mis a 
contribution pour extrapoler, Ic cas d'une simple reconduction de la valeur du dernier mois observe (p  =0 
correspond a Ia situation Ia plus avantageuse des lois que Ia prospection porte sur 5 mois ou plus; 

- sur Ia figure 6, Ia situation est un peu plus compiexe; si toutefois 1 importance du passé pris en compte est un 
facteur dCfavorable. Ic cas d'une simple reconduccion de Ia somme mobile la plus rCcente (p =1) esi cependant Ic 
choix It plus judicleux des lors que La prospection Porte sur 10 mois ou plus. 

Si L'on vut maintenant chiffrer I'ordre de grandeur des errcurs resultant d'une telle conduite des operations, on 
notera: 

- quà Ia série mensuelle corrigCe des variations saisonniCres aux quelque 70 000 naissances mensuelles 
correspond une marge d'incercitude, dCfinie par l'crreur quadratique moyenne, peu variable avec l'importance de 
I'horizon prospectC et de l'or&e de 1 500 a 2 500 naissances soit une erreur relative de l'ord.re de 2 a 3.5 %. 

- qu'a Ia série des somnies mobiles, aux quelque 840 000 naissances annuelles correspond une marge 
d'incerticude de 1 800 a 20 000 naissances selon que I'on anticipe de I mois ou de 12 mois, sort une erreur 
relative allant de 2 %a  a 2,4 %. 

Ainsi l'inertie de Ia sCrie dCsaisonnalisCe apparaic beaucoup plus grande que Ia sCne des sommes mobiles cc l'on 
vérifie qu'une prevision a i mois est meilleure a partir de Ia premiere (on adopte alors scion La figure 5, p = 1) que 
celle conduite a partir de Ia seconde (en faisanc choix de p = 2, ainsi que Ic suggCre Ia figure 6). 
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Tableau 2 - Caract&istiqucs de Ia primo-nuptialité de quciques gnrations masculines françaises. 

Repartition de 1000 premiers manages Premiers manages
conclus avant 50 ans 

Nombre pour 
Générations 18-20 20-25 25-30 30-35 35-40 40-45 45-50 1000 Age 

ans ans ans ens ens ens ens célibeteires mOyefl 
A 18 ens 

1821-1825 22 253 365 225 79 39 17 890 28.7 yrs 
1871-1875 28 317 389 172 55 28 11 900 28.0 yrs 
1906-1910 39 439 355 89 39 28 11 900 26.3 yrs 
1926-1930 38 470 339 88 38 16 11 915 25.9 yrs 

Source: 	Jean-Claude Chasteland and Roland Pressat. La nuptualité des gCnCrations françaises depuis un 
siècle. Population, 1962, no. 2 

Series chronologiques et modèles mathématiques. 

Depuis plus ou moms longtemps on a cherch6 a reprsenter par des fonctions mathmatiques it d6roulemenc dans 
It cemps des phnomènes dmographiques, les premieres ccntativcs ayant concerné la morialicé (lois de Gompenz 
cc de Gompertz-Makeham). 

Les essais de forrnalisacion concernant Its autres phénomCnes, Ia fécondité essentiellement, onc vu it jour 
bcaucoup plus tardivement, ainsi en 1931, quand Wicksell y a vu un moyen de résoudre i'équation de Lotka qul 
commande l'écablissemcnc de Ia population stable limite impiiquée par it niaincien de conditions stationnaires de 
mortalité et de f&ondité. A cette époque, Ia rCférence, en cant que moyen de verifier la borine adCquation du 
modCle, était fout-nic par Ia sent, une annCe donnée (ou une Cpoque de piusieurs anriCes) des taux de féconditC par 
age. 

En quoi l'exiscence de sCnes chronologiques, en l'occurrence de series de taux de fCconditC par age, peuc-eiie êcre 
mist a contribution pow-  Ia determination d'une fonction fCconditC representative dc Ia féconditC de Ia population 
n cause ? Pour rCpondre a cette question, faisons quelques remarques sur Ia nature des fonctions mathCmariques 

les plus aptes a reprCscncer Ia fécondicC par age. 

On peuc retenir a cet Cgard trois types de densitC pour ces fonctions, touces its trois appai -tenanc a Ia famille du 
sysiCme de K. Pearson 

- Ia densicC de probabilitC attachée a Ia fonction gamma, cas particulier du type [II de Pearson 
La densitC de probabilicC anachCc a Ia fonction beta, cas particulier du type I de Pearson 

• la forme polynorniale (x-a) (9(x) 1 , cas pax-ticulier Cgalement du type Ide Pearson. 

Dans ces trois expressions its micux adaptécs a Ia representation des fonctions fCconditC. Ia forme mathCmacique 
de Ia densicC de fCconditC peut s'écrire: 

f(x): = 0 9 y(x) 

ou D3esc Ia descendance finale (ou l'indice synthCciquc de fCconditC si t'on est en transversal). y(x) Ccanc It 
caiendrierdc Ia fCconditC (1 y(x)dx=1). Ii apparait donc, d'aprCs Ia structure de cecce formule, que nous ne 
savons pas dCboucher sur une%xpression mathCmatique de Ia densicé de fCcondicC qui exprimeraic Ia solidancC 
encre I'intensitC cc It calcndrier du phCnomCnc. 

Series chronologiques et projections. 

"En l'absence de lois permeuant de prCvoir a coup sür, l'écude des liaisons encre situations a diverses dales plus 
ou moms espacCes est it seul fondement scientifique de Ia prevision". 'PrCvoir it iendemain consisce a passer 
d'aujourd'hui a demain connaissant hier". Ces deux citations extraites de l'Ctude de L. Henry et H. Gutierrez 
("QualitC des previsions dCmogi-aphiques a court cerme'. Population n' 3, 1977), prCcisent bien Ic caractCre des 
previsions dCrnographiques cc Ia place que peuc cenir l'anaiyse des series chronologiques dans lCcablissement des 
dices previsions. 

Distinguons It tiCs court terme d'une part cc It moyen cc long cerrnc d'autre part. 

Les previsions a trés court terme. 

Leur objectif est de determiner Ic sens exact des Cvoiutions its plus récences avec l'espoir de mettre en evidence 
d 'Cvencuels retournemencs de cendance. 
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Figure 2. France. Evolution des taux de fcondit6 gnéraJe par age. 
Scurce : C. Calot. Symposium on Po:iulation Change and European Society, European University Institute. 

Florence 7-10 décembre 1988. 

Tableau 1 - France. Proportions (en %) d'hommes cIibataires dans diff&encs groupes de gnrations. 

' 
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1.111 

Illustrons Ic present propos en rapportant Ia srie des proportions de c1ibataires masculins dcoulant de Ia longue 
suite des recensements quinquennaux français allant de 1851 a 1946 (en 1956, 1961 et 1966, des estin"tions 
suppIcnt les recensements manquants a ces dates) (tableau 1). En s'cn tenant a quciques gn&ations types, Ic 
lecteur pourra tirer des données de cc tableau, les conclusions suivantes (tableau 2). 

taux de f4conditd 	 tour de féconditë 
(pour 1.000) 	 (pour 1.000) 

Générat Ions 

Groupe dages 
1821 1826 1831 1836 1841 1846 1851 1856 1861 1866 1871 1876 1881 
1825 I80 1835 84  10 1845 1880 1855 1860 1865 1810 1875 1880 1885 

15-19 ans (99.7) (99.7) 99.8 99.7 99.7 99.2 99.7 99,9 99.4 99.8 99.9 99.8 99.7 
20-24 ens (89.0) 89.4 80.2 87.3 78.9 82.6 84.4 86.8 86.8 90.4 92.7 90.4 (87.0) 
25 - 29 ens 58.3 54.9 56.0 48.7 49.0 45,4 48.6 50.2 50.5 48.9 48.1 (46.0) 43.6 
30-34 ans 31.0 30.1 26.9 28.3 25.8 28.8 29.6 27.4 26.6 23.6 24.2 22.8 (26.0) 
35-39 ens 19.0 17.8 19.8 18.1 20.2 21,0 18.9 18.0 16.3 (16.8) 15.7 (16,5) (15.6) 
40-44 ens 13.5 17.5 14.0 15.7 16.8 15.3 14.5 (12.7) (12.9) 12.6 (12.8) (12.4) 9.9 
15-49 arts 12.0 11.9 12.9 14.7 13.1 12.8 10.9 (11.3) 11.3 (11.3) (10.6) 10.6 9.3 

Générat Ions 

Groupedftges 1886 1891 1896 1901 1906 1911 1916 1921 1926 1931 1936 1941 
1890 1895 190 1905 1910 1915 190 195 190 1935 1940 1945 

15 - 19 ens (99.7) (99.7) (99.9) 99.4 99.4 99.4 99.5 (99.5) 99.2 99.4 99.4 99.3 
20 - 24 ans (89.3) (90.0) (80.0) 76.1 78.0 79.3 (81.0) 80.6 16.9 77.4 18.5 - 

2529 ens (54.0) (40.5) 34.7 36.0 35.7 (42.0) 46.0 36.2 32.6 34.5 - - 

3031 ens (23.7) 20.9 18.7 20.2 (20.0) 26.1 21.0 19.1 17.6 - - - 

35 - 39 ens 10.". 12.7 13.2 (15.0) 16.8 15.6 12.9 13.1 (12.8) - - - 

40 - 44 ens 10.2 10.3 (10.5) 12.5 13.0 11.0 10.5 (10.5) (10.3) - - - 

45-49 ens 8.7 (9.0) 9.6 10.8 10.7 10.1 (9.4) (9.4) (9.0) - - - 

Nota : Les pourcentages entre parentheses correspondent a des estimations 

Source: J.-C. Chasteland et R. Pressat. La nuptialité des générations 
françaises depuis un siècle. Population, n o  2, 1962. 
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ou unc croissance (en d.) là oiz respectivement croissance ci dcroissance avec l'Age persistent tandis qu'en b. etc. 
Ia dcroissance ci Ia croissance avec l'âge qui sont obsei -ves dans Ics gn&ations sont amplifiécs dans une vision 
transversale (on notera, coutefois, qu'à c6t6 des schmas pr&dencs, d'autres cypologics peuvenc exiscer qui 
encrainent des discorsions moms importances). 

En maiière de fcondic6, on accorde d'cmble Ia priorii6 a une vision longicudinaic du phnomne on raison du 
poids que pcuc avoir le passe dans to cornportcnicnc prscnt des gn&acions. A dfaut de procder a des 
rcconslicutions dc l'hiscoi.re des gnrations f&ondcs, on peuc, ct parfois avantagcuscmenc, proc6dcr a unc lecture 
de Ia suite des donmes annuellcs qui prcnncnt en compte les p&ipifties pass&s de Ia vie gnsique des femmes. 
Avec Ia figure 2, oi soni rapportés Ics taux de fcondicé générale par age on France de 1950 a 1987, on a une 
illustration excmplaire de cc mode de lecture. Limicons norre commentaire a Ia période postéricurc a 1964, date a 
partir de laqucllc Ia fécondité a décru très sensibiemenc. Cecic p&iodc de grandc baisse sc situc dc 1964 a 1976 
(dans cci incervalle, l'indicc synthétique de f6condic6 est passé de 2,90 naissances par femme a 1.83). La baisse 
s'observe sans répit a tous les ages après 28 ans avant 29 ans ci vers Ic milieu de Ia période, on observe une 
pause cc, pax-fois, une reprise d'ampleur variable. Après 1976, Ia baisse est soucenue avant 22 ans, hesitance dans 
un premier temps de 22 a 25 ans, cite manifesce unc cendance a Ia reprise au-delà avec toucefois un reflux brutal ci 
gCnCratisé cn 1983. On est naturellement conduit a s'inrerroger sur Ic comportement concrastC des jeunes 
gthérations cc des génCrations plus agees cc c'est là quit convienc d'invoqucr Ic passé des unes cc des aulres Ia 
reinoncCc rCcente de La fCconditC aux Spes allant d'ectviron 27 ans jusque vets 37 ans cient, a n'en pas douccr, a 
unc modification de calcndrier marqu par des naissances beaucoup plus rarcs on debut de pCriode fertile avcc, 
comme corollaire, un lCger regain on fin dc période. Cette analyse expliquc on inme cemps qu'eLle contienc pour 
Ic futur La proincssc dune stabilisation de I'indice synthCcique de fCconditC au cours des prochaincs annCes, dans 
La mcsurc oii le bas nivcau accucl de fCcondité des plus jeuncs gCnCracions finissant par se scabillscr, Ia 
récupCration particile on fin d'histoire gCnCsiquc assurera une compensation au cours de ceccc pCrtode transitoire 
prCcCdant l'installation d'un Cventuel régime stationnaire. 

Series chronologiques d'états de population. 

Dc idles series se fonderti stir une suite de reccnsemencs ci eites prCsencent un intCréc particulier quand Ia 
périodicitC de ces recensements est bien régulière, les incervalies incercensicaires Cianc Cgaux a I'Ccendue des 
classes d'ages. Pendant longtenips Ies recensements français oni etC exemplaires a ccc Cgard, leur périodicitC 
quinquennaic sajuscanc a Ia decomposition de Ia population par groupes d'ages de cinq ans dans ccs conditions, 
on dispose dun bon suivi, au fil du ccmps, de l'Cvolucion des diffCrencs groupes de cinq gCnCrarions. l-lajnal (ci 
avant Iui G. Mortara, mais de façon moms systCmacique) a etC Ic premier a montrer plcinernent l'incCrët que 
reprCsenic Ia donnée des proportions de cClibataircs, par sexe ci age, en cant que moyen d'Ctudicr Ia primo-
nuptiaLitC. Ces caux que l'on peut appeer taux de cClibac onc leur equivalent formel dans Its taux d'activitC, les 
caux de dipiâmCs d'un certain degrC,les caux de frequentation scoLaire .... IIs reprCsencent, a de lCgers facceurs 
correctifs près, les cClibacaires de Ia cable de primo-nuptialitC, les acufs de Ia table d'accivitC,... En matière de 
fCcondicC, Ic renseignemenc qui apparaut esc l'Cccndue rnoyenne de Ia desccndance déjà consticuCe (soil que l'on 
connaisse it detail des diverses dimensions de farnille déjà atceintes, soit que l'on ne dispose que de Ia dimension 
moyenne) ; it renseignement s'inscrit ici dans Ia sent des CvCnemcnts cumulCs de Ia cable de fCconditC. 
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LES SERIES CHRONOLOGIQUE5 EN DEMOGRAPHIE 
R. Pressat 

Elements de base des series chronologiques en démographie 

A Ia base des diverses series chronologiques en demographic, on trouve 

des series d'Cvnemenis : naissances, manages, divorces, décès,... 
des series d'Ctats de population. 

Ces series peuvent correspondre a des dCcoupages de temps variables. Si Its évCnements sont Ic plus souvent 
comptabilisCs par annCes, us peuvent l'être, faue de micux, par pCriodes pluri-annuelles ou encore, spCcialement 
en vue d'écudes spCcifiques, sun des courtes durées (Ic mois, Ic jour, voire ['heure). Quanc aux Ctacs de population, 
leur pez-iodicitC est He It plus souvcnc a celle des recensements ou aux estimations effectuCes par Its offices de 
scatistique au cours des pCz-iodes intercensitaires. 

Signalons, pour l'Ccarter dans Ia suite de notre propos, It cas oii Its Cvénements sont cornptabilisCs sur de pecics 
intervalles afin de faire apparatre sur une pCriode dCterminCe (l'annCe, Ia semaine, Ic jour) comment se trouve 
rythmCe Ia venue du type d'CvCnement considCrC. 

Nature des series chronologiques 

Les sCi-ics de donnCcs brutes prCcCdentes ne sauraicnt donner lieu qu'à des interpretations lirnitCes; dIes 
constitueront, It plus souvent, Ia matiCre premiere permectant d'Ctablir des series chronologiqucs d'indices se 
prtant micux a l'analyse. Au nombre de ces derniers, citons ceux resultant du caJcul de rapporis ou proportions: 

- Its taux bruts (essentiellement de natalitC ci mortalitC) 
- Its taux spCcifiques du type taux par Age ou, plus gCnCralement. par durCe (exemple : taux de féconditC par durCe 
de manage). 
- Its quotients d'CventualitC tels que Its quotients de mortalitC, de primo-nuptialitC,... 
- Its taux en tant que rapports de deux effectifs de population, celui figurant au numCrateur Sc rapportant a uric 
sous-population appartenant a Ia population rctcnue au dCnorninaccur (ainsi Its proportions de célibataires par 
sexe cc Age a une date donnCe, les taux d'activitC, de scolaritC,...). 

Les series chronologiques, base de l'analyse dCmographique 

Les phCnomCncs dCmographiques, comrne tous les phCnomènes soclaux, sont irnmcrgCs dans Ic temps ct l'on ne 
saurait en conduire ['analyse SflS se rCfCrer a cette dei-niCre dimension. En bref, Ia constitution et ['analyse des 
series chronologiques sont au cocur de l'analyse dCmographique. 

Ces s&ies peuvent 8tre analysCes pour clles-mémes ou en conjoncrion avec d'autres series de maniCre a dégager 
des associations entre Its modalitCs de sw -vcnance des phénornCnes dCtnographiques cc celles d'aucres 
phénomCnes relevant de Ia vie des individus en sociCcC. 

Un premier dilemrne analyse transversale ou analyse longitudinale ? 

En presence d'une sCrie de taux (par Age pour fixer Its idCcs) ou d'indiccs rsumCs (cumuls de taux de fCconditC 
génCrale, vie moycnne), commeni doit-on wener l'analyse? 

- En matiCre de mortalitC, ii est d'usage de reconnaftre Ia prioritC a ['analyse transversale. A cela deux raisons : It 
souci de suivre l'actualitC au plus prCs et ainsi de reconnaitrc coute Cvolution fAcheuse afin d'y remCdier cc, plus 
fondamentalement, [a conviction que la situation du moment se ressent peu ou pas de Ia situation passCc. 
Toucefous, ccttc attitude n'excluc pas qu'cn presence de phCnomCnes a evolution rapidc des syntheses 
longitudinales aicnt leur place, la vision transversale pouvant se rCvCler dCforrnante. Ce type de distorsion relCvc 
d'un schema tiCs gCnCral synthCtise par Ia tigure 1. Les lignes en traits pleins sont affeciCes a des gCnérations 
distances de 10 annCes GO ,GiO, G20, G30 ,  cc reprCsenccnc [a variation avec l'Age du risque attache a un 
phCnomCne. En a. et b. cc risque, a age CgaI, croft a mesure qu'il s'agic d'une gCnCration plus rCcente mais alors 
qu'cn a. ii croft avec I'Age dans une mme gCnCration, en b. ii dCcroft; en C. cc d. Ic risque, a Age CgaI, decroic a 
mesure qu'iI s'agit d'une gCnCration plus rCcente, mais alors qu'en cii croit avcc I'Age dans une méme 
gCnCranon, en d. Il dCcroit. La synthCse transversale obtenue par emprunc de points convcnables aux lignes de 
gCnCrations (Iigncs en pointillCes), donne uric vision tout aucre du phCnomCne suggCrant une dCcroissance (en a.) 

Pressat, Départernent de Ia Con joncture. Inscitut national d'Ctudes dCmoraphiciues. Paris. France. 
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de l'état matrimonial). De plus, Ia mierosimulation est Ia seule façon directe d'évaluer, par exemple, Ia 
proportion de manages qui Se terminent par un divorce ...dans le cadre des modèles. 

NOTES 

Comme le caractére permanent d'une separation (c.-à-d. une separation sans reconciliation subséquente) ne 
peut pas être confirmé avant le divorce (ou le décès d'un des conjoints), les données stir les separations 
surestiment les ruptures matrimoniales. Dc méme, certains couples séparCs peuvent ne jamais demander le 
divorce pour des motifs religieux ou autres, ce qui fait que les données sur le divorce sous-estiment les ruptures 
matrimoniales. Néanmoins, Ia date de Ia separation donne une We plus juste du moment oü se produit une 
rupture matrimoniale que Ia date du divorce. 

L'utilisation de Ia variable du niveau de scolarité atteint au moment de l'enquête plutôt qu'nu moment du 
manage n'entraine pas simplement une certaine confusion quant a la période de rCférence. Elle donne lieu a un 
biais de choix parce que les années-personnes pour lesquelles ii y a un risque de manage a des niveaux de 
scolarité moms élevés n'incluent pas les premieres années d'études des personnes qui atteignent a Ia longue tin 
niveau de scolarité plus élevé. Le biais gonflerait généralemermt les taux de manage des personnes qul ont un 
niveau de scolarité peu élevC. Des variables telles que Ia pratique religieuse (au moment de l'enquéte), qul sont 
sujettes a changer, peuvent aussi donner lieu a des biais de choix semblables. 

Los transitions des états initiaux GEL, ULI ou SEP tendent a se produire thins tin intervalle relativement 
court. Par consequent, dans ces cas, il a été possible de se limiter aux annécs-personnes récentes a risque tout 
en conservant un échantillon de taille adequate. La date a partir de laquelle Ia réforme de Ia Loi sur le divorce 
est entrée en vigueur (juillet 1968) constitue tin point repCre pratique perrnettant de determiner ce qui peut être 
considéré corn me recent. Toutefois, étant donné que les manages ont tendance a Ctre de longue durée, toutes 
los années-personnes possibles présentant un risque de separation ont été utilisées (c.-à-d. pour les transitions 
MAR SEP). Cette façon de procCder s'est avérée particulièrement importante pour l'évaluation des nisques 
nelat ifs d'une separation après le depart du foyer du dernler enfant. 
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TABLEAU 4 
Risques relatifs d'une separation scion ['activité et Is presence d'enfants 

Presence d'enfants 
Saris enlants 1 
Enlants d'âge prCscolaire (1 •f, 	< 6 an;) 0.78 
Enfants dage scolaire (tous de 7 + ) 1.19 
Nid vide 5.87 
Situation relative a I'ernploi 	 Hommes Femmes 

Actil 	 1 1.86 liradif 	 1.53 0.68 Jarnais travaiUé 	 0.68 0.81 Commence a travaillé 	 0.94 2.09 Arr4te de travoillé 	 2.75 1.28 Pa; do réponse 	 0.79 0.83 

Arsti'cCdents professionnels Sans enfarits 1 + enfants nCs (depuis Ic rnaIiage) lornmes 	Fenrmes lloinmes 	Femnies 

Pa; diriterruption du travail 1 	0.57 1 Interruption dii travail 1.10 	0.68 0.61 	0.76 Sans travail depuisle manage 1.74 	0.54 1 

Coefficients de durée (pentes de risque; 
logan thmiqu es) 

Duréedel'union (annéede manage i d'UU) -0.1065 Durée de l'union sans efants (0 aprés Ia ire  naissance 0.1022 Age de 'en fant le plus vieux a la 'narson (log) 0.4508 Age de 'enfantle plus jeune a la maisoti (log) -0.1760 

Le tableau 4 indique Ies risques relatifs découlant de I'interaction des variables de Ia situation relative a 
i'emploi et de Ia presence d'enfants dans Ia regression qul realise l'ajustement optimal. La constatation Ia plus 
notable est le lien qui existe entre les regimes d'activité non traditionnels (par ex., l'homme qui ne travaille pas, 
ou la fern me qui travaille, particuliêrement s'il y a des enfants a la maison) et les risques élevés de separation 
des couples manes. 

Les résultats de Ia figure 4 et du tableau 4 ne sont pas compatibles avec ni l'une ni l'autre des theories selon 
lesquelles il est normal que les manages se "détériorent" ou qu'un grand nombre de manages sont instables au 
depart. Plutôt, les risques d'une separation diminuent normalement avec le temps, mais Ic nombre et l'âge des 
enfants au foyer exercent aussi un effet sun ces risques. LI n'est pas nécessaire d'invoquer l'hétérogénséite non 
observée pour expliquer les episodes de risque élevé qui peuvent être relies, par exemple, au fait que Ic plus 
jeune enfant atteint l'âge scolaire et (ou) que la mere réintègre Ia population active. 

5. DISCUSSION 

Deux exemples d'analyse des données de l'EF ont été fournis dans Ic present rapport. Dans un cas, il a été 
démontré que des changements relatifs a Is situation vis-a-vis de I'activité influent sur les taux de manage et 
d'ULI. lmpliciternent, les facteurs qui ont une incidence sur le marché du travail permettraient d'expliquer en 
partie l'évolution des taux de manage et les tendances relatives i I'âge moyen au manage. Dc méme, un lien a 
été établi entre le risque de separation d'une part, et la fécondité matrirnoniale/situation vis-à-vis de l'activité 
d'autre part. Par consequent, l'évolution des taux de divorce reflétera en partie les regimes de fécondité et 
d'activité des hommes et des femrnes. 

On a laissé entendre que Ia dynamique de Ia prise de decisions relatives a l'Ctat matrimonial, a la naissance 
d'enfants et a l'activité doit être examinée très attentivement au moment de Ia inodélisation des taux de 
manage pour que nos modéles donnent une idée juste du comportement des couples, et cette implication est 
plus importante que les exemples précis qui ont été fournis. Le fait de se concentrer sur Ia dynamique permet 
aussi de determiner lea sujets qui peuvent ou non étre traités directernent a I'aide des données disponibles. Par 
exemple, les résultats de Ia section 3.2 démontrent clairement qu'il est extrêmement difficile de tenter de 
determiner la proportion de manages qui aboutiront au divorce. La source de Ia difficulté est que le risque de 
divorce depend des regimes d'aetivité dynamiques comportant des interruptions du travail et du nombre 
d'enfants de mème que des intervalles de naissance. 

Lea regressions qui ant été utilisées dans le present rapport ont été intégrCes a un modèle de microsimulation 
dénrographique (DEMOGEIr) qui comprend des modèles do l'état matrimonial et de l'activitC établis a partir des 
donnCes tie l'EF. La creation d'un modèle do microsimulation semble être la seule solution permettant 
d'intégrer et d'évaluer les implications des modèles de chronologie des événernents complexes (par cx., les 
transitions matrimonioles dépendant de Ia situation vis-à-vis de t'activité et les transitions relatives a l'activité, 

- 219 - 



4.2 Separation, aetivité et Age des enfants 

L'idée voulant que ion alt envie de ehangement après un certain nornbre d'années de vie corn rnune ("seven year 
itch") fait partie du folklore nord-arnéricain tout comme Ia notion que certains manages durent uniquement a 
cause des enfants (surtout si ces derniers sont jeunes). Le fondement empirique de Ia premiere croyanee 
populaire repose sur Ia constatation que les taux de divorce observes seion Ia durée du manage augmentent 
souvent durant les premieres années de l'union, puis décroissent après de plus longues périodes, ce qui laisse 
supposer, dans un certain sens, que les manages se "détCriorent" a Ia longue. 

D'après une autre explication des tendances du divorce en fonction de Ia durée du manage, les manages 
pourraient des le depart être répartis en deux categories, soit les manages stables et les manages instables. Les 
manages stables présentent des nisques fixes et peu élevés de divorce. Les manages instables comportent des 
risques qul augmentent régulièrement avec le temps (c.-à-d. une fois Ia lune de miel terrninée). Etant donné que 
de façon générale, ii n'est pas possible de faire de telles distinctions, nous obtenons un taux de divorce qui 
représente Ia moyenne de deux taux, rnais sur lequel le taux de divorce des manages instables exerce un plus 
grand effet (c.-à-d. que ce taux fait grimpen le taux moyen de divorce). En effet, lorsqu'on ne tient pas compte 
des manages instables, le taux de divorce des manages stables influe davantage sun le taux moyen de divorce 
qui baisse a un niveau relativement faible. Ainsi, Ia structure complexe de durée pourrait tout aussi bien être 
expliquée par une combinaison de structures moms complexes (c.-à-d. les effets de l'hétérogénéité non 
observée, Vaupel et Yashin, 1985). 

La figure 4 montre quelques-uris des résultats de l'analyse des données de l'EF sur La separation. La ligne 
pointillée (caractCrisée par **) est fondée sun une regression qui comprend un polynôrne cubique de Ia durée des 
manages pour représenten une tendance a La hausse puis A Ia baisse de Ia structure de durée du risque de 
separation (que l'on retrouve chez les manages sans enfants aussi bien que les manages avec enfants). 

Les trois autres lignes (désignées par les lettres A, B et C correspondant respectivement aux couples sans 
enfants, avec un enfant et avec deux enfants) sont fondées sur l'équation Ia rnieux ajustée qul comnporte des 
variables de durée multiples: Ia durée de l'union (années vécues en ULI + années de manage), la durée de I'union 
sans enfants (0 après La premiere naissanee), l'Age de l'enfant le plus vieux A La maison et celui du plus jeune 
(peut être le même). Jusqu'A present, une seule autre étude semble avoir porte sur des Interactions de fécondité 
semblables avec La variable de durée (Hoem et [bern, 1988). 

La complexité de La figure 4 est due au fait qu'une ligne représentant les nisques de separation selon Ia durée du 
manage pour une chronologie donnée d'événements relatifs A l'état matrimonial, a I'aetivité et A Ia fécondité 
peut changer soudainement. La naissance d'un enfant additionnel pourrait Ctre La cause dun tel changement. 
L'irnportance du changement dépendrait du nombre de naissances précédentes et de I'intervalle entre ces 
naissances. On retève aussi de bnusques changemnents lonsqu'il n'y a plus d'enfants d'age préscolaire ou Lorsque Le 
dernier enfant quitte le foyer (le syndrome du nid vide). La figure 4 contient deux lignes qui représentent les 
manages sans enfants. U est toutefois trés clair que Ia ligne pointillée (**) correspond a l'amaigame des effets 
de Ia durée sur le risque de separation avec la manifestation dans le temps de In fécondité matrimoniale. 
L'équation Ia mieux ajustée sous-entend que les nisques de separation diminuent généralement avec Ia durée 
(méme dans le cas des couples sans enfants de Ia ligne A), bien que les risques puissent augmenter A mesune que 
les enfants atteignent des Ages critiques. La presence d'enfants est un facteun qui contribue A Ia fois A 
I'augmentation et A La diminution des nisqucs de separation. 

FIGURE 4 
Taux de separation des couples manes 
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les années de scolarité terminées. Ainsi, les donriées sur l'âge au premier emploi et les années subséquentes 
d'activité peuvent être utilisées comme substituts pour Ia scolarité et l'expérience professionnelle (les variables 
relatives aux ressources humaines soot souvent employees par les éeonomistes pour analyser les differences 
entre les taux de rémunérat ion). 

FIGURE 3 
RISQUES RELATIPS DU MARIAGE 

Risques relatifs (RR) de la formation d'unions légitimes ou libres 
au moment de l'entrée sur le marché du travail (EMT) 

Risques relatifs minimums 
HOMMES 	 Manage 

S 	FEMMES 	 Hommes 	2.9 
Femmes 	2.3 
TiLl 
Hommes 119 
Fern mes 

- - 	
9 

 
.5'  

5'  

\ 

RDES R  '5 	

MARIAGES/i-' 
D 

-5 -- 
I 	 - - 
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Age I l'entrée sur le marehé du travail 

TABLEAU 3 
Risques relatifs de Ia formation d'unions légitimes ou libres 

selon Ia situation relative I l'emploi 

Antécédats 
do travail Années de travail completes 

AgeáVentréesur 
le marthe du travail 0 5 10 0 5 10 15 

HOMMES Manage ULI 
15 0.70 0.71 0.71 0.72 0.91 075 0.61 0.50 20 1 0 76 0.58 0.44 1 0.64 0.41 027 
25 1.42 0.82 0.48 0.28 1.10 0.56 0.28 0.14 
30 2.03 0.89 0.39 0.17 1.22 048 0.19 0.07 

FEMMES 

15 0.90 0.77 0.66 0.57 1.15 0.84 0.62 0.45 
20 1 0.60 0.36 0.22 1 0.50 0.24 0.12 
25 1,11 0.47 0.20 009 0.87 0.29 0.10 003 30 1.23 0.37 0.11 003 0.75 0.17 0.04 0.01 

Situation relative 
a I emplot lommes Femmes 

Actif 1 1 1 1 lnactjf 0,26 0.71 0.80 0.70 Commence a 
travailler 0.45 056 0.51 0.61 Arréte de travailler 0.57 0.60 2.22 1.60 Retouraux etudes 047 1.12 1.06 0.81 

Lobservatlon selon laquelle Ia possibilité de se manier augmente typiquement avec Page 1 l'entrée sun le rnarché 
du travail, mais décroit avec les années d'activité laisse supposer quil ny a peut-être pas de rapport simple (s'il 
y en a effectivement un) entre le revenu et le moment choisi pour le manage, étant donné qu'il devrait exister 
un lien positif entre Ia scolarité, Pexpérience professionnelle et le revenu. Néanmoins, Ic risque relatif se 
rapportant I Ia eatégonie "inactif" (tableau 3) indique que les interruptions du travail entrainent une diminution 
de La possibilité de se marier (diminution plus marquee pour Les horn mes que pour les fenimes). A cet égard, les 
facteurs économiques peuvent avoir une incidence directe. Signalons que Ta catégorie "Inactif" se distingue des 
categories de situations indéterminées ("Commence a travailler" et "Arrête de travailler") et n'inclut pas les 
péniodes oü le retour aux etudes constitualt la raison de l'interruption du travail. 

35 
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de Ia population active atteindra généralement. La seule reserve importante a cet égard seralt une grossesse 
gui aurait un effet Pemportant sur tous les autres effets pour Ia durée de l'événement. II est douteux que leffet 
d'indépendance puisse représenter entièrement une relation causale. Ii peut souvent arriver que Pentrée sur le 
rnarehé du travail solt motive par Ia decision de se niarier. 

TABLEAU 2 
Taux de transition amiuels I 1000 a partir d'équatlons de regression 

ETAT INITIAL EVENEMENT 

(EL 
Jama; travaillé 
20 an;, pas de grossesse Manage Formation dune ULI 
Pa; dUll anténeure Homme 1.8 1.1 

Femme 4.7 2.0 
Entrée sure marche ciu travail 
20 an;, pa; de gro;;esse 
Pa; dull aritérleure Homme 14 8 223 

Femme 17.4 42.6 

UU 
Entrée sur le marché du travail 
Ire année ULI 
20 ar;, pa; de grossesse Manage Dissolution de ltJlJ 
Pa; d'ULI antérieure Homme 19.7 19.8 

Femme 23.2 15.7 

MAR 
Aprés Ia réforme de Ia 101 sure divorce 
Sans enfants, mar14 a 21 an; + 
Pa; dULl anténieure 
ire annéede manage Separation 
Pa; dirterruption du travail 1-lomme 13.7 
Pa; travaillé depuis le manage Femme 6.5 

SEP 
2e année de separation Divorce 
Enfants d'age préscolaire ala 
separation 
Pa;de nouvelle UU 272.2 

Une manifestation de leffet d'indépendance peut être observée dans les taux de transition annuels de létat de 
CEL (tableau 2) gui indiquent une difference marquee entre les répondants gui n'ont jamais travaillé et ceux qui 
sont entrés sur le marché du travail a 20 ans. Les equations de regression indiquent le méme genre de résuitats 
pour les répondants qui avaient entre 15 et 35 ans au moment de leur integration dans la population active. La 
figure 3 compare les risques au moment de l'entrée sur le marché du travail aux risques avant le debut de 
l'activité. Laxe vertical est le risque relatif calculé a partir du risque relatif établl pour les nouveaux actifs 
divisé par le risque associé aux répondants du mCme age qui nont jamais travaillé. 11 est clair que pour les 
répondants de plus et de moms de 20 ans, leffet d'indépendance peut être encore plus grand que ne l'indiquent 
les données du tableau 2. 

Le tableau 3 présente les risques relatifs pour les célibataires de la formation dune union légitime ou libre 
durant les années suivant leur entrée sur le marché du travail. Pour chaque age a l'entrée, Ia possibilité de 
contracter un manage ou de vivre en union libre diminue régulièrement par Ia suite, Toutes choses étant égales 
pan ailleurs, les taux de manage atteignent un sommet au cours des années qui suivent imrnédiatement l'entrée 
sun le marché du travail. Toutefois, les données chronologiques sur Ia situation relative a l'emploi de I'EF ont 
été déclarées en années plutôt qu'en années et en mois. L'effet de l'arrondissement a l'annCe Ia plus proche est 
qu9l y a des mois oü Ia situation relative a l'emploi est imprecise (categories "commence a travailler" et "arrête 
de travailler") et pour lesquels ii est impossible d'établir avec precision l'ordre des événements ( par ex., si 
I'entrée sun le marehé du travail a eu lieu avant le manage). Ainsi, on ne peut pas determiner si l'effet 
dindépendanee est relié a une breve période qui suit immnédiatement l'entrée sur le marché du travail plutôt 
qu'ê une période couvrant l'année ou les deux ans gui suivent cette integration. 

L'analyse des données pour I'étape qul suit l'entrée sun le marehé du travail a donné lieu a une equation réalisant 
I'ajustement optimal et ineluant l'âge a l'entrée et les années d'activlté utilisés comme variables distinctes avec 
des coefficients de signes diffCrents (saul dans le cas de Ia formation d'ULL chez les femmes). II importe de 
signaler que ces variables ant des effets différents étant donné que leur somme correspond a l'ftge actuel dans Ia 
plupart des cas (sauf lorsqu'il y a eu des périodes d'interruption du travail). Cela sert a indiquer que les taux de 
manage désagrégés scion Ic groupe d'âge seulement (c.-â-d. les cohortes des naissanees) masqueront une 
hétérogénéité impontante parmi les cohontes de Ia population active. 

Des données chronologiques sur la scolanité n'ont pas ete recueillies dens le cadre de l'EF; cependant, Ia 
question sur la date du premier emploi précisait qu'il ne failait paS tenir compte des emplois occupés par les 
étudiants a plein temps. Par consequent, l'âge au premier emploi peut être considéré comme un substitut pour 
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f(TIX) = h(TIX) 	exp( -ll(TIX) ). 

Ainsi, les modèies de risques correspondent a Ia definition d'une fonction do densité pour Ia variable de durée. 

Supposons quo L est in vraisembiance d'un échantilion épuré d'observations de in durée comportant des 
covariables qui ehangent avec le temps (X(t)) et des coefficients de regression (a). La contribution du 
répondant I ñ in vraisembiance L compte tenu de a est: 

I 	= f(T. 1X1(T), 8)1C1 	(1-F(T 1  1X1(T), a))Ci 

oi Ti est In date do l'Cvénement ou In date de l'épuration pour Ic répondant I. La valeur C 1  = 1 reprCsente 
i'épuration tandis que c = 0 correspond ñ un événement observe. La maximisation de log(L) =E log(L 1 ) 
(c.-ñ-d. pour l'Cchantillon de n répondants) équivaut a in maximisation des risques associés aux événements 
observes et é In minimisation des risques euLnulatifs pour los observations CpurCes. AprCs in restructuratlon, in 
vraisenibiance logarithmique est: 

log(L 1 ) = (1 - c)1og(h(T1X 1  (1), a)) -  J01 h(tiX(t), a) 	dt. 

La regression do Poisson permet de maximiser de façon approxirnative les résultats do In maximisation de L. 
L'intervalle (0, T) pout Ctre divisé en petits intervalies qui no se chevauchent pas ((t 	tI (pour In 
prCsente étude, les intervalles sont des mois). Les pseudo-observations e 1 j  indiquent alors si un évCnement a 

eu lieu ou non dans chaque Intervalie j pour chaque répondant I: 

1 0, Si t 1j 	( T 

= 	
0. Si t 	 <T < t 1 	& C = I 

Li, Si t 11  < T i  < t 1 	& c = 0. 

Pour les besoins de l'estimation, l'équation do regression étabiit un rapport entre ies variables indépendantes qui 
changent avec le temps (X 	) et les espérances mathématiques des pseudo-observations:Ij  

E( 0 1 	) = h 1  . = exp( X 1 	a), 
alors 	 ''. 	'"i 

Log(L) E j'j 1o9(h 1 )J 	- 	h 1 	}' 

oü h 1 	est une approximation constante par tranches de in fonction de risque (c.-A-d. dont on sait qu'elic 

depend des covariabies et de a). La vraisembIanee npproximative a in mAme forme qu'une vraisemblance de 
Poisson (c.-â-d. pour ies pseudo- observations e 1 ), et peut Atre maximisée a l'aide des moindres carrés 

pondCrés do nouveau de facon iterative (McCuliagli et Nelder, 1983) avec un logiciel de regression standard. 

4. QUELQIJES [LESULTATS LW LA REGRESSiON 

I)iverses definitions de regression ont été appliquCes pour chacun des typos d'événetnents déterminés dans In 
figure 1. Etant donné qu'au total, 34 equations ont Cté évaiuées, ii est impossible de fournir tous les dCtails s ' y 
rapportant Aci (mais ces renseignements sont disponibles sur demande). Les résuitats indiqués dans Ia prCsente 
section correspondent a certains aspects des equations les mieux ajustCcs et portent principalement sur deux 
points: (i) l'effet de i'entrée sur ie marché du travail sur In formation d'unions légitimes et libres et (ii) l'effet de 
In presence d'enlnnts sur los risques de separation. Les equations los mieux ajustées ont été choisles on fonction 
do in vraiscmbiance tnnximisée et a Ia suite de l'examen des rCsiduels génCralisés (Cox et Oakes, 1984, pp.  88-
89). 

iJne Indication du contenu des regressions ies inieux ajustées est donnée dans Ic tableau 2 qui fournit des 
estimations des taux do transition annuels pour certaines coinbinnisons de variables indépendantes. Ce tableau 
donne des taux do base qul facilitent l'interprétation des tableaux subsCquents sur les risques reiatifs (RR) (c.-ã-
d. los rapports des risques). 

Los taux do base du tableau 1 se comparent assez bien aux estimations nppropriées par Age fondées sur In 
stntistiquc de I'Ctnt clvii; toutefois, il nest pas possible do faire d'estinntions des statistiques do i'état clvii 
avec des definitions comparables. 

4.1 FormatIon do manages ct d'ULl au moment do l'cntrCe sur Ic marchC du travail 

L'annlyse des donnCes do i'EF semble rCvéler un effet d'lndépendance scion lequel I'entrée sur Ic marché du 
travail (et i'Indépendanee financière qui en découle) correspond au taux de manage Ic plus élevé qu'une cohorte 
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des périodes prolongées des interruptions du travail (un an et plus). Les questions portant sur l'emploi étaient 
différentes des autres du fait qu'elles visaient a determiner le nombre d'années d'activité et Ia durée en années 
des arréts de travail (plutOt que le mois et l'année de l'événenient). L'ouvrage de Burch (1975) contient des 
details additionnels ainsi qu'un aperçu general du contenu de l'enquete. 

Les données de I'EF correspondent a des dates déclarées par chaque répondant pour 0-3 manages, 0-6 ULI, 0-15 
enfants et 0-4 interruptions du travail. En général, ces données étaient suffisantes pour determiner Ia situation 
d'un répondant relativement a son état matrimonial, a Ia garde d'enfants et a son activité sun une base 
mensuelle. En vue de l'analyse, le fiehier des répondants a été converti en un fichier mensuel dans lequel 
chaque mois-personne (après le 15e  anniversaire) représentait Un enregistrement distinct. A Ia suite de cette 
conversion, le fichier de l'EF est passé de 14,004 répondants a plus de 3.9 millions d'enregistrements de mois-
personnes. 

Le tableau 1 présente les totalisations des chiffres non pondérés des transitions de l'état matrimonial, des 
répondants et des années-personnes a risque. Ces données et tous les résultats subséquemment utilisés dans le 
present rapport ne tiennent pas compte des coefficients de pondération de l'enquete. Selon Hoem (1985, p.  258): 

"Si le (plan de sondagel n'apporte pas d'information, on peut alors ne pas tenir compte du plan d'échantillonnage 
et considérer l'échantillon des événements chronologiques corn me autant de voies indépendantes de processus 
stochastiques avec les caractéristiques probabilistes qu'ils auraient eu sans l'effet du sondage". 

(traduction) 

Lorsque les coefficients de pondération ont été utilisés pour évaluer les chiffres totaux connus de population a 
partir des donnCes de lEF (par ex., les divorces au Canada selon l'année, Bureb (1985)), les estimations Se sont 
avérées médiocres. ConsCquemment, on a d'abord tenté de faire une analyse des données non pondérées, et les 
résultats obtenus ont montré que Ia difference entre les regressions pondérées et les regressions non pondérées 
n'est pas marquee. 

TABLEAU 1 
ChiUres non pond&és 

Arinéespersonnes Resultats 
Population Répondants 	a risque3 des 
a risque (mois/ 12) transitions 

(EL ULI MAR 
Jamis travaillé 6545 	 22863.0 277 656 
Déjà travaillé 6795 	 31167.0 1175 3311 

ULI (EL MAR 
Jarnais travaillé trop peu de cas - 

Déjà travaillé 1202 	 3013.0 303 562 

MAR SEP 
10456 	 181560.6 1389 

SEP DIV 
1248 	 4080.4 303 

11 convient de signaler que Ia structure transitionnelle de Ia figure'1 a été préeisée davantage pour permettre de 
faire Ia distinction entre les périodes précédant ou suivant l'entrée sur le marché du travail de cheque 
répondant. 

3. REGRESSION PAR LES RISQUES PROPORTIONNELS 

Les rnodèles de risques représentent des probabilités de transition en temps continu (Cox et Oakes, 1984). Les 
fonctions de densité et de distribution cumulative (qui dependent du vecteur de covariables X) de la variable de 
durée I sont f(TiX) et F(T1X) respectiveinent. La probabilité de transition conditionnelle (risque) est définie 
de Ia façon suivante: 

h(TIX) 	f(IIX)/(1-F(T1X)) = -d log(1-F(TIX) 	)/dT 

(c.-a-d. la  limite d'un rapport événement surventu/expositlon a mesure que Ia durée d'exposition approche 0). A 
partir de cette definition, il s'ensuit que: 

F(TiX) = 1 - exp( - J h(tiX) dt ) 	1 - exp( -FI(TIX) ), 

o6 H(TIX) est Ia fonetion de risque cumulatif et conséquemment: 
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augniente le risque d'une rupture matrimoniale. 11 semble done essentiel de bien tenir compte, dans l'analyse de 
la chronologie des événements matrimoniaux, de la possibilité d'effets variant avec le temps et causes par des 
événements relies se produisant en parallèle dans Ia vie des particuliers. 

Afin de représenter Ia dynamique des transitions de l'état matrimonial, chacune des cellules de la matrice de 
transition correspond a une equation de regression distincte qui tient compte simultanément du vieillissement et 
des effets des cireonstanees ehangeantes. Des equations distinctes mais pas nécessairement indépendantes sont 
utilisées pour les transitions comportant des risques incoinpatibles (par ex., de CEL a MAR ou a ULI). 

Le diagramme des coefficients de direction montre aussi qu'il existe un besoin en données détaillées sur la 
situation dans le temps des événements. Par exemple, pour éclaireir la question ê savoir si Ia formation d'une 
UL.I influe sur l'entrée sur le rnarché du travail ou vice versa, l'ordre de succession de ces événements dans le 
temps doit être établi. Pour ce faire, les données sur les événements doivent souvent être recueillies 
mensuellernent plutôt qu'annuellement au moyen d'enquêtes approfondies et spéeialisées telles que l'enquête sur 
la famille de 1984. Le manque de données de ce genre a été invoqué comine étant Ia principale raison pour 
laquelle notre comprehension de l'évolution du manage et du divorce au Canada est "rudimentaire" 
(Balakrishnan et autres, 1987). 

1.2 Conclusions d'études antérieures 

Dans de nombreuses etudes du manage et de la rupture matrimoniale, les covariables examinées étaient soit des 
caractéristiques individuelles fixes (c.-â--d. ne  variant pas dans le temps) comme Ia race ou l'origine ethnique, 
soit des earactéristiques non fixes, mais traitées comme telles (par ex., le fait do demeuren en milieu rural ou 
urbain ou le niveau de scolanité). Cette restriction peut sérieusement réduire Ia valeur des résultats do 
certaines etudes, vu Ia dynamique illustrée dans la figure 2. 

Dans une étude fondée sur les données de recensements récents du Canada, Grenien et autres (1987) ont 
constaté que Ia langue maternelle, le lieu de naissance et de residence, La religion et Ia scolarité influent de 
façon significative sun l'âge moyen au manage. De plus, les effets ont diffCné entre les recensements de 1971 
et de 1981 do méme que parrni les cohortes des naissances. 

La situation socio-économique des parents a été sénieusement envisagée comme un prédicteur permettant de 
situer les manages dans le temps (Hogan, 1978), mais a généralement donné des résultats peu concluants. Ii y a 
cependant un lien étroit entre Ic niveau de scolarité et le choix du moment du manage 2 ; en effet, plus ce niveau 
est élevé, plus le manage est retardé. L'activité et le revenu ont été considérés comme dos facteurs ayant une 
incidence sur les decisions relatives au manage, bien que La portée de cette incidence diffère selon le sexe 
(Teachman et autres, 1987). Jusqu'ã present, les résultats laissent entendre quo la réussite professionnelle peut 
avancer le moment du manage chez les hommes, mais le retarder chez les femmes. 

Les statist iques du divorce reçoivent habituellement plus d'attention que celles du manage. Cette situation est 
sans aucun doute due au fait que Ic divorce constitue encore un Cvénement inhabituel (c.-à-d. que jusqu'â 
maintenant, même les estimations les p[us pessimistes indiquent quo Ia plupart dos manages n'aboutissent pas 
au divorce) alors que le manage est un fait presque universel (a la longue, 90 a 95% des gens se manient). En 
outre, la hausse des taux de divorce au Canada après 1968 (réforme de la Loi sur le divorce) peut signifier un 
important changement social. 

Balaknishnan et autres (1987) utilisent les données de l'enquête canadienne sun Ia féconditC pour determiner dans 
quelle mesure l'âge au manage, la cohonte des inariages, La cohabitation avant le manage, la situation relative 
a Ia fécondité avant Ic manage, Ia pratique religieuse et le lieu de residence (c.-à-d. Ia categoric do taille de Ia 
region urbaine) influent sur le risque dune rupture. Des etudes de données américaines ont révélé des effets 
attnibuables a La presence d'enfants et a l'emploi ou au revenu (Teachman et autres, 1987). Les conclusions de 
ces etudes sont souvent contradietoires. Toutefois, Hannan et Tuma (1978) ont examine Pincidence de 
L'augmentation du revenu familial et ont réussi a faire Ia distinction entre les effets découlant de l'amélioration 
du bien-être économique d'une farnille (c.-â --d. l'augmentation du risque de rupture) et les effets de Ia reduction 
de La dépendance économique d'un conjoint sun l'autre (c.-à-d. la  diminution du risque de rupture). 

2. DONNEES DE L'ENQUETE SUR LA FAMILLE 

L'enquete sun Ia famille de 1984 (EF) fournit pour Ia premiere fois des données sun La chronologie d'événements 
parallèles relatifs a l'état matrimonial, a Ia fécondité et a l'activité d'un échantillon probabiliste de Canadiens. 

L'EF a etC menée par Statistique Canada a titre de complement a l'enquête sur La population active. Environ 
14,000 Canadiens et Canadiennes de 18 a 64 ans ont été interviewés individuellement et devaient fournir des 
nenseignements chnonologiques détalllés sun leurs manages, leurs unions libres, leurs separations et leurs 
divorces (Ic mois et l'année au cours desquels ces événements avaient eu Lieu). En outne, des données ont été 
recueillies sun les dates du debut et de Ia fin des interruptions du travail pour la garde d'enfants (enfants 
naturels ou adoptés ou beaux-fils et belles-filles), du l 	emploi du népondant (A plein temps ou a temps partiol, 
mais d'une durée de six mois ou plus et excluant les emplois occupes pan les répondants pendant leurs etudes) et 
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probabilités. Un changernent de situation peut aussi influer sur les probabilités. Par exemple, une personne eat 
plus susceptible de se rnarier après son entrée sur le marché du travail qu'avant, quel que solt son age. Dana une 
étude de Ia dissolution des unions conjugales chez les fern rnes suédoises, Iloern (1989, p. 2) souligne les rapports 
entre les principaux événements de Ia vie: 

FIGURE 1 
Matrice de transition 

ETAT 
INITIAL 

ETATS SUBSEQUENTS 

CEL ULI MAR SEP DIV 

CEL X X X - 

UI, X X X - - 

MAR - X X - 

SEP - - X X 
DIV - - - 

- x 

"A mesure que sa vie se déroule, Ia femme modifie sans cease sa stratégie de vie en fonetlon d'un système 
hautement dynamique de ressources d'expériencea, de choix, de restrictions et d'événemerits fortuits. Sa 
stratégie reglt son comportement et donne lieu a ce qul parait dana le plan de probabilité comme urie relation 
de causalité réciproque entre son cheminement scolaire et professionnel et ses antécédents familiaux". 

Le diagram me des coefficients de direction ci-dessous (figure 2) illustre quelques possibilités relativernent A Is 
succession des événements (par ex., une 1 	 conception avant le manage) et lea voies possibles d'influence (par 
ex., le retour au travail I Ia suite d'une separation). Ce diagram me n'est pas censé représenter des situations 
typiques. II existe de nombreux autres ordres de succession et voies d'influence, chacun pouvant exprimer une 
stratégie de vie différente. 

1?T(TIRI 9 

Diagramme hypothCtique des coefficients de direction de Ia chronologie des événements parallèles 

AGE 	ETAT MATRIMONIAL 	l'ECONDITE 	 ACTIVITE 

15 ans CClibataire 	 Sans enfants 

1re ULI 

1 

Aux etudes 
Jamais travaillé 

- 	Entrée sur Ic 
rnarchC du travail 

I 	 Grosacase - 
VT 

1er ininge 	 ,. 1re naissance 

I ___________  
2e naissance 

V 

- 	Interruption dii 
travail 

Separation 

Retour au travail 

Divorce -4 

De façon générale, le premier manage est contracté durant Is décennie qui marque Ia fin des etudes et l'entrCe 
Initiale sur le inarché du travail, ces événements entrainant souvent en méme temps Le depart du foyer familial. 

Chacun de ces faits représente une étape importante dans le cours de Ia vie. De même, Ia situation aprés le 
manage peut changer par suite de Is naissance d'enfants ou de I'accumulation d'expériences relatives I Pact ivitC 
des conjoints. Par exemple, des périodes de ehômage peuvent avoir un effet passager ou curnulatif qui 
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ANALYSE DE LA CLIRONOLOGIE DES MARIAGES ET DES DIVORCES AU CANADA 

G. Rowe t 

RESUMÉ 

L'enquête sur In famille de 1984 fournit des donnes qui situent dans le temps les manages, les naissances, les 
divorces et les arrOts de travail d'un échantillon probabiliste de Canadiens et de Canadiennes. Les données 
comprennent les dates des événernents s'étant produits entre 1932 et 1984. Les données chronologiques sur les 
événements individuels reconstitués a partir de ces dates représentent environ 4 millions de mois-personnes 
d'expérience. 

La chronologie des événements matnimoniaux a été analysée a Paide de In méthode de regression par risques. 
Les résultats de In regression semblent indiquer qu'il existe un lien entre l'évolution des taux de manage et de 
divorce et les regimes d'activité des hommes et des femmes, et que les tendances de In féconditO des manages 
influent sun In fréquence des divorces. 

Les travaux décnits dens le present rapport ont été entrepris dans le cadre de l'élaboration d'un modOle de 
microsimulation démographique (DEMOGEN) a Statistique Canada. 

MOTS-CLE& Manage, divorce, chronologie des événements. 

1. INTRODUCTION 

1.1 Analyse de l'évolution de l'état matrimonial 

La plupart des gens se marient tot ou tard (au moms une fois), mnais Yâge au manage vane considérablement 
d'une personne a l'autre. Une proportion croissante de manages se soldent par un divorce, mais les tendances 
qui se dégagent des ruptures rnatnimoniales (c.-à-d. les separations cu les divorces), observées en fonction de In 
durée du manage ne sont pas bien comprises (Burch et Madan, 1986). Le present rapport fait une analyse de In 
chronologie des événements matrimoniaux qui révèle les liens étroits entre le moment oi) survient un 
changement de l'état matrimonial et l'évolution d'autres aspects de In vie des particuliers. 

Les descriptions du moment oü les événements matrimoniaux se produisent peuvent être données sous forme de 
probabilités qu'une personne puisse changer d'etat matrimonial a intervalles rapprochés. Une telle probabilité 
sera relativement forte si In durée prévue jusqu'O ce qu'un événement Se produise est relativement courte (et, 
conséquemment, La probabilité sera faible si La durée prévue est longue). Le fait de se fonder sur les 
probabilités plutOt que sur les durées présente un avantage étant donné qu'un certain événement peut comporter 
différents types de durées. Par exemple, In durée du manage et l'âge des enfants (c. -à -d. les intervalles entre 
les naissances) peuvent influer sur les probabilités de divorce. 

La structure des probabilités de transition de I'état matrimonial est représentée par In matrice de transition, a 
l'intérieur de laquelle certaines combinaisons d'états initiaux et de résultats correspondront a des événements 
observables tandis que d'autres combinaisons pourront Otre considérées comrne impossibles a réaliser. Dans 
notre étude, In matnice de transition a In forme présentée dens In figure 1 ei-aprOs pour les états matrimoniaux 
définis de In façon suivante: 

CEL - Jamais marié(e) et ne vivant pas en union libre 
ULI 	- Jamais marié(e) et vivant en union libre 

MAR - 1er manage légitime 

SEP - Séparé(e) de façon permanente du conjoint du 1' manage, mais non divorcé(e) 

DIV - Divorce ou annuLation du 1er  manage 

o6 les "X" représentent les événements observables et les "-", les événements impossibles. 

A priori, les probabilités de transition de L'état matrimonial ne peuvent demeurer constantes avec le temps que 
dens des circonstances exceptionnelles. L'âge ou In maturité entrainent normalement une modification des 
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oü B(o) est une matrice de dimension (k-i) x (k-i) dont l'élément (i j) est q 1  (e)_q 1  (a), et C(o) est une 
matrice de dimension (k-i) x p dont Ia colonne j est égale a (3Q/a9) 1 . On peut s'assurer que les méthodes 
de notes permettant de résoudre alog L/ao = 0 n'exigent que les premieres dérivées de Q et de w par rapport a e, 
et, pour cette raison, les algorithmes décrits a La section 4.1 permettent de calculer toutes les quantités nécessaires. 

Enfin, nous remarquerons que si les individus sont ob'ervés i des moments régulièrement espacés dans le temps, t0 . t 0  + T t0  + 2i, ..., ii est possible d'employer des modèles de chaine de Markov plus simples (p. ex., 
Bishop et al. 1975, chap. 7). Dans le cas d'un modéle homogène, ceci permet d'estimer les probabilités de 

transition P1() mais ne fournit pas habituellement des estimations des probabilités de transition plus 
générales, des intensités ni des distributions des durées de maintien (voir Kalbfleisch et Lawless 1985, 
section 7). Ceci ne constitue pas nécessairement un inconvenient dans certaines applications. 
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oil U0  = t 1  1<U1< ... <U = t, Au 1  = U 1  - u 1 , Ia lirnite étant M * , max 	0. 	Pour obtenir une 

statistique de caractérisation afin de tester y=O, nous avons besoin d'une evaluation de la dérivée de (4.14) par 
rapport a y. Ii est evident que cette dérivée peut etre exprimée sous la forrne 

Pj .(t 1 1 ,t 1 ) 	 t1 	
' 	4. 	\ 	1 	D' 	 I = A f 	e 	1-1 1 A 	HAe ' 	/ dsA 	 (4.15) 3y 	yO,O 

1-1 

oü 0 = 0(e) est Ia matrice diagonale des valeurs propres pour l'estimation du maximum de vraisemblance dans 

le modéle homogène (y=O) et 0(e) = ADA 1  cornrne auparavant. On peut encore plus simplifier l'expression 
(4.15), car Ia fonction intégrée est une matrice de fonctions exponentielles, et elle peut done être évaluée 
simplement. 

L'estimation de Ia variance de la statistique de caractérisation exige l'évaluation de l'hessienne correspondant a 
(4.15), a y0 et 8. Ces caleuls sont plus compliqués mais s'effectuent d'une façon semblable a ceux ci-dessus. 
De Stavola (1988) donne un exemple de cette approehe dans un eas simple oü les p 1  1 (s,t) peuvent être obtenus 
algébriquement. 

5. QUELQUES AUTRES QUESTIONS 

Les etudes de panel sont principalement utiles pour l'analyse d'histoires personnelles pouvant être modélisées 
sous Ia forme de processus de Markov. Autrement, et particulièrement dans les cas oü les intensités de 
transition dependent fortement du temps passé dans un état, les etudes de panel ne sont pas particulièrement 
utiles a moms que les ternps d'observation soient proches les uns des autres. Nous remarquons que dans certains 
types d'études, ii peut être possible d'établir rétrospectivernent ou au moms d'estimer l'histoire de sujets 
individuels entre les temps d'observation. On doit alors ponderer l'effet de I'inexactitude possible de certaines 
informations par rapport aux avantages d'histoires plus completes. 

Plusieurs aspects de l'analyse des données de panel n'ont pas été traités. L'un d'entre eux concerne les enquêtes 
de panel dans lesquelles, a chaque temps d'observation t 1  (i = O 1, ..., m), certains nouveaux individus sont 

introduits dans létude et d'autres en sont éliminés. Par exemple, les enquêtes sur Ia main- d'oeuvre utilisent 
souvent des panels dits rotatifs (p. ex., voir Trivelatto et Torelli 1989). Un objectif majeur de telles etudes 
consiste souvent a estimer La proportion d'une population occupant divers états a t0 , t1, ••• t, mais au sujet 

de laquelle ii est possible d'obtenir des informations sur les transitions et les temps de maintien dans les états. 
Un grand nombre d'analyses de telles etudes reposent sur des mCthodes d'enquetes par sondage (p. ex. Smith et 
ITolt 1989). Il serait avantageux qu'un plus grand nombre d'analyses fondées sur des modéles historiques 
personnels solent effectuées. Ii se présenterait alors des questions de conception intéressantes, concernant par 
exemple des comparaisons entre l'emploi des données transversales et des données longitudinales (voir Lawless 
et McLeish 1984). 

Les etudes de panel font normalement intervenir lobservation d'un nombre assez important d'individus é un 
nombre relativement peu élevé de terrips : t 0 , t 19  .... t. 	Lorsque les processus sont en équilibre, Ia 

repartition initiale des états des individus a to  peut renfermer des informations considérables. Ccci est déjà 

ineorporé dens les processus de Markov : l'approche est esquissée pour des modéles homogenes. 

Soit Q(e) Ia matrice d9ntenisit6 de transition k x k et i = ( o) Ia repartition a l'équilibre correspondante k x 1; 
est La solution unique de Q w = 0, it i + 	+ IT = 1. La fonction de vraisemblance fondée sur les distributions 

... X 1 (t) pour Ies individus 1 = 1, ..., nest: 

	

k 	n.(0) 	
ijr 
	

(5.1) L(e)= 	()1 	
i,P 	(w 

	

1=1 	 ljr ii 
r 

dans Laquelle Ia notation de la section 4.1 a été utilisée. Pour inaximiser (5.1) en résolvant les equations de 

vraisemblance, nous devons calculer au/aG '. Soit Q 1  Ia matrice k x (k - 1) correspondant au premieres k-i 

colonnes de Q et soit w, = (p 1 , . . .' uk-i) ' . Qi peut alors ètre considéré comme une fonction 

définissant w 1  irnplieitement en fonction de a au moyen de F(8,ui 1 ) = 0, de la facon décrite dans Kalbfleisch et 

Lawless (1985, annexe B). La differenciation implicite de F(e,w 1 ) par rapport a 0 indique que 

3lTi/381 = 
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Les modèles do Ia forme (4.5) constituent une extension utile des modèles de Markov homogènes, bien gulls 
risquent dans certains cas do représenter une simplification excessive. Par ailleurs, dans le cas des données de 
panel, une modélisation plus détaillée des effets aléatoires crée habituellement des problèmes d'estimation 
tellement difficiles qu'il est tout a fait discutable de même les erwisager. Soit, par exemple, un modèle a deux 
états avec des effets aléatoires a, et 02  tel que, étant donné a, et 02,  un individu a des intensités de transition 
a 1 q 2  et a2 q 1 . Même Si l'on Suppose que ci et 	sont indépendants, l'estimation est rébarbative. En pratique, 

et 02  sont ne sont pas habituellement indépendants, et l'estimation serait compliquée même pour les histoires 
personnelles observées continuellement. 

4.3 Incorporation du comportement non homogène 

1) Les méthodes peuvent We développées pour permettre l'emploi de certains modèles de Markov non 
homogènes. Si, par exeniple: 

Q(t I Z;o) = Q(Z;e)h(t), 	 (4.12) 

t 
alors l'emploi de l'échelle de temps opérationnelle s = I h(u)du donne naissance a un processus homogène pour 
V 1  (s) = X 1  (t), et les nièrnes calculs peuvent alors êtreffectués pour un h(t) connu. Si h(t) = h(t;x) depend 
d'un vecteur do paramètres A, on peut alors estimer A en étudiant Ia vraisemblance de profil de A, obtenue par 
maximisation sur los paramètres de regression 0 pour chaque X donné. Le cas correspondant au modèle (4.12), 
dans lequel h(t) est arbitraire est une question en suspens qui présente un certain intérêt. Ii semble probable 
qu'il soit possible d'élaborer des méthodes pour le traiter. 

Une autre approche visant a incorporer la non-homogCneite consiste a laisser Ia matrice de Markov Q varier a des tenips spécifiés. On suppose done que 

Q(t I (Z;e) = 	an 	t < ar 

oi r = 1, ..., s, a0  = 0 et a s  = . 	Les calculs sont simplifies au maximum si l'on suppose que los 
changernents se produisent a certains des temps d'observation t 1 	t, mais ce modèle peut ètre ajusté de 
facon assez générale. On peut ainsi incorporer une matrice d'intensites de référence gut vane en fonction du 
ternps; un modèle de Ia forme (2.5) pout être ajusté. 

Des tests d'homogénéité temporelle pourraient être fondés sur n9mporte lequel des modèles non homogènes 
traités ci-dessus. Une autre possibilité découle d'une suggestion de de Stavola (1988), gui a tralté le cas special 
suivant. Supposons qu9l n'y ait aucune variable indépendante et examinons un modèle de Ia forme 

Q(t) = Q + H it 

ot) Q = (q(o)) comme auparavant et H est une matrice donnée pouvant être non homogène, qul renferme les 
composantes de Q(t). Par exemple, si I'on pense que les taux de transition do r a S varient avec le temps, on 
peut poser Ft = (hlj)k xk oü h=l, h rr 	et h 1 =O autrement. On peut alors utiliser un test de notes de y'0 
pour obtenir une evaluation do l'hypothèse d'homogénéité temporelle par opposition aux cas oü le taux dirninue 
ou augmente en fonct ion du temps. 

Si n 11  est le nombre de transitions observées de i a j sur l'intervalle t11 ,t 1 , Ia fonction logarithmique de 
vraisemblance est 

logL = log P(t 1 _ 1 t 1 ). 	 (4.13) 
i ,j,1 

Les probabilités de transition peuvent être exprimées sous Ia forme d'intégrales de produit 

P(t 	,t ) = 	nI + Qdu + H yudu} 	(4.14) 
U E(t1t1 

M 
= urn ii 	{i + (Q + yHu.J 	U} 

1=1 	1 
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Si les G 1  (cx) sont discrets, Ia maxirnisation de la vraisemblance découlant de (4.8) peut être traitée avec les 
algorithmes présentés a la section 4.1. Une illustration simple mais utile consiste a examiner le modèle mobile- 
fixe, correspondant au cas special oü a = 0,1 seulement. Blumen et al. (1955) ont introduit Ia version 

temporelle discrete et Frydman (1984) a traité l'estimation de Ia vraisemblance maximale dens le modèle 
discret. Nous définissons S 1  = PrIa l  = 0 I X 1 (t0 ) = l} = 1-Pr{cx 1 =1 I X 1 (t0 ) = 1} et nous examinons 
l'estimation combinée de S = (s19 ..., s 3 ) et de 0. La fonction de vraisemblance est le produit pour 1 = 1, 

N des termes (4.8). En notantquep(0;o) = = I(i=j) etendéfinissant nijr = #1:X1(r-1) = 1. 
X1(r) = j}, n 1 = # 11:X 1 (r) = I pour r = 0,1, ..., m} et Nh. = #(1:X 1 (r) = i}, nous pouvons exprimer Ia 
vraisemblance sous la forme 

	

* 	 * 

	

6 n 	k n * 

	

L(o,$) 	ii 	11 pn 	[s 1 +(l-s 1 )H 1 J 	(1-s.1 )N.10  -n 	(4.9) 
i,j=1 r=1 hr 	1=1 

	

06 Pijr désigne Pij(wr;0)  et H1 = 
	 jir°• r 1  

On peut montrer que les premieres dérivées de log L sont égales a 
* n S 

	

alogL = 	 __ n ao 	ijr ijr ijr 1jr - 	s + (1-s 1 ) H1 (alogH 1 /ao) 	(4.10) 

	

alogL 	
n*i(1H1) 	* N 10 n 

= s 1  + ( I-s 1 ) H 1  - 	1-s1 	 (4.11) 

	

m 	1 06 P i r 	i rh8 et nous remarquons que alogH 1 /ao =p1 ., 	ir Toutes les quantités clans (4.9) et 

	

r=1 	1 

(4.10) peuvent être obtenues avec les algorithmes présentés dans Kalbfleiseh et Lawless (1985), qul ont deja été 

mentionnés a Ia section 4.1. 

Les composantes de Ia matrice d9nformation de Fisher peuvent We calculés directement 

______ 	N10(1_H1) 

= (1-s 1 )(s+(1-s 1 )H.) S i  

	

[(aloqL) - 	N 10H 1  
as j ao 	- s1+(1-s1)H. (1og H 1 /ae) 

= 	(E(N 1 ) - N 10s 1 ) Pj1 p•(p)t 

	

eo 	i,j,1 

N10s1(1-s1)H1 (a1ogH1/ao)(alogH1/e)t - Z s +(l-s 1 )H 1  . i 	1 

	

On en obtient facilement une estimation en remplaçant n 1 	par [(N 1  

Comme dens le cas homogène de la section 4.1, l'algorithme de notes de Fisher constitue une méthode simple 
d'ajustement des données, dans laquelle on a seulement besoin des premieres dérivées des Pjj(wr;0)  par rapport 
a o. On remarguera que alogL/as 1  = 0 donne les S 1  en fonction de 0, ce qui permet d'effectuer certaines 
simplifications. 

Des modèles mobiles-fixes plus généraux peuvent aussi être ajustés. us permettent par exemple d'établir les 
dCpendances de s i  par rapport aux variables indépendantes, ou encore des modèles de regression des intensités 
de transition q ij . 
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oü 0 = diag (d1, ..., dk). Cela permet de calculer simplement les composantes p(t I z,o) de Ia vraisem-
blance et le veeteur de notes a log L/ao. Les premieres dérivées du vecteur de notes, 

Pjj (t I Z;o) 	 (4.4) ao 

peuvent également être obtenus a l'aide d'un algorithme propose par Jennrich et l3right (1976). Bates et Watts 
(1988, annexe A) traitent des méthodes de calcul dans lesquelles les valeurs propres iie sont pas distinctes. 
Kaibfleisch et Lawless (1985) ont montré qu'une variante de l'algorithme de notes permettant de trouver les 
estimations du maximum de vraisemblance, exige seulement le calcul des premieres dérivées (4.4). A Ia 
convergence, on dispose d'un estimateur de variance simple pour 0. 

On remarquera que ces mCthodes exigent que l'on calcule séparément chacune des valeurs distinctes des 
variables indépendantes. Done, si le nombre d'ensembles de variables indépendantes distinctes de l'échantillon 
est grand, ces méthodes exigent beaucoup de calculs. Toutefois, les données de panel ne conviennent souvent 
pas ii La modélisation trés détaillée des effets des variables indépendantes, et, dans bien des cas, le volume des 
calculs n'est pas excessif. 

4.2 Incorporation de l'hCtérogCnCite non observable 

Mêrne après avoir modélisé La dépendance des intensités de transition a l'égard des variables explicatives, nous 
risquons de constater qu'un modèle homogène de Markov est inadéquat. Si les modèles de Markov pour les 
individus sont considérés raisonnables, une approche consiste a modéliser l'hetérogeneite non observable des 
intensités de transition individuelles au moyen d'effets aléatoires. Nous indiquons comment certains modéles 
simples mais utiles peuvent être ajustés. 

Un modèle de Markov complet des intensités de transition individuelles utiliserait des matrices d'intentités de 
transition Q(Z 1 ;e I a 1 ) oi 0, est un vecteur non observable d'effets aléatoires assoclés a l'individu 1. Dans 
certaines situations, des types spéclaux d'effets aléatoires peuvent se dégager naturellement. Considérons ici 
seulernent La famille simple mais utile de modéles pour lesquels 

NO 1 a) = cz 1 Q0 (0), 	 (4.5) 

oà Q0 (e) est une matrice d'intensité de référence et les a l  sont des variables aLéatoires indépendantes 
caractérisées par une fonction de distribution G(.). Pour simplifier notre exposé, nous avons suppose qu'il n'y 
avait aucune variable indépendante fixe Z 1 . 

Pour exprimer Ia probabilité inconditionnelle 

= ; Pr{X1(t1),...,X1(t m  )IX 1  (t 0  ),} Pr{X 1 (t 0 )Ia}dG(u) 	 (4.6) 
0 

nous devons specifier Ia repartition combinée de X 1 (t0 ) et 01.  En définissant ri 1  = Pr{X 1 (t0 ) = i} et 
corn me La fonction de repartition conditionnelle de a, étant donné X 1  (t0 ) = 1, nous pouvons exprimer (4.6) sous 
Ia forme 

/ Pr{X 1 (t 1 ), •.. , X 1 (t) I X 1 (t0 ) = I, a} dG 1 (a) 	 (4.7) 
0 

lorsque X 1  (t 0 ) = I. Dans ce qui suit, nous n'avons pas tenu compte des n i  et de l'estirnation 0, pas plus que des 
paramètres des G 1  (a) dans La vraisemblance resultant du second terme de (4.7). Le modCle (4.5) suppose que 

P(t;o I ci) = P0 (cit;o), 

oü P° (t;o) = exp{Q0 (e)t}. La contribution a Ia vraisemblance de l'individu 1 est done 

a 
L 1  = I { U 	p 	i 	(ciw)} dG1(cz), 	 (4.8) 

0 r=1 	r-lr 

oü 1r-1 = Xi(tri) 1r = Xi(tr) et  Wr = tr_trl (r=1, ...,rn). 	On remarquera toutefois que Ia 
modélisation des G 1  (ci) n'est pas toujours claire dans de noinbreuses situations. 
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indépendantes qui varient avec t (p. ex., conditions économiques) et de l'histoire personnelle de 1'lndividu, soit 
par exemple Ia durée de maintien dans Vétat couramment occupé. Ces variables peuvent facilement ètre 
étudiées dans le modèle (3.1). Le but de cet article n'est pas d'étudier des méthodes d'observation continue, 
mais plutôt de préciser plusieurs secteurs dens lesquels des etudes supplémentaires seraient utiles 

Dens de nombreuses applications, les histoires personnelles sont partiellement déterminées 
rétrospectivement. Par exemple, des individus peuvent étre échantillonnés a un certain temps et leur histoire 
personnelle récente reconstruite, Ce gui serait par exemple le cas de la determination de Ia durée de Ia période 
de chomage courarite ou de l'utilisation récente d'établissements hospitaliers. En plus des problèmes de 
precision des données, ii est essentiel de tenir compte du biais de selection en utilisant des vraisemblances 
appropriées (p. ex., voir Hoem, 1985, Kalbfleisch et Lawless, 1988). En outre, ii existe des problèmes de 
conception et d'analyse. 

On peut incorporer Phétérogénéité non observable dans des modèles tels que (3.1), en rnultipliant par 
exemple les intensités de transition par des variables aléatoires a jj . 	Toutefois, même pour les modèles trés 
simples, cela risque dTêtre plutôt compliqué; Andersen (1985) propose une approche faisant appel a l'analyse 
fondée sur Ia vraisemblance partielle. Un autre probléme est l'impossibilitC de distinguer entre I'hétCrogénéité 
non observable et certains types de dépendances temporelles dens une population homogène; d'autres 
éclaircisse merits sur cette question seraient précieux. 

Des etudes plus poussées et l'application de modèles incorporant une dépendance du temps civil et de Ia 
durée de maintien dens l'état courant seraient précieuses. Les experiences d'utilisation de tels modèles dens des 
processus sociaux et éconorniques sont a l'heure actuelle limitées. 

4. DONNEES DE PANEL 

4.1 Estimation des processus homogènes de Markov 

La gamme étendue des techniques d'analyse des données continues contraste avec Ia gamme limitée des 
techniques d'analyse des données de panel. Dans cette section, nous avons traité des méthodes fondées sur les 
modèles homogènes de Markov ainsi que sur certaines de leurs extensions simples. 

Soit 11  un vecteur de variables iridépendantes (Z1 1 = 1, ..., Z) associé a l'individu 1. Le processus X 1  (t) 

est considéré cornme Un processus homogène de Markov dont les intensités de transition sont 

q 13 (Z 1 ) = exp(Z 13 ), I 	J 
	

(4.1) 

oCi 0 	(Bi ..., 	 est un vecteur de coefficients de regression. On remarquera que exp (Bii)  est 
I'intensité de transition de référence lorsque Z 12 = ... = Z IP  = 0. Nous supposons que les vecteurs a sont desij 
fonctions du vecteur de paramètres 8 = ( Op •••G q )• Dens Ia plupart des applications, seulernent quelques 
composantes de B ij  ne sont pas nulles, et, généralement, 8 est de dimensions modérées. 

Soit Ia matrice de probabilités de transition définie sur un intervalle de longueur t 

	

P(t I Z;e) = exp(Q(Z;e)t) = z {Q(Z,e)t} 3 /j! 	 (4.2) 
3=0 

Enfin, soit F i i i  l'ensemble des individus observes qul sont passes de I a i dans l'intervalle (t 11 , t 1 ), 1 = 1, 

m, i,j = 1, ..., k. La vraisemblance basée sur ces données est 

a 	k 	k 
L(o) = 	it 	it 	it 	ii 	p1J. .( t1-t1 - 	r 1 	

;e). 	(4.3) 
1=1 1=1 j=1 rcF 1j1   

Pour obtenir une estimation de Ia vraisemblance maximale de 0 a partir de (4.3), nous avons utilisé l'algorithme 
présenté dens Kalbfleiseh et Lawless (1985). Pour une valeur donnée de Z et une valeur spécifiée de 8, 
supposons que Q(Z;o) a des valeurs propres distinctes : d 1  = 0, d(Z;0) j=2, ..., k. Done 

Q(Z;o) = A(Z;e) D(Z;o) A(Z;o) 4  

oü les colonnes de A sont les valeurs propres exactes de Q(L;o) et 

P(t I L;e) = A(L,o)eZ8)t A(Z;o) 
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temps écoulé depuis le debut du processus. Le cas special d'un processus de Markov homogènc est caractCrisé 
par 

	

q1(t) = q1j 	 (2.2) 

independent de t, et it s'avèrera un modèle partieulièrernent utile pour les donnéos de panel. 11 est commode de 
poser q. .(t) = - • z q. .(t), I = 1, ..., k et Q(t) = (q 1  .(t)) L, dans le cas non homogène ou Q = (q1 k k 

J1 	1J 	 J 	X 

dens Ic cas homogène. Pour les processus homogCnes, on peut démontrer que 

	

P(t) = eQt = I + tt + Q 	+ ... 	 (2.3) 

oi P(t) = (Pjj(t))kk et 1 (t) = P{X(t) = j I X(0) = i}. Voir, par exemple, Cox et Miller (1965). 

Dens le processus semi-markovien, on a suppose que les intensités de transition dépendaient uniquement du 
temps écoulé dens l'état courant. Done 

	

x(t; J r' Tr r = 0, ..., M(t)) = 	 (2.4) 

oü 3M(t) = i et x = t - TM(t). De tels processus sont par exemple décrits dens Cinlar (1969). 

On peut égalernent étudier des modèles plus généraux. Par exemple, les intensitCs de transition peuvent étre 
fonction des durées des états x et du ternps civil t. De tels processus sont dits semi- markoviens non homogCnes 
et its fourriissent une elasse trés souple de modèles. Nous avons étudié par Ia suite un modèle fixe-niobile, dans 
lequel nous supposons que cheque individu dans l'état I au temps 0 a une chance S 1  de rester dens cet état 
pendant Ia durée complete. Avec Ia probabilité complémentaire 1 - s, X(t) est un processus de Markov dont 
les intensitCs sont q 1 (t). 

11 existe des extensions aux modèles de regression. Si Z est un vecteur de variables indépendantes, U est naturel 
de considCrcr les modèles de Markov ayant des intensités 

q 1 (t;Z) = q(t) exP(Z'61j) 	i ' i 	 (2.5) 

oà q(t) est une fonction d'intensité de référence qui est appliquée lorsque 1 = 0, et B ij  est un vecteur de 
paramètres de regression. (11 est possible de remplacer exp(Z' 6) dans (2.5) par une fonction de risque 
relative r(Z' 	mais nous utiliserons dens tous les cas la fonction de risque relative exponentielle.) On 
obtient les modèles de regression semi-markoviens d'une faon similaire. Pius généralement, ainsi que nous 
l'avons exposé a Ia section 3, il est possible de permettre aux variables indépendantes de varier en fonction du 
temps. Done, pour les modèles de Markov, nous pouvons envisager une variable indépendante Z au temps t, qui 
peut dépendre du processus jusqu'au temps t. Done, Z peut renfermer des variables indépendantes mesurCes, 
des produits de variables indépendantes et de temps, des informations sur les états précédents occupés, ou 
encore le temps x = t - TM(t) dans l'état present. 

Avec les données de panel, it est habitueliement difficile d'utiliser autre chose que les processus de Markov avec 
des variables indépendantes fixes Z. Toutefois, avec les histoires personnelles observées continuellement, on 
peut travailler essex facilement avec une gamme étendue de modCles. Nous allons traiter quelques-unes des 
méthodes dens Ia section suivante. 

3. METHODES POUR LES ILISTOIRES PERSONNELLES CONTINUES 

Si les individus sont suivis prospectivement (dans le temps) et que leurs histoires personnetles continues solent 
observécs, it est possible d'obtenir facilement les fonctions de vraisemblanee, et les méthodes d'inférence sont 
simples. En particulier, les modèles de Markov dens (2.5) peuvent être généralisCs en des modèles a intensité 
multiplicative, dens lesquels les intensités ont La forme 

1 (t;L) = 	exP(Za) 	 (3.1) 

oà q(t) est une intensité de référence et Z un vecteur de variables indépcndantes pouvant dépendre du 
temps. Avec ce modèle, ii est possible d'utiliser des analyses fondées sur Ia vraisemblance partielle, décrites 
par Cox (1972, 1975). Andersen et l3organ (1985) ont étudié cette question pour les processus historiques 
personnels, et Andersen (1985) a traité certaines applications Cconomiques. Ces méthodes semblent avoir un 
vaste domaine d'application dens les etudes soeioéconorniques, en particulier Iorsque tes variables indépendantes 
dependent du temps. Par exemple, dens les etudes de chômage et d'emploi, les intensités de transition 
dependent normalement de variables indépendantes fixes associées a l'individu, du temps civil t, de variables 
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QUELQUKS METHODES STATISTIQUES D'ANALYSE DR DONNEES HISTORIQUES PERSONNELLES DE PANEL 

J.D. Kalbfleisch et J.F. Lawless' 

1. INTRODUCTION 

Dans des disciplines telles que Ia démographie, l'economie, Ia médecine et Ia sociologie, ii est courant d'étudier 
des processus historiques personnels a états multiples d'individus dune population donnée (p. ex., Iloem 1985, 
Kalbfleisch et Lawless 1988, Tuma et Flannan 1984). Supposons par exemple que N individus parcourent 
indépendamment k états (1,2, ..., k) sur une période de temps donnée. Les états peuvent représenter, entre 
autres, des maladies, des categories d'oceupations, des situations familiales ou des indicateurs socio-
économiques. Soit X 1  (t) l'état occupé par l'individu 1 au temps t et Z un vecteur de variables indépendantes 
observées sur l'individu 1. Etant donné Z1, ..., 7N' les processus {X 1 (t) 	O<t<i , 1 = 1, ... , N sont 
supposes Ctre independents. 

Parfois, l'histoire complete de La vie d'individus est observée sur certains intervalles de temps. A La section 3, 
nous faisons briCvement Le point sur cette situation. Toutefois, l'objet principal de cet article est d'étudier les 
situations dans lesquelles l'individu 1 est observe a un ensemble préétabli de points dans le temps, soit t 109  

tim • Les états X 1  (t 1 ) correspondant a ces points sont alors observes. Par ailleurs, on ne dispose d'aucune 

information sur Ia trajectoire entre les temps d'observation successifs. 	Les données de ce type sont 
habituellement appelées données de panel. Pour faciliter notre exposé, nous avons suppose que 

iftjl 
 

j=O, ..., m oü ni l  = m, 1=1, ..., N et t0  = 0. Toutefois, les méthodes présentées peuvent facilement étre 
généralisées pour correspondre au cas dens lequel les temps d'observation different dtUfl  individu a Pautre. La 
modélisation den processus X 1  (t) vise a décrire adéquatement la variation observée dans les données et 
présente donc un intérêt tout a fait particulier. La comparaison des processus pour des individus de groupes 
différents et l'évaluation des variables indépendantes sont souvent importantes. 

Dans Ia section 2, nous avons traité les processus markoviens et semi-rnarkoviens, ceux-ci étant largement 
utilisés en tant que modèles des processus historiques personnels. Dans Ia section 3, nous avons examine les 
méthodes existantes correspondant aux situations dans lesquelles les processus X 1  (t) sont observes continuelle- 
ment dans le temps et nous avons abordé certains problémes supplémentaires. En fait, il existe diverses 
techniques fondées sur un vaste choix de rnodèles. Dans Ia section 4, nous avons traité assez longuement Les 
mCthodes sappliquant aux données de panel. Dans ces situations les mCthodes et les modèles commodes sont 
alors bien plus rares. Notre objectif est de décrire certaines rnéthodes d'analyse pouvant être mises en 
pratique; en particulier, nous avons présenté des procedures pour les modèles de Markov homogènes dans le 
temps ainsi que des extensions simples de ces procedures, y compris l'ineorporation de variables indépendantes 
fixes, de L'hétérogénéité non observable et de Ia dépendance temporelle. Nous avons conclu a Ia section 5 en 
présentant certaines remarques sur l'utilité des données de panel ainsi que sur des problémes connexes tels que 
les enquêtes de panel. 

2. QUELQUES MODELES POUR LES PROCESSUS HISTORIQUES PERSONNELS 

Etant donné un processus chronologique continu (X(t): O<t<m défini sur l'espace d'Ctats S = (1,2, ..., k}. 
Pour des raisons de corn modité, nous avons suppose que le processus entre dans l'Ctat J au temps T0  = 0. Soit 
M(t) le nombre de transitions dans (O,t), Tr  le temps de Ia transition r et J 	 l'état oceupé irnmédiatement 
après Ia transition r. La modélisation peut être réaLisée grace a l'emploi d'intensités de transition instantanées 

xj(t;JrTr.r = 0, ..., M(t)) = urn 	{TM(t)+1tt + At), M(t)+l= 	I 	= 0, ..., M(t))/At. 
A t-O 

Deux cas spéciaux présentent un intérét particulier. Les processus de Markov, pour lesquels 

x(t; J r  T  r  r = 0, ..., M(t)) = q 1 (t) 
	

(2.1) 

oü 3M(t) = 	j, spécifient que les intensités de transition dependent seulement du temps civil, cu encore du 

J.D. Kalbfleisch et J.F. Lawless, Department of Statistics and Actuarial Science, University of Waterloo, 
Waterloo, (Ontario), Canada N21, 3G1. 
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5. ASIE 
	

12. EUROPE DR L'OUEST 

CHINE 
JAPON 
ASIE DU SUD 
Inde 
Pakistan 

* L'élimination est due aux chiffres peu élevés. 

Autriche Belgique 
France Allernagne 
Grèce Irlande 
Italie Portugal 
Espagne Suisse 
Royaume Uni 

Tableau 2: Disponibillté des données 

INTERVALLE NOMBRE DR DCES CHIPPRES DE POPULATION 

1964-1968 	Disponible 	 Recensement abrégé / it manque le lieu de naissance 

	

1969- 1973 	Disponible 

	

1974 - 1978 	it manque 
Ontario, tous les ans 
C. -13., 3 ans 
Manitoba, I an 

	

1979 - 1983 	it manque; 
Ontario, 1 an 
Manitoba, 4 ans 
Alberta, 2 ans 

Disponible 

Recensement abrgé / 11 manque le lieu de naissance 

D isponi bles 

1984_1988** it Inanque; 	 Recensement abrégé / lieu de naissance disponible 
Alberta, 1 an 

* 	selon le lieu de naissance, l'âge et Ic sexe 
** 

 
it manque tous lea chiffres (décès et population) pour 1988 

Tableau 3: Ordre des taux de mortalité eausée par MCV 
normalisés selon l'âge - hommes 

IMMIGRANTS AU CANADA 	PAYS DE NAISSANCE 

Scandinavie 	 Europe de I'Est 
Scandinavie 

Amérique du Nord 
	

Europe de l'Ouest 
Europe de lEst 
	

Amérique du Nord 
Europe de l'Ouest 

Asie du Sud 
	

Amérique du Sud 
Chine 	 Hong Kong 
Amérique du Sud 
	

Sri Lanka 

Tableau 4: Ordre des taux de mortalité causée par MCV 
normalisés scion l'âge - femmes 

IMMIGRANTES AU CANADA 	PAYS DR NAISSANCE 

Scandinavie Europe de l'Est 
Europe de l'Ouest Europe de l'Ouest 
Europe de l'Est Scandinavie 

Amérique du Nord Amérique du Nord 

Asie du Sud Amérique du Sud 
Chine Hong Kong 
Amérique du Sud Sri Lanka 
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Tableau 1: Groupe de Pays 

4. AUSTRA[,H* 
Continent 

3. AFRIQUE 
Continent 

2. AM(RIQUE DU SUD 
Brésil 
Chili 
Mexique 

1. AMERIQIJE DU NORD 
Canada 
Etats-Unis 

9. EUROPE 

SCANDINAVIE 
Denmark 
Finlande 
Norvège 
Suede 

EUROPE DEL'EST 
Tchécoslovaquie 
Ilongrie 
PoLogne 
R ou man i e 
URSS 
Yougoslavie 

Hughes et al., 1989a; Hughes et al., 1989b), mais on ignore s'il est de nature causale ou gériétique. Les résultats obtenus par MeKeigue et al., 1989 et divers autres (Hughes et al., 1989a; Hughes et al., 1989b) ne sont pas 
compatibles avee ceux de Ia présente étude des taux de mortalité ehez les Canadiens d'origine sud-asiatique de 
la premiere génération. 

Notre étude montre que, pour les sud-asiatiques, les TMNA pour les MCV ainsi que toutes les autres causes de 
décCs ont été constamment plus bas que Ia plupart des autres groupes d'imrnigrants canadiens étudiés. 
Cependant, elie montre aussi que La proportion de Sud-asiatiques qul meurent de MCV est Ia plus élevée de tous 
les groupes pour les années 1984-1988. Ceci nous indique que les Sud-asiatiques sont plus susceptibles de mourir 
de MCV que de toute autre cause de décés. Les données sur les décès utilisées pour notre étude nous montre 
que les décès chez les Sud-asiatiques se produisent proportionnellernent plus souvent a un age moms élevé que le 
reste des Canadiens. Cet écart peut s'expliquer du fait que le processus d'irnrnigration offre de plus grandes 
chances d'admission aux personnes en meilleure sante et (ou) du fait que Ia qualité des services de sante 
disponibles au Canada permet davantage de prolonger Ia vie des personnes atteintes de MCV. 

5. CONCLUSION 

Les taux de mortalité causes par MCV varient chez les divers groupes ethniques de La premiere génération au 
Canada. Environ un Canadien sur cinq est Un immigrant de Ia premiere génération, d'oà l'importanee de 
considérer I'origine ethnique dans l'interprétation des statistiques de La sante et dans Is planification des 
services de sante au Canada. Le mode de vie joue un role essentiel lorsqu'il s'agit d'établir le degré d'exposition 
aux facteurs de risque et le niveau de sante gui en rCsulte. La plupart des immigrants tendent a conserver pour 
le meilleur ou pour le pire, dans leur pays d'adoption, leurs habitudes culturelles, corn me le régime alirnentaire 
et Ia consomrnation de tabac. Des changements au mode de vie peuvent s'avérer nécessaires afin de réduire les 
facteurs prédisposant aux MCV et a d'autres affections. 

Aux fins de l'analyse des données sur Ia sante dans une sociCté multiculturelle et multi-ethnique comme celle du 
Canada, U convient de rassembLer des renseignements sur Les groupes ethniques dans tous genres de colleetes de 
données sur Ia sante et l'état civil. L'une des principaLes difficultés rencontrées au cours de la présente étude a 
consisté dans de grandes lacunes d'inforrnation sur lorigine ethnique. En particulier, l'absence de données a 
empêché l'examen de la population autochtone du Canada. 

L'étude des variations des taux de mortalité d'un pays a l'autre aide depuis longtemps it l'identification des 
facteurs étiologiques. Une récente publication (Epstein, 1989) traite des tendances et des Cléments 
determinants de Ia mortalité causée par MCV a L'échelle internationale. Les facteurs de risques rattachés aux 
traits génétiques, aux caractéristiques socio-économiques et au mode de vie ont tous une influence sur les 
variations internationales (Castelli, 1989). U se peut que les influences génétiques et Ia variabilité des facteurs 
prédisposant aux MCV soient trés complexes et trés difficiles é éclaircir. II existe un rapport entre les 
variables socio-économiques et les MCV, les taux étant plus élevés dans les pays d'abondance, quoique dans ces 
pays, de faibles taux de MCV soient associés au groupe des riches. Si l'on considère Pévolution des classes 
sociales, une étude de Marmot, 1989 montre qu'en Grande-Bretagne, Ia progression dans I'échelle sociale peut 
bénificier a certains groupes d'immigrants tout en nuisant a d'autres. 

En ce qui a trait aux facteurs de risque, ii est démontré que si la consommation de matières grasses augmente, 
elle predispose davantage aux MCV; que si elle demeure inchangée, elle n'occasionne pas de variation; et que si 
elLe est rCduite, elle amène une diminution. Cette association n'est pas confondue par La consommation de 
tabac ou d'alcool (Epstein, 1989). Aux Etats-Unis, les eampagnes de lutte contre Vhypertension se sont traduites 
par une baisse de 54% du taux de mortalité due aux maladies du coeur (Blackburn, 1989). Les changements de 
consom mat ion de tabac n'aident pas it expliquer Ia variation des taux de regression, mais ils y contribuent selon 
toute probabilité. La situation est trés complexe et, pour l'expliquer, on peut trouver utile d'étudier l'évolution 
des grouper d'immigrants. 
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Le graphique 16 transpose les taux de mortalité 
causée par MCV des Canadiens sur une carte du 
monde. Dans l'ensemble, ies taux sont faibles pour 
les Canadiens d'origine sud-américaine, chinoise ou 
sud-asiatique de Ia premiere génération; us soot 
élevés dans le cas de Ia Seandinavie et de I'Afrique; 
les taux observes pour l'Amérique du Nord se situent 
au milieu et ressemblent a ceux de I'Europe de l'est 
et de leurape de l'Ouest. Cet ordre général des taux 
de mortalité causée par MCV chez immigrants 
eanadiens est compare a celui constaté par l'OMS 
(Organisation Mondiale de la Sante, 1988) selon ie 
pays de naissance (tableaux 4 et 5). Autant que ion 
puisse en juger, tes taux suivent une mème evolution 
dans lea deux cas. Le manque de données détaillées 
empéche d'établir une comparaison rigoureuse entre 
les TMNA chez les Canadiens de La premiere 
génCration et ceux observes dana leur pays de 
naissance. 
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4. DISCUSSION 

La mortalité causée par MCV est en regression depuis 35 ens, mais elle continue d'occuper Ic premier rang au 
Canada. Les MCV comptent pour plus de 40% de i'ensemnbie des décès. Le taux de mortalité causCe par MCV 
ont tendance a être plus élevCs chez les hommes que chez les femmes, et ii en eat de même pour lea taux de 
mortalité des Canadiens de Ia premiere génération, normalisés selon l'âge et groupés sur 5 ans. Dana cc dernier 
eas, toutefois, les taux varient beaucoup scion Ic pays de naissance. us sont élevés pour Ia Scandinavie et 
l'Afrique; faibies pour PAmérique de Sud, La Chine et i'Asie du Sud; et en baisse pour l'ensemble de Ia population 
et lea Canadiens de Ia premiere génération, sauf ceux de PAfrique (35 ans et plus). L'OMS rapporte que lea taux 
de mortalité causée par MCV diminuent a Péchelle mondiale excepté pour les pays de i'Europe de I'Est 
(Organisation Mondiale de Ia Sante, 1988). Nous n'avons pea trouvé de hausse de ces taux pour les Canadiens 
originaires de I'Europe de l'Est. Ccci peut s'expiiquer par les critères de selection bra du processus 
d9mmigration ainsi que par un régime alimentaire different. Dana les cas des pays de I'Afrique, ii n'existe paS 
de données comparables mais, scion une récente communication de Baife et ab., 1988, les taux de mortalité 
causée par MCV sont trés élevés chez les Blancs de i'Afrique du Sud et chex les Asiatiques. Ces deux groupes 
constituent la majorité des Canadiens de La premiere génération nés en Afrique. 

Dens un article publié récemment sur La mortalité causCe par MCVchez les Sud-asiatiques habitant I'Asie ou 
ailleurs, McKeigue et at., 1989, signalent que lea taux de mnortalité causée par MCV chez les Sud-asiatiques soot 
parmi les plus élevés du monde. L'article traite aussi de Leur predisposition au diabete sucré, notamment celul 
qui n'est pas insulino-dépendant. Le rapport entre ces deux affections semnbie manifeste, (Salonem, 1989; 
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Le graphique 7 montre les TMNA au Canada, d'aprês 
le pays de naissance, pour l'ensemble des causes et 
les deux intervalles. Pour Pensemble des causes, les 
taux de mortalité entre 1984-88 varient selon le pays 
de naissanee: les derniers en rang sont LAmérique 
du Sud, la Chine et l'Asie du Sud, landis que I'Afrique 
vient en tête. Les TMNA sont en regression entre 
1969-1973 et 1984-1988 queue que soit Ia 
provenance, saul pour PAfrique. 

Le graphique 8 montre les taux de mortalité causCe 
par MCV normalisés selon Page au Canada, chez Les 
35 ans et plus, d'après le pays de naissance. Eux aussi 
varient selon le pays de naissance et leur evolution 
ressemble a celle des taux observes pour l'ensemble 
des causes. us sont en baisse, sauf pour l'Afrique (35 
ans et plus), et la regression est La plus forte pour La 
Chine et l'Asie du Sud. Les pays de naissance suivent 
un ordre similaire pour les deux intervalles. 

Taux de mortalité chez 35 ans et plus 
pour l'ensemble des causes au Canada, 
normalisés selon Page et groupés sur 
S ans, d'aprCs le pays de naissance, 

1971 et 1986 

Taux de mortalité causée par MCV chez les 
35 ens et plus au Canada, normalisés 

selon l'âge et g-roupés sur 5 ens, 
d'aprCs l e pays de rinissanoe 

Taux de mortalité causée par MCV 
au Canada chez los 35 ans et plus, 

(Iq  .73 ot 981-3) 

	

SCANDINAVIE 	 1III-"  1 
EUROPE 

DE L'OUEST 

ASIE 
DU SUD 

EUROPE 
DR L'EST 

AFRIQUE 

	

AMERIQUE 
	

I' 

	

DU NORD 	— --------. ------------ 
CHIN E 

AMERIQUE 
DU SUD  

0 	10 	20 	30 	40 	50 	60 	70 

	

Graphique 6 
	

1969 - 73 MM 1984-88 

1071 	 EM 1988 

Graphique 7 	 196973 M 1984-88 	 Graphique 8 

Les graphiques 9 et 10 montrent les différents taux de rnortalité causée par MCV chez les horn mes et chez les 
femmes pour les deux intervalles. us sont régulièrernent plus élevés chez les hommes que chez les femmes, 
quel que soit le pays de naissance. Its sont beaucoup moms élevés chex les femmes d'origine chinoise que chez 
les hommes d'origine chinoise. Le rang observe selon Le pays de naissance est a peu près le méme chez les 
horn mes et chez les femmes. 

Les graphiques 11 et 12 indiquent, pour les hommes et les fern mes respectivement, les taux de mortalité causée 
par MCV par age et d'après le pays de naissance, pour l'intervalle 1984-1988. Les taux montent en flèche selon 
l'ftge. L'évolution est a peu près La memo selon l'âge et Ic sexe. 

Le graphique 13 montre, pour 1984-1988 et d'après le pays de naissance, los TMNA au Canada en ce qul 
concerne les cardiopathies ischémiques (CI), les maladies cérébrovasculaires (Mcliv) et d'autres MCV. Les Cl 
comptent pour plus de 50 % de l'ensemble des décès attribuables aux MCV. La part des MCBV est bien moms 
élevée, mais elle demeure tout de même importante. A noter que les MCBV représenterit, chez les personnes 
d'origine chinoise, le tiers de bus les décès causes par MCV. 

Les graphiques 14 et 15 indiquent, pour 1969-1973 et 1984-1988 respectivernent, Les TMNA au Canada pour les 
Cl et les MCBV. Les décès par Cl sont en baisse pour Ia Chine et PAsie du Sud et us suivent a peu près Ia méme 
evolution d'après le pays de naissance. 
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tendance contribue a enrichir la rnosaique multicultureUe et multl-ethnique qul caractérise La population 
canadienne. U a été démontré par ailleurs que les taux de mortalité par MCV varient salon la provenance 
(Thom, 1988). Les etudes épidémiologiques des Canadiens de Ia premiere génération, selon le lieu de naissance, 
peuvent donc servir a évaluer l'état de sante de Ia population et a planifier des programmes d'intervention en 
matière de sante. Le present document examine les taux de mortalité causée par MCV chez les immigrants 
canadiens, scion is provenance. 
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(3) 0 epflo  

La présente étude s'appuie sur I'information tirée du recensement de Ia population du Canada (Statistique 
Canada, 1971 et 1986) et de Ia base canadienne de données sur Ia mortalité (BCDM) (Statistique Canada). Aux 
fins de I'étude et pour les besoins de representation des differences ethniques, las pays de naissance ont été 
groupés géographiquement comme l'indique le tableau 1. Le nombre de pays choisis pour L'étude a été restreint 
par les données de Ia BCDM. Par exemple, on a fini par exciure le Japon at lAustralie de la plus grande partie 
de l'analyse en raison des faibles taux. Les périodes considérées ont aussi été limitées par les données 
disponibles (tableau 2). On a choisi deux intervalles de cinq ans, 1969-1973 et 1984-1988, parce que les données 
étaient les plus completes. 

La taux de mortalité causée par MCV en Alberta est connu pour 1984, mais l'absence de données sur le pays de 
naissance oblige a faire une estimation. Le nombre de décès au Canada en 1988 est estimé d'après celui observe 
en 1987. Toutes les estimations ont fait l'objet d'un examen destine a verifier si elles concordent avec les 
tendances relevées. 

Le choix d'intervalles de cinq ans vise a obtenir un nombre de décès raisonnable dans les groupes de pays 
retenus. Les données des recensementd de 1971 et de 1986 -- correspondant aux points milieux des intervalles 
de cinq ans -- sont ciassées selon le pays de naissance, l'age (35-54, 55-64, 65+) et le sexe. Las données tirées 
de Ia E3CDM sont aussi groupées selon l'age, le sexe et le pays de naissance et, de plus, selon is cause de décès 
(ensemble des causes, MCV, cardiopathies ischémiques et maladies cérébrovasoulaires). Les données du 
recensement servent de dénominateur et Ia somme des décés sur chaque intervalle sert de numérateur, ce qui 
fournit les taux de mortalité groupés sur cinq ans. Les taux de mortalité selon L'âge sont normatisés pour la 
population canadienne de 1986. Lorsqu'il en est fait mention ci-aprés, ii sagit des données groupées sur cinq ans 
et normalisées selon l'âge pour les trois groupes indiqués plus haut, C partir de 35 ans. 

3. RESULTATS 

La graphique 6 montre le ratio de Ia mortaiité causée par MCV C Ia mortalité pour l'ensemble des causes, selon 
le pays de naissance, pour Les intervalles 1969-1973 et 1984-1988, respectivement. Entre 1969 et 1973, las MCV 
entraInent au moms 50 96 de tous les décès chez les plus de 35 ans et elles dominent dans les taux de mortalité 
des Sud-asiatiques. Entre 1984 et 1988, las taux de mortalité causée par MCV tombent a 40-50 96 pour La 
plupart des pays de naissanee. 
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Graphique 3 

Bonne nouvelle, cependant: les TMNA sont en regression depuis 35 ens. S'ils &étaient maintenus a leur 
maximum, [Is auraient cause encore 22,000 décès chez les horn mes et encore 13,000 chez les fern mes. 

Trois principaux facteurs de risque de MCV ont été cernés: 	le tabagisme, ['hypertension artérlelle et 
l'hypereholestérolémie. Pour les deux premiers, le present document établit une comparaison des données selon 
deux intervalles. Le graphique 4 iridique que Ia proportion de fumeurs au Canada est tombée de 42.2 96 en 1970 
a 29.4 96 en 1986 (Sante et Bien-ètre, 1973). Ii montre aussi Ia baisse dans la proportion de Canadiens dont Ia 
tension artérielle diastolique est égale ou supérieure a 100 mm HG, c'est-â-dire de 9.6 % selon ['enquête 
tutrition Canada (Sante et Bien-être, 1973), a 4.9 96 selon l'enquête Sante Canada (Sante et Bien-étre, 1981) et a 2.7 96 selon l'enquete sur Ia tension artérieUe des Canadiens (Sante et Bien-étre, 1989). Cette baisse peut 
expliquer en partie la regression des TMNA depuis les 30 dernières années. 

Environ ui-i resident canadien sur six est actuellement un immigrant de Ia premiere génération (Emploi et 
Immigration, 1988). Ces dernières années, Ia provenance des immigrants tend a évoluer des pays de ['Europe a 
ceux d'autres parties du monde. Le graphique 5 illustre ['evolution temporelle, selon l'origine des immigrants. 
Les taux d9mrnigration sont en baisse pour lEurope, mais en hausse pour l'Asie et l'Amérique du Sud. Cette 
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L'EVOLUTION DES CARACTERISTIQUES DEMOGRAPHIQUES 
ET LES MALADIES CARDEO-VASCULAIRES 

H. Johansen', C. Nair 7 , M. Nargundkar' et J. Strachan' 

RSUM1 

MOTS CLES: maladies eardio-vasculaires, taux de mortalité, immigrants, origine ethnique, lieu de naissance, 
tendances temporelles. 

Les maladies cardio-vaseulaires (MCV) sont Ia principale cause de mortalité au Canada tout conime dans la 
plupart des pays industrialisés. Les facteurs de risque sont principalement le tabagisme, l'hypertension 
artérielle et l'hypercholestérolémie. Environ un resident eanadien sur six est un immigrant de la premiere 
génération. 11 a été démontré que les taux de mortalité causée par MCV varient selon l'origine ethnique et 
different chez les groupes de la premiere génération au Canada. Dans l'ensemble, us sont faibles ehez les 
groupes d'origine sud-américaine, chinoise ou sud-asiatique, alors qu'ils sont élevés chez ceux d'origine 
seandinave ou africaine. Les taux observes pour l'Arnérigue du t'Tord sont similaires a ceux constatés pour 
l'Europe de l'Est et l'Europe de l'Ouest. Entre deux intervalles de ciriq ans, soit 1969-1973 et 1984-1988, ils 
s'inscrivent gCnéralement en baisse, sauf ehez les groupes venus de l'Afrique (35 ans et plus). us suivent un 
ordre similaire selon I'âge et le sexe et us sont régulièrement plus élevés chez les hommes que chez tes femmes. 

1. INTRODUCTION 

Les maladies cardlo-vasculaires (MCV) constituent Ia principale cause de déeès au Canada tout comme dans La 
plupart des pays industrialisés. Elles sont aussi Ia principale cause d'hospitalisation au Canada: on estime a plus 
de $3 milliards par année les frais hospitaliers qu'elles entrainent direetement (Nair et ol., 1989). En 1987, elles 
ont cause La mort de plus de 77,000 Canadiens (Nair et al., 1989), ou l'équivalent de Ia population de Kingston, 
en Ontario. Ce n'est pas depuis hier qu'elles sont Ia prineipale cause de décès nu Canada. En 1921, elles ont 
occasionné 18.6 % de l'ensemble des décès; en 1981, elles venaient toujours en tête, comptant pour 46.6 % de 
tous les décès (graphique 1). 

Principales causes de dècês, 
Canada, 1921 et 1981 

'IALADIES 	0RTPPE \)F.T 	CA: 

	 I .... 

FFCTIEUES NFUM0EE 	 EIRES 

Graphique I 	
1921 	- 	1981 

En 1987, les MCV ont cause 43 % de l'ensemble des déeès, ce qui implique que 4 Canadiens sur 10 risquent d'en 
mourir chaque annéc. Le graphique 2 montre les taux de mortalité causée par MCV en 1987, selon Page et le 
sexe. 11 indique que les décCs surviennent plus tot chez les hommes et que, dans tous les groupes d'âge, les taux 
sont plus élevés chez les hommes que chez les femmes. Comme l'on doit s'y attendre, ils sont beaucoup plus 
élevCs chez les personnes de plus de 65 ans que chez celles qui sont moms Ogées. Ils sont environ quatre lois 
supérieurs chez celles de 75 ans et plus que chez celles de moms de 65 ans. D'o6 les repercussions majeures 
qu'entralne sur les services de sante le vieillissement de la population. Le graphique 3 montre les taux de 
mortalité normalisés selon l'âge (TMNA) et le sexe, de 1951 a 1987.Bonne nouvelle, cependant: les TMNA sont 
en regression depuis 35 ans. S9ls s'étaient maintenus a leur maximum, ils auraient cause encore 22,000 décès 
chez les horn rnes et encore 13,000 chez les fern mes. 

II. Johansen, Direction de Ia promotion de La sante, Sante et Bien-être social Canada, Ottawa, (Ontario) 
KlA 184. 

2 C. Nair, Centre canadien d'information sur Ia sante, Statistique Canada, Ottawa, (Ontario) K1A 184. 
M. Nargundkar, Division des méthodes d'enquêtes sociales, Statistique Canada, Ottawa, (Ontario) K1A 184. 
J. Strachan, School of Health Information Science, University of Victoria, Victoria, Columbie-Britannique, 
V8W 2Y2. 
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FIGURE 1. (suite) 
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00 

TABLEAU 1 

B. Probabiiités de transition pour in variable 4 
(usage du tabac); hommes des groupes d'âge 30-34 et 35-39 
les éléments (1,4), (2,1), (3,1) et (4,1) sont obilgatoirement nuls 

Wij = 	li-il Wij = (i-j) 2  
Wa I a 20 Plus de 20 	Ne Wa 1 1 20 Plus de 20 Ne jamais 

fume 
cigarettes cigarettes 	fume jamais cigarettes cigarettes fume 
par jour par jour 	plus fUM4 par jour par jour plus 

Z 	Na jamais fume 1 	.98 .02 .00 	.00 	I Z 	I 	.98 .02 .00 .00 1 120 cigarettes par jour I 	.00 .75 .17 	.08 1 	.00 .75 .25 I .00 Plus de 20 cigarettes par jour I 	.00 .00 1.00 	.00 	I I 	.00 .00 .93 .07 Ne fume plus 1 	.00 .00 .00 	1.00 	I I 	.00 .00 .00 1.00 	I 

Wij = ii-ji Wij = (i_j)z 
Wa 1 1 20 Plus de 20 	Ne Wa 1 1 20 Plus de 20 Ne jamais 

fume 
cigarettes cigarettes 	fume jamais cigarettes cigarettes fume 
par jour par jour 	plus fum4 par jour par jour plus 

Z' 	N'a jamais fume I 	.98 .02 .02 	.00 .98 .02 .00 I .00 1 120 cigarettes par jour I 	.00 .78 .22 	.00 	I 1 	.00 .75 .25 I .00 Plus de 20 cigarettes par jour I 	.00 .00 93 	.07 	I I 	.00 .00 .93 I .07 Ne fume plus i 	.00 .00 .00 	1.00 	I I 	.00 .00 .00 1.00 	I 



Wij = (i-i) 2  
Na 	1 a 20 Plus de 20 	Ne 

jamais 	cigarettes cigarettes 	fume 
fume' 	par jour par jour 	plus 

1152,389 3,263 0 01 155,652 	Z 1152,389 3,263 0 01 155,652 
I 	0 111,080 24,390 11,6611 147,131 1 	0 111,080 36,051 01 147,131 
I 	0 0 161,514 01 161,514 I 	0 0 149,853 11,6611 161,514 
I 	0 0 0 222,4171 222,417 I 	0 0 0 222,4171 222,417 

152,389 114,343 185,904 234,078 686,714 152,389 114,343 185,904 234,078 686,714 

Z N'a jamais fume 
1 a 20 cigarettes par jour 
Plus de 20 cigarettes par jour 
Ne fume plus 

Wij = li-il 

Wa 	1 a 20 Plus de 20 	Ne 
jamais 	cigarettes cigarettes 	fume 
fUM4 	par jour par jour 	plus 

TABLEAU I 

A. Fréquences de transition pour Ia variable 4 
(usage du tabac), hommes des groupes d'âge 30-34 et 35-39 
les élérnents (1,4), (2,1), (3,1) et (4,1) sont obligatoirement nuls 

00 Wi] = i-il 
N'a 1 a 20 Pius de 20 Ne 

jamais cigarettes cigarettes fume 
fume par jour par jour plus 

Z' Na jamaisfum 152,389 0 3,263 01 155,652 
1 a 20 cigarettes par jour 1 	0 114,343 32,788 01 147,131 
Plus de 20 cigarettes par jour I 	0 0 149,853 11,6611 161,514 
Ne fume plus I 	0 0 0 222,4171 222,417 

152,389 114,343 185,904 234,078 686,714 

Wij = 0-i) 2  
N'a 	I a 20 	Plus de 20 	Ne 

	

jamais 	cigarettes 	cigarettes 	fume 
fume' 	par jour 	par jour 	plus 

	

Z' 1152,389 	3,263 	 0 	01 155,652 

	

0 	111,080 	36,051 	01 147,131 

	

0 	0 	149,853 	11,6611 161,514 

	

0 	0 	 0 	222,4171 222,417 

	

152,389 	114,343 	185,904 	234,078 686,714 



groupes d'âge. La technique de lissage a done aussi pour avantage de révéler certains types d'ineohérenees dans 
les données de depart. 

OBSERVATIONS FINALES 

Ilétérogénéite, selection et tables de mortalité multidimensionnelles sont trois concepts statistiques qui se 
rejoignent lorsqu'on considère les problèmes causes par l'utilisation de données transversales au lieu de données 
longitudinales. Des recherches additionnelles seront nécessaires pour savoir comment discerner et résoudre ces 
problémes et il faudra aussi plus de données longitudinales pour les éviter. 

Sw' le plan informatique, en dépit de Ia quaritité parfois prohibitive de ressources qu'exigent les modèles de 
microsimulation, ii y a tout lieu de croire que de nouveaux progrès technologiques, corn me l'augmeritation de Ia 
vitesse de traitement et de la capacité de mémoire, l'utilisation plus intensive d'ordinateurs spécialisés et le 
traitement en parallèle, viendront accroItre les possibilités des modèles de microsimulation (voir 1-Ioschka (1986)). 

Les auteurs tiennent a remercier Michael Wolfson pour les avoir incites a réaliser cette étude, dont les résultats 
serviront au modèle de microsimulation de Ia sante POHEM (voir Wolfson (1989)). Ils tiennent aussi a exprimer leur reconnaissance a Monica Tom iak pour sa précieuse collaboration sur les plans technique et informatique. 
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(1941)). Les contraintes fondamentales imposent des totaux connus pour les sommes sur les rangées et colonnes 
des éléments non négatifs dtune matrice. En elassant les états multidimensionnels dans un ordre appropré, nous 
pouvons imaginer une matrice qui aurait pour élérnents des fréquences de transition et oü les rangees 
correspondralent I l'état de depart et les colonnes, a Vétat d'arrivée. Le nombre dindividus qui passent d'un 
état a un di autre est manifestement non négatif et les totaux de rangée et de colonne correspondent au nombre 
total d'invidus qui se trouvent dans les états de depart et les états d'arrivée respectivernent. Nous voulons faire 
en sorte que ces totaux concordent avec les éléments de la matrice, ce qui en fait un problème de transport. 
Dana le contexte de notre étude, Ia fonction économique attribue des coUts a diverses transitions, un peu 
comme on le fait dans l'application elassique, lorsqu'on attribue des eoflts d'expédition aux divers trajets 
possibles. Les coefficients sont tels que lea transitions qui s'opèrent entre états voisins sont moms coOteuses 
que celles qui s'opèrent entre des états éloignés l'un de l'autre. 

Le fait de reconnaitre que Ia question qui nous oceupe relève de Ia planification par réseaux a des consequences 
importantes au point de vue théorique et pratique. Une propriété intéressante est que les solutions sont en 
nombres entiers. Si les totaux de rangée et de colonne sont des entiers, les algorithmes donneront des solutions 
optimales en nombres entiers de sorte que le nombre d9ndividus gui passent d'un état a un autre ne sera jamais 
fractionnaire (voir Lawier (1976)). Un programme linéaire general produit difficilement des solutions optimales 
en nombres entiers inais Ia planification par réseaux est eoncue pour cela. 

Autre avantage intéressant: Ia resolution des problCmes de planification par réseaux se fait beaucoup plus 
rapidement et exige moms d'espace en mérnoire que les programmes linéaires généraux. Avec moms de 
400 noeuds, les problèmes que nous avons pu résoudre dana cet article ne peuvent étre qualifies de majeurs selon 
les normes du domaine et us sont couramment résolus a l'aide des programmes disponibles. Dana une 
application d'envergure (voir Barr et Turner (1981)), on a pu résoudre un problème de transport qul comportait 
plus de 20,000 contraintes et 10,000,000 de variables. 

Dans Ia version Ia plus élémentaire d'un probléme de transport, toutes les transitions sont permises et ii n'existe 
aucune limite supérieure pour les frequenees. Dans ces conditions, et dana Ia mesure oü lea totaux de rangée et 
de colonne concordent entre eux (c.à-d. que le total général eat le même dans les deux sens), le probléme a 
toujours une solution (c. -à- -d. qu'il est "realisable" en termes de programmation mathématique). Le modèle 
analyse a plus de souplesse que veut le laisser a entendre cette formulation élémentaire et cette souplesse est 
nécessaire dans le cadre de notre analyse. Par exemple, Si certaines transitions sont inconeevables, on peut lea 
exelure du modèle. On peut aussi définir des limites inférleures et supérleures pour diverses variables dans Ia 
solution. Cela revient a restreindre l'intervalle des valeurs de certaines probabilités de transition en fonction 
de ce que l'on croit être vraisemblable et invraisemblable. Lorsqu'on ajoute des contraintes de ce genre, on 
risque de rendre le problème irréalisabie. (Par exemple, si un nombre suffisant de transitions sont exclues du 
modèle, le programme risque de tie pas pouvoir satisfaire Ia dernande a certains noeuds.) Avec lea données dont 
nous disposions, ii est arrivé que nous ne trouvions pas de solution a un problème et Ia cause de cette impasse 
était toujours La même: dans le cas de l'usage du tabac, nous avions établi qu'il était impossible pour un individu 
d'appartenir a Ia classe "n'a jamais fume" après avoir appartenu a l'une ou l'autre des trois autres classes (ce gui 
était une contrainte acceptable) mais après avoir rajusté les données brutes pour réaliser Ia concordance des 
totaux, nous avons constaté qu'il y avait plus d'individus dans Ia categorie "n'a jamais fume" a l'âge t+l qu'a 
Page t. Cette incoherence n'était pas due a un vice d'application de la méthode mais au fait qu'on avait utilisé 
des données transversales a la place de données longitudinales. En un sens, les données rajustées renferment des 
valeurs aberrantes (valeurs incompatibles avec le modèle) et doivent être redressées pour faire en sorte que Ia 
proportion d'individus n'ayant jamais fume n'augmente jarnaiS d'uri groupe d'âge a l'autre. 

Nous avons utilisé deux procedures SAS pour notre analyse: LP pour les programmes Iinéaires généraux (SAS 
Institute (1985)) et NETFLOW pour Ia planification par réseaux (SAS Institute (1985)). Une troisième procedure, 
TRANS (SAS Institute (1985)), est conçue spécialement pour lea problèmes de transport; cependant, des erreurs 
dans le programme, corrigées depuis par SAS, nous ont oblige a renoncer a cette procedure. Un logiciel 
supérieur pour Ia planification par réseaux, TNETFLOW (SAS Institute (1986)), est maintenant disponible. 

La figure 2A donne le poureentage d'individus n'ayant jamais fume (horn mes seulement) pour chaeun des 
12 groupes d'age (selon l'Enquete Sante Canada). Si l'on fait exception du poureentage élevé observe pour Ia 
premiere tranche d'âge et du pourcentage relativement faible observe pour Ia tranche d'ftge 50-54, les 
observations déerivent une courbe approximativement Iinéaire qui a une pente negative mais qui ne dCcroit pas 
uttiformément. Afin d'ajuster ces données, nous avons exécuté une regression linéaire simple du logarithme de 
la proportion d'individus n'ayant jamais fume par rapport a l'âge en ne tenant pas compte des deux groupes 
d'ages précités. Parfois, il a fallu remplacer des observations par lea valeurs njustées correspondantes pour 
obtenir une proportion non croissante d'individus n'ayant jamais fume. Les proportions d'individus pour les 
autres classes de Ia variable ont conserve leur importance relative. 

La figure 2B donne le pourcentage de fern mes gut n'ont jamais fume pour ehacun des 12 groupes d'age (selon 
l'Enquete Sante Canada). Les observations révèlent une nette tendance a Ia hausse gui serait fort probablement 
attribuable a un effet de cohorte contenu dans les donnécs transversales: en 1978, lea femmes relativement 
plus agees étaient plus susceptibles d'appartenir a Ia catCgorie des personnes n'ayant jamais fume que les 
fern mes relativement moms âgees. Cela montre bien les difficultés auxquelles on s'expose Iorsqu'on utilise des 
données transversales au lieu de données longitudinales. Si nous appliquions nonchalamment les méthodes ci-
dessus aux données transversales, nous n'obtiendrions pas de solution pour Ia plupart des transitions entre 
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individu: n'a jamais fume -- fume de 1 a 20 cigarettes -- fume plus de 20 cigarettes - ne fume plus. Nous avons 
appliqué Ia méthode PL en nous servant de diverses combinaisons de poids (valeur absolue de Ia distance 
oindividu: n'a jamais fume -- fume de 1 a 20 cigarettes -- fume plus de 20 cigarettes - ne fume plus. Nous 
avons appliqué la méthode PL en nous servant de diverses combinaisons de poids (valeur absolue de la distance 
ou carré de Ia distance) et de fonctions économiques (z ou z'). Dans les quatre cas, les éléments (1,4), (2,1), 
(3,1) et (4,1) des matrices de transition (qui représentent respectivement les cas oa un individu passerait de l'état (i) a l'état (iv) et de l'état (ii), (iii) ou (iv) a I'état (i)) sont obligatoirement nuls tandis qu'aucune restriction 
n'est impossée pour les individus qui cessent de fumer ou recommencent a fumer. 

Selon le tableau 1, le changement de fonction économlque (de z a z') entraIne une modification des fréquenees 
de transition lorsque sont utilisés les poids équivalant a is valeur absolue de Ia distance mais n'a aucun effet sur 
ces fréquences lorsque ce sont les poids équivalant au carré de la distance qui sont utilisés. De façon générale, 
les transitions entre états non contigus ont plus de chances de survenir avec les poids équivalant a Ia valeur 
absolue de Ia distance qu'avec ceux équivalant au carré de Is distance (ou ceux fondés sur une fonction qui croit 
plus rapidement avec la distance). Dans les quatre exemples du tableau 1, les deux seuls cas oi) ii y a transition 
entre deux états non contigus sont le passage de l'état (ii) i l'état (iv) (poids équivalant é Ia valeur absolue de is 
distance, fonction économique z, probabilité de .08) et le passage de l'état (I) a I'état (iii) (poids equivalent a Ia 
valeur absolue de Ia distance, fonction économique z', probabilité de .02). Cependant, ce dernier cas est plus 
probable que le passage de l'état (i) i l'état (ii) (de fait, cette transition est impossible selon Ic tableau 
pertinent), ce qui est peut-étre irréaliste. 

Par ailleurs, Ia valeur des éléments diagonaux est généralement plus élevée lorsqu'on utilise les poids équivalant a is valeur absolue de Ia distance. Nous voyons d'après ie tableau 1 que les poids équivalant a la valeur absolue 
de Ia distance produisent des éléments diagonaux qui sont égaux ou supérieurs aux éléments diagonaux obtenus a 
l'aide des poids équivalant au carré de is distance. Dans les quatre cas, Is probabilité qu'un individu qui 
appartient a la classe (iv) y demeure est de 1.00, ce qui est probablement exagéré. Ii ne faut pas en déduire 
qu'une personne gui a cessé de fumer ne recommencera jamais puisque les probabilités de transition sont 
différentes d'un groupe d'ftge a l'autre. 

La probabilité qu'un individu recommence a fumer (somme des éléments (4,2) et (4,3)) est nulle dens les 
quatre exempies et is probabilité qu'un individu cesse de fumer (somme des éléments (2,4) et (3,4)) est .08 ou 
.07. Lorsque nous avons tenté d'inverser cette relation (c'est-â-dire que Ia probabilité que l'on cesse de fumer 
soit inféricure ê la probabilité que Pon recommence), nous avons provoqué une interruption du programme PL a 
certaines occasions car ii n'existait pas de solution realisable pour ces données a ces conditions. La difficuité 
venait non pas de is méthode PL mais de l'utilisation de données transversales et d'hypothèses inexactes é 
propos de ces données. 

II est utile d'examiner les probabilités de transition et d'anaiyser les consequences d'une modification des 
paramètres, comme cela se fait pour le lissage des series chronologiques. On peut analyser les avantages 
relatifs des diverses solutions et choisir Ia solution qui convient le mieux pour le modèle de microsimulation. La 
validité d'une série de probabilités de transition dépendra largement de Ia série de données et des hypotheses. 
Par exemple, l'hypothèse scion laquelle un individu ne peut passer directement de I'état (i) it l'état (iv) de is 
variable 4 est peut-être trop rigoureuse pour des trenches d'âge de cinq ans. 

La figure 1 montre deux cycles d'évoiution synthétiques simulés au moyen des distributions multidimensionnelles 
des quatre variables. En cc qul concerne is figure 1A, nous nous sommes servis des onze tableaux de 
probabilités de transition a huit dimensions, obtenus a l'aide de Ia fonction économique z et des poids équivalant 
au carré de la distance, pour imputer des états a un individu (que nous appellerons "Regis"). En ce qui concerne 
Is figure 113, nous nous sommes servis uniquement des distributions correspondent a cheque groupe d'âge, de 
sorte que I'état multidimensionnel d'un individu (que nous appellerons "Irenée") a l'âge t est indépendant de son 
état a Page t+1. Le cycle d'évolution de Regis est nettement plus régulier que ceiui d'Irenée. Regis escamote 
un état a une seule occasion tandis que chez lrenée, l'escamotage est frequent. Dans le cas d'Irenée, nous 
relevons deux transitions invraisembiabies en ce qui concerne i'usage du tabac; en effet, le graphique le classe, 
autour de 52 ans, parmi les personnes n'ayant jamais fume alors qu'il a déjà fume avant PAge de 50 ens et le 
classc ensuite, a Ia tranche d'Age suivante, parmi les personnes qui ne fument plus. Son indice de masse 
corporelle fluctue de facon irréaiiste, tout comme son taux de cholesterol. L'indice de masse corporeile de 
Regis évolue d'une manière tout a fait vraisemblable (hausse graduelle jusqu'â PAge de 50 ens, puis diminution 
graduelle); méme chose pour le taux de cholesterol. En ce gui a trait a l'usage du tabac, Regis suit une 
tendance normale, augmentant progressivement sa consornmation de tabac jusqu'A l'âge de 50 ans, oi il cesse de 
fumer. En revanche, Ic comportement d'lrenée est inexplicable en ce qui a trait a l'usage du tabac. Quant a Ia 
tension artérielle, elle suit une evolution normale dans les deux cas. 

OBSERVATIONS RELATIVES AU CALCLJL 

Nous avonis mentionné plus haut que les fréquences de transition avaient été calculées a l'aide d'une méthode de 
programmation Iinéaire. De fait, is question a laquelte nous nous intércssons dens cet article peut être 
assimilée a un domaine très particulier de Is programmation linéaire, qui est Ia planification par réseaux, et A 
un sous-domaine de ceile-ci, gui est le probléme de transport. L'expression "problème de transport" vient de 
l'expression originale qui désignait une rnéthode permettant de trouver Ia solution Ia plus économique pour 
acheminer du materiel depuis les points d'approvisionnement jusqu'aux points de consommation (voir Hitchcock 
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(voir par exemple Rogers (1980)). Lorsqu'on dispose de données longitudinales pour une population fermée, on 
connait le nombre d'individus vivants et décédés pour nimporte queue période donnée et on connait aussi les 
fréquences de transition d'un état a l'autre; en revanche, les données transversales nous indiquent le nombre 
d'individus vivants mais non Ic nornbre d9ndividus décédés ni les fréquences de transition. On peut montrer que 
le rajustement par Ic facteur C, du nonibre d'individus vivants a l'âge t revient a soustraire de Ia population 
vivante d'âge t tous les individus gui mourront a l'âge t+Imaisenutilisantpourcelaletauxdemortalitegloba! 
au lieu du taux par état. Puisque le facteur de proportionnalité ne change rien aux résultats obtenus par !es 
méthodes de prograinmation linéaire, cette operation de rajustement suppose l'utilisation d'un taux de mortalité 
indépendant de l'état. 

C'est ce qu'on observe lorsque des données transversales sont rajustées; les probabilités de transition obtenues 
aprCs cc rajustement peuvent être considérées corn me des probabilités de transition de l'âge t a Page t+1 qui 
ne s'appliquent qu'aux individus encore vivants a Page t+1 mais cela, suivant l'hypothèse que tous les 
taux de rnortalité par état sont égaux. L'utilisation de données transversales rajustées n'est pas trés indiquée 
car si ion définit plusieurs états pour une variable, c'est que Pon croit que le taux de mortalité vane selon 
l'état. Intuitivement, nous pouvons dire qu'un plus fort pourcentage d'individus a risque élevé mourront dans 
l'intervalle (t, t+1), ce qul fait qu'ils seront relativement moms nombreux a Page t+1. Ensupposant Ic méme 
taux de mortalité pour tous les états, nous laissons croire que des individus a risque élevé sont passes a un état 
qui comporte moms de risques. 

EXEMPLES 

Les données dorit nous nous servons pour illustrer Ia technique de lissage sont tirées de l'Enquéte Sante Canada 
(ESC) de 1978-1979. II s'agit d'une eriquete a plan d'échantillonnage stratifié a plusleurs degrCs, menCc auprés 
de 31 668 individus. Pour en savoir plus sur I'ESC, le lecteur est prié de Se reporter a Statistique Canada et 
Sante et Bien-être social Canada (1981). Pour chaque combinaison ãge-sexe utiiisée (12 groupes d'age: 15-19, 
20-24, 25-29, ..., 65-69, 70+), on a relevé des fréquences pour les variables et les classes suivantes: 

Variable 1: Variable 3: 
k 

Indice de masse 	() Tension arténielle diastolique 
corporelle (mmHG) 

(I) 	<20  <90 
(ii) 	120,251  [90,105) 

(25,27) (iii) 105 
(27,301 
>30 

Variable 2: Variable 4: 

Taux de cholesterol () 
sénique Usage du tabac 

(1) 	<200  N'a jamais fume 
(ii) 	(200,2401  1-20 cigarettes par jour 

240 (iii) Plus de 20 cigarettes par jour 
 Ne fume plus 

Les fréquences ont été calculées au moyen des poids de l'enquête. Les quatre variables ci-dessus sont des 
facteurs de risque qul peuvent servir a prédire les cas d9nsuffisanee coronaire. Les probabilités de transition 
calculées daris cet exemple doivent servir dans un modèle de microsimulation de Ia sante élaboré par Wolfson 
(1989); un sous-modéle construit par Wolfson et Birkett (1989) permet de simuler l'apparition et Ia progression 
de l'insuffisance coronaire. 

Les transitions relatives a la variable 4 (usage du tabac) sont soumises par definition a certaines contraintes. 
La probabilité qu'un individu passe directement de l'état (I) a l'état (iv) est nulle (s'il est question d'une période 
relativement courte, oti il n'y a Ic temps que pour une seule transition). La probabilité qu'un individu se 
retrouve dans Ia classe (i) après avoir été dans l'une ou l'autre des trois autres classes est nulle. De plus, 11 est 
raisonnable de supposer que La probabilité qu'un individu cesse de fumer est tout au plus égale I Is probabilité 
qu'il recommence a fumer. Les éléments pertinents du tableau des probabilités de transition doivent done 
satisfaire certaines equations ou inégalités. Par la méthode de programmation linéaire, il est possible de 
respecter ces relations en en faisant des contraintes. 

Le tableau I donne un exemple d'applieation de Ia méthode de programmation linéaire pour une variable. En 
nous servant des distributions marginales observées pour Ia variable 4 (usage du tabac), nous avons ealculé les 
frCquences et les probabilités de transition pour tes hommes de 30 a 34 ans et de 35 a 39 ans. Les quatre états 
de la variable ont été classes scIon l'ordre dans lequel us sont susceptibles de se succéder dans La vie d'un 
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les quantités 	(—j----uj 1 j 2 } 	et {vj 1 j 2} cornrne les totaux marginaux tXl11 2 ..} et {x.. 31 j 2 } 

respectivement du tableau {xj 1 j 2 j 1 j2} des fréquences de transition inconnues qui doivent étre déterminées a 
l'aide des méthodes de programmation linéaire. Comme nous le verrons plus loin,les probabilités de transition 
qui découlent de ce calcul sont indépendantes de la valeur du facteur C. 

La fréquence de transition Xj 1 1 2 1 1 1 2  représente le nombre d'individus (inconnu) qui sont passes de l'état 

(ii. 12) a l'âge t a l'état (jig 12) a l'âge t+l. Le total général des fréquences de transition est 

x ..., = Cflt = n. La probabilité de transition P1112j1j2 est Ia probabilité qu'un individu se trouve dans l'état 

011 i2) a l'age t+l étant donné qu'il était dans l'état (i1, 2)  a Page t: 

= x 111211i2  

Pill21112 	x 
1 1 1 2.. 

(Le mot "probabilité" est utilisé sans trop de rigueur dans cet article et peut vouloir dire "proportion".) Notre 
but est d'obtenir des valeurs de P1 12Jjj2 (ou de x1 1 1 2 1 1 1 2 ) qui soient aceeptables pour produire des données 
microsimulées. 

A l'aide des méthodes de programmation linéaire courantes, nous déterrninons les valeurs jx 1 .j 2 1 1 j 2 } de 
manière a minimiser une fonetion économique qui équivaut a une somme pondérée des X1 1 1 21 1 12  assujettie a 
trois types de contraintes: i) les fréquences doivent être non negatives; ii) les totaux marginaux des données 
multinomiales de depart doivent demeurer les mêmes et iii) les relations inhérentes aux variables doivent être 
respectées (p. ex.: le nombre d'individus passant de l'état "fumeur" a l'état "n'a jamais fume" est nul). 

Les poids de Ia fonction économique sont ehoisis de manière ô favoriser La stabilité, e'est-â-dire a réduire au 
maximum le nombre de passages entre états non contigus (en supposant que Ia notion de "distance" entre états 
alt une signification). SI les indices d'etat sont dans Ic bon ordre, on pourrait choisir comme poids Wj 1 j 2 j 1 j 2  de 
X1112j1j 2  la distance entre l'état 01 ,  12) a Page t et l'état (ii. .J2) a Page t+1, 	par exemple 

11 - Jil + 1i2 - J2 ou (i 	- 11)2 + (12 - i2) 2 . 

Reste a savoir queues variables utiliser: les fréquences de transition ou les probabilités de transition. 

Autrement dit, La minimisation de 

x 
i 12  Ji i2 i i

12j 1 J 2  1 1 i 2j 1 j 2  

ne donne pas habituellement les mêmes résultats que la minim isation de 

= 	 1 lii i  iii =): 	 W 

i 12 31 12 	1 i 2 Ii 32 

W1 1 1 2 j 1 j 2  
(ou W111 2111 2  = x1 12 	). 

Peu importe Le facteur C utilisé, l'application d'une méthode de program mation linéaire a une série 
d'observations donnera toujours le mème tableau de probabilités de transition (mais non le rnême tableau de 
fréquences de transition). Si {x1 l2jlj2 sont les fréquences de transition obtenues avec Ia constante C = Cl, 
ii est facile de montrer que les fréquences de transition obtenues avec Ia constante C = C2 sont 
r'2 
tj X1 1i2ni2' Dans les deux cas, les tableaux de probabilités de transition sont les mêmes. 

A ce stade-ci, ii serait intéressant d'introduire une nouvelle variable (mortalité) pour laqueLle ii existe deux 
états: vivant et décédé. (Le second est un état absorbant; les personnes qui sont déeédées demeurent "a 
jamais" dans le même état multidimensionnel et leur age est défini comme le nombre d'années écoulées depuis 
Ia naissance.) Si l'on envisage La question sous l'angle inverse - c'est-à-dire que l'on imagine une table de 
mortalité it laquelle ont été ajoutées des variables qui représentent d'autres formes de transition que La mort - 
les fréquences de transition peuvent être assimilées a des éléments d'une table de mortalité multidimensionnelle 
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Par exemple, supposons que l'on se soit servi de données de référence transversales pour estimer a chaque Age Ia 
distribution d'une variable qui décrit l'usage du tabac chez un individu (trois états: "n'a jamais fume", "fumeur" 
et "ne fume plus"). Si le modèle de microsimulation produit des données pour cheque Age considéré 
individuellement, les résuttats simulés pourraient bien presenter des changements d'etat anormalement 
frequents de mème que des eas de transition inconcevables (p. ex.: un individu qui passe de Ia catégorie 
"fumeur" a la catégorie "na jamais fume"). 

Idéaternent, un modèle de microsimulation utiliserait un tableau de probabilités de transition 
multidimensionnelles pour faire avancer un individu a travers les diverses trenches d'Age. Faute de données de 
référence multidimensionnelles, les analystes peuvent raceorder artificiellement différents fichiers de données 
(se servant des données relatives a un individu pour enrichir tes données relatives a un autre individu ayant les 
mêmes earactéristiques) et peuvent en venir a supposer l'indCpendance des variables distinctes. 

Dans cet article, nous allons voir comment construire des tableaux de probabilités de transition 
multidimensionnelles a l'aide de données transversales multidimensionnelles dens le but de lisser le 
comportement longitudinal des individus simulés. Les exemples que nous présentons utilisent des données 
relatives a quatre variables pour lesquelles Il existe respeetivement 5, 3, 3 et 4 états, de sorte que nous aurons 
180 fréquences a cheque groupe d'Age et 32,400 (180 x 180) probabilités de transition d'un groupe d'Age a l'autre. 
Comrne il y a en tout 12 groupes d'Age, nous aurons done 356,400 probabilités de transition. S'il existe des 
donnCes multidimensionnelles pour deux groupes d'Age voisins, on peut construire un tableau de fréquences de 
transition multidimensionnelles (et le tableau de probabilités de transition correspondant) a l'aide de rnéthodes 
de programmation linéaire (PL). On fait en sorte que ces fréquences concordent avec les données de référence 
transversales multidimensionnelles et on impose aussi des conditions inhérentes A chacune des variables; cela, 
ajouté A Ia non-négativité des fréquences, constitue les contraintes du programme linéaire. La fonetlon 
éeonomique du programme linéaire est choisie de rnanière que les transitions se fassent le plus possible entre 
états contigus (Ce qui est raisonnable si relativement peu de temps sépare les deux groupes d'ftge). 

II s'egit plus ici d'un problème de lissage que d'un problème d'estimation étant donné le très grand nornbre de 
degrés de liberté dont nous disposons pour calculer les fréquences de transition et le nombre relativement 
restreint de totaux marginaux. Notre façon d'aborder le problème est analogue a celle utilisée pour le lissage 
des données chronologiques unidimensionnelles, pour lesquelles ii existe de nombreux algorlthmes de lissage; le 
choix de l'algorithme et des valeurs des paramètres se felt souvent de façon heuristique atm d'obtenir Ia qualité 
et le degré de lissage voulus. C'est dans cet esprit que nous proposons ici une méthode pour obtenir des 
microdonnées longitudinales convenablement lisses. 

LA TECHNIQUE DR LISSAGE 

Supposons que nous avons k variables d'intérêt (kl) pour lesquelles il existe des données multinomiales comme 
suit: pour cheque variable, on a défini un ensemble fini de tous les résultats possibles qui s'excluent 

mutuellement (états) et on a observe la fréquence de cheque combinaison d'états pour nt individus d'Age t et 
t+1 individus d'Age t+l. Si les données sont transversales, les deux groupes d'individus sont dlsjoints et 

peut même être plus grand que nt (ce qui ne peut étre le cas dens une population fermée). 

Le tableau des fréquences de transition de l'Age t a l'Age t+1 (et le tableau des probabilités de transition 
correspondent) est de dimension 2k. Pour simplifier Ia notation, nous supposons, sans perte de généralité, que k 
est égal a 2. Supposons maintenant que le nombre d'états pour la variable 1 est S1 et le nombre d'états pour Ia 
variable 2 eat S2.  Soit U1 1 1 2  le nombre d'individus qui se trouvaient dens l'état bidimensionnel (11,12) A l'Age t 
et soit vj 1 j 2  le nombre d'individus qui se trouvalent dens l'état 01i2) a PAge t+1. (11 et ii désignent l'état 
pour la variable 1 et 12  et  j2, 	l'état pour la variable 2; i1 et ii = 1, ..., Si; 12 et i2 = 1, 
Alors, nt = U.. et nt+ l = V.. (oil un point signifie Is somrnation par rapport a l'indice inférieur indiqué). 
Normalement, nt / t+1; cela est observe dens une population fermée A cause des décès et dans des données 
transversales parce que Ies deux groupes ne cornprennent pas les mêmes personnes. 

Supposons pour le moment qu'il ne se produit pea de décès entre l'Age t et PAge t+1 et rajustons lea fréquences 
observées (pour Pun ou l'autre des deux Ages ou les deux) de manière que le nombre (n) d'indivldus soit le méme 

n t pour cheque Age: multiplions les u1 12  par une constante C et les Vj 1 j 2  par 	. 	Par exemple, si nous 
n 	 t+1 

multiptions cheque fréquence observée a l'Age t par C = 	, les fréquences observées a PAge t+1 ne chengent 
t 

pas. Comme les deux series de fréquences rajustées ont maintenant Ia même somme, nous pouvons considérer 
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METHODES DR LISSAGE POUR MICRODONNEES LONGITUDINALES SIMULEES 

J.F. Gentleman et D.Robertson' 

RÉSUMÉ 

Les modèles de microsimulation permettent d'étudier le comportement de grandes populations dens le temps. A 
Statistique Canada, on a intégré des caractéristiques de sante et des facteurs de risque a un modèle 
démographique de Ia population active canadienne. Dens cet article, nous décrivons une méthode permettant de 
calculer des probabilités de transition multidimensionnelles utilisées dans la simulation de cycles de vie 
d'individus. Faute de données longitudinales, on doit se servir de données transversales pour calculer ces 
probabilités. Un modéle de microsirnulation qui utilise des probabilités de transition adéquates produira des 
cycles de vie plus uniformes, plus vraisemblables. Pour qu'il y ait concordance avec les distributions 
transversales, des contraintes sont imposées aux probabilités. Ces contraintes peuvent We formulées corn me 
celles du problèrne de transport dans la théorie de Ia planification par réseaux. Dans Ce genre partiduhier de 
programmation linéaire, on choisit la fonction éeonomique de manière a maintenir le degré et ha fréquence des 
changements d'etat dens he temps a un niveau raisonnable. A l'aide de données de l'Enquete Sante Canada, nous 
construisons des tableaux de probabilités de transition multidimensionnelles pour Ia consommation de tabac, la 
tension artérielle, he taux de cholesterol et l'indice de masse corporelle, qui sont tous reconnus comme 
d'importants facteurs de risque en ce qui a trait a l'insuffisarice coronarienne. 

MOTS CLES: Données longitudinales, m icrosimulation, simulation, lissage. 

INTRODUCTION 

Cet article met en evidence des techniques grace auxquelles un modèle de microsimulation dynamique fondé sur 
des données transversales produit néanmoins des microdonnées longitudinales ajustées de maniére réaliste. Un 
modéle de microsimulation est constitué d'une série d'algorithmes et d'un programme d'ordinateur destinés è la 
simulation de microdonnées. Les algorithmes reposent sur des sous-modèles probabilistes ou déterministes ou 
des distributions de données réelles. Le modèle de microsirnulation produit un échantillon d'unités sirnulées qui 
représentent une population conceptuelle d'unités. Ii peut s'agir, par exernple, de personnes, de ménages ou 
d'entreprises. Nous appellerons ces unites des "individus". L'échantillon d'individus sert A faire des inferences 
sur Ia population. Les modèles de microsirnulation sont particulièrement utiles pour l'analyse predictive par 
simulation. Afin de distinguer les données qui servent a Ia construction d'un modéle de microsimulation de 
celles produites par un tel modèle, nous appellerons les premieres "données de référence" et les secondes 
"données sirnulées" ou "données d'Cchantillon". Orcutt, Merz et Quinke (1986) ont colligé toute une série 
d'articles utiles sur Ia microsimulation. 

Un modéle de microsimulation dynamique permet de suivre l'évolution dun échantillon d'individus dens he temps 
par la simulation de données multidimensionnelles (p. ex.: état matrimonial, statut professionnel, niveau de 
scolarité, consommation de produits manufactures et état de sante) qui décrivent ces individus a chaque période 
de leur vie. De nombreuses enquêtes (par panel ou autres) peuvent produire des données de référence qui sont a 
Ia fois multidimensionnelles et longitudinales mais on ne volt pas toujours l'utilité, pourtant essentiehle, de ces 
données pour un modèhe de microsimulation. Selon Hoschka (1986, p.  49), l'absenee de certaines variables et 
l'utilisation d'enquêtes transversales au lieu d'enquCtes par panel comptent parmi les facteurs gui amoindrissent 
he plus les donnCes de référence des modèles de microsimulation. Nous savons que ha collecte de données 
longitudinales est une operation qui s'étend nécessairement sur une longue période; or, il n'est pas toujours 
possible de savoir a l'avance sur quelles combinaisons de variables portera l'analyse. C'est pourquoi II faut 
envisager d'autres méthodes. 

Supposons qu'un nombre fini de résultats (ou de classes, ou d'états) ont été définis pour chaque variable 
d'iritérêt. A l'aide de microdonnécs de référence longitudinales pour chaque age, nous pouvons estimer Ia 
distribution d'une variable a un age donné t de méme que les probabihités de transition pour un individu gui passe 
d'un certain état a Page t a un autre état a Page t+1. Ces probabihités peuvent ensuite être utihisées dans le 
modèle de mierosimulation pour suivre h'évolution de l'échantilhon d'individus dans le temps. 

Faute de données de référence longitudinales, les analystes Se servent souvent de données transversales en 
considérant hes données recueihhies pour chaque groupe d'âge a un moment précis comme des donnCes gui 
décrivent un groupe d'individus dans le temps. Normalement, on ne peut ealcuher des probabilités de transition 
a l'aide de données transversales (on ne peut non plus he faire avec des données longitudinales qui ne sont pas 
couplées d'une période a I'autre). Cependant, Si un modèle de microsimulation ne tient pas compte du 
phénoméne de transition et produit des données pour chaque groupe d'age considCré de façon indépendante, les 
caractéristiques d'un individu simulé pourraient varier invraisembhablement dune période a l'autre même si ha 
distribution de l'échantihlon concorde avec ha distribution des données de référence pour cheque groupe d'âge. 
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ANNEXE 

Mois Janv. 
87 

Date de déelarationau CDC 
Juil. 	Janv. 	Juil. 	Janv. 

87 	88 	88 	89 

Avant 1982 337 341 352: 348 381 
(Janv. 82) I 50 50 48 49 54 

2 	2 64 66 68 67 68 
58 59 59 59 62 

1 59 58 57 56 58 
5 59 61 61 64 68 
6 71 ii 72 74 76 
7 81 81 84 85 88 
8 92 94 95 91 96 
9 109 105 10(3 107 108 

10 101 106 106 106 lii 
11 118 123 121 125 125 
12 134 135 137 137 139 
13 170 174 172 174 180 
II 149 153 151 153 161 
15 200 203 207 212 216 
6 212 211 216 222 229 

17 211 217 219 222 225 
18 257 259 260 259 263 
19 229 234 238 239 245 
20 243 244 248 251 219 
21 259 264 264 266 272 
22 245 249 257 261 261 
23 277 278 277 277 277 
24 313 318 315 318 321 
25 313 343 351 358 362 
26 368 373 381 380 389 
27 383 385 384 397 403 
28 414 424 432 434 441 
29 454 464 469 470 474 
30 434 447 451 456 463 
31 184 400 495 503 513 
32 500 507 516 517 528 
33 506 513 516 525 534 
31 555 567 574 577 582 
35 530 538 551 551 559 

560 568 577 589 597 
37 630 650 657 678 701 
38 611 623 631 647 655 
39 728 741 757 780 799 
10 751 766 784 817 838 
41 755 770 796 815 834 
42 773 799 819 853 879 

Mois Janv. 
87 

Date de déclarationau CDC 
Juil. 	Janv. 	Juil. 	Janv. 

87 	88 	88 	89 

13 889 906 036 965 984 
44 951 976 1018 1057 1071 
45 194 825 871 902 920 
46 880 920 961 1018 1050 
47 838 871 918 962 989 
48 881 906 958 1014 1045 
49 986 1059 1123 1197 1234 
50 940 999 1072 1151 1191 
51 966 1018 1135 1216 1263 
52 990 1068 1145 1238 1278 
53 1035 1123 1241 1326 1382 
54 1034 1161 1276 1396 1162 
55 1017 1176 1331 1137 1497 
56 982 1185 1308 1425 1494 
57 894 1205 1343 1495 1577 
58 761 1292 1468 1602 1706 
59 :113 1091 1265 1391 1464 
60 43 1167 1397 1518 1627 
61 1228 1499 1707 1811 
62 1164 1483 1694 1815 
63 1172 1548 1799 1916 
61 814 1542 1816 1927 
65 523 1564 1864 2012 
66 81 1532 1873 2036 
67 1508 1915 2091 
68 1456 1905 2085 
69 1374 1950 2130 
70 1117 1933 2146 
71 499 1776 1974 
72 58 1877 2132 
73 1765 2073 
71 1054 2064 
75 - 1763 2317 
76 1296 2026 
77 840 2061 
78 125 2167 
79 1959 
80 - 

- 1982 
81 1656 
82 1352 
83 759 
81 122 

Tableau A. Cinq series de données fournies sur une base semestrielle par 1e CDC a compter de janvier 1987. 
Ces donnèes correspondent aux chiffres mensuels des cas de SIDA diagnostiqués et comptabilisés a 
Ia date de declaration. 

- 177 - 



pour quelque raison que ce soit, les périodes d'incubation seront allongées de manière artificielle et par 
consequent, les temps de survie diminueront eux aussi de façon artificielle. L'inverse se produirait s'il s'avère 
que los diagnostics sont poses plus tOt que ne le prévoit Ia méthode des cinq stades de Waiter Reed. Si les 
diagnostics ont été retardés par le passé, peut-être pour éviter des effets soeiaux négatifs, et s'ils sont 
maintenant poses plus tot, peut-être a cause de Is prornesse d'un temps de survie plus long a Ia suite de Ia 
découverte de remèdes non testes contre le SIDA, alors des effets trompeurs et contradictoires s'exercent sans 
doute sur Ia durée des périodes d'incubation et do survie. II est possible que les temps de survie soient do fait 
diminuCs a cause de remèdes non testes et probablement eoüteux, alors qu'ils peuvent sembler plus longs en 
raison d'un effet trompeur plus important du genre de ceux énoneés ci-dessus. Le besoin de réglernenter ces 
remèdes ou cures miracles est un autre argument qui just ifie Ia réaiisation d'essais cilniques adéquats. 

9. CONCLUSION 

Si is science médicale no réussit pas a découvrir des traitements, vaccins ou médicaments efficaces, l'humanité 
n'aura d'autre choix que de faire face au SIDA de is même façon qu'elIe a réussi a survivre a d'autres épidémies 
par le passé, soit en acquérant une immunité naturelle. Au 16e siècle, les maladie infantiles amenées dans le 
Nouveau-Monde par los Espagnols ont eu des effets dévastateurs sur les populations autochtones des Amériques. 
Cepenclant, aujourd'hui, ces maladies n'ont pas plus de consequences sur les descendants de ces population 
qu'olles en ont pour les descendants des Espagnols. Ii a fallu plusieurs gOnCrations avant qu'une immunité 
naturelle ne puisse être acquise; six gOnérations scion les estimations de W. H. McNeill (1975). Dans Ia mesure 
oO le nombre des cas d'infeetions a VIII sont asses rares chez les enfants, ii so pout qu'un plus grand nombre de 
gOnérations soit nécessaire pour acquérir une immunité contre Ic SIDA. En attendant, Ic principal espoir dans Is 
lutte a court terme contre lépidémie repose sur l'éducat ion. 
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La earactéristique Ia plus importante des estimations du nombre des cas d'infection par le VIII est qu'après avoir 
atteint un sommet en 1986, ii se soit mis a decliner brusquement par la suite. Plusieurs raisons peuvent 
expliquer cette chute marquee. Tout d'abord, l'éducation au sein des groupes a risque élevé a eu pour effet de 
modifier le comportement des membres de ces groupes. Toutefois, en raison de Ia longue durée de La période 
d'incubation moyenne, i'éducation n'a probablement eu qu'un effet négligeabie sur La configuration de Ia courbe 
de Ia fonction N(t) au cours de La période antérieure a 1985-1986. Une autre explication, plus plausible, de Ia 
croissance rapide et du déclin qui a suivi est L'effet de saturation survenu parmi ceux qui étaient le plus a risque 
dans la période qui a précédé imrnédiatement Ic moment oü Ia maladie est devenue connue de tous. En d'autres 
termes, il s'est produit au debut une croissance de type exponentielle, mais une fois que L'infection a gagné une 
large part du groupe concerné, ii n'y avait plus beaucoup de place pour le maintien d'une telle tendance. 

Les effets du programme d'éducation ainsi que de La large diffusion d'informations au sujet du SIDA au debut de 
Ia décennie se feront sans doute davantage sentir au cours de Ia prochaine décennie. Si ces programmes Se 
révèlent efficaces, alors le scenario C est le plus probable; dans le cas contraire, c'est le scenario A qui est Le 
plus vraisemblable. 

Statistiques a L'appui, Johnson (1988), Mekusick et coil. (1985), Martin (1987), Winkeistein et coIl. (1987) ainsi 
que d'autres, ont démontré que l'éducation a entrainé un changement de comportement notable chez La 
population male homosexuelle des Etats-linis. Par consequent, compte tenu de ces faits, Le scenario C devient 
le plus probable. Cependant, on connait moms bien L'effet de l'éducation sur Les utilisateurs de drogues. 

Quoi qu'iI en soit, méme si le nombre de nouveaux cas d'infection devait cesser complètement d'augmenter, Le 
SIDA demeurerait une épidémie importante tout au long des années 1990 simplement parce que le nombre de 
cas Latents demeure relativement élevé. 

II est plus encourageant de se rendre compte que les effets de Ia montée rapide et du déclin marqué du taux de 
croissance de la population infectée par le VIH aux Etats-Unis, qui ont eu Lieu avant Ia fin des années 1980, 
s'estomperont au cours des années 1990 et auront nettement diminué au tournant du siècle. 

Dans l'analyse qui précède, nous avons pose comme hypothèse qu'il n'y aurait pas de découverte médicale 
majeure sous forrne de traitements ou de vaccins contre le SIDA. Nous avons également suppose l'absence de 
découverte de médicaments ou de therapies gui contribueraient a allonger Ia période d'incubation moyenne de 
l'lnfection a VIII et (ou) le temps de survie des victimes du SIDA. Evidemment, de tels traitements, vaccins, 
médicaments ou therapies aurait un effet determinant sur lévolution de l'épidémie. 

L'analyse repose aussi sur Ia notion selon laquelle la distribution des périodes d'incubation est stationnaire. Quel 
serait l'effet d'un allongement de la période d'incubation moyenne, attribuable par exemple a un traitement 
thérapeutique quelconque, a un moment donné dans l'avenir? La figure 12 présente L'iLlustration graphique de 
0(t) selon les scenarios A, B et C, oü la période d'incubation moyenne est allongée de 10 a 15 années a compter 
de 1990. Les principaux effets d'un tel allongement sont une diminution de I'incidence de l'épidémie dans les 
années 1990, mais aussi une hausse du nombre de cas au debut des années 2000. 

PERIODE D'INCUBATXQN MOVENNE 
6000 

5000 	 11) ans 4- I—+ 15 ans 

I 00)) 	
ScE6S1LO A 

3000 NOUVE.6.UX CAS 
2000 

DE SIDA CAS 
IOU)) 

0 

0 	24 	40 72 90 120 144 160 192 216 240 264 260 3)2 330 360 364 400 

Dec. 76 	 Dec.90 	 Dec.99 	 Dec.2010 

Temps en mois a compter de dec.76 

Figure 12. Nouveaux cas de SIDA seLon trois scenarios concernant I'avenir (voir figure 10), avec augmentation 
de 10 a is années de La période d'incubation moyenne a compter de 1990. 

Ii est a remarguer gue L'intervafle entre Le moment de l'infection par le VIH et Le moment du décès cause par le 
SIDA est réparti en deux périodes selon le moment du diagnostic du SIDA. La premiere de ces périodes 
correspond a Ia période d'incubation et la seconde au temps de survie. Si les diagnostics de SIDA sont retardés 
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Selon ces ealculs, le nombre des cas latents de SIDA aux Etats-Unis se situerait aux environs de 600,000, un 
nombre sans doute considerable, mais beaucoup moms Important que lestimation du bureau du Surgeon General 
(1989). 

11 est a noter qu'aux fins de Ia positivité de La série N(t), nous devons fixer une limite supérieure a Ia durée 
moyenne de Ia période d'incubation pour un modèle de distribution donné. Dans les formules que nous avons 
utilisCes, afin que les distributions des périodes d'incubat ion coIncident sensiblement avec l'évolution que semble 
suivre le nombre de cas de SIDA diagnostiqués et compte tenu de l'équation (6) et de la positivité do (N(+), la 
période dineubation moyenne ne pouvait guère dépasser 10 années. 

7. PRIIVISION DU NOMBRE DES CAS DE SIDA 

Que nous reserve l'avenir pour ce qui est du nombre de cas de SIDA aux Etats - Unis? Plusieurs scenarios peuvent 
être étudiCs par extrapolation de N(t), Ia fonetion du taux d'infection par le VIH; Ia figure 10 contient trois 
extrapolations différentes, chacune correspondant a une période moyenne dineubation de 10 annécs. L'équation 
(6) peut ensuite We utilisée pour estimer les valeurs futures de Ia série des cas de SIDA diagnostiqués. 
L'extrapolat ion A est compatible avec le maintien de Ia croissance logistique de 0(t), la série des cas de SIDA 
diagnostiquCs. Les extrapolations B et C se rapproehent davantage de Ia dynamique interne apparente de Ia 
série N(t), et laissent présager une diminution du nombre des cas de SIDA diagnostiqués a compter de I'année 
1990. Les previsions correspondantes pour 0(t), fondées sur les trois scenarios associés a N(t), sont présentées 
ala figure 11. 

6000 

	

5000 
NOUVEAUX CAS DE SIDA 	 SCENAIUO A 

4000 

—~C-4 	"V4'  13 3000 

2000 

40 1000 

IT't''19'I'I p'I u'u'u - 

0 	24 48 72 96 120 144 168 192 216 240 264 288 312 	36 360 384 408 

1)ec'76 	 Dec'88 	 Dec'99 	 Dec.2010 

TEMPS EN MOIS 

Figure 11. Nouveaux cas de SIDA selon trois scenarios concernant l'avenir (voir aussi Ia figure 10). 

8. ANALYSE 

Les estimations de Ia taille de Ia population américaine infectée par le VIH, résultats des calculs que nous 
venons de décrire, sont plus petites que celles données dans le rapport Coolfont (1986) et dans les rapports plus 
récents publiés par le bureau du Surgeon General. 

Plusieurs facteurs influent de manière significative sur Ia talIle des estimations fournies dans ce document. 
Premièrement, plus La période d'incubation est longue, plus grande est l'estimation de Ia taille de Ia population 
infectée par le VIII. Cela est attribuable au fait que le nombre de cas de SIDA observes jusqu'à maintenant 
représente une proportion de Ia population infectée qui vane en raison inverse de Ia durée de Ia période 
d'incubation de ces mêmes cas. 

Deuxièmement, nous posons comme hypothèse que le pourcentage de Ia population infectée qui deviendra 
éventuellement atteinte du SIDA est de 100%. Si cette hypothèse est fausse et si le pourcentage est 100 p  %, oü 

0 < p < 1, les estimations de Ia taille de Ia population infectée doivent être augmentées par le facteur p 
Aucun ajustement est nécessaire Si on ne s'intéresse qu'aux cas latents de SIDA. 

Troisièmement, l'inforrnation concernant la sous-déclaration est hautement speculative. Cependant, si Ia 
fraction de l'ensemble des cas déclarés est représentée par f, alors les estimations de Ia taille de Ia population 

infectée par le VIH doivent être augmentées par le facteur f - I. 	11 est probable que l'effet de La sous- 
declaration ne dépasse pas deux erreurs types de I'asymptote logistique. 
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1985 
Logistique Logistque +20,  

232,500 406,800 
278,800 558,000 
320,000 657,700 
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Cas 

I 1001) 

I j000 

12111011 

11000 

100110 

900)1 

Ill)'))) 

7009 

Go 00 

11t1)) 

4000 

3000 

200) 

11100 

(1 

I) 	 12 	24 	30 	10 	50 	72 	04 	90 	400 	120 	132 	141 

	

I 	 I 
leinps en ritois 	Janv. 82 	 Dec. 87 

Figure 9. Taux de nouveaux cas d'infection a VU!, N(t), et taux des cas de SIDA diagnostiqués, D(t) 

Tableau 3. Estimations de Ia taille de is population au stade pré-SIDA aux Etats-Unis 

loon 
.0l'0 

I mOO 

mono 
tNII 	I 	I 

9000 

111)0(1 
FA1! I_I! 	V Tim 
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Toll), 

%000 I 	 ,(:,rlrn 10 	A 

31,00 

7000 I 	---•----------_ 
in:: 

l --- 	- r 
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Figure 10. Nouvelies infections par le VIH selon trois scenarios concernant l'avenir 
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Le dernier stade est la mort. 

Le tableau 1, qul présente certains des principaux résultats de l'étude, fait état du nombre de patients observes 
selon le stade et selon ia durée de Ia période d'observation. 

Par iorl9 Stde Stade Stade 
Stade 
2b Stade 3 

Touc 

dc,I,sprvntion 
is 	(A 
risque) 

lb 
(VIIU) 

2a 
(SLA) 

(Para- (SIDA) 
lag 
stadee 

10 
SAL 

8 3 	6 111oitt,1,s 9 	-- 21 6 54 
6-12 mouths 14 18 51 29 9 121 

12-24 ummoimthus 21 20 29 20 7 97 
2436 ItlouithiS 3 5 19 7  35 

AIIP'uiods - 	48 52 120 64 23 307 

Tableau 1. Etude de Francfort, données du tableau 5 "Nombre de patients observes 
scion le stade et ha période d'observat ion" 

n 1 1 	2 3 4 1 5 6 
1'(j,j i- it) 0.016 I 	0.065 1 	0.107 0.125 1 	0.124 0.113 

74 7 9 10 11 12 
P(j,j + n) (J.096 0.0S0 0.063 0.050 0.039 0.030 

Tableau 2. Proportion des personnes nouvellement infectées qul contracteront 
le SIDA ou en mourront n années plus tard 

Ces données ont été utilisées par Coweli et Hoskins (1987) et par Panjer (1987) pour estimer les taux de 
progression des infections a VIII et des taux de mortalité due au SIDA. Nous avons utihisé le modèle mis au 
point par Panjer pour caleuler les estimations de P(j,j,+n) prCsentées dans Ic tableau 2. Ce modèle suppose 
une distribution des périodes d'incubation qui s'approche de Ia loi gamma avec une moyenne de 6.3 années. 
Coweil et Hoskins, ayant analyse les mémes données avec un modèle different, ont obtenu une moyenne de près 
de deux années de plus. Kaibfleish et Lawless (1988) ont estimé que Ia période d'incubation médiane est 
d'environ 10 années. Nous nous somrnes ensuite servis de la loi gamma en faisant varier Ia valeur des 
paramètres pour obtenir différents niodèles de distribution des périodes d'incubation. Nous reviendrons plus loin 
sur les himites supérieures des périodes d'incubation rnoyennes que nous situons aux environs de dix (10) années. 

6. ESTIMATIONS DE LA TAILLE DE LA POPULATION INFECTEE PAR LE VIII MIX TATS-UNIS 

La figure 8 illustre les données mensue]les sur Iles eas de SIDA diagnostiqués aux Etats-Unis, Iesqueiles ont été 
ajustées pour tenir compte des declarations tardives. Le modèle logistique aprCs ajustement et extrapolation 
jusqu'à ha fin de 1988 est utihisé pour estimer ha tailie de Ia population infectée par le VIH aux Etats-Unis. Ces 
estimations sont obtenues a Ia suite de l'application de ha loi gamma a Ia distribution des périodes d'incubation 
et de I'utihisation des divers ensembles de paramètres définis dans les etudes citées a In section 5. L'équntion 
(6) est résolue numériquement et produit les estimations présentées au tableau 3. La figure 9 illustre 
graphiquement 0(t), le taux des nouveaux cas de SIDA diagnostiqués (après ajustement du modéle logistique), et 
14(t), le taux de nouveaux ens d'infection. Pour cette earactéristique, les paramètres de i'ajustement logistique 
sont D(0) = 75.92, M = 4476.86 ± 255.33 et k = 0.00001412. Pour les données de in figure 9, nous avons 
suppose que Ia distribution des périodes d'incubation suit Ia ioi gamma avec a = 2 et B = 5 pour une période 
d'incubation moyenne de 10 années. Les calculs sont répétés aprés augmentation de l'asymptote de Ia courbe 
logistique de deux erreurs types. 

La caractéristique Ia plus frappante du graphique de N(t), Ia fonction du taux d'infeetion, est la hausse rapide 
du nombre des nouveaux cas d'infeetion jusqu'en 1985-1986 et le déclin tout aussi marqué des années 
subsCquentes. Corn me nous l'avons souhigné, les caiculs ont été répétés en fonction de diverses autres 
distributions possibles des périodes d'incubation et d'asymptotes plus grandes dii modèie logistique. Dans tous 
les cas, la fonction du taux d'infection eroit rapidement avant 1985-1986 et régresse nettement après 1986. Les 
autres facteurs étant constants, des périodes d'ineubatlon moyennes plus hongues ont pour effet d'augmenter La 
taille estimée de in population infectée par he VIH; cela est ihlustré dans he tableau 3. 
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canadiennes. Grace a Ce critère, ii est possible de comparer des rnodèles non imbriqués et de faire des 
inferences au sujet de la selection d'un modèle. Dans le cas des données canadiennes, nous avons choisi le 
modèle logistique, lequel peut servir a prédire i'incidence du SIDA; d'après des applications antérieures de Ia 
méthode, ii semble que les previsions obtenues solent assez précises, du moms pour ce gui est d'un proche 
avenir. A ce stade de l'évolution de l'épidémie, ii est peu probable que les modéles réalistes non empiriques 
soient vraiment utiles a Ia prevision a Court terme en raison du grand nombre de paramètres qu'ils Comportent. 
Par Consequent, nous nous servirons uniquement du modèle logistique pour le lissage et pour les previsions a 
Court terme du nombre de cas de SIDA diagnostiqués. 

La fonction logistique es définie de is manière suivante: 

D(t) = 	MD(0) 
0(0) + (M - D(0))exp{-mkt} 

oà 0(0) représente la taille de I'épidémie lorsque t = 0, M is taille maxirnale (taux) de i'épidérnie, k 	 le 
coefficient de Ia pente et 0(t) le taux de cas diagnostiqués au moment t. 	Cette fonetion a fait l'objet d'un 
ajustement par regression non linéaire des moindres carrés au nombre de cas de SIDA diagnostiqués tels que 
comptabilisés en date de janvier 1989 par les Centers for Disease Control (CDC); décembre 1981 est considéré 
comme le temps t = 0. Les données pour 1988 n'ont pas été utiiisées dans l'ajustement en raison du probléme 
grave de declaration tardive qui caractérise Ia declaration des cas de SIDA. Cependant, les données antérieures a 1988 ont été corrigées a la hausse a l'aide de Ia méthode d'ajustement pour tenir compte de Ia declaration 
tardive qui est décrite a La section 2. Le rnodèle logistique est utilisé ici uniquement pour Les besoins de la 
prevision a très court terme, c'est-â-dire une période de douze (12) mois allant jusqu'en décembre 1988. 

La figure 8 montre le graphigue des données corrigées gui sont superposées sur Ia courbe du modèle logistique 
ajusté. 

Figure 8. Série des cas de SIDA diagnostiqués (après ajustement), janvier 1982 - décembre 1987, tels que 
comptabilisés en date de janvier 1989, et courbe ajustée du modèie logistique avec extrapolation 
jusqu'en décembre 1988. 

5. PERIODE5 D'INCUBATION DES INFECTION AU VLH 

Une étude longitudinale a été menée par Brodt et coil. (1986) a l'université de Francfort auprès de sujets a 
risque pour ce qui est du SIDA dans le but de determiner Ia durée de Ia progression de Ia maladie aux divers 
stades. Les auteurs de I'étude ont utilisé les cinq stades de la méthode de Walter Reed pour suivre i'évolution 
de l'état de personne same a l'état de patient atteint du SIDA. Les ciriq stades sont: 

la 	(A risque): Personnes saines a risque en Ce qui concerne i'infection a VIII, mais dont le test est négatif. 
lb 	VIII +: Personnes asymptomatiques ayant obtenu un test VIII positif. 

2a 	SLA: Patients qui présentent une infection a VIH et un syndrome lymphadénophatique (SLA) de 
méme qu'une déficience de I'immunité a mediation cellulaire de gravité moyenne. 

2b Para-SIDA: Patients qui présentent une infection a VIII et un SLA de méme qu'une grave déficience de 
rimmunite a mediation celiulaire (para-SIDA, tel que défini par le CDC). 

SIDA: Patients atteints du SIDA tel que défini par le CDC. 

- 171 - 



Figure 7. Taux de nouveaux cas de SIDA diagnostiqués et de nouveaux cas d'infection a VIH; modèle 2. 

La solution par Is transformation de Laplace donne 

- K 
	t_a_l exp_tI 6 J 

M2(t) = r(cz  

La figure 7 illustre 0 2 (t) et N 2 (t) avec u = 6, a = 3, s = 3, et K = 699,840. 	La période d'lncubation 

moyerine que suppose ce choix de paramétres est de 9 années. 

Les paramètres de chacun des exemples ci-dessus ont été choisis de facon a produire un total d'environ 80,000 

cas de SIDA dans les dix (10) premieres années de l'épidémie. 

Dans l'éventualité de Pabsence de solutions analytiques a l'équation intégrale (6), on pourrait recourir a des 

techniques numériques pour trouver des solutions. Ces méthodes, fondées sur les equatIons (5), peuvent être 

testées a l'égard des solutions exactes représentées aux figures 6 et 7. C'est ce qui a été fait et nous avons 

constaté qu'il était possible d'atteindre les niveaux de precision déterminés a l'avance. 

4. NOMI3RE DR CAS DR SIDA DIAGNOSTIQUES 

Aux Etats-Unis, les premiers cas de SIDA ont été diagnostiqués en 1978; ii est possible qu'il y ait eu des cas 
antérieurs, mais ces derniers n'ont pas été diagnostiqués. La taille de Pépidémie s'est ensuite mise a croitre de 
façon exponentielle pendant plusieurs années. Cette forte croissance exponentielle du debut a entrainé Is 
prediction d'une calamité aussi grande que Is peste noire qui a décimé Is population d'Europe pendant les années 
1300. Ces previsions ont été faites en fonction du maintien des tendances observées a ce moment. 

Toutefois, le nombre des cas de SIDA diagnostiqués semble avoir cessé de croitre de façon exponentielle au 
debut de l'année 1984. Ce revirement a été observe par Duong et MacNeill (1987) dans le cas des données 
canadiennes, et Jandhyala et MacNeill (1988), aprés avoir analyse les données américaines, ont estimé que les 
paramètres du système ont commence a changer au debut de I'année 1984. La méthodologie utilisée pour 
verifier l'hypothèse du ehangement des paramètres a un moment inconnu est expliquée par Chernoff et Zacks 
(1964), MacNeill (1978) et Jandhyala et MacNeill (1986). Ayant déterminé que lthypothèse de Ia croissance 
exponentielie ne pouvait plus être soutenue, Duong et MacNeill (1986) ont utilisé le critère d'information 
d'Akaike pour choisir parmi une série de modèles de croissance celui jugé le plus approprlé aux données 
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Ce choix de la fonction des taux des cas diagnostiqués suppose une croissance qui part de zero au ternps t = 0 

et qui se rend jusqu'à l'asymptote K, le taux de croissance étant contrôlé par C. Qualitativement, une telle 
croissance est plausible d'un point de vue épidémiologique pour Ia tranche de temps I laquelle nous nous 
intéressons présenternent. 

Corn me cas reel avec des périodes d'incubat ion distribuées selon Ia loi gamma, prenons a = 2 et a = 4, ce qui 
suppose un période d'ineubation moyenne de 8 années. La transformation de Laplace de D 1 (t) et de P 1 (t) 
sécrit: 

£(D 1 ) = 2K /c p 	K1(2/c  p t ), 

ou K 1 (.) est une fonction de Bessel modifiée, et 

£(P1) =(p + 

Alors, 

	

= 32K ,E p 	K 1 (2 ,'E p)(p + 1 ) 2 

dont l'inversion donne 

N 1 (t) = K exp{-c/t}(1 + 8ct 2  -32ct 3  + 16c 2t 4 ). 

La figure 6 illustre 0 1 (t) et N 1 (t) avec K = 36,000 etc = 9.5. 

Corn me deuxième exemple, prenons 

	

K 	tO_lexp{_t/aJ 	t>0 0 2 (t) = 
r(a) 

6a  

et 

= 	I 	
t' 1 exp{-t/B) , 	t>0. P 2 (t) 

Ce choix de Ia fonction des taux de SIDA diagnostiqués suppose une croissance qui part de zero a t = 0, qui 
atteint un maximum et qui se met ensuite I decliner en s'approchant asyrnptotiquernent de zero; les taux de 
croissance est de déclin sont déterrninés par ci et B. LI aussi, une telle eroissance est qualitativement plausible 
pour certaines series epidémiologiques, mais ii est peut-ètre prématuré de prédire le moment du revirement du 
nombre de cas de SIDA diagnostiqués; nous traitons de cette question plus loin, soit Ia section 7. 

i"- 

taux op ,,ot,vpaux 
N 1 (L) 	cas d',nfecton 

! OIL :

Op  

I 	 I 	 2 	 3 	 I 	 S 	 S 	 I 	 I 	 IS 	 "I 	 fl 	 IS 	 II 	 II 

Temps en annees 

Figure 6. Taux de nouveaux cas de SIDA diagnostiqués et de nouveaux cas d'infection a VIII; modèle 1. 
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3. RELATION ENTRE LE NOMBRE DE CAS DIAGNOSTIQU(S ET DE 
PERSONNES INPECTEES ET LA PERIODE D'INCUBATJON 

Dans cette section, nous cherehons a construire des equations reliant le nombre de cas de SIDA diagnostiqués 
par unite de temps a l9nt6rieur d'une juridiction donnée et le nombre de personnes infectées par le VIH au 
cours d'unités de temps antérieures. Pour les besoins Ge Panalyse, nous utilisons l'année comme unite de temps. 
Supposons que 0(k) représente le nombre de cas de SIDA diagnostiqués au cours de l'année k. Supposons 
en outre que 1(j,k) représente le nombre de personnes infectées au cours de l'année J et pour lesquelles un 
diagnostic de SIDA a été pose au cours de l'année k(k > fl; par consequent 

k 
0(k) = I 	t(j,k) 

j=76 

Nous supposons ici que les premiere infections au VIII ont été contractées en 1976 ou plus tard. Aussi, Si 
P(j,k) représente Ia proportion du total des personnes infectées au cours de l'année j  pour lesquelles un 
diagnostic de SIDA est pose subséquemment au cours de l'année k et si 11(j) représente le nombre 
total de personnes infectées au cours de l'année j, alors 

- 
P(j,k)- 	11(j) 

Soit 1(1) le nombre de personnes infectCcs jusqu'à I'année 1; ii s'agit des valeurs pour lesquelles on semble 
connaitre si peu de choses et pour lesquelles nous pouvons produire des estimations a l'aide du système 
d'équations: 

k 
T(1) = 	N(k) 	 1 = 175,177, 

j=' 76 

k 
D(k) = 	11(j) P(j,k) k = 175,177,• 	 (5) 

j= 76 

Comme nous ravons vu a Ia section 2, nous disposons rnaintenant d'une information substantlelle au sujet de 
0(k), et d'autres estimations peuvent étre obtenues grace a Ia prevision; nous reviendrons plus en detail sur la 
série chronologique en question a Ia section 4. line des premieres etudes ayant fourni des données au sujet de 
P(j,k) vient des travaux cliniques Brodt et coIl. (1986) et de lanalyse de ces données par Cowell et lioskins 
(1987) et Panjer (1987). On trouve d'autres estimations des périodes d'incubation dans des etudes plus récentes 
dont font état Kalbfleisch et Lawless (1988). La section 5 présente une analyse de I'estimation de P(j,k). A La 
section 6, la méthodologie exposée a Ia présente section est appliquée a La série des cas diagnostiqués et a Ia 
distribution des périodes d'incubation pour obtenir des estimations de La taille de La population infectée par le 
VIH aux Etats-Unis. 

Nous pouvons d'ores et deja souligner que l'equation (5) est l'analogue discontinu de réquation intégrale suivante 

0(t) = .f P(t - s)N(s)ds . 	 (6) 

Par consequent, si 0(.) et P(.) sont connus, nous pouvons obtenir N(.) en résolvant (6). Cela nous offre un 
outil très utile pour Pétude des relations entre modèles plausibles de Ia fonction des taux des cas diagnostiqués 
0(.), de la fonction des taux d'infection N(.) et de La distribution des périodes d'incubation P(.). 

Si (F) représente Ia transformation de Laplace de La fonction f(.), alors l'équation (6) donne 

£(D) = C(P)L(N) 

Si D(.) et P(.) sont connus et si leurs transformations peuvent ètre calculées par analyse, alors 

£(N) = 

La distribution des taux d'infection N(.) peut ensuite être obtenue par l'inversion de sa transformation. A titre 
d'exemple, prenons les fonctions 

0 1 (t) = K exp(-c/t), 	t>O 

et 

P1(t) = 	1 	texp{t/B), 	t>O 
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Figure 4. 	Série des cas de SIDA diagnostiqués aux E.-tJ., tels que comptabilisés en janvier 1989, ajustée pour 
tenir compte des declarations tardives, janvier 1982-décembre 1987. 
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Figure 5. Série ajustée des cas de SIDA diagnostiqués pour einq dates de declaration. 

oi Ia condition initiale est 

g(1,$) = 

MacNeill (1989) présente d'autres équat ions fonctionnelles ayant cette propriété multiplicative. 
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données sont considérées inadéquates pour n = 1, 2, ..., 12. Les estimations ont ensuite été lissées et nous 
nous sommes servis de (3) pour produire f(n,=) dont le graphique est trace a Is figure 3; ii a fallu huit terrnes 
de (3) pour atteindre Is convergence, c'est-â-dire f(ri,60) f(n,=). L'application de cet ajustement a Is série 
des cas de SIDA diagnostiqués pour Is période de janvier 1982 a décernbre 1987, tels que comptabilisés en date 
de janvier 1989, donne pour résultat Ia série ajustée représentée graphiquement a Is figure 4. L'appiication de 
L'ajustement a Is série des eas de SIDA diagnostiques pour chacune des cinq dates de rapport de Is figure 1 
donne cinq estimations de Is série ajustée. t4ous pouvons évaluer Is validité de l'ajustement ainsi que Is 
stationnarité des conditions de declaration en nous fondant sur le degre de coincidence des cinq courbes 
ajustées. La figure 5, oO on trouve Is representation graphique des cinq courbes, témoigne de l'efficacité de 
l'ajustement. 

Soulignons également que les equations (1) et (2) sont des applications discontinues d'équations fonctionnelles 
gui généralisent l'équation fonctionnelle bien connue 

f(t 1  + t 2 ) 	f(t 1 )f(t 2 ) 

dont Is solution, dans des conditions de régularité modérée, est l'exponentielle. La version continue de (2) est 
l'équation fonctionnelle a deux variables suivante 

f(s,t 1  + t 2 ) = f(s,t 1 )f(s + t 1 ,t2 ). 

sous des conditions de régularité modérée, MacNeill (1989), a modélisé les solutions non triviales de Is façon 
suivante: 

f(s,t) = exp {Jg(s + x)dx} 

oü Is condition initiale est 

g(s) = at
t=0 

L'equation f(s,t) est appelée fonction statlonnaire des declarations tardives. La fonction non-stationnaire des 
declarations tardives satisfait l'équation suivante: 

f 1 (s,t 1  + t2) = fi(s,ti)fi+t1(s + t 1 ,t 2 ) 

line fois de plus, sous des conditions de régularité modérée, les solutions non triviales sont modélisées de Is 
façon suivante: 

F 1 (s,t) = exp {fg(1 + x,s + x)dx} 

1.3 

1.2 

f(ii, co) 

l.1• 

1.0 

0 	6 	12 	18 	24 	30 	36 	42 	48 	54 	60 

71 

Figure 3. Fonction des declarations tardives f(n,=), n = 13, 14, ..., 60. 
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Ii est facile de voir que f 1 (n,rn) satisfait l'éguation fonctionnelle suivante: 

f 1 (n,m 1 - rn2 ) = f 1 (n,rn 1 )f11 (n + m 1 ,m2 ). 	 (1) 

L'itération de (I) donne 

rn-i 
fi(n,m) = ii 	+ j,1) 

j = 

Par consequent, si Von connait Ia condition initiale f 1 (n,i) pour tous les n et les 1, on obtient f 1 (n,rn) pour 

tous les 1, n, m. Cela résoudrait le problème des declarations tardives en situation non stationnaire puisque 

- n) = f 1 (n,)0 1 (1 - n). 

Toutefois, pour pouvoir estirner cette condition initiale, encore faut-il disposer des données nécessaires. 

Si f 11 (n,rn) = f 12 (n,rn) pour toutes les dates de rapport 19  1, alors 	l'équation 	fonctionnelle (1) est 

ramenée a Ia situation stationnaire gui s'écrit sous la forme: 

	

f(n,m 1  + rn2 ) = f(n,rn 1 )f(n + rn 1 ,rn 2 ). 	 (2) 

De même, l'itération de (2) donne pour résultat 

rn-i 
f(n,rn) = 	n 	f(ri + j,i). 

j =0 

L'itération de (2) peut aussi dormer 
ni-i 

	

f(n,6m) = ii f(n + 6j,6). 	 (3) 
j=0  

Cette condition initiale est plus simple et, pourvu que l'efficience de Ia declaration soit demeurée relativement 
constante, elle peut être estimée a partir des données fournies en annexe et illustrées a la figure 1. Pour les 
données présentées a Ia figure 1 (et en annexe), I'unité de temps est Ic mois, øü t = 0 et 1 = 0, chacun corres-
pondant au mois de décembre 1981. Par exemple, D73(21) = 264 est le nombre de cas diagnostiqués en 
septembre 1983 gui avalent été comptabilisés en date de janvier 1988. Les seules dates de rapport dont nous 
avons tenu compte sont celles indiguées a Ia figure 1, c'est-à-dire 1 = 61, 67, 73, 79, 85. Les derniers mois 
pour lesquels nous disposons de données sont t = 60 pour 1 = 61, t = 66 pour 1 = 67, etc. A titre d'exemple du 
coefficient d'ajustement fondé sur les données disponibles, prenons 1 = 61, ni = 12 et n = 40. Alors, 
f'61(40, 12) = 264/259 = 1.0193. 

Le coefficient f 1 (rn,n) est l'ajustement du nombre de cas de SIDA remontant a n mois dans Ic passé et comp- 

tabilisés au temps 1 que nous devons appliquer pour reproduire le nombre de cas de SIDA pour le rnême mois et 
gui auront été comptabilisés dans les prochains a mois (a partir de 1). En supposant des conditions de 
déclarationd'une efficience constante, alor's chacune des fonctions , f 61 (ri,6), f 67 (n,6), f 73 (m.6), 
f 79 (n,6) servira a estimer le mérne coefficient. Par exemple, f 61 (35,6) = 1.014, f 67 (35,6) = 1.018, 

f 73 (35,6) = 1.021 et f 79 (35,6) = 1.013. Morgan et Curran (1986) ont effectué une analyse qui indique 

que les declarations tardives aux Etats-Unis n'ont pas change de manière significative jusqu'en 1986. Done, en 
supposant que 

f(n,m) = ave(f 1 (n,rn)), 	 (4) 

oü 1 couvre L'ensemble des dates de declarations pour lesquelles nous pouvons ealculer f 1  (n,n) a partir des 
données disponibles. Ainsi, si nous utilisons les données présentées en annexe, 

f(n,6) = 	(f61 (n,6) + f 67 (n,6) + f73 (n,6) + f 79 (n,6)1 

et, plus précisément, f(35.6) = 1.0161. Evidemment, f(n,0) a 1.0. 

Corn me nous pouvons Ic constater dans l'équation (3), seule la condition initiale doit être estimée a partir des 
données. C'est pourquoi l'équation (4) a uniquement été appliquée a f(n,6) pour n = 13, 14, ..., 60; les 
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Figure I. Nombre de eas de SIDA dlagnostlqués et signatés au CDC pour certalnes dates do declaration 

Le problème dont nous traiterons mairitenant est celul qui consiste a estimer le nombre total de cas de SIDA 
diagnostiqués au cours d'un mois donné malgré les dossiers manquants, corn me cela est illustré a Ia figure 1. Au 
nombre des méthodes concues pour tenir compte du problème de declaration tardive, nous pouvons citer celles 
de Morgan et Curran (1986) et de Healy et Tillet (1988). Nous proposons une nouvelle méthode. 

La figure 2 illustre de façon schématique le problérne de declaration tardive. Supposons que D 1 (t) représente le 
nombre de nouveaux cas de SIDA diagnostiqués au cours de Is période de référence t et comptabilisés au temps 
1. A Is figure 2, 01(1-n) est le nombre de cas comptabilisés maintenant (1) pour un temps remontant a n mois 
et Di+m(1-n)  est le nombre de cas qui auront été comptabilisés dans ni mois pour le méme mois de diagnostic. 
L'ajustement pour tenir compte des declarations tardives est représenté par l'équation 

D l (l — n) 
f1(n,m) = 

	Di(l - n) 

Nous cherchons f1 (n, =') 	puisque cc terme représente l'ajustement pour tenir compte des declarations 
tardives qui dolt être appliqué a O(l - n) 	pour représenter tous Jes cas diagnostiqués qui seront 

éventuellement comptabilisés pour le (1 - n)ième mois. Cependant, nous ne voulons pas attendre que ni 
devienne aussi élevé. 

Ajusternent de la sCrie des cas diagnostlquCs 
do SI1)A pour tenir compte des declaration tardives 

Hombi e de cas 
Cornp1il) lii sés 	

D(1, I 	

'ill 

o 

-: 	 1 
d,CIOk 	

d&intt,,. 

date 

FIgure 2. DeclaratIon tardive des cas diagnostiqués de SIDA 
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RESUME 

Lajustement de la série chronologique des eas diagnostiqués de SIDA pour tenir compte des declarations 
tardives est une fonction représentée par un certain nombre d'équations fonctionnelles multiplicatives a 
plusieurs variables. Nous avons trouvé des solutions a ces equations a Ia fois pour Ic cas stationnaire et le cas 
non stationnaire. L'estimation des conditions initiales est analysée dans le contexte de l'épidémie de SIDA aux 
Etats-Unis. Nous traitons égaiement du lissage et de l'extrapolation a court terme de la série après ajusternent. 
A Ia suite d'un examen de Ia distribution des périodes d9ncubation des infections a VIH, nous présentons une 
equation intégrale qui relie les taux des nouveaux cas diagnostiquCs de SIDA aux nouveaux cas d'infection a VIII 
au moyen de Ia distribution des périodes d'incubation. Les solutions de cette equation produiserit des 
estimations de Is taille de la population infectée par le Viii qui sont plus petites que celles signalées 
auparavant. La caractéristique la plus importante des estimations de l'infection par le VIII est l'accroissement 
rapide du taux d'infection avant 1985-1986 et le déclin tout aussi marqué après 1985-1986; le phCnomène 
semble se maintenir malgré des variations importantes dans Ia distribution des périodes d'ineubation et dans les 
estimations de Ia taille de is population formée des cas de SIDA diagnostigués. Nous analysons enfin les 
repercussions associées a l'évolution a plus long terme de Ia maladie. 

MOTS CLES: Ajustement pour tenir compte des declarations tardives; extrapolation a court terme; equations 
intégrales; prevision du nombre de cas de SIDA; estimation de l'infection par le Viii. 

1. INTRODUCTION 

Selon des estimations contenues dans des etudes réalisées par le bureau du Surgeon General (1986), en 1985, 
entre 1 et 1.5 million de citoyens américains étaient infectés par le virus de limmunodéficience humaine (Viii); 
ces estimations étaient fondées sur de petits échantilions de Ia population totale. De telles estimations 
demeurent hautement spéculatives en raison de la difficulté que pose l'obtention de données d'enquête par 
sondage fiables dans ce domaine. Plus récemment (1989), le bureau du Surgeon General a estimé a 1 million Ia 
taille de la population infectée par le VIII, ce qui représente une diminution considerable par rapport aux 
estimations antérieures, surtout compte tenu de Pintervalle de trois années entre les estimations. Dans Ia 
présente étude, nous utilisons des estimations des taux de progression au SIDA des cas d'infection par VIH et des 
données sur le nombre de cas de SIDA diagnostiqués aux Etats-Unis pour produire de nouvelles estimations du 
nombre de cas d'infection a VIII. Nous avons mis au point une méthode pour tenir compte des declarations 
tardives des cas de SIDA. Les estimations ainsi obtenues ont pour effet de réduire is taille de Ia population 
infectée par le VIII, telle qu'évaluée par le bureau du Surgeon General. 

2. DECLARATIONS TARDIVES 

Comme lépidémie de SIDA se situe maintenant dans une phase cruciale de sa courbe de croissance, il est 
important, pour les besoins de Ia prevision a court terme, d'être bien informé du nombre reel de cas de SIDA 
diagnostiqués chaque mois. Cependant, aux Etats-Unis, une fois pose le diagnostic d'un cas de SIDA, le rapport 
du cas doit passer par tout un réseau bureaucratique avant de parvenir au Center for Disease Control (CDC). 
La longueur de l'intervalle de temps qui sécoule avant que le rapport ne soit reçu au CDC vane. Dans un petit 
nombre de cas seulement, Ic rapport sera produit au cours d'un niois donné sera dans les mains du CDC dans les 
queiques mois suivants. La plupart des cas de SIDA sont comptabiiisés dans les douze mois qui suivent le 
diagnostic. Cependant, certains cas peuvent être comptabilisés comme ayant été diagnostiqués au cours d'un 
mois donné après un intervalle aussi long que plusieurs années; un problèrne que vient aecentuer les 
changements de definition de la maladie. 

Ce probléme de declaration tardive est illustré par les données du graphique de Is figure 1. Ces données sont 
tirées de rapports semestriels publiés par le CDC, soit ceux dates de janvier 1987, de juillet 1987, de janvier 
1988, de juillet 1988 et de janvier 1989, et elles représentent les chiffres mensuels des cas de SIDA 
diagnostiqués et comptabilisés au CDC au moment de la production du rapport. Les chiffres récents se 
rapportant aux cas de SIDA diagnostiqués ii y a longtemps semblent représenter Ia quasi-totalité des cas 
diagnostiqués puisque les cinq courbes sont très rapprochées les unes des autres, mais les chiffres relatifs aux 
cas diagnostiqués plus récemment font ressortir de façon évidente Ia longueur des délais de declaration. 
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Tableau 3 
Analyse et comparaison des erreurs pourcentuelles absolues de trimestrialisation 

Tableau 3A: pour les 11 premiers trimestres civils des series, en utilisant la méthode proposée 
et en assimilant les trimestres financiers au trimestre civil le plus proche entre parentheses 

Moyenne 	écarts types minimums 	maximums 	a s 	O f  

Epiceries et boucheries 0.6 (1.3) 0.4 (0.6) 0.0 (0.4) 1.1 (2.3) 5.9 1.1 
Grand rnagasins 0.3 (6.2) 0.2 (3.0) 0.0 (1.6) 0.8 (10.3) 27.6 1.6 
Magasins de marchandises diverses 1.1 (7.2) 0.7 (3.4) 0.2 (22) 2.6 (12.5) 18.0 3.1 
Magasins genéraux 0.5 (3.2) 0.3 (1.7) 0.0 (0.4) 1.2 (6.5) 10.8 1.8 
Eazars 1.5 (5.6) 1.6 (4.6) 0.1 (0.3) 4.6 (12.1) 29.1 2.3 
Concessionnaires dautomobjies 0.7 (7.6) 0.3 (6.2) 0.2 (0.1) 1.2 (17.6) 14.1 3.6 
Vendeur d'auto. d'occasjon 0.8 (6.9) 0.8 (6.5) 0.0 (0.4) 2.9 (17.5) 15.8 4.5 
Stations-services 0.4 (2.5) 0.2 (1.5) 0.0 (0.5) 0.7 (5,3) 7.0 1.4 
Garages 0.6 (3.3) 0.5 (1.9) 0.0 (0.5) 1.5 (6.9) 7.5 2.6 
Magasins de pièces d'automobiles 1.0 (6.8) 0.8 (5.2) 0.0 (0.3) 2.3 (15.1) 20.5 2.8 

Tableau 3B: EPA pour le dernier trimestre civil de chaque en utilisant la méthode proposée 

Epiceries et boucheries 0.6 
Grands magasins 0.4 
Magasins de marchandises diverses 2.4 
Magasins généraux 0.6 
Bazars 1.1 
Concessionnaires d'automobiles 1.9 
Vendeurs d'automobiles d'occasjon 0.7 
Stations-services 1.4 
Garages 1.3 
Magasins de pièces d'automobiles 0.2 

7. RELATION AVEC LES METHODES APPARENTEES 

Comme expliqué dans In section 3, la méthode de trirsestrialisation exposée ici eat une adaptation 
des méthode détaionnage du type Denton (cx.: Denton, 1971, Helfand, Monsour et Trager, 1977), 
L'adaptation consiste simplement A permettre aux jalons de couvrir des trimestres financiers, au 
lieu d'année civiles. Ii s'agit ensuite d'ajuster (d'etalonner) un profil saisonnier et de 
rotation des jours aux jalons trimestriels financiers. Les valeurs triinestrialisées sotit ensujte 
posees egales aux sommes sur trimestres civils de is série étalonnee. Cholette et Baldwin (1989) 
ont propose La même strategie pour annualiser des chiffres d'années financieres; et Cholette et 
Chhah (1989), pour mensualiser des agregats de chiffres hebdomadaires. La variante logarithmique 
de in section 3 peut se voir comme une approximation de is variante proportionnelle de Denton 
(1971), souvent utilisée d'ailleurs comme une approximation A une variante de taux de croissance 
(Smith. 1977). 

Ii existe une littérature au sujet de la addsagr6gation temporellei. La méthode de Boot, Feibes 
et Lisman (1967) coincide avec is variante de La section 3, si les jalons couvrent des années 
civiles et si le profil saisonnier est trimestriel et égal A zero. Cette méthode s'utilise pour 
transformer des chiffres annuels civils en valeurs trimestrielies sans saisonnaljté, Cohen. Muller 
et Padberg (1971) ont généraiise l'approche pour transformer des donndes civiles de n'importe 
quelle fréquence en valeurs plus frequentes sans saisonrialité. 

Les méthodes de désagrégation temporelles proposees par Chow et Lin (1971), Bournay et Laroque 
(1979), Fernandez (1981), de Alba (1988) et d'autres interpolent entre jalons en utilisant des 
series apparentées dans le cadre d'une regression linéaire. Ces méthodes coincident avec is 
variante additive ci-dessus, si les jalons reflétent des périodes civiles, si on n's qu'un seul 
régresseur a coefficient unite et si le coefficient d'auto-corrélation des résidus de is 
regression est pose egal a 1. 

8. CONCLUSION 

Ce travail a propose une méthode pour transformer les chiffres de trimestres financier en valeurs 
de trimestres civils. L'application de is méthode a quelques series a produit des résultats 
encourageants. Ii serait desirable de poursuivre des recherches, notanunent en Ce qui concerne les 
estimations préliminaires et l'utilisation de profils saisonniers approximatifs. 

Comme explique, i'omission de is trimestrialisation conduit A des chlffres erronés. Pourtant, 
notre connaissance, le problème n'a pas jusqu'a cc jour retenu l'attention des statisticiens. 
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plupart des grands magasins ont des années financières se terminant en janvier et que le régime 
de trirnestres financiers de la figure correspond a cette année financiere. 

Lea tableaux 2 et 3 presentent les résultats pour les dix series exaruinées. Le tableau 2A consigne 
des statistiques sur les erreurs pourcentuelles absolues (EPA) des 36 interpolations, par rapport 
aux vraies valeurs ruensuelles. Les faibles valeurs des moyennes et des écarts-types des EPA 
révèlent, dans plusieurs cas, un degre surprenant de precision. Ceci démontre la possibilite 
d'obtenir des interpolations infra-annuelles assez précises A partir d'un simple profil saisonnier 
et de jalons. La tableau consigne egalement les écarts-types du profil saisonnier et de la 
composante irreguliere, o et o, estimés par X-ll-ARIMA. La precision (faibles statistiques) est 
négativement corrélée A l'intensité de la composante irreguliere (mesurée par "i)  de chaque série, 
Ce qul n'a den d'étonnant. 

Le tableau 2Z presente les mémes statistiques pour 1.es .trois dernières interpolations. 
Contrairement aux attentes (voir section 5.3), celles-ci n'apparaissent pas ostensiblement moms 
precises que les autres. Ceci est d4 au fait que, pendant le quatrieme trirnestre de 1988, aucune 
des series n'affiche de revirement de tendance-cycle. Cependant; les EPA minimums different entre 
les tableaux 2A et 28, indiquant que pour chacune des series la precision ne cuirnine jamais 
durant les trois derniers mois. Au contraire, les EPA maximums coIncident pour 3 des 10 series, 
indiquant qua Is precision atteint souvent son minimum durant les trois derniers mois. 

Le tableau 3A préserite lea statistiques relatives aux EPA des valeurs trimestrialisées, obtenues 
(1) par la mCthode proposée et (2) en assirnilant, sans correction, lea données financieres aux 
crimestre qui chevauche le plus, entre parentheses. Las moyennes des EPA sont de deux A vingt 
fois plus basses avec la rnéthode proposée. La reduction est particulièrement frappante pour 
certaines series a forte saisonnalité (mesurCe par o s ), ce qui n'est pas surprenant. 

Le tableau 38 consigne les EPA pour l'estimation du dernier trimestre civil des dix series, selon 
la methode proposee. La discussion ci-dessus entourant le tableau 28 reste pertinente. 

Les résultats obtenus ici sont plutôt encourageants pour la méthode proposee. Cependant, en 
pratique, le profil saisonnier ne serait pas connu avec autant de precision. Las resultats obtenus 
ici pourraient donc s'interpréter comine un échantillon des meilleurs résultats qu'on puisse 
espérer dans les cas véritables de trimestrialisation. 

Tableau 2 
Analyse des erreurs pourcentuelles absolues d'interpolations 

Tableau 2A: pour les 36 observations des series 
moyenne 	ec. type 	ruin. 	max. 	a, 	a i  

piceries et boucheries 0.8 0.7 0.1 2.6 5.9 1.1 
Grand magasins 0.8 0.7 0.1 2.3 27.6 1.6 
Magasins de Karchandises diverses 2,6 1.9 0.1 7.2 18.0 3.1 
Magasins generaux 1.0 0.7 0.0 3.0 10.8 1.8 
Bazars 2.1 2.7 0.0 12.5 29.1 2.3 
Concessionnaires automobiles 2.0 1.5 0.2 6.8 14.1 3.6 
Vendeurs d'auto usagées 2,0 2.2 0.0 10.1 15.8 4.5 
Stations-services 0.7 0.6 0.0 2.6 7.0 1.4 
Garages ' 1.1 0.8 0.0 3.2 7.5 2.6 
Magasins de pièces d'automobiles 1.9 1.5 0.1 5.7 20.5 2.8 

Tableau 2B: pour lea trois derniers mois des series 
moyenne 	ec. type 	ruin. 	max. 

Epicene et bouchenies 1.1 0.3 0.8 1.5 
Grand magasins 0.5 0.3 0.3 1.0 
Magasins marchandises diverses 2.4 0.9 1.2 3.5 
Magasins generaux 1,6 1.1 0.2 3.0 
Bazars 2.1 1.6 0.9 4.6 
Concessionnaires d'automobiles 3,1 2.6 1.2 6.8 
Vendeurs d'auto usagées 1.9 0.9 0.6 3.0 
Stations-services 1,4 0.9 0.7 2.6 
Garages 1.4 1.1 0.3 2.8 
Magasins de pièces d'automobiles 3.5 1.5 1.9 5.5 
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5.4 Application lorsque M < 4 
Lorsquun seul trimestre financier eat disponible, couvrant de février a avril 86 disons, on 
utilise les poids du tableau 1A (a). Ces poids distribuent simplement 1/3 de l'écart R 1  sur le 
profil saisonnier S. Lea interpolations pour las mois de janvier a juin 86 sont alors parfaitement 
parallèles a s et contiennent seulement de la saisonnalité (a moms que S ne soit pas seulement 
saisonnier). On peur démontrer que les valeurs trirnestrialisées C. (n-1,2) pour les premier et 
deuxième trimestres de 86 sone triviales et égales a F. La trimestrialisation a donc peu de 
chance de reussir en presence d'une seule valeur financiere. 

Lorsque le second trimesere financier de 86 devient disponible, on applique les poids du 
tableau 18 (a) aux données de l'intervalle janvier a septembre 86. Lea interpolations sont 
supérieures a ce qu'elles étaient, et des valeurs trirneserialisées non triviales C. (n-1,2,3) sont 
maintenant obtenues pour les trois premiers trimestres de 86. Lea estimations triviales des deux 
premiers trimestres obtenues antérieureinent sont révisdes. De raanière analogue, lorsque Ic 
troisléme trimestre financier de 86 devient disponible, on applique les poids du tableau 1C aux 
données de 1' intervalle janvier a ddcembre 86. Toutes les estimations obtenues antérleurement sont 
révisées. 

6. EXEMPLES DE LA VARIANTE LOCARITIDIIQUE 

Afin de metcre a l'épreuve l'approche proposée, la présente section applique la variante 
logarithrnique de In section 4 a dix series mensuelles du Commerce de detail canadien. La méthode 
est appliquée de manière mobile sur 5 trimestres civils comme expliqué a In section 5. Les series, 
s'6tendanC de janvier 1986 a décembre 88, furent converties en chiffres de trimestres financiers, 
couvrant fevrier a avrll, mai a juillet, etc. Las chiffres niensuels furent ensuite récuperees, 
en tant qu'interpolations, en appliquant In méthode aux jalons financiers, F, et i un profil 
saisonnier et de rotation des jours, S. Pour chaque série, S avait été calculé par Is inéthode de 
désaisonnalisation X-11-ARIMA (Dagum, 1980), appliquee aux chiffres niensuels. Normalement, S 
proviendrait d'une autre source. 
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Figure 2: Estimations merisuelles interpolees et estimations triniestrielles civiles (---) obtenues 
en appliquant la variante logarithmnique aux donnCes de trimestres financiers (+++) et au profil 
saisonniet illustre 

La figure 2 illustre le cas des Grand magasins. Las interpolations r' t, adoptent lea taux de 
croissance d'un mois A 1'autre du profil saisonnier et se conforment exactement aux jalons 
trimestriels financiers Fm.  Cette conformité se vérifie egalement pour les estimations 
trimestrielles civiles, étant les sommnes trimestrielles des interpolations. A remarquer que la 
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Tableau 1 
Poids W 	appliqués aux écarts trimestriels R. pour obtenir les interpolations mensuelles, 

selon les regimes réguliers de trimestres financiers des colonnes (a) , (b) et (c) 

Tableau 1A: lorsqu'on a un seul trimestre financier (H-I) 

régime trimestriel: (a) 	(b) 	 (c) 

t\m F M A HAM JFM 

J 0.33333 0.33333 0.33333 
F 0.33333 0.33333 0.33333 
H 0.33333 0.33333 0.33333 
A 0.33333 0.33333 0.33333 
M 0.33333 0.33333 0.33333 
J 0.33333 0.33333 0.33333 

Tableau 18: lorsqu'on deux trimestres financiers (M-2) 

régime trimestriel: (a) 	(b) 	 (c) 

t\m F M A MJJ HAM J J A J F M A M J 

\ 
J 0.40351 -0.07018 0.40351 -0.07018 0.40351 -0.07018 
F 0.40351 -0.07018 0.40351 -0.07018 0.35088 -0.01754 
H 0.35088 -0.01754 0.40351 -0.07018 0.24561 0.08772 
A 0.24561 0.08772 0.35088 -0.01754 0.08772 0,24561 
H 0.08772 0.24561 0.24561 0.08772 -0.01754 0.35088 
J -0.01754 0.35088 0.08772 0.24561 -0.07018 0,40351 
J -0.07018 0.40351 -0.01754 0.35088 -0.07018 0.40351 
A -0.07018 0.40351 -0.07018 0.40351 -0.07018 0.40351 
S -0.07018 0.40351 -0.07018 0.40351 -0.07018 0.40351 

Tableau 16: lorsqu'on a trois trimestres financiers (M-3) 

régime trimestriel (a) 	régime trimestriel (b) 

t\m F M A MJJ ASO HAM J J A SON 

\ 
J 0.40676 -0.08889 0.01546 0.40676 -0.08889 0.01546 
F 0.40676 -0.08889 0.01546 0.40676 -0.08889 0.01546 
N 0.35169 -0.02222 0.00386 0.40675 -0.08889 0.01546 
A 0.24155 0.11111 -0.01932 0.35169 -0.02222 0.00386 
H 0.07633 0.31111 -0.05411 0.24155 0.11111 -0.01932 
J -0.02222 0.37778 -0.02222 0,07633 0.31111 -0.05411 
J -0.05411 0.31111 0.07633 -0.02222 0.37778 -0.02222 
A -0.01932 0.11111 0.24155 -0.05411 0.31111 0.07633 
S 0.00386 -0.02222 0.35169 -0.01932 0.11111 0.24155 
0 0.01546 -0.08889 0.60676 0.00386 -0.02222 0.35169 
N 0.01546 -0.08889 0.40676 0.01546 -0.08889 0.40676 
D 0.01546 -0.08889 0.40676 0,01546 -0.08889 0.40676 

Tableau D: lorsqu'on a quatre trimestres financiers ou plus (H4) 
régime trimestriel (a) 	régime trimestriel (b) 

t\m F M A 	MJJ 	ASO ND J 	HAM 	J J A 	SON 	D JF 
\ 

	

J 0.40692 -0.08980 0.01962 -0.00341 
	

0.40692 -0.08980 0.01962 -0.00341 

	

F 0.40692 -0.08980 0.01962 -0.00341 
	

0.40692 -0.08980 0.01962 -0.00341 

	

M 0.35173 -0.02245 0.00691 -0.00085 
	

0.40692 -0.08980 0.01962 -0.00341 

	

A 0.24135 0.11225 -0.02453 0.00427 
	

0.35173 -0.02245 0.00491 -0.00085 

	

N 0.07577 0.31430 -0.06868 0.01194 
	

0.24135 0.11225 -0.02453 0.00427 

	

J -0.02245 0.37909 -0.02821 0.00491 
	

0.07577 0.31430 -0.06868 0.01194 

	

J -0.05332 0.30662 0.09689 -0.01685 	-0.02245 0.37909 -0.02821 0.00491 

	

A -0.01685 0.09689 0.30662 -0.05332 	-0.05332 0.30662 0,09689 -0.01685 

	

S 0.00491 -0.02821 0.37909 -0.02245 	-0.01685 0.09689 0.30662 -0.05332 

	

0 0.01194 -0.06868 0.31430 0.07577 
	

0.00491 -0.02821 0.37909 -0.02245 

	

N 0.00427 -0.02453 0.11225 0.24135 
	

0.01194 -0.06868 0.31430 0.07577 

	

D -0.00085 0.00491 -0.02245 0.35173 
	

0.00427 -0.02453 0.11225 0.24135 

	

J -0.00341 0.01962 -0.08980 0.40692 	-0.00085 0.00491 -0.02245 0.35173 

	

F -0.00341 0.01962 -0.08980 0.40692 	-0,00341 0.01962 -0.08980 0.40692 

	

H -0.00341 0.01962 -0.08980 0.40692 	-0.00341 0.01962 -0.08980 0.40692 
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5.2 Application iorsque N > 4 
Lorsque c'est possible. nous recomniandons l'application des poids a la manière d'une inoyenne 
mobile de 6 trimestres financiers (M-4) encastrés dans S trimestres civils. Pour fins 
diilustration, on suppose une série débutant en janvier 1986, comprenant initialement 4 
trimeatres financiers, couvrant févrjer a avril, rnai a juillet, etc., encastrés dana 5 trirnestres 
civils. A mesure que des données deviennent disponibles, la série comprend éventuellement 11 
trimestres financiers encastres dans 12 trimestres civils. Les poids du tableau ID (a) 
s'appliquent alors 8 lois de la manière suivante. 

La premiere fois, les poids s'appliquent aux 4 premiers chiffres financiers F. (rn—i .....6) et aux 
15 chiffres saisonniers S. (t—1, . .15) de l'intervalle janvier 86 a mars 87. Par exeniple lea 
interpolations additives de mars et avril 86 sont 

- S 3  + 0.35173 R 1  - 0.02245 R2  + 0.00491 R3 	0.00085 R e,, 

- S + 0,24135 R 1  + 0.11225 R2  - 0.02453 R3  + 0.00427 R4 . 

oü les R,,, sont lea écarts de (5.1) entre F. et S. Ceci produit Les estimations finales pour 
j anvier A septembre 86 (et pour les trimestres civils correspondants) et les estimations 
prelirninaires pour janvier A mars 87. 

La deuxième fois, c-A-d lorsque le 5' chiffre trimestriel financier devient disponible, les mémes 
poids s'appliquent aux données F et S de 1'Intervalle avril 86 A juin 87. Ceci produir les 
estimations finales pour octobre a décembre 86 (et pour lestrimestres civils correspondants); 
les estimations révisées pour janvier a mars 87 et les estimations préliminaires pour avril a juin 
87. 

La troisièrne lois, les poids s'appliquenr aux données F et S de l'intervalle juillet 86 a 
septembre 87. Ceci produit les estimations finales pour janvier A mars 87, lea estimations 
révisées pour avril A juin 87 et les estimations preliminaires pour juillet a septembre 87. 

Et ainsi de suite. Cette application des poids, sur intervalles mobiles de cinq trimestres civils, 
reduir A deux le nombre de revisions; et assure que lea estimations civiles finales aient deux 
jalons financiers .de chaque côté. et  soient ainsi centrales dans chaque intervalle. Cette muse 
en oeuvre est aussi beaucoup plus économique que d'appliquer la inéthode (recalculer W) sur toutes 
les données disponibles et n'affecte pas les estimations de facon notable. 

5.3 FiabilitC des estimations prCliininaires 
Los estimations préliminaires sont sujettes a des revisions plus importantes que lea estimations 
révisées (une fois), parce que certains des mois impliquds sont A l'extérieur de l'intervalle 
couvert par les jalons financiers. Sous le régime financier de is colonne (a), lea deux derniers 
mois sont a l'exterieur; sous le régime (b), le dernier mois; et sous le régime (c), lea trois 
derniers rnois. Nous recommandons par consequent Ia non-utilisation des estimations preliminaires, 
spécialement si on anticipe un revirement (A la baisse ou a la hausse) clans le cycle des affaires. 

Las statisticiens incapables de tolérer le délal de production resultant (ou la fiabilité réduite) 
pourraient élaborer une prevision du prochain jalon financier et appliquer is méthode A la serie 
artificiellemene prolongee. (Ccci tend a ameliorer les résultats pour certaines méthodes de dé-
saisonnalisation, Daguxn, 1980.) Un bon point de depart pour cette prevision est Fe,, - F51  + F5 . 4  

F55 . Cette prevision est celle d'un modèle ARIMA degeneré (0,1,0)(0,1,0). Ce modéle pose que le 
changement d'un trimestre a l'autre tend A Se répeter d'une année A l'autre, cc qui implique une 
saisonnalité conatante et une tendance-cycle localement linéalre durant les quatre derniers 
trimestres. 
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Pour lea series de flux, is solution (4.1) preserve aussi les taux de croissance, mais ].es 
interpolations ont leurs produits trimestriels financiers égaux aux jalons financiers. Pour 
obtenir les égaiites de sonunes, une stratégie fructueuse consiste a itérer sur les valeurs de in 
F. D'excellentes valeurs de depart pour in F r " proviennent des produits triiuestriels financiers 
de S multiplies par les écarts proportionnels entre F et S (entre crochets): 

Fm ' 	- fl S t  [Fe, /( E S r )) 	In Fm ' 	- E in S t  [Fm  /( E S,)], 	rn-i ..... H. 	(4.2) 
tErn 	rEm 	tErn 	TEnt 

Les premieres interpolation r'> s'obtiennent au moyen de (4.1) appliqué a in F' t  de (4.2). Pour 
lea autres iterations (k>1), lea valeurs révisées de in F(k)  proviennent du produit de F' et 
des écarts proportionnels résiduels entre F and (entre crochets): 

	

F,(k) - Fm(kl) [Fm  /( Z r, 1 )J 	in F_ 	- In Fm 1  + in [Fm  /( E 1'T)L ni-i,. .M. (4.3) 
TEnt 	 rEm 

Les interpolations uitérieures 	(k>l) s'obtiennent de (4.1) appiiquée a In F 	de (4.3). Les 
iterations entre (4.3) et (4.1) se poursuivent jusqu'a satisfaction des égaiites (3.1b) (oCt f-0) a pius de 0.25% (disons), ce qui nécessite généralement moms de 5 iterations (K<5). Une 
réalisation exacte de (3.1b) peut s'obtenir en multipliant les dernières interpolations I' par 
les derniers écarts proportionneis résiduels: 

t - r* t(K) 	L'm /( z rA(x))) 	 (4.4) 
tErn 

Les avantages de ia variante logarlthmique sont les suivants: 
S peut avoir un ordre de grandeur different de F; et 
les poids W de (3.8) sont calculés une fois pour toute et peuvent s'appliquer a n'importe 

queues données S et F, queues qu'en sotent ies valeurs. 
Ces proprietés combinent les avantages des variantes proportionnelle et additive de l'etaionriage 
de type Deriton. 

5. MISE EN OEUVRE 

Dana la variante additive, comzne dans is variante iogarithmique, lea interpolations mensuelles 
sont egales au profil saisonnier (et de rotation des jours) choisi, plus une combinaison linéaire 
des écarts R-F-BS entre les jalons trimestrieis financiers et les sommes correspondantes du profil 
saisonnier: 

M 

	

- S + W [ F - B S I - S + W R 	 - S + Z W 	Rm . 	 (5.1) 
rn-i 

in 	- in S -i- V [ in F 	- B in S ] - in S + W R >  
(5.2) 

M 
in 	- in St + E Wtm  R (k ) m . 

rn-i 

oü (5.1) s'applique pour is variante additive et (5.2) pour Is variante logarithinique, et ou les 
poids Wtm  soot donnés par (3.8) (avec V-0). 

5.1 Description des poids 
I.e tableau 1 contient ies poids Wtm  pour les trois regimes réguliers de trimestres financiers 
possibles, dans lesqueis chaque trimestre contient trots inois. (Ii arrive parfois qu'un trirnescre 
financier compte plus ou moms que 3 mois.) Le tableau 1A contient lea poids a utiliser, lorsqu'on 
a qu'un trimestre financier, H-i; Ic tableau 18, lorsqu'on a deux trimestres financiers, M-2; le 
tableau iC M-3; et ie tableau lD, M-4. 

La colonne (a) de chaque sous-tableau Se rapporte au régime financier oCt ies trimestres couvrent 
de février a avril, mai a juiiiet, etc. (ou bien de mai A juillet, aoCtt a octobre, etc.); ia 
coionne (b), au régime oCt les trimestres couvrent de mars a mai, juin a aoCtt, etc.; et ia colonne 
(c), au régime oCt les trimestres soot civils. Les poids de ia coionne (c) peuvent s'utiiiser pour 
interpoier des vaieurs mensueiles a partir de trimestres civils. A cause du manque d'espace, is 
colonne (c) n'apparajt pas dans les sous-tabieaux C et D. Cependant, on peut facilement is 
reconstruire a partir de ia colonne (b): ia rangée t de ia colonne (c) répete is rangCe t-1 de 
is colonne (b); en fait la méme relation s'observe entre les rangées des colonnes (b) et (a). En 
consequence de cette reiation, ii suffit d'emmagasiner les poids des colonnes (a) seulement. 
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La solution (3.8) nécessite une inversion do matrice beaucoup plus petite que (3.5). Cependant, 
la solution (3.8) ne serait pas pertinente, si la variance (3.6) est calculée, ce qui nécessite 
la grande inversion de (3.5). 

Contrairement a (3.5), la solution (3.8) admet V—O. A moms d'indication contraire, le reste du 
document suppose V—O. Lorsque V 1 -0, Ia valeur de o 2  implicite dans V. n'a aucune importance, 
car elle s'annule; de méme 1-p 2  s'annule. En outre, avec V—O, (3.8) a la memo fonse que la 
solution do Denton (1971); et (3.8) est également la solution obtenue en minimisant is fonction 
objective contrainte suivante: 

T 	 H 
((r-s) . p(r1-S)) 2 	2 x A. [( E I' ) - Fm], 	(l' - S—e). 

t-2 	 rn—i 	TErn 

Comnie signalé par Bournay et Laroque (1979) pour l'étalonnage, A mesure que p tend vets 1, cette 
fonction tend vers celle minimisée par Denton et d'autres (sauf pour les contraintes); elle 
spécifie que I' preserve le changement d'un mois a l'autre observe pour S. 

3.3 Les valeurs tritnestrialisées 
Que les interpolation proviennent de (3.8) ou de (3.5), les estimations de trimestres civils 
dCairées sont simplement donnCes par lea sommes appropriées do 1: 

C 	- C f', 	C - 	(1 1 11. 	 (3.9) 

ou N est le nombre de trimestres civils et ou 'N  est la matrice identité N par N. La variance de 
C s'obtient de celie de r: 

var(C) - C var(r) C'. 	 (3.10) 

Si on ne s'intéresse pas aux interpolations mensuelles en tant que telles, lea estimations peuvent 
s'exprimer directeinent en fonction des données de base F et S, par substitution de (3.8) dane 
(3.9) : 

- C IS + W [ F - B S ]) 	- 	C S + P [ F - B S 1. 	(3.11) 

Les poids W de (3.8) et P de (3.11) me dependent aucunement des données F et S. us dependent 
seulement do la longueur T de Ia série at du régime do trimestres financiers, A savoir ci lea 
trirnestres so terminent en janvier, avril, juillet, etc., ou bien en fevrier, mat, aofjt, etc. On 
peut donc considérer los poids connie connus d'avance et les appliquer A toute série ayant Enéme 
iongueur et méme régime financier. Comzne explique a la section 5, ceci aura des avantages 
importants au niveau de la mise en oeuvre do la méthode. 

4. LA VAR IANTE LOCARITH}IIQUE 

La méthode additive présenrée dams la section 3 convient lorsque le profil saisonnier-rotation 
des jours S est du méme ordre de grandeur quo lea chiffres des trimestres financiers (divisCs par 
3). Or S s'exprime plus aisément - et plus comniunément - en pourcentages (auquel cas S eat le 
produit des profils saisonnier et de rotation des jours). La variante additive produirait des 
interpolations r a saisonnalité inensuelle infra-trimestrielle negligeable dams las cas oi lea 
chiffres financiers sont en millions (disons). De telles interpolations seraient generalernant 
d'une precision insuffisante pour produire un trimestrialisation satisfaisante des trimestres 
financiers F. 

Ii y aurait alors trots options. L'une consisterait a multiplier S par des facteurs de calibration 
évoluant de manière graduelle de mois en mois et ensujte appliquer Ia variante additive au S 
calibre. La seconde option consisterait a adapter la variante proportionnelle de Denton (1971) 
A la trimestrialisation. Une telle variante résoudrait bien le probleme de calibration, en gardant 
1' proportionnel A S; cependant les poids W et P (de (3.8) et (3.11) dépendraient alors des 
données. La troisléme option eat d'adopter la variante logarithmique exposée ici. 

Pour les series de stock, la variante logarithmique consiste simpiement A appliquer Ia variante 
additive aux logarithmes des trimestres financiers, in F, et du profil saisonnier, in S; et a 
poser lea interpolations désirées egales a l'anti-logarithme des estimations obtenues. Ainsi, la 
solution (3.8) devient: 

in F 	- ln S + W [ in F - B in S ], 	 - exp(ln 	) 	(4.1) 

ou les poids W sont ceux de (3.8) (avec V,-0). Puisque la variante additive preserve le changement 
d'un mois A 1.'autre do S, r de (4.1) preserve le taux de croissance d'un inois A l'autre. 
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S — I' + e, 	E(e)—O, 	E(e e') — V. ; 	 (3.la) 

F - B F + e, 	E(E)-0, 	E(e e') - V, - o, 2 I, 	E 0, 	 (3.lb) 

Dans le contexte de is trimestrialisation, le vecteur S de dimensions T par 1 représente une 
variable auxjliajre mensuelle. Dans ce travail, et sans perte cie généralité, la variable 
auxiliaire S prend la forise d'un profil saisonnier ou d'un profil saisonnier plus un profil de 
rotation des jours (Young, 1965). Ce profil est valable pour tous les répondants, au niveau 
d'agrégation auquel s'effectue Is trimestrialisation. be vecteur F de dimensions K par 1 contlent 
lea jalons de trimestres financiers, c-à-d les données a trimestrialiser. Le vecteur F contient 
les T valeurs mensuelies inconnues a estimer. 

La matrice B de dimensions H par T est un opCrateur de sornmes trimestrielies financières. Par 
exemple, dana le cas d'une série de flux a triruestres financiers couvrant de fevrier a avril, mai a juillec, etc, is matrice B serait: 

0111000000000 
0 000111000000 

	

8— 	0000000111000 ... 	, 	(3.2) 

MbyT 

(Pour lea series de stock, des 0 rempiacent les deux premiers 1 de chaque rangée.) 	Par 
consequent, l'équation (3.1b) spécifie que les sommes financières des interpolations désirées F 
sont égales aux données disponibles de trimestres financiers (sauf pour une erreur 
infinitésimalement petite dont is presence deviendra bientôt évidente). 

Enfin la matrice de covariance V. des erreurs e - [e', c—i .....T] eat telle que e t  change le moms 
possible du mois t au mois t+1: 

1 	p 	p2 	T1 

p 	1 	p 	. . . 	p' 2  

	

V.
T  by T - 
	 ... 	T-3 	

/ ( 1-p 2 ). 	 (3.3) 

;T-1 	
I_3 	j 

ou p est inferieur mais trés voisin de 1 (ex. 0.999999) et 06 c, 2  est en pratique is variance du 
changement dans S (c-à-d is variance de ( 8-5 )). En d'autres mots, cette matrice spécifie une 
extreme autocorrélation des erreurs au décalage 1. (Details dana Cholette et Dagum, 1989; Cholette 
et Baldwin, 1989). L'effet de V. dans (3.1a) est de garder les valeurs interpoiees estimées ' le 
plus parallele possible au profil saisonnier choisi S. La degré de parallélisme atteint depend 
des jalons financiers dans (3.1b). 

3.2 La solution 
Le modéle (3.1) peut s'écrire 

Oct: 	
I 	- 	X F + U, 	E(U)-0, 	E(U U')—V, 	 (3.6) 

- [ 5' F' ], 	X' - [ I 	B' J, 	U'—  ( e' 	' 	, 	V — 	 V. 0 
L0 	ye 

La solution de (3.4) par ies moindres carres généraiises est: 

	

— (X'V'X) - ' X'V 	Y - (V,• 1 	B'V,' B 	(V1 -1  S + B'V 1  F ]. 	 (3,5) 

	

var F* — (X'V 1XY' - 	+ B'V, 1  B ]', 	 (3.6) 

oü V' est connu aigébriquement: 

	

1 	-p 	0 
	

0 	0... 

	

-p 	1+p2 	-p 	0 	0... 

	

0 	- p 	1+p2  -p 	0 
/ t7u2. 	 (3.7) 

A i'aide d'identités d'algèbre matricielle, Is solution (3.5) peut s'exprimer: 

- S + V. B'[B V. B'+ V,]1 ( F -B S ] - S + W [ F-B S ) - S + V R. 	(3.8) 
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trimestres civils de chaque année dans lexemple. Ces erreurs constituent en outre un blais: 
chaque année les premier at troisièine trimestres se trouvent systématiquement sur-évalués tandis 
que lea deuxième et quatrieme sont sous.evalues. En presence de saisonnalité surtout, 
l'assimilation des trimestres financiers aux trimestres civils, c'est-à-dire la negligence du 
probléme de trimestrialisation, cause erreur et biais dans la eerie trimestrielle rCsultante. 

Lots d'une trimestrialisation veritable, lee valeurs mensuelles de Ia figure 1 sont évidement 
inconnues. La stratégie proposée dans ce travail consiste en deux étapes: 

interpoler les chiffres mensuels inconnus, a partir des chiffres trimestriels financiers 
et d'une variable auxiliaire, génCralement sous forme de profil saisonnier; et 

poser las estimations trimestrielles civiles egales aux sonunes proprement trimestriel].es 
des interpolations rnensuelles. 

Figure 1: Differences entre las valeurs trimestrielles civiles ( --- ) et les valeurs trimestrielles 
financières (+++) des ventes mensuelles canadiennes des Grands magasins 

3. VARIANTE ADDITIVE DE LA TRIMESTRIALISATION 

La présente section expose lea inéthodes d'étalonnage du type Denton comme une regression lineaire 
et l'adapte aux fins de la trimestrialisation. Las instituts de statistique utilisent normalement 
l'etalonnage lorsque, pour une méme variable socio-économique, us ont des mesures infra-
annuelles (disons) ainsi que des mesures annuelles, obtenues d'une autre source plus fiable at 
considérées comme jalons. Dens pareils cas, las sommes annuelles de la séria infra-annuelles 
different géneralement des jalons annuels correspondants. Pour les méthodes du type Denton, 
l'etalonnage consiste alors a ajuster la série infra-annuelle de sorte a ce que (a) las totoux 
annuels de is série étalonnée concordent avec les jalons et qua (b) la étalonnée soit le plus 
paralléle possible a la sdrie infra-annuelle originale. La méthode de trimestrialisation proposée 
consiste essentiellement 

a étalonner un profil saisonnier aux données disponibles de triniestres financiers, 
considérés comzne jalons; et 

a prendre les sonunes sur trimestres civils de la série ajustee aux jalons. 
La premiere étape fournit les estimations des valeurs niensuelles inconnues, c.-a-d. las 
Interpolations; et Is seconde, les valeurs proprement trimestrielles désirées. 

3.1 La modéle 
Selon Cholette at Dagum (1989), la méthode de Denton peut se voir comme une regression, comprenant 
deux equations: 
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Beaucoup d'enquetes trimestrielles effectuées par les instituts de statistique reflètent en fait 
les triniestres financiers des répondants, couvrant par exempie lea mois de février a avrii, de 
mai A juillet, etc. Ce travail propose une méthode pour transformer de telles données en 
estimations proprement trimestrielles, couvrant de janvier a mars, avrii A juin, etc. 

La niéthode est essentiellement une adaptation de la méthode d'étalonnage de Denton (1971): Ii 
s'agit détalonner un profil saisonnier de sorte A le rendre compatible avec les jalons 
trimestriels financiers. Los estimations trimestrielles sont ensuite données par les sommes tn-
mestrielles appropriées des valeurs mensuelles "étaionnées". La méthode de Denton est présentee 
A neuf dans le cadre fanillier de is regression. 

HOTS CLEFS: Etalonnage, Interpolation, Trimestres financiers, Années financières, Désagrégation 
tenipore lie. 

I. INTRODUCTION 

Toutes lea enquétes trimestrielles effectuées par Statistique Canada portent en fait sur los 
trimestres financiers des répondants. Ces trimestres couvrent trois mois consécutifs quelconques, 
par exemple février A avrii, mai A juillet, etc.; ou bien mars a mai, juin a aoi1t, etc. Ii arrive 
mélne que les mois en question ne Se terminent pas le dernier jour du mois. Dens certains cas 
évidemment, les trimestres financiers coincident avec les tnimestres civils, portent sur janvier 
A mars, avrii a juin, etc. 

Une pratique a i'egard des chiffres do trimestres financiers consiste a lea assimiler au trimestre 
civil qui chevauche le plus. Par exemple, si los répondants d'une enquete ont l'un ou l'autre 
des trimestres financiers suivants, décembre a fevrier, janvier A mars et février A avril, leurs 
réponses sont toutes assimulées au premier trimestre. La total trimestrieis do ces réponses 
reflète donc implicitement cinq mois (décembre a avril) au lieu du premier trimestre. En régime 
saisonnier surtout, pareils chiffres trimestriels sont évidemment trompeurs. 

Ce travail propose une méthode pour trimestrialiser les chiffres do trimestres financiers, c'est-
a-dire pour los transformer en valeurs trimestrielles civiles. On suppose (1) que les répondants 
dans l'enquete ont des trimestres financiers communs, ou qu'au moms la trimestrialisatjon 
s'effectue a un niveau d'agregation oli cola so vénifie; et (2) que les trimestres financiers se 
terminent en fin de mois. La section 2 illustre le problème de Ia trimestnialisation sous ces deux 
hypotheses simplificatrices. 

La section 3 présente is variante additive de Ia méthode de tnimestrialisation proposée, qui 
constitue en fait une adaptation des méthodes d'Ctalonnage de type Denton (ex. Denton. 1971; 
Helfand, Monsour et Trager, 1977). (L'étalonnage consiste a ajuster une série infra-annuelle a 
des valeurs annuelles obtenues d'une autre source plus flable.) La section 4 présente une 
variante logarithrnique de is méthode proposée. La section 5 suggère une mise en oeuvre économique 
des deux variantes et examine Is question des revisions des estimations. La section 6 met A 
l'epreuve la méthode en l'appliquant A dix series canadiennes de commerce au detail. 

2. LE PROBUME DE L.A TRIMESTRIALISATION 

Le probleme de la trimestrialisation des trimestres financiers se décrit aisCment A l'aide d'une 
illustration. La figure 1 montre trois années de ventos mensuelles des grands magasins canadiens. 
La figure montre également lea valeurs de trimestres civils, reprdsentées par leur moyenne sur 
los trois mois couverts (c.-A-d. divisées par 3), ainsi que cellos de trimestres financiers 
(aussi divisées par 3), couvranit les mois do février a avrii, mai A juillet, etc. Ii apport que 
l'assjmiltion des velours trimestrielles financléres au trimestre le plus voisin (qui chevauche 
le plus) crée des erreurs d'estimationi substantielles, specialement pour les premier et dernier 

P.A. Cholette, Division de Ia recherche et de l'analyse des series chronologiques, Statistique Canada, Ottawa, 
(Ontario), Canada K1A 0T6 
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Le processus itératif décrit ci-dessus cause de nombreux problèmes de convergence, que Draper et Smith (1981) 

exposent avee precision tout en proposant des solutions. En ce qui concerne la méthode décrite en 3.4, on peut 
chereher a résoudre ces difficultés en exploitant la structure du modèle. On peut notamment procéder de La 
façon suivante: i) pour une valeur fixe, définir l'estimateur par les moindres carrés pondérés linéaires de 
comme une fonetion de a, par exemple Ot(a),  et ii) utiliser et(a) au lieu de o t  dans le modCle d'étalonnage et 
appliquer les MCP non linéaires pour obtenir une estimation de a, c'est-à-dire a. De cette façon, on fait passer 
Ia dimension de l'algorithme de Gauss-Newton de n+1 a 1. 

L'expression définie ci-dessus pour2L j+l suppose que les valeurs annuelles sont observées avec une erreur, de 
sorte que est non singulière. Toutefois, cette matrice de covarianees sera singulière lorsque les valeurs 
annuelles viendront dun recensement. Dans ces conditions, on obtiendra la solution en remplaçant L par Ia g-
inverse de semi-norme minimum. Autrement dit, ru  + J J j  est substituée a z dens l'équation de L 
(voir Rao et Mitra, 1971). 

2. MATRICE DES VARIANCES-COVARIANCES DES ESTIMATIONS 

En supposant que l'algorithme de Gauss-Newton converge vers les valeurs estimées; = y, après j iterations, 
une approximation de La matrice des Covariances est alors donnée par Var (x) =  Ljluj - 

3. SOURCES ADDITIONNELLES 

Draper, N.E. et Smith, 11. (1981), Applied Regression Analysis, seconde edition, New York, Wiley. 

Rao, C.R. et Mitra, S.K. (1971), Generalized Inverse of Matrices and Its Applications, New York, Wiley. 
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ANNEXE 

1. ALGORITEIME DE GAUSS-NEWTON 

Les modèles pour estimations annuelles et infra-annuelies définis clans les sous- sections 3.3 et 3.4 peuvent se 
résumer en un modéle défini comme suit: 

Ys 
= f( '  1)u 5 	for s = 1, ..., n + m 

oü: y 	 représente Ia réponse infra-annuelle lorsque S = 1, ..., n et Ia réponse annuelle lorsque 

s=n+1, ..., n+ni, 

= (X15, ... Xn+ms )' est un vecteur de variables dichotomiques cléfinies ainsi: 

1 51 S = k 

k 0 si s = k 

x 	= y11 ..., ')' est le vecteur des paramètres a estimer clans le modéle annuel et 
infra-annuel combine, 

u 	est l'erreur d'échantillonnage infra-annuelle Iorsque s = 1, ..., n 	et 	l'erreur 
d'échantillonnage annuelle lorsque S = n +1, ..., n + a; 

9 
f(X 	) est égale a 	z gk(x)Xk S 

, ot g(Y) représente le modèle infra-annuel lorsque k = k=1  

1, ..., nettemodèleannuellorsquek = n+ 1,..., n+m. 

Par exemple, en ce qui concerne Ia méthode décrite en 3.4, flOUS avons y = (ci, 0 1 ,  ..., On)' et 

- 

 

00 k 	si k = 1, .. . , n g1, - 	 k = n + 1, ..., n + a. tek 

Les modèles pour données infra-annuelles définis dans les sous-sections 3.3 et 3.4 sont tous deux non linéaires 
par rapport aux paramètres. Dans les circonstances, nous pouvons estimer les pararnètres par Ia méthode de 
linéarisation, qul consiste a faire une approximation du modèle non Iinéaire it l'aide d'un modèle linéaire de Ia 

forme Y - 	 =r 8 
 i 

i 	 + uis 

o 	 o 	 o ______ oü: f5 = f(X , 10), B = 	
- 1 i0' 	xo = 	io'"' y) ' , et J=

ayi 

sont les estimations initiales voisines des valeurs réelles. Nous avons établi ces estimations au moyen de Ia 
méthode d'étalonnage de Denton (voir sous -section 3.1). 

II y a moyén d'améliorer les estimations initiales en utilisant les moindres carrés linéaires clans des iterations 
successives, ce qui donne l'équation matricielle suivante: 

x j+1 = x + j ( - 

wre 

Ii = (' •.., 	i) f3 = ('"'Lm)' = ~ Jjis l (n+m) . p = 	 + 

I = (Yr, ..., 	Yn+m ) L = 	J 	1 -1 	•1 = E(uu) 

- 1 J. peut paraitre singulière et, parconséquent, non A cause des erreurs d arrondissement, Ia matrice 	J — 
inversible. Cela s'explique par le fait que certains éléments de J different largement les uns des autres. Pour 
résoudre cette difficuité, ii suffit de diviser la série de données infra-annuelles et la série de données annuelles 
par Ia moyenne des niveaux infra-annuels avant d'appliquer l'algorithme d'itération. Une fois is convergence 
réalisée, on fait l'opération inverse (multiplication) pour obtenir les estimations infra-annuelles étaionnées. 
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Cela revient a supposer que l'étalonnage est une opration annuelle. On devrait done pouvoir tirer de cette 
operation des facteurs d'étalonnage estirnés qui serviront a un étalonnage prélirninaire. 

Il y a deux façons de produire des facteurs d'étalonnage préliminaires: 

1) 	Reprendre le facteur qui a Cté calculé pour Is dernière période infra- annuelle qui a fait l'objet d'un 
étalonnage soit: 

en appliquant l'étalonnage jusqu'à la dernière période infra- annuelle pour laquelle ii existe des données 
annuelles, ou 

en appliquant l'étalonnage jusqu'à la dernière pCriode infra- annuelle pour laquelle ii existe des données 
infra-annuelles. 

2) A l'aide d'un modèle, extrapoler Ia série infra-annuelle jusqu'ã La période infra-annuelle oü doit se faire le 
prochain étalonnage. Ensuite, procéder a l'étalonnage en se servant de La série extrapolée pour obtenir les 
facteurs préliminaires. Laniel (1986) propose des modèles simples pour executer cc genre d'extrapolation. 
11 faut sassurer que ces modèles sont suffisamment robustes pour de grandes enquêtes de manière a ne pas 
produire de facteurs préliminaires qui soient moms fiables qu'une méthode qui ne fait que reprendre le 
dernier facteur d'étalonnage calculé. 

Ces deux méthodes méritent d'être analysées plus en profondeur. On pourrait notamment examiner les 
corrections apportées aux données étalonnées, depuis les données préliminaires jusqu'aux données finales. 

6. CONCLUSION 

Dans cet article, nous avons vu comment améliorer des estimations d'enquête infra-annuelles au moyen 
d'estimations d'enquête annuelles. Nous avons présenté un moyen simple et inédit d'étalonner une série 
chronologique. La méthode en question peut être appliquée par ordinateur en mode automnatique. Elle se 
distingue avantageuseinent des méthodes plus classiques par sa base statistique. Elle permet en effet de 
determiner des regions de confiance et de tester Ia validité de l'ajustement du modèle d'étalonnage. Par Ia 
même occasion, nous avons abordé certaines questions liées a l'utilisation de cette méthode. Deux grandes 
questions pratiques ont retenu notre attention: l'étalonnage d'un tableau de données chronologiques et 
l'étalonnage préliminaire. Nous avons propose des facons d'aborder ces deux questions mais les reeherches 
doivent se poursuivre. 

7. BIBLIOGRAPHIE 

Box, G.E.P. et Jenkins, G.M. (1976), "Time Series Analysis, Forecasting and Control", Holden-Day. 

Cholotte, P.A. (1988a), "Benchmarking and Interpolation of Time Series", Statistics Canada, Working Pager No. 
TSRA-87-0 14E. 

Cholette, P.A. (1988b), "Benchmarking Systems of Socio-Eeonomic Time Series", Statistics Canada Working 
Paper No. TSRA-88-017E. 

Cholette, P.A. et Dagum, E.B. (1989), "Benchmarking Socio-Economic Time Series Data: 	A Unified 
Approach", Working Paper No. TSRA-89-006-E, Statistics Canada. 

Deming, W.E. et Stephan, F.F. (1940), "On a Least &uares Adjustment of a Sampled Frequency Table when the 
Expected Marginal Totals are Known", Ann. Math. Statist. 

Denton, F.T. (1971), "Adjustment on Monthly or Quarterly Series to Annual Totals: An Approach Based on 
Quadratic Minimization", Journal of the American Statistical Association, Vol. 66, No. 333, pp.  99-102. 

Hillmer, S.C. et Trabelsi, A. (1997), "Benchmarking of Economic Time Series", Journal of the American 
Statistical Association, Vol. 82, pp.  1604-107 1. 

Laniel, N. (1986), "Adjustment of Economic Production Sub-annual Series", Business Survey Methods, Statistics 
Canada, Working Paper No. BSMD-86-006E. 

Laniel N. et Fyfe, K. (1989), "Benchmarking of Economic Time Series", Business Survey Methods, Statistics 
Canada, Business Survey Redesign Project Working Paper. 

Monsour, N.J. et Trager, M.L. (1979), "Revision and l3enchmarking of Business Time Series", Proceedings of 
the Business and Economic Statistics Section, American Statistical Association. 

Quenneville, B. et Srinath, K.P. (1984), "Estimation of Variances of Averages Based on Overlapping Samples in 
Repeated Surveys", Proceedings of the Survey Research Methods Section, American Statistical Association. 

- 146 - 



étalonnées, o, ont un très petit nombre de degrés de liberté, m - 1 (nombre dobservations annuelles moms un), 

par rapport au nombre d'observations, n + m. 	De plus, on peut s'attendre que les estimations étalonnées 
affichent Ia même tendance chronologique que les données infra-annuelles. 

A ce stade-ci, Ic calcul des covariances d'échantillonnage de deux estimations de niveau se rapportant A deux 
périodes différentes est une question d'ordre pratique. Devrait-on modéliser ces covariances ou les calculer 
directement pour toutes les paires de périodes au moyen d'un logiciel d'estimation? Du point de vue théorique, ii 
est préférable de les calculer directement puisque la suite des erreurs d'échantillonnage est en soi un processus 
stochastique non stationnaire, mais it n'est pas evident que nous puissions procéder ainsi. En revanche, nous ne 
connaissons pas de modète dont la validité ait été vérifiée jusqu'A maintenant. Certains auteurs ont 
expérimenté arbitrairement un modèle stationnaire AR(1) (voir Hilimer et Trabelsi, 1987) mais celui-ci ne 
semble pas valide a priori. Quenneville et Srinath (1984) ont abordé La question sous un angle légèrement 
different en modélisant la correlation d'échantillonnage entre les périodes a l'aide de Ia structure 
d'autocorrélation d'un processus AR(1). Toutefois, cette méthode n'a pas donné de résultats concluants. Ii faut 
done continuer de chercher une solution au problème du calcul des covariances d'échantillonnage. 

4. ETALONNAGE D'UN TABLEAU DE DONNEES CHRONOLOGIQUES 

La plupart des enquétes économiques infra-annuelles produisent des series destimations pour un certain nombre 
d'activités industrielles qui se déroulent dans un certain nombre de regions géographiques. Ces estimations sont 
publiées infra-annuellement dans des tableaux dont il faut étalonner les diverses composantes (fréquences par 
case, totaux marginaux et total general). 

Si les series de fréquences par case, les series de totaux marginaux et la série de totaux généraux sont toLites 
étalonnées de facon indépendante, nous obtiendrons une série d'estimations infra-annuelles o6 la somme des 
fréquences par case ne correspondra pas au total marginal et oi La somme des totaux marginaux ne 
correspondra pas au total général. Autrement dit, nous obtiendrons une série de tableaux incohérents. Pour 
éviter cela, nous pouvons envisager un certain nombre de solutions. La premiere qui nous vient A l'esprit est la 
méthode élémentaire suivante: premièrement, étalonnage de chaque série de fréquences par case; 
deuxièmement, addition des fréquences étalonnées de rnanière a obtenir des totaux marginaux étalonnés et un 
total général étalonné. L'inconvénient de cette méthode est que Ia tendance chronologique des valeurs 
étalonnées risque d'être plus irrégulière que celle que l'on observerait par suite d'un étalonnage direct (problème 
courant en désaisonnalisation). Si tel est le ens, il sera préférable d'utiliser la méthode suivante: 

I) Premièrernent, étalonner la série de totaux généraux. 

Ensuite, étalonner de façon indépendante chaque série de totaux rnarginaux puis pour chaque période infra-
annuelle, redresser chacun des totaux marginaux étalonnés par un facteur constant de manière que Leur 
somme corresponde au total général étalonné. 

Finalement, étalonner chaque série de fréquences par case puis pour chaque période infra-annuelle, 
redresser chacune des fréquences étalonnées par Ia méthode iterative du quotient (aussi appelée ajustement 
proportionnel itCratif, voir Deming et Stephan, 1940) de manière que leur somme corresponde A la vateur 
redressée du total marginal étalonné correspondant. 

Cette méthode suppose que Ia série de totaux généraux est Ia plus importante de toutes en ce qui concerne le 
maintien des tendances d'un mois A I'autre, que Ia série des totaux rnarginaux est la seconde en importance et 
que celle des fréquences par case vient au troisième rang. L'inconvénient est que les tendances d'un mois a 
l'autre des .fréquences par case peuvent être fortement perturbées. C'est ce qui a été observe dans un petit 
nombre de cas (voir Laniel et Fyfe, 1989). 

On pourrait aussi envisager d'étalonner simultanément les series de fréquences par case et de totaux marginaux 
et Ia série de totaux généraux. Cependant, le problème pourrait alors prendre des proportions gigantesques Si 
on pense au nombre de paramètres a estimer, et pourrait même être difficite A traiter sur ordinateur. Cholette 
(1988b) s'est penché sur Ia question lorsqu'il a étudié l'étalonnage des series par La méthode de Denton. 

11 est nécessaire de pousser plus loin la recherche sur ces trois méthodes avant de determiner laquelle 
s'appliquerait Ic mieux au problèrne décrit dans Ia section 2. 

5. ETALONNAGE PRELIMINAIRE 

On procède A un étalonnage préliminaire pour empêcher qu'il y ait discontinuité entre les périodes infra-
annuelles pour lesquelles il existe des données annuelles et celles pour Lesquelles il n'en existe pas. 11 peut se 
produire des discontinuités parce que les données relatives A une année civile particuLière sont diffusées environ 
dix-huit mois après La fin de cette année civile. 11 existe donc deux genres de périodes infra-annuelles pour 
Lesquelles nous n'avons pas toujours de données annuelles: les périodes pour lesquelles ii existe des estimations 
infra-annuelles et celles pour lesquelles nous n'aurons des estimations infra-annuelles qu'au prochain étalonnage. 
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(ct) 	est one suite d'erreurs d'échantillonnage corrélées infra-annuelles avee on vecteur de 

moyennes et une matrice de covariances (0, L ), 

(z1 ) 	est one suite d'estimations annuelles sans biais, 

{aT} 	est une suite d'erreurs d'échantillonnage corrélées annuelles avec on vecteur de moyennes et 

une matrice de covariances (0, La) 

On obtient les estimations étalonnées en appliquant les rnoindres earrés aux modèles ci-dessus. L'algorithme de 
Gauss-Newton utilisé a cette fin est décrit en annexe. Cette description est suivie du calcul de Ia matrice des 
covariances des estimations étalonnées. 

On pout utiliser cette méthode lorsque les données repères proviennent d'un recensement ou d'une enquête 
annuelle avec échantillons chevauchants et lorsgue les estimations de niveau infra-annuelles sont biaisées, a Ia 
condition que le blais relatif soit fixe. En pratique, I'hypothèse d'un biais relatif constant se vérifiera lorsque 
les operations de mise a jour de Ia base de sondage se feront a un rythme régulier, c'est-à-dire lorsque Ia 
proportion d'unités absentes de Ia base de sondage se sera stabilisée avec les années. De plus, on suppose que 
les entreprises non recensées ont le méme comportement que celles qui figurent dans Ia base de sondage. Ces 
hypoth'ses se vérifient lorsque Ia méthode d'étalonnage est appliquée a un petit nombre d'années a Ia lois. 

La méthode décrite ci-dessus pose toutefois un problème technique. En effet, on ne peut caleuler directement 
la matrice des variances-covariances d'Cchantillonnage des tendances et on doit done recourir a une 
approximation. Après avoir utilisé l'approximation de Taylor du premier degré, on a constatC que dans certains 
cas, les variances et covariances d'échantillonnage Ctaient nulles ou negatives alors qu'elles devraient être 
positives. 

3.4 Modèle pour niveaux 

La méthode ci-dessous équivaut a la précédente et a été élaborée dans Ic but de calculer plus facilement Ia 
matrice des variances-covariances déchantillonnage des estimations infra-annuelles. Elle suppose que les 
données infra-annuelles sont expliquées par Ic modèle: 

Yt = 	+Ct t = 1, 2, ..., n 

et les données annuelles, par le modèle: 

2 T 	E 8 + aT 	T = 1, 2, ... , m 
tEl 

oü: 

{y t J est one suite d'estimations biaisCes des niveaux infra-annuels, 

a 	est un pararnètre fixe gui tient compte du biais relatif constant, 

est une suite de paramètres infra-annuels fixes (valeurs réelles des niveaux), 

(} est une suite d'erreurs d'échantillonnage corrélées infra-annuelles avec un vecteur de moyennes et 

une matrice de covariances (0, 	), 

{ZT} est une suite destimations annuelles non biaisées, 

{a1 } est une suite d'erreurs d'échantillonnage corrélCes annuelles avec un vecteur do moyennes et une 

matrice de covariances (0, Ed. 
On obtient les estimations étalonnées en appliquant les moindres earrés aux rnodèles ci-dessous. L'algorithme 
pertinent est le même que celui utilisé poor Ia méthode décrite en 3.3. 

On peut recourir a la méthode ci-dessus lorsque les donnCes annuelles proviennent soit d'un recensement 00 
d'une enquête avec éehantillons chevauchants et lorsque les estimations de niveau infra-annuelles sont bialsées, 
a Ia condition que le biais relatif soit fixe dans le temps. 

3.5 Discussion 

De toutes les méthodes exposées ci-dessus, La derniCre est celle qui se prête le mieux a létalonnage d'une série 
chronologique. Elle offre une base statistique qul permet de calculer des regions de confiance et de tester Ia 
validité de l'ajustement du modèle étalonné. Le choix du test doit être exercé avee soin puisque les estimations 
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vérifient avec des series économiques. Bien que cette méthode permette de composer avec des donnCes infra-
annuelles entachées d'une erreur systématique, elle ne tient aucunernent cornpte des variances et des 
covariances d'échantillonnage des données annuelles et infra-annuelles, ce qui la rend statistiquement 
inefficace. 

3.2 Méthxle de Hilimer et Trabelsi 

En 1987, Hilimer et Trabelsi mit propose une méthode d'étalonnage fondée sur les modèles ARMMI de Box et 
Jenkins (1976). us ant suppose que les données infra- annuelles étaient expliquées par le modèle: 

yt = 	+ Ct 	t = 1,2,... ,n 

et les données annuelles, par le modèle: 

ZT = E e+ a t 	
I = 1, 2, ..., in 

tcl 

06 

{Ot} est une suite de paramètres infra-annuels stoehastiques (valeurs réelles des niveaux) qui suivent un 
modèle ARMMI, 

est une suite d'estimations non biaisées des paramètres infra-annuels, 

est une suite d'erreurs d'échantillonnage corrélées infra-nnuetles avec un vecteur de moyennes et 
une matrice de covariances (0, E ) 

{z 1 ) est une suite d'estimations annuelles non biaisées, 

est une suite d'erreurs d'échantillonnage corrélées annuelles avec un vecteur de moyennes et une 
matrice de covariances 	' 

Se servant de ces modèles, Uillrner et Trabelsi obtiennent des estimations infra-annuelles étalonnées en 
appliquant les moindres earrés stochastiques, c'est-à- dire en minimisant l'erreur quadratique moyenne, 

E(t - ot)2. Dans Ia terminologie de l'analyse des series chronologiques, cette méthode est aussi appelée 
extraction de signal et Hillmer et Trabelsi en font l'illustration dans leur article. 

Avec cette méthode, les données annuelles proviennent soit d'un recensement ou d'une enquête avec 
échantillons chevauchants. De plus, les variances et les covariances d'échantillonnage des estimations de niveau 
infra-annuelles sont prises en consideration. Maiheureusement, cette méthode ne tient pas compte des erreurs 
systématiques que peuvent renfermer les données infra-annueltes des enquêtes économiques. En outre, comme 
ii s'agit de modèles ARMMI, ii serait trop coQteux d 1 utiliser cette méthode pour de grandes enquêtes d'oO sont 
tirées des centaines de series de donnCes. 11 serait done plus profitable de n'utiliser cette méthode que pour un 
petit nombre d'indicateurs économiques majeurs. Si les modèles ARMMI sont mal spéciflés, on risque par 
ailleurs d'obtenir un lissage excessif des données. 

Cholette et Dagum (1989) ont perfectionné La rnéthode de Hillmer et Trabelsi en utilisant un modèle 
"d'intervention" au lieu dun modèle ARMMI. Cela permet de modéliser les effets systématiques contenus dans 
Ia série chronologique. Selon les auteurs toutefois, cette méthode présente Les mêmes lacunes que [a méthode 
de Hilimer et Trabelsi. 

3.3 Modéle pour tendanees 

La méthode suivante a été éLaborée dans le but de satisfaire aux conditions d'étalonnage des enquêtes 
éeonomiques. Elle repose sur l'hypothèse que les données infra-annuelles sont expliquées par le modèle: 

yt 	e  +E 4 	t=1,2, ...,n 
yt-1 	o _ 

et les données annuelles, par Le modèle: 

zT  = 	: 	
e t + a-i. 	T = 1, 2, ..., in 

t cT 
ow 

est une suite d'estimations (quasi) sans biais des tendances infra-annuelles, 

(ot/eti) est une suite de tendances des paramètres infra-annuels fixes (valeurs réelles), 
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entreprises qui n'ont pas d'employés et Ia plupart des nouvelles entreprises. En outre, les données annuelles 
proviennent habituellement de grands éehantillons chevauchants, ce gui fait que l'on peut leur associer des 
erreurs d'échantillonnage. 

Lorsqu'on procède a un étalonnage, ii faut se rappeler que les résultats des enquêtes annuelles sont produits 
environ deux ans après que les enquêtes ont été réalisées. Par exemple, les données annuelles pour 1988 ne 
seront pas diffusées avant 1990 tandis que les données infra-annuelles sont diffusées habituellement quelques 
mois suivant la période a laquelle cues s'appliqucnt. Ainsi, lorsque vient le moment d'étalonner les données 
infra-annuelles, ii y a des périodes infra-annuelles pour lesquelles nous n ' avons pas de repères annuels. 

Une méthode d'étalonnage dolt presenter un certain nombre de caractéristiques pour pouvoir être appliquée a 
des estimations de grandes enquêtes. Premièrement, elle dolt être suffisamment simple pour pouvoir être 
utilisée en mode automatique et nécessiter le moms possible l'intervention du statisticien. Deuxièrnement, elle 
doit pouvoir produire des facteurs d'étalonnage préliminaires pour les mois pour lesquels il n'existe pas encore 
de données repères. Cette caractéristique permet de faire de l'étalonnage a mesure que sont produites les 
donnécs infra-annuelles, autrement 11 se créerait des discontinuités. 

La méthode d'étalonnage utilisée doit pouvoir produire de meilleures estimations de niveau et de meilleures 
estimations de tendance d'une année a l'autre tant pour les flux (c.-â-d. données infra-annuelles gui ont trait a 
un intervalle de temps, par exemple: ventes) que pour les stocks (c.-à-d. données infra-annuelles qui ont trait a 
une date precise, par exemple: stock de marchandises). Elle devrait aussi pouvoir maintenir Ia concordance des 
totaux gCnéraux, des totaux marginaux et des estimations par case pour les donriées étalonnées provenant d'une 
série de tableaux. 

3. ETALONNAGE D'UNE S1RIE CIERONOLOGIQUE 

Nous allons exposer ci-dessous quatre méthodes gui peuvent servir a étalonner une série de données infra-
annuelles sur les flux ou les stocks. Dens chaque cas, nous donnons une interpretation statistique de la rnéthode, 
décrivons brièvement les hypotheses sous-jacentes et faisons une evaluation qualitative du bien-fondé de Ia 
méthode a l'égard du problème exposé dans Ia section précédente. 

3.1 Méthode de Denton 

Dans son article de 1971, Denton a propose des méthodes d'étalonnage fondées sur Ia minimisation quadratique. 
Chacune de ces méthodes correspond a une fonction de perte particullére et l'une d'elles peut We utilisée pour 
résoudre le problème d'étalonnage exposé dans la section 2 a Ia condition que certaines hypotheses concernant 
les données soient vérifiées. La méthode en question utilise une fonction de perte gui s'exprime sous forme 
d'écarts proportionnels entre Ia série originale et Ia série étalonnée. Nous pouvons exprimer cette rnéthode en 
termes statistiques en supposant tout d'abord que les données infra- annuelles sont expliquées par le modèle: 

e t 	s t_i -=------+ E 	 t=1,2, ...,n 
yt Y _ 

et les données annuelles, par le modèle: 

z 	= 	 T 	1, 2, . .., rn T 	tcl 

indique Ia période infra-annuelle 

indique la période annuelle 

est une suite d'estimations biaisées des paramètres infra-annuels (niveaux), 

est une suite de paramètres infra-annuels fixes (valeurs réelles des niveaux), 

tc) est une suite d'erreurs non corrélées et identiquement distribuées avec un vecteur de moyennes et 

une matrice de covariances (O,a21) 

(zt) est une suite de valeurs repères annuelles tirées d'un recensement. 

Pour obtenir les estimations étalonnées, on applique les moindres carrés au second modèle défini ci-dessus. 

Il convient de souligner que Ia méthode de Denton suppose que 0 t 1 t  suit une marche aléatoire et que les 
données annuelles proviennent d'un recensement. Malheureusement, ii est peu probable que ces hypotheses se 
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RESUMÉ 

L'étalonnage est l'opération qui consiste a améliorer les estimations tirées dune enquête infra-annuelle it l'aide 
des estimations correspondantes tirées d'une enquête annuelle. Par exernple, les estimations de l'enquête 
annuelle sur les ventes au detail peuvent servir a améliorer les estimations des ventes au detail mensuelles. 
Dans cet article, nous nous penehons tout d'abord sur le probléme que pose l'étalonnage des series 
chronologiques issues d'enquetes économiques et nous analysons les solutions les plus appropriées dans les 
circonstances. Dans un deuxième temps, nous proposons deux nouvelles méthodes statistiques qui reposent sur 
un modèle non linéaire pour données infra-annuelles. Finalement, nous obtenons des estimations étalonnées en 
appliquant Ia méthode des moiridres carrés pondérés et Ia méthode iterative du quotient de manière a assurer 
une certaine coherence dans les tableaux de Ia série. 

MOTS CLES: Erreurs d'enquête; modèle non linéaire; moindres carrés pondérés; ajustement proportionnel 
itératif. 

1. INTRODUCTION 

Létalonnage a toujours été défini comme l'opération qui consiste a corriger des valeurs mensuelles ou 
trimestrielles tirées d'une source particulière en fonction de valeurs annuelles (données repCres) tirées d'une 
autre source (voir Denton 1971, Cholette 1988a et Monsour et Trager 1979). 11 peut sTagir,  par exemple, de 
corriger les chiffres des expeditions mensuelles des manufacturiers canadiens de manière que leur somme égale 
Ia valeur des expeditions établie a l'aide de l'enquête annuelle sur les manufactures. L'étalonnage est aussi 
défini comme l'opération qui consiste a améliorer les estimations infra-annuelles tirées d'une source particulière a l'aide d'estimations annuelles tirées d'une autre source (voir Hillmer et Trabelsi, 1987). Contrairement a Ia 
premiere definition, Ia seconde SUPPOSe que les valeurs annuelles peuvent être erronées. Ii peut s'agir, par 
exemple, d'améliorer les estimations des stocks mensuels des détaillants canadiens, établies a l'aide d'une 
enquête par sondage, au moyen des données sur los stocks de fin d'année tirées de l'enquête annuelle sur le 
commerce de detail. La seconde definition est celle qui s'applique le plus souvent aux series éeonomiques de 
Statistique Canada et c'est a elle que nous nous intéressons dans cet article. 

Cet article Se divise en quatre parties. Premièrement, nous allons exposer en detail le problème de l'étalonnage 
tel qu'il se présente pour la plupart des series chronologiques de Statistique Canada issues des grandes enquêtes 
économiques. Ensuite, nous allons préserter et analyser les méthodes d'étalonnage les plus courantes qui 
peuvent s'appliquer a une série a Ia fois. Comme aucune de ces méthodes ne répond parfaitement aux exigences 
de Statistique Canada, nous proposons deux nouvelles méthodes statistiques qui peuvent s'appliquer a une série a 
Ia fois. Ces deux méthodes reposent sur un modèle non linéaire avec moindres earrés pondérés. Enfin, nous 
terminons cet exposé par l'étalonnage d'un tableau de series chronologiques et l'étalonnage préliminaire. 

2. POSITION DU PROBLEME 

Statistique Canada doit tenter d'améliorer des series d'estimations infra-annuelles it l'aide de series annuelles 
tirées des enquêtes-entreprises. Nous allons décrire ici les caractéristiques des données originales et los 
objectifs que nous poursuivons en ayant recours a l'étalonnage. 

Les données infra-annuelles sont souvent entachées d'une erreur systématique a cause de problèmes de 
couverture. Citons tout d'abord le cas des nouvelles entreprises qui, souvent, sont intégrées a Ia base de 
sondage Iongtemps après être entrées en exploitation. C'est là que survient le sous-dénombrement. Citons 
aussi le cas des entreprises qui n'ont pas d'employés (11 s'agit habituellement de petites entreprises) et qui, de ce 
fait, ne figurent pas dans Ia base infra- annuelle. Signalons enfin le problème du chevauchement des listes des 
grandes entreprises et des petites entreprises, qui servent de base de sondage pour les enquètes infra-annuelles. 
Par consequent, ii y a de fortes chances que les estimations de totaux infra-annuels soient biaisées. Les 
données infra-annuelles ont aussi la particularité de provenir dTéchantillons chevauchants. Ii existe done des 
covariances d'éehantillonnage pour les estimations infra-annuelles qul se rapportent a des périodes différentes. 

Pour ce qui a trait aux données annuelles, on peut supposer en pratique qu'elles sont sans biais puisqu'elles sont 
relativement peu touchées par le problème du chevauchement et que Ia base de sondage annuelle englobe les 

N. Laniel et K. Fyfe, Division des méthodes d'enquètes-entreprises, Statistique Canada, Ottawa, (Ontario), 
Canada K1A 0T6 
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Figure 6: Diviseurs subjectifs utilisés pour le rajustement préalable 
des ventes d'autos A Punité 
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Figure 7: Diviseurs de Ia méthode REG-ARMMI utitisés pour le rajustement préalable 
des ventes d'autos A l'unité 
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Figure 4: Facteurs lies aux jours ouvrables dtun trimestre (LJOT) pour les MAE 
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Figure 5: Ventes mensuelles d'automobiles a I'unité 
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(estirnés par des spéeialistes) aux diviseurs utilisés pour les rajustements préalables fondés sur un modèle. Les 
comparaisons de modèles REG-ARMMI nous offrent une façon objective de prendre de telles decisions, cas par 
cas, comme l'exemple ci-après le montre. La série de données sur les ventes d'automobiles a l'unité (VAU) de Ia 
figure 5 présente un certain nombre de mouvements extremes qui sont dQs a des campagnes de développement 
des ventes Lancées par les fabricants d'automobiles. Ces eampagnes ont servi a réduire les inventaires 
considérables des concessionnaires en offrant aux acheteurs des prCts a faible taux d'intérèt ou des remises en 
espèces. De telles campagnes de développernent des ventes augmentent anormalement les ventes dautomobiles 
pour les mois au cours desquels elles sont en vigueur et causent une diminution inhabituelle du nombre de ventes 
au cours, approximativement, du mois qui suit Ia fin de La eampagne. L'analyse de Ia série d'aléas tires d'un 
rajustement des VAU par La méthode X-11-ARMMI a permis a un analyste d'obtenir les diviseurs utilisés pour les 
rajustements dont le graphique est donné a Ia figure 6. 

Nous nous préoccupions du fait que la désaisonnalisation effectuée a l'aide de La méthode X-11-ARMMI et, par 
consequent, La série d'aléas estimés qui en découlent, seraient compromises par les fluctuations qui résultent 
des campagnes de développement des ventes. Dans ce cas, Las effets lies aux campagnes de promotion des 
ventes ne pouvaient être obtenus de façon fiable a partir des aléas. 

LI nous a semblé plus opportun d'utiliser lea procedures de determination des valeurs aberrantes de La méthode 
X-12-ARMMI (voir Bell, 1983), avec certaines contraintes proposées par l'analyste, pour estimer les effets des 
campagnes de développement des ventes. Nous avons ajusté un tel modèle REG-ARMMI, avec des effets lies 
aux jours ouvrables, aux variabLes saisonnjères fixes et a d'autres effets additifs des valeurs aberrantes, aux 
logarithmes de la série observée. Pour le modèle resultant (modèle 1), le graphique des effets estimés des 
valeurs aberrantes est donné a Ia figure 7. La valeur AIC pour ce modéle est AIC 1  = 3169.4. 	La série de 
logarithmes rajustés en fonction de l'estimation de L'analyste (comme en 4. de La section 2) a aussi été ajustée a 
un modèle REG-ARMMI un peu different (rnodèle 2) dont las variables de regression comprenaient le jour 
ouvrable, des variables saisonnières fixes et différentes valeurs aberrantes additives, qui, dans certains cas, 
aLlaient a l'encontre du rajustement effectué par l'analyste. Bien qu'on n'ait attribué aucun poids d'estimation 
de paramètre aux estimations de l'effet des campagries de développement des ventes établies par I'analyste 
(nous ne savions pas comment procéder parce que les estimations n'ont pas été obtenues par estimation du 
maximum de vraisemblance), la valeur AIC pour ce modèle est beaucoup plus éLevée, AIC 2 = 3187.0. 	Nous 
concluons que le modèle 1 décrit rnieux les données et, par consequent, qua les estimations des effets des 
campagnes de développement des ventes obtenues au moyen des termes de regression que renferme le modèle 
REG-ARMMI sont plus appropriées que celles provenant d'un examen de la série d'aléas qui découlent de 
l'emploi de la méthode X-11-ARMMI. D'autres analyses viennent aussi appuyer cette conclusion. 
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identiques. L'emploi de variables saisonnières fixes est un mécanisme visant a nous permettre d'utiliser des 
comparaisons de rnodèles auin de decider si le comportement saisonnier de données plus récentes doit être 
estimé seulement a l'aide des données obtenues après 1981. Le tableau 1 donne les valeurs AIC pour les modéles 
REG-ARMMI avee ces deux types de variables explicatives ajustées aux series du revenu net provenant des 
ventes au detail (NVD, voir Ia figure 1) et du revenu net du commerce de gros après impôts (NCGAI, voir Ia 
figure 2). Pour les deux comparaisons, Ia difference d dans le nombre de variables estimées est 3. 

Tableau 1.: Essai des valeurs A1C pour un comporternent saisonnier qui a change. 

Mémes variables Différentes variables 
saisonniéres fixes saisonnières fixes 

(modèle 1) (modéle 2) 

NVD 	 1028.8 993.1 

NCGAI 	 757.0 760.0 

Ainsi, comme la figure 1 le laisse supposer, il y a un changement significatif dans Ia composante saisonnière du 
NVD en 1982, mais pas dans Ia composante saisonnière du NCGAI. 

3.2 Test pour trouver Ia signification d'un effet indiqué. 

Dans le cas des series chronologiques mensuelles des importations aux Etats-Unis en provenance de Ia 
Communauté économique européenne, IOCDE, de janvier 1974 a décembre 1984 inclusivement, la valeur de Ia 
statistique F pour Ia regression portant sur les jours ouvrables, tirée du tableau de Ia mCthode X-11-ARMMI 
avec (6, 124) degrés de liberté est 6.0. Cette valeur serait hautement significative si les hypotheses relatives a 
Ia regression menant a la distribution F étaient respectées. Cependant, la méthode X-11-ARMMI utilise une 
regression des moindres carrés ordinaires portant sur Ia série d'aléas estimés, qui est une série corrélée 
découlant de l'application d'une procedure de lissage, de sorte qu'une hypothèse fondamentale n'est pas 
respectée. Un modèle REG-ARMMI bien ajusté avec variables pour les jours ouvrables explique Ia correlation. 
Nous ajustons trois modèles de ce genre a ces données, chacune avec une structure ARMMI (0,1,1)(0,1,1)12, 
et avec les variables de regression suivantes: 

terme constant, changement de niveau en février 1975 (modéle 1); 
terme constant, changernent de niveau en février 1975, variables pour les jours ouvrables (modèle 2); 
terme constant, changement de niveau en février 1975, variables pour les jours ouvrables et variables 
pour le mois de février d'une année bissextile (modèle 3). 

Les valeurs AIC correspondantes sont AIC 	=2241.9, ALC 2  = 2250.1 et AIC 3  = 2252.0, de sorte que le 

modèle 1 est préféré, ce qui entraine in production de in forme réduite de Ia statistique F de in méthode X-1l--
ARMMI. Un autre diagnostic, le périodogramme lissé de la série d'aléas donné dans Ia figure 3, n'a pas de 
sommmets aux fréquences des jours ouvrables, ce qui appuie Ia conclusion des analyses effectuées avec les 
modèles REG-ARMMI: Ia série n'a pas de composante des jours ouvrables significative. 

3.3 Detection des effets lies aux jours ouvrables d'un trimestre. 

On suppose depuis longtemps que, parce que Ic noinbre de jours de Ia sernaine au cours des trimestres vane 
beaucoup moms qu'au cours des mois civils, les effets lies aux jours ouvrables ne seraient pas significatifs pour 
des series économiques tnimestrielles. Cependant, Shelby herman du bureau de l'analyse économique des Etats-
Unis (U.S. Bureau of Economic Analysis) nous a récemment falt parvenir quelques series de listes de paye qui, 
selon elie, avaient de tels effets. l4os analyses effeetuées avec des modèles REG-ARMMI ont confirmé ses 
observations. Par exemple, rious avons ajusté trois modèles REG-ARMMI aux Iogarithmes de Ia série de listes 
de paye pour les MAE (fabnicants de machines autres qu'électniques, du premier trimestre de 1975 au quatnième 
trirnestre de 1988), avec des effets de regression qui comprenaient 

aucun effet lie aux jours ouvrables d'un trimestre ou aux années bissextiles (modèle 1); 
des effets lies aux jours ouvrables d'un trimestre (modéle 2), et 
des effets lies aux jours ouvrables d'un trimestre et des effets dOs aux années bissextiles (modéle 3). 

Les valeurs AIC pour les rnodèies correspondants sont AIC 1  = 808.8, AIC2 = 786.4, et AIC 3  = 785.0. 

Les modèles 2 et 3 sont tous deux préférés au modèle 1, et leurs effets estimés lies aux jours ouvrables sont 
presque identiques. Un graphique des facteurs lies aux jours ouvrables, qui sont les antilogarithrnes des effets 
lies aux jours ouvrables du modèle 3 multiplies par 100, est donné a in figure 4. 

4. COMPARAISON DES DIV1SEURS SUBJECTIPS ET RELATIFS A LA METHODE 
REG-ARMM1 IJTILISES POUR LES RAJUSTEMENTS PREALABLES 

On nous a souvent demandé si l'on doit préférer les diviseurs subjectifs utilisés pour Ies rajustements préalables 
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données mensuelles et m=4 pour les données trimestrielles.) Soit 	Ia variable indicatrice pour Ia 1e 
période, j=1, ..., M. (Par exempie, si m=4, alors I=l si y 	représente la donnée statistique pour le e 

trimestre dune année, et I=O dans les autres cas.) Nous définissons alors 

= 1(m) - 
	 ..., rn-i. t 	t 	t 

Le programme comprend aussi des variables de regression pour tenir compte de l'effet de Pâques sur les ventes 
au detail et de celul de plusleurs autres jours fériés aux E.-U.. Les utilisateurs peuvent introduire leurs propres 
variables de regression pour obtenir d'autres effets spéciaux ou pour tenir compte d'autres jours fériés lies au 
calendrier lunaire qui peuvent arriver pendant plusleurs mois de ce calendrier et avoir un effet économlque, 
comme le Ramadan ou le nouvel an chinois. 

Un ensemble special de variables explicatives que nous avons étudiées récemment ont été utilisées pour estimer 
les effets des jours ouvrables d'un trimestre. 

Variables des jours ouvrables dtun trimestre et du premier trimestre d'une année bissextile 

Soit 	le nombre de jours de Ia semaine de type j (corn me en 5. ci'-dessus) dens le trimestre t. Nous 
définissons 

= 	- 	 1 < 	< 6. 

La variable explicative du premier trimestre d'une année bissextile ABut est définie en remplaçant les valeurs 

pour les mois de février dens Ia definition de FABt dans 6. ci-dessus par les valeurs pour les premiers 
trimestres. 

3. EXEMPLES 

Nous présentons maintenant certaines analyses basées sur les modèles REG-ARMMJ qui utilisent les variables 
définies dans la section précédente. 

La procedure du minimum de la valeur AIC de Akaike décrite plus haut sera utiliséc quand ii faudra comparer 
deux modèles entre lesquels on veut choisir. Quand le modèle I est une forme restreinte du modèle 2 avec 
moms de paramètres a estirner, cette procedure a une interpretation conventionnelle: on pourrait effectuer un 
test d'hypothèses avec comme hypothése nulle que le modèle 1 est juste en supposant Ia distribution 
asymptotique chi carré du rapport de vraisemblance logarithmique, 

H0 : 2L,2 - [(1)) - X 2 (d), 

ce qul nous permet d'écrire AIC 1 - AIC 2 	X2(d) - 2d. Ii s'ensuit que la condition 

A[C 1  -AIC,2 > 1 

serait habituellement interprétée comme une difference statistiquement significative pour les valeurs AIC, ce 
qui favorise le modéle 2 (rejet de H 0 ). 

3.1 Changement dans Ia definition des series. 

Dens le cadre d'un programme du gouvernement américain visant a diminuer le fardeau de declaration des 
entreprises qui répondent aux enquêtes gouvernementales, une loi a été modifiée afin de rCduire, a compter du 
premier trimestre de 1982, le nombre de sociétés devant répondre aux enquetes réalisées pour produire le 
rapport financier trimestriel (Quarterly Financial Report). C'est pourquoi les niveaux de certaines des series 
ont chute brusquement d'une facon que les procedures d'estimation de La tendance qui font partie de Ia méthode 
X-ll-ARMMI ne pouvaient traiter adéquatement; voir les figures 1 et 2 plus loin. Le tait que le segment 
d'après 1981 des series pourrait avoir un comporternent saisonnier different de celui relevé pour le segment 
d'avant 1982, a cause du changement d'échantillon, constitue une preoccupation additionnelle. Pour étudier 
cette possibilité, nous avons ajusté a ces series deux modèles REG-ARMMI entre lesquels on veut choisir. Les 
variables de regression de ces modèles comprenaient un changement de niveau au premier trimestre de 1982 et, 
soit un seul ensemble de variables saisonnières fixes pour les series completes (modèle 1), soit deux ensembles 
de telles variables (modèle 2), un ensemble pour le segment allant du premier trimestre de 1974 au quatrième 
trimestre de 1981 et l'autre pour le reste des series. Cela signifie que, dans le cas du modèle 2, les coefficients 
pour l'effet saisonnier avant et après le ehangement de niveau peuvent être différents. Ainsi, si les retards AR 
et MM dans les modèles ajustés sont identiques, le modCle 1 constitue alors tine forrne restreinte du modèle 2 
obtenue en exigeant que les deux ensembles de variables saisonnières fixes du rnodèle 2 aient des coefficients 
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(B) (xt - Bzt) = e(B)a 	 (2.1) 

oü (B) et o(B) sont des polynômes qui n'ont aucune racine dont la grandeur est inférieure a un, et a 	 est Un 

processus de bruit blanc qui &est pas corrélé avec les valeurs précédentes de xt.  La méthode que nous utilisons 

pour estimer de tels modèles est décrite dans Findley et coIl. (1988). Si LN  représente la valeur maximisée de Ia 

fonction de vraisemblance logarithmique tirée do N observations X 1 ,.. .X et si le nombre total de coefficients 

estimés dans (B) , e(B) et B est p,  alors Ia statistique AIC de comparaison de Akaike pour le modèle ajusté est 
définie par 

AICN = _?LN + 2p. 

Quand on compare deux modèles estirnés ou plus, on préfère habituellement le modèle avec Ia plus petite valeur 
AICN; voir, par exemple, }3rockwell et Davis (1988) et Findley (1988). 	(La théorie n'appuie de telles 

comparaisons, faites a l'aide de Ia valeur AIC, que lorsque les polynômes (B) ont le même nombre de racines de 
grandeur 1 dans tous les modéles.) 

La liste qul suit renferme sept ensembles typiques de variables de regression qui pourraient être incluses dans 

et qui sont disponibles dans le module de prétraitement du programme X-12-ARMMI. 

Valeur aberrante additive a to  

Changement de niveau a to  

1IPenteu  entre t0 ett 1  

VAA° 	
1, t 	to  

t 

	

= 0, t 	to  

(t0 ) 	1 1  t > to  
CNt 	= o, t < to  

1 (t0
, t1) = (t-t0)/(t 1 -t0 ), to  < t C t j  

0 	 ,tt0  

Diviseur de ralustement  préalable pour la série observée 

Supposons que x = lO9(Yt) et que 
0t 

 est un nombre positif par lequel on doit diviser y 	(par exemple, un 

déflateur ou une estimation, définie par l'utilisateur, de leffet d'une campagne spéciale a court terme visant a 
développer los ventes), nous dCfinissons 

dt 

et nous donnons au coefficient de regression correspondant dans B Ia valeur 1, afin d'obtenir 

xt - d = log(YfD). 

Variables des jours ouvrables du mois 

Si 	représente le nombre de jours de Ia semaine de type j dans le mois t o  avec j=1.. .. ,7 designant lundi, 

dimanche respectivement, nous définissons alors 

JO?4J )  = 	-  

Variable pour le mois de février d'une année bissextile 

- .25 pour le mois de février d'une année non bissextile 
FARt = .75 pour Ic mois de février d'une année bissextile 

0 dans les autres cas 

voir Bell et flillmer (1983) et Bell (1984). 

Variables saisonniCres fixes 

Soit ni le nombre de périodes dans l'année au cours desquelles on obtient une observation. (Ainsi, m=12 pour les 
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PRETRAITEMENT A L'AIDE DE MODLES REG-ARMM[ POUR LA DESAISONNALISATION 

D.F. Findley et B.C. MonseiP 

RÉSUMÉ 

Le personnel qul étudie les series chronologiques au sein de la division de la recherehe statistique (Statistical 
Research Division) du bureau du recensement a élaboré des modules de logiciel qui peuvent être adaptés aux 
programmes de désaisonnalisation existants pour effectuer un pré- ou un post-traitement afin d'améliorer les 
fonctions de rajustement et de contrôle de la qualité. Le module de pré-traitement est un programme qui sert a 
Ia modélisation et a faire des estimations du maximum de vraisemblance "exactest' et efficientes, du point de 
vue calcul, de modéles ARM MI saisonniers, avec une fonction de regression par rapport a la moyenne. Le 
logiciel incorpore de nombreuses variables explicatives, afin de permettre a l'utilisateur de détecter et de 
modéliser diverses valeurs aberrantes et divers effets de calendrier courants que l'on retrouve dans les données 
économiques et que les programmes do désaisonnalisation existants ne peuvent traiter ou, ce qui est frequent, 
traitent mal. Le programme permet aussi a l'utilisateur d'inclure ses propres variables explicatives. Le present 
article renferme certains exemples qui illustrent l'emploi du module de prétraitement. 

MOTS CLES Modèle REG-ARMMI; AIC. 

1. INTRODUCTION 

Pour de nombreuses series chronologiques éeonomiques, l'établissement d'une procedure de dCsaisonnalisation 
appropriée exige plusieurs cycles de traitement afin d'effectuer des rajustements préalables et a posteriori. Le 
prétraitement comprend des prolongements des previsions et des rajustements des données qui sont effectués, 
peut-être a titre d'essai, avant que les moyennes mobiles utilisées pour Ia désaisonnalisation réelle soient 
appliquées aux series. On entend par post-traitement le calcul de divers diagnostics afin d'évaluer les effets, 
sur les series désaisonnalisées, des options de prétraitement et de rajustement qui ont été choisies. L'objectif 
principal du post-traitement est de determiner si l'on en est arrivé a un rajustement satisfaisant. Nous avons 
élaboré un nouvel ensemble de techniques de post-traitement, appelé analyse de périodes de temps mobiles 
(sliding spans analysis), qui est décrit dans Findley, Munsell, Shulman et Pugh (1990). 

Le present article porte sur le prétraitement. Nous présentons quatre exemples qui démontrent le role précieux 
de ce quo nous appellerons los modèles REG-ARMMI (regression + ARMMI), pour determiner ou comparer les 
rajustements préalables. Des fonctions permettant de determiner et d'estimer les modèles REG-ARMMI tant 
typiques que personnalisés sont incluses dans le module de prétraitement d'un programme de désaisonnalisation, 
appelé provisoirement X-12-ARMMI, dont l'élaboration se termine au bureau du reeensement américain; voir 
Findley, Munsell, Otto, Bell et Pugh (1988). Ce programme calcule aussi los diagnostics pour les périodes de 
temps mobiles. 

2. MODELES REG-AEtMMI 

De nombreuses series chronologiques économiques montrent occasionnellement, au cours d'un bref intervalle, 
des mouvements erratiques considérables précédés et suivis de périodes plus longues de fluctuations 
raisonnablernent stables. De telles perturbations peuvent être causées par des événernents externes corn me des 
grèves, des conditions climatiques extremes, des hostilités internationales et des changements dans les 
politiques gouvernementales, ou elles peuvent découler de facteurs internes comme des changements dans Ia 
classification économique ou dans l'échantillon utilisé pour définir ou pour obtenir les series. Les perturbations 
de ce genre, particulièrement celles qui entrainent un changement durable dans le niveau des series, 
compromettent Ia fiabilité des désaisonnalisations obtenues a l'aide de la méthode X-11-ARMMI et des 
procedures connexes, et elles rendent plus difficile la determination des modCles ARMMI utilisés pour prévoir 
de telles series. 

Il est souvent possible de modéliser ces perturbations de facon adequate au moyen de modéles REG-ARMMI,ce 
que nous décrirons maintenant. Soit x Ia série a modéliser (e'est souvent le logarithrne de Ia série observée 

B l'opérateur de retard, Bxt = x 1 , et z t  un vecteur de variables de regression connues dont le vecteur 
des coefficients a peut renfermer des coefficients connus et des coefficients inconnus. Les coefficients 
inconnus seront calculés sous forme d'un sous-vecteur d'estimations gaussiennes du maximum de vraisemblance 
des paramétres inconnus d'un modèle REG-ARMMI, ce qul correspond a un modéle de series chronologiques de Ia 
forme 

Statistical Research Division, U.S. Bureau of the Census, Washington, D.C. 20233, U.S.A. 
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2 
(1-B)(1-B12)s = (1 - .478)(1 - . 89B 12 )at , o = .0215. 

Nous avons utilize les modèles ci-dessus dans l'estimation de l'extraction des signaux de S, puis nous avons fait 

Ia même chose avec un BSM ajusté pour s, cela avec les mêmes modèles et  que ceux donnés ci-dessus. Le 

modèle BSM s'est relativement bien ajusté a ces deux series car DAIC = AIC(BSM) -AIC(ARIMA) = -3,1 pour le 
chomage chez les adolescents et DAIC = 1,8 pour les démarrages de construction de maisons. (La véracité de 
ces AIC peut être discutée oar les modéles et  ne sont pas ajustés avec les données des series chronologiques.) 

La figure 3.a. indique les estimations des points d'extraction des signaux pour le chomage chez les adolescents 

dans le cas des deux modèles; (1-B12) st est inclut afin d'éliminer les effets obscurcissants de la saisonnalité. 

Le I3SM donne une estimation de Ia variance du signal inférieure a celle du modèle ARIMA et, pour cette raison, 
fournit des estimations légérement plus régulières. La figure 3.b. illustre des differences importantes dens les 
variances d'extraction des signaux des deux modèles. Les deux estimations d'extraction des signaux de Ia série 
des démarrages de construction de maisons étaient pratiquement identiques et ne sont pas indiquées. La 
figure 4 donne les coefficients de variation de l'extraction des signaux (écart-type pour le logarithme de Ia 
série) pour Ia dernière moitié de Ia série des démarrages de construction de maisons - ceux de Ia premiere 
moitié seraient identiques. Bien qu'il y ait quelques differences intéressantes dens les caractéristiques, 
l'amplitude des differences est petite. 

5. CONCLUSIONS 

MCme les conclusions tirées a Ia section 2 doivent être quelque peu provisoires. Ii serait intéressant que des 
etudes semblables soient entreprises avec d'autres ensembles de series chronologiques. En raison du nonibre 
limité d'exemples étudiés aux sections 3 et 4, les conclusions les concernant ne peuvent être que des 
suggestions. En résumé: 

Les données perrnettent fréquemment de distinguer les modCles ARIMA des modèles de composantes. Dens 
le cas des 45 series analysées, l'AIC a fortement favorisé les modèles ARIMA par rapport aux BSM. Dans La 
mesure oU l'ajustement d'un modèle est important, supposer uniquement que le BSM fournit un ajustement 
adéquat serait dangereux. 

Nous avons constaté qu'il était plus difficile d'ajuster les modèles de composantes que les modéles ARIMA. 
Bien que nous aurions aimé constater que l'ajout d'une composante AR stationnaire ou d'un autre terme 
cyclique améliore les ajustements des modèles de composantes, nous avons été incapables d'ajuster ces 
modèles par suite de difficultés d'ordre numérique. 

Les estimations de points d'extraction des signaux pour les corrections des variations saisonnières et les 
estimations des enquêtes au moyen des rnodèles ARIMA et des BSM ont été très peu différentes dans les 
exemples étudiés. Les variances d'extraction de signaux varient beaucoup plus, bien que dans les exernples 
de correction des variations saisonnières, les variances correspondent aux deux rnodèles puissent être 
considérées essex petites. Cette dernière question devrait étre étudiée de facon plus approfondie afin que 
l'on puisse determiner si les variances des corrections des variations saisonnières des modèles avec 
decompositions canoniques ou approximativement canoniques sont normalement très petites. 
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La figure 2.a donne les composantes saisonnières ARIMA et I3SM pour ENM20. Nous pouvons cette fois-ci voir 
une difference Ia composante saisonnière ARIMA évolue régulièrement en fonction du temps, tandis que la 
composante BSM reste relativement fixe. (Dans le cas du BSM de ENM20, 	= 27 et 	= 16 500.) La figure 
2.b illustre les résultats de Ia correction des variations saisonnières pendant les einq dernières années au cours 
desquelles les données ont été observées. Bien que l'on puisse constater des differences, celles-ci ne peuvent 
pas être importantes car les variations mensuelles ne sont pas suffisamment grandes et dépassent rarement 
0,5 %. La figure 2.c indique des variations encore plus grandes que dans LHAPVS en ce qui concerne les écarts-
types d'extraction des signaux. Les écarts-types du BSM augmentent très peu a Ia fin de Ia série puisque une 
composante saisonnière essentiellement fixe est estimée. Enfin, la caractéristique Ia plus intéressante de la 
figure 2.c est peut-être le fait que les écarts-types sont très petits par rapport aux valeurs observées des series 
qui vont de 40 000 a 50 000. 

Nous avons suppose que Var(St - St). 0 lorsque 812 * 1 dans le modèle ARIMA et lorsque a -. 0 	dans 	le 
BSM, ce qui explique probablernent les petits écarts-types d'extraction des signaux observes dans les deux 
exemples. Toutefois, si nous posons 812 = 1 ou a 1 =0 et que nous utilisions plutôt un modèle dans lequel les 
effets de la regression saisonnière sont fixes, les variances d'extraetion des signaux ne seront pas nulles étant 
donné que nous aurons introduit une erreur dans l'estimation des paramétres de Ia regression saisonnière. Un 
aspect curieux de ces résultats est Ia discontinuité apparente entre les résultats obtenus avec 81 < 1 (ou 

0) et 012 = 1 (ou o 	0). 

4. ESTIMATION D'ENQIJETES REPETEES 

Scott et Smith (1974) et Scott, Smith et Jones (1977) ont propose d'utiliser des techniques d'extraction des 
signaux des series chronologiques pour estimer des enquétes périodiques. Solent S, 	I'effectif reel de 	Ia 
population (Ic signal) et et,  l'erreur d'échantillonnage au temps t. Nous utilisons l'extraction des signaux pour 
estimer s dans 

Yt = S + et . 	 (4.1) 

Si Y est le logarithme de Ia série originale, exp(st) et  exp(e)  sont l'effectif reel de la population et l'erreur 
d'échantillonnage multiplicatif dans la série originale. N'importe lequel des modCles traités a Ia section 2 peut 
être utilisé pour S. Par exemple, Binder et Dick (1989) et Bell et Hillmer (1989) utilisent des modèles ARIMA, 
tandis que Pfefferman (1989) utilise un BSM. Normalement, tous les terines de regression du modèle font aussi 
partie de 

S. 

La creation de modèles en vue d'estimer une enquête est traitée dans les références cltées ci-dessus. Une 
premiere distinction entre cette application et ce que nous avons étudié auparavant est que le modèle de e t est 
généralement estimé d'une façon ou d'une autre A l'aide de microdonnées d'enquête. Le modèle de l'erreur 
d'échantillonnage est maintenu fixe lorsque l'on estime les paramètres du modéle St  en utilisant des données de 
series chronotogiques sur Vt.  On est alors amené a se poser des questions au sujet de la sensibilité des résultats 
d'estimation d'enquête a n'importe lesquels des aspects de la modélisation. Nous allons examiner Ia sensibilité 
des résultats au choix entre un modèle ARIMA et un BSM pour St. 

Soient deux series chronologiques. Pour Ia premiere, le chômage chez les adolescents américains (en milliers 
d'unités) entre janvier 72 et décembre 83, Bell et Hillmer (1987b) ont développé le modéle suivant pour Y = 
+ e 

(1B)(1812)st = ( 1 - .278)(1 - . 68 B '2 )a , 	= 4294, 

et  = hte 	(1 - . 6B)e = (l-.3B)c , o = . 8767 , h = -.0000153 Y + 1.971 Y t  

Le modéle de s a été réestimé, ce qui a permis d'obtenir des valeurs de paramètres Iégèrement différentes de 
celles indiquées dans Bell et Hillmer (1987b). Avee o = 0,8767 et Var(et) 	1, h est l'écart-type (estimé) 
des erreurs d'échantillonnage et ii vane avec le temps. La modélisation de la deuxième série, au moms 5 
démarrages de construction de maisons aménicaines, est trés semblable a celle de Ia série des démarrages de 
construction de maisons unifamiliales américaines également traitée dans Bell et Hillmer (1987b). Les erreurs 
d'echantillonnage de cette série semblent être approximativement indépendantes du temps car dies ont une 
variance relative égale a 0,00129, ce qui est aussi la variance approxirnative du logarithme des erreurs 
d'échantillonnages multiplicatives. Le modèle ARIMA estimé pour le signal du logarithme de la série 
chronologique est: 
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base en composantes. Nous pouvons tenir compte de cette incertitude dans Ia decomposition des rnodèles de 
composantes en définissant une decomposition canonique analogue a celle des modèles ARIMA, c'est-â-dire en 
soustrayant le plus possible de bruit blanc de St  et en l'ajoutant it N par l'intermédiaire de It. 	Dans Bell et 
Pugh (1990, annexe A.l), nous avons montré que la decomposition canonique rCsultante des modèles de 

composantes Z = S + Nt = S t + ITt + ttl' a une composante irrégulière canonique 
It  dont Ia variance est 

+ ci/144 et une composante saisonnière canonique St  qui est conforme au modèle 

U(B)S = 	(B)it , 	- lid N(0) 	
(3.1) 

oü iii(B),  d'ordre 11, est donné dans le tableau 2 et 	.8081 ci. (Bell et Pugh (1990) ont aussi traité de Ia 
tendance canonique pour les modèles de composantes.) En fait, ii s'agit de la même forme que le modèle 

Table 2 	Coefficients k pour t i  B - 	••• 	- 

1 0,205555 5 0,100648 	 9 0,031188 
2 0,175919 6 0,080059 	 10 0,018953 
3 0,148557 7 0,061661 	 11 0,008593 
4 0,123471 8 0,045395 

saisonnier canonique de Burman (1980) et d'Hillmer et Tiao (1982), bien que leur modéle saisonnier ait 
généralement un (B) et un différents (ceci depend du modèle ARIMA). Comme avec les modèles ARIMA, 
I'emploi de n'importe quelle autre decomposition admissible (correspondant a n'importe queue decomposition 
valide de La fonction génératrice de covariance), y compris celle définie par le modèle de composantes initial 
ajusté, peut être considéré comme un ajout de bruit blanc a Ia composante saisonnière eanonique S. On 
remarquera que pour un modèle de composantes donné, le modéle de S dans (3.1) peut être obtenu de façon 
triviale. En outre, l'extraction des signaux de la désaisonnalisation canonique peut s'effectuer de la façon 
habituelle avec un ajusteur de Kalman utilisant le modèle (3.1) pour S et faisant augmenter la variance 

. -2 rreguliere a 0 3 . 

On remarquera que La quantité de variance éliminée de La composante saisonnière du modèle de composantes, 
soit o/144, sera petite a moms que soit grand par rapport a 4 et o. Toutefois, l'opposé est également vrai 

pour la série traitée ici o/ ( 4 + c) est supérleur a 0,07 pour seulement deux des 45 series. Ceci a deux 
consequences : (1) le modèle de composantes estimé suppose habituellement une saisonnalité pratiquement fixe, 
et (2) la decomposition du modèle de coinposantes original sera souvent trés proche de Ia decomposition du 
modèle de composantes canonique. En fait, dans les series que nous allons étudier, les corrections des 
variations saisonnières des decompositions du modèle de cornposantes canoniques et du modèle de composantes 
original ont été pratiquement identiques. Comme le choix de Ia decomposition semble avoir peu d'effet, nous 
n'étudierons pas cet aspect de facon plus approfondie. Cela ne signifie pas non plus que si l'on choisit une 
decomposition autre que la decomposition canonique, il n'y aura pas d'effets importants, mais nous n'allons pas 
étudier cette question dans le present article. 

Pour examiner les differences possibles des corrections de Ia variation saisonnière en fonction du choix du 
modèle, nous avons examine de telles corrections pour deux series : IHAPVS (valeur des appareils ménagers 
américains livrés entre janvier 1962 et décembre 1981) et ENM20 (milliers d'employés males de 20 ans et plus 
dans les secteurs autres que l'agriculture entre janvier 65 et aoQt 79), une série anaLysée par Bell et Hillmer 
(1984). IHAPVS est l'une des series pour lesquelles le BSM s'ajuste le mieux (DIAIC = -7), tandis que 
lajustement du BSM pour ENM20 était plutôt mediocre (DAIC = 13,7), sans être toutefois le pire. Comme les 
logarithmes n'ont pas été utitisés dans ENM20, il a été possible de faire une decomposition additive. 

La figure l.a donne Ies composantes saisonnières estimées de LARIMA et du BSM pour IHAPVS. 11 est 
nécessaire de faire une analyse approfondie pour détecter Ies differences. Comme ii en va de même des 
corrections des variations saisonnières, nous ne les avons pas présentées. La figure l.b donne les éearts-types 
des extractions de signaux pour IHAPVS, exprimés sous forme de coefficients de variation. On constate des 
differences importantes car les CV du modèle ARIMA augmentent d'au moms 20 % vers la fin de Ia série. (Ii est 
bon de noter que les résultats du modéle ARIMA ne sont pas nécessairement mauvais.) Toutefois, les CV 
peuvent tous être considérés corn me petits car aucun ne dépasse 1,6 %. 
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Nous avons constaté que les rnodèles de composantes étaient bien plus difficiles a ajuster que les modéles 
ARIMA réguliers. Par exemple, l'obtention de bonnes valeurs de depart pour l'itératlon non linéaire a appliquer 
aux paramètres des modèles de composantes semble importante, ce qui n'est pas le cas avee les paramètres des 
modéles ARIMA. Nous navons présenté aucun résultat pour les modèles ayant une quatrième composante, 
modéles semblables a celui de (2.6), car nous avons été incapables d'ajuster convenablement de tels modèles. 
L'ajout d'une quatriéme composante a fait sortir Ia recherche non linéaire a l'extérieur de Ia region de 
stationnarité de V, Ce qui a provoqué l'arrêt du programme avec toutes les series. Bien qu'il soit possible de 

contourner ce problème par programmation et bien que l'inclusion d'une quatrième composante puisse améliorer 
les ajustements, nous avons estimé que les difficultCs rencontrées étaient décourageantes. Sans avoir entrepris 
une étude formelle des problèmes numériques que nous avons rencontrés avec les modèles de composantes, 
ceux-ci semblaient dus au fait que la vraisemblance était plutôt plate dans certaines directions de l'espace des 
paramètres. Pour cette raison, nous estimons que les avantages de simplicitC et d'interprétabilité des modéles 
de composantes fréquemment mis de l'avant ne sernblent pas correspondre it Ia réalité. 

Les difficultés de calcul que nous avons constatées semblent suggérer une explication finale possible de nos 
résultats, a savoir que notre logiciel ne fonctionne pas convenablement et quil ne maximise pas véritablement 
la vraisemblance. Bien que nous ayons soigneusement vériflé notre programme, ii nous est impossible d'éliminer 
cette possibilité en toute certitude. Nous serons très heureux de fournir nos données a toute personfle 
intéressée a verifier nos résultats. Nous serions même encore plus intéressés a ce qu'une étude portant sur 
d'autres series soit entreprise afin de determiner si elle obtient ou non des résultats semblables aux nôtres. 

3. D1SA1SONNAL1SAT1ON 

Bien que la section 2 semble indiquer que les modèles ARIMA puissent bien mieux s'ajuster a une série 
chronologique que les modèles de composantes, ii reste encore a determiner la difference pratique resultant du 
choix d'un modèle plutôt qu'un autre. Nous avons étudié Peffet du choix d'un modèlc sur Ia désaisonnalisatlon. 
Avec un modéle de composantes donné, on peut effectuer Ia correction saisonnière en appliquant Un ajusteur 
Kalman A. Ia série (voir p. ex. Gersch et Kitagawa 1983). Avee les modéles ARIMA, ii est nécessaire de poser 
suffisamment d'hypothèses pour passer de modèles ARIMA simples portant sur des series observCes a des 
modèles de composantes uniques. Cette question a été traitée par Burman (1980) et par Hillmer et Tiao (1982), 
qui ont étudié une gamme de decompositions possibles et ont propose un choix conduisant a une decomposition 
unique en des modèles de composantes. (Les deux approches different quelque peu pour certains modèies peu 
frequents.) Les hypotheses sous-jacentes sont posées et traitées de facon plus approfondie par Bell et IlilImer 
(1984). Nous verrons un peu plus loin que nous pouvoris égaiement envisager une gamme de decompositions pour 
n'importe quel modéle de composantes. 

Dans le cas oi:i Y est conforme a (2.1) et (2.3), Burman (1980) et Hilimer et Tiao (1982) ont effectué une 
decomposition de (2.2) en décomposant en fractions partielles Ia fonction génératrice de covariance (CGF) de 

1t 	ce qui leur a permis d'obtenir les 	YT(B) ,  y1(B) et des CGF, ainsi que les modèles ARIMA des 

composantes. On obtient ainsi une gamme de decompositions admissibles correspondant a 	= 

- 1 1  + t T 8  - 	+ 	+ l + y 2 1, pour toutes valeurs 	et y 2 , telle que chaque terme 

entre crochets est > 0 pour tout B = e i X .Cette gamme reflète i'incertltude sous-jacente de Ia decomposition; 
on obtient une decomposition donnée pouvant être utilisée pour Ia désaisonnalisation en spécifiant y 1  et 

Burman (1980) et Hillmer et Tiao (1982) proposent de choisir les y j  ety 2 	= mn T S (e iA ) et 	= 

min (1X maximaux admissibles, de facon a obtenir une decomposition dite canoniques qui possède plusleurs 

propriétés intéressantes. Si I'on s'intéresse en particulier a la decomposition saisonnière-non saisonnière, les 
composantes correspondant a n9mporte quel y j  admissible peuvent être éerites sous la forme St = St + Ut et 

Nt = Nt - vt, oü 5 et Nt  sont respectivement les composantes saisonnières et non saisonnières canoniques, 

et Ut  est un bruit blanc dont la variance est yj - 'y r . On peut done considérer que la decomposition eanonique 

revient a éliminer la plus grande quantité possible de bruit blanc de Ia composante saisonnière et a le mettre 
dans la composante irrégulière qui est elIe-même comprise dans la composante non saisonnière. Comme aucune 
raison apparente ne justifie l'inclusion du bruit blanc dans La composante saisonnière, L'emploi de Ia 
decomposition canonique semble étre une bonne solution. (Watson (1987) propose une approche dans laquelle ii 
n'est pas nécessaire de choisir une decomposition donnée.) 

(Par ailleurs, Il est bon de noter qu'il est aussi nécessaire de décomposer les effets de Ia regression 
dCterministe, X9, en des parties saisonnières et non saisonnières. Cette question est traitée dans Bell (1984), 
mais comme ii n'y a aucune raison d'effectuer cette operation différemment dans les modéles ARIMA et dans 
Les modèles de composantes, nous n'aborderons pas cette question dans le present article.) 

Bell et Hillmer (1984) critiquent ceux qui se contentent de prendre les modèles de composantes et de les ajuster 
a ceux obtenus par modélisation des series observées, car us ignorent l'incertitude propre a Ia decomposition de 
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fixes (de temps en temps) et les valeurs aberrantes font l'objet d'un traitement approfondi. Nous avons exelu 
quelques series que Burman et Otto (1988) ont analysées sans publier de résultats, ainsi que des series de 
commerce extérieur qu9ls ont analysées depuis queues ont subi des revisions irnportantes au cours des récentes 
années, dans le but de corriger certains problérnes majeurs concernant leurs données. Cela nous a laissé 
45 series a analyser, listées dans Bell et Pugh (1990). Ces series sont largement representatives des series 
désaisonnalisées du bureau de recensement mais, comme elles ne constituent pas un échantillon aléatoire, leur 
analyse peut être considérée au mieux comme une étude pilote. 

Pour une série donnée, nous allons utiliser les mémes termes de regression avec les modèles ARIMA et les 
modèles de composantes et nous allons limiter les comparaisons aux modèles dont l'ordre de différenciation est 
le mCme. La comparaison de modèles ayant des ordres de différenciation différents présente certains 
problCmes car les fonctions de vraisemblance des deux modèles sont alors basées sur des données différentes 
(différenciées). Cette restriction signifie que nous comparerons des modèles ARIMA (2.3) avec drl a des BSM 
conformes a (2.4). Les modèles ARIMA avec d=0 seront compares a un rnodèle conforme A (2.4), inais avec Tt 
conforme A (2.5) avec 6=1. Les modéles dans lesquels La saisonnalité est fixe et d=1 dens Ia structure ARIMA 
seront compares A un modèle de composantes dans lequel Ia saisonnabilitA est fixe (aucun St stochastique), et 
avec T a nouveau conforme A (2.5) avec 6=1. Ces deux derniers cas correspondent A des cas particuliers des 
modèles BSM et GM. Si d=1 et qu'il y a une saisonnalité stochastique dans le modèle ARIMA, nous ne ferons pas 
de comparaison avec le modAle GM qui utiliserait (2.5) avec 6=2. Comme ii s'agit d'un cas special de (2.4) avec 

ce modèle GM pourrait au mieux avoir un paramètre supplémentaire de moms et un AIC inférieur de 2 a 
celui de (2.4). Au pire, il pourrait y avoir un AIC bien supérieur A celui de (2.4), A condition que l'estimation de 
vraisemblance maximale r ne soit pas proche de 0 (toutefois si 1, nous pouvons considérer que (2.4) 
surdifférencie le modèle GM avec 

Les modèles ARIMA utilisés et leurs AIC, les BSM ajustés et leurs AIC ainsi que les differences entre les AIC 
sont donnés dans Bell et Pugh (1990). La table 1 ci-dessous en fournit une recapitulation. Les résultats sont 
évidents: dans I'ensemble, les critères AIC indiquent une préférence marquee pour les modèles ARIMA, les 
differences entre les AIC étant importantes (> 8) dens environ Ia moitié des series. Les differences entre les 
AIC de deux series pour lequel le BSM a été préféré n'étaient que de -2,1 et -2,7. 

Table 1: Comparaison du BSM et du modCle ARIMA 

Nombre de series Ordre des differences dans l'intervalle 
des differences d'AIC 	 ULU 

2 0 	 0 
-2A2 6 1 	 0 
2 A8 9 2 	 3 
8à20 10 3 	 2 

20 A40 5 0 	 1 
>40 4 9 	9 

36 6 	 6 

(Trois series figurent deux fois dans Ia table car elles ont été réajustées avec une saisonnalité fixe après que Von 
ait obtenu 012 	1.) 

La recherche d'explications possibles du mauvais ajustement du BSM nous a conduit A examiner les DAIC et les 
n et autres correspondants, mais nous n'avons détecté aucun comportement evident. L'erreur due A Ia 

selection a été considérée corn me une explication possible, bien que les modèles ARIMA aient été sélectionnés 
avec l'approche d'identification habituelle fondée sur des autocorrélations et des autocorrélations partielles et 
non par recherche du modèle dont l'AIC est minimal dens un ensemble de modèles. Pour étudier l'erreur de 
selection, nous avons compare les AIC des BSM a ceux du "modèle de ligne d'aviation" ARIMA 
(0,1,1)x(0,1,1) 12 , qui sernble Atre un choix raisonnable lorsqu'on utilise un modèle ARIMA simple. Bien que 
le BSM s'ajuste beaucoup mieux que le modèle de ligne d'aviation dens le cas de deux series (DAIC de -11,7 et de 
-25,6), les résultats ont été peu différents de ceux figurant A la table 1. Ce n'est peut- être pas tellement 
surprenant car 15 des modèles ARIMA sélectionnés étaient des modèles de ligne d'aviation et les autres 
n'Ataient guère différents. Le modèle de ligiie d'aviation s'est comporté beaucoup mieux que le BSM lorsqu'il a 
été compare aux rnodAles ARIMA sélectionnés, bien que dans quatre series, le modAle ARIMA sélectionné ait 
etA considéré comme étant supérieur au modAle de ligne d'aviation car l'AIC était supérieur a 20. Cela semble 
indiquer que l'utilisation pour toutes les series d'un modèle unique, quel qu'il soit, donne lieu de ternps A temps A 
de mauvais ajustements. 

Ce rapport ne serait pas complet sans quelques commentaires au sujet de nos experiences d'ajustement des 
modèles de composantes. Les résultats présentés ici ont été obtenus A l'aide d'un programme informatique 
d'ajustement de rnodèles de series chronologiques dont les composantes et les termes de regression ARIMA ont 
récemment etA dAveloppés par nous-méme, par d'autres membres du personnel des series chronologiques de Ia 
division des recherches statistiques du bureau de recensement et par Steven Hilimer de l'universitA du Kansas. 
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= S +t + It + Voü 

(2.6) 

3Bt = 4t ' 4t - lid N(O,o) 

avec 
5t 

 et  It comme dans (2.4) et Tt  comrne dans (2.5). 	Harvey (1985) étudie également une extension 
semblable de ses modèles avec des contraintes sur les paramètres autorégressifs, de façon a ce que Vt 	alt 
tendance a presenter un comportement cyclique. Il envisage également une formulation ARIMA(2.1) pour V. 

Les procedures de modélisation de ces modCles de composantes sont plus automatiques que pour les modèles 
ARIMA et sont traitées dens les références citées. L'estimatlon se fait a nouveau par vraisemblance maximale, 
In vraisemblance étant évaluée a I'aide du filtre de Kalman. Comme les modèles sont non stationnaires, 
l'initialisation du filtre de Kalman présente des difficultés récemment étudiées par Kohn et Ansley (1986) et 
Bell et Ililliner (1987a). Ces approches produisent une fonction de vraisemblance qul est a nouveau Ia densité 
combinée des données différeneiées, déterminée maintenant par les rnodèles de composantes. 

Les modèles ARIMA pout les composantes supposent un modèle ARIMA pour le Z aggrégatif, ainsi que Pont 
note C. C. Tiao (signalé dens Findley 1983) et Maravall (1985). Dens le eas de (2.4), l'application de (1-B) 2U(B) 

= (1-13)(1-B 12 ) a Z donne ( 1 _8 ) 2 cit + U(B)( 1 _nB)c2t + (1_B)(1_B12)E3t, ce qui est conforme a un modéle 

a moyenne mobile d'ordre 13 dont les paramètres sont déterminés par o, a, et n. Bien que (2.4) soit en 

fait equivalent a un modèle ARIMA(0,1,13)x(0,1,0) 12  de 2t' l'ordre de l'opérateur MA hautement régulier et 

les contraintes sur les paramètres font en sorte qu'il est peu probable qu'une modélisation ARIMA directe de 
donne exactement un tel modèle. Done, il existe des differences possibles entre les approches des modéles 
ARIMA et des rnodèles de composantes, bien que Maravall (1985) alt remarqué que certaines vateurs des 
paramètres de (2.4) donnent un modèle proche du populaire modéle de "ligne d'aviation" ARIMA (0,1,1)x(0,1,1)12 
de Box et Jenkins (1976). Pour les series non saisonnières ou les series dont Ia saisonnalité est modélisée comme 
étant I ixe au moyen de la fonction de regression Xis, le modéle ARIMA correspondant a (2.4) pour 

= Tt + It depend de (l_nB)c?t + ( 1_13)21t qui résulte d'un rnodèle MA(2) dont les 3 paramétres sont 
22 determines par 

°2'  0
3  et q. Nous pourrions facilement obtenir exactement le méme modèle ARIMA (0,2,2) 

par modélisation directe de Z. On obtient aussi des résultats semblables avec d'autres modèles de composantes 
non saisonniéres. Bien que les differences possibles entre les modèles ARIMA non saisonniers et les modèles de 
composantes soient difficiles a identifier, ii semble bien plus probable que ces modèles soient réeilement 
identiques dans le cas des données non saisonnières plutét que dans celul des données saisonnières. 

Ceci soulève des questions sur la façon dont le modèle ARIMA et le modèle de composantes different en 
pratique et sur celui qui s'ajuste le mieux aux données lorsqu'ils sont différents. Dens une étude préliminaire de 
cette question, nous allons comparer l'ajustement des modèles ARIMA et des rnodèles de composantes a un 
ensemble de series chronologiques. Comme les modèles que nous désirons comparer ne sont habituellement pas 
emboitCs (iI n'est pas possible d'obtenir l'un d'entre eux en posant simplement des contraintes sur les paramètres 
de l'autre), les tests d'hypothèses ou les intervalles de confiance traditionnels seraient difficiles a appliquer. 
Nous utiliserons le critère AIC d'Akaike (1973), dont Ia definition est 

AIC = -2L + 2m 

ou L est Ia vraisemblance logarithmique maximisée et M est le nombre de paramètres estimés. Le meilleur 
modéle est celui dont le critère AIC est le plus petit. Pour comparer deux modèles, soient 1 et 2, nous calculons 
la difference de leur AIC, soit DAIC = AIC 1  - AIC 2 . Si cette difference est positive, le modèle 2 est supérieur, 
autrement c'est le modèle 1 qul est le meilleur. Ii n'est pas nécessairement facile de determiner le point oà une 
difference entre les deux modèles peut être considérée comme significative (volt Findley 1988), mais les 
utilisateurs du critère AIC considCrent fréguemment que des differences de 1 ou 2 le sont. Nous allons 
considérer que Ia valeur 2 constitue une limite significative grossière. line justification rudimentaire 
consisterait a remarguer que si l'on ajoute un paramètre a un modèle, L ne peut pas diminuer, et que si ce 
paramètre n'entraine aucune amelioration de lajustement, L reste le même et AIC diminue de 2. 

Nous utiliserons le critèrc AIC pour comparer l'ajustement des modèles ARIMA et des modèles de composantes 
sur un ensemble de series chroriologiques saisonnières du bureau de recensement analysées par Burman et Otto 
(1988) a l'aide de modèles ARIMA. (Un grand nombre de series chronologiques ont déjà été analysées dans 
Hilimer, Bel) et Tiao (1983), mais les données portaient sur un moms grand nombre d'années. Nous avons 
également étudié une série appelée EtM20 du bureau américain des statistiques sur Ia main-d'oeuvre gui a été 
analysée dans Bell et Hillmer 1984.) Ces series présentent l'avantage d'avoir déjà été associées a des modèles 
facilement disponibles dans lesquels les termes de regression de la variation temporelle, les effets saisonniers 
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des modèles pour les composantes, ce gui suppose alors qu'un modèle de Z peut ètre ajusté aux données. Nous 

utiliserons des modèles ARIMA comme base des deux méthodes. Bien que d'autres rnodèles aient suscité de 
l'intérêt au cours des récentes années (on pense en particulier aux modèles a mémoire longue, ARCH et non 
linéaires), les modèles ARIMA et les modèles de composantes ARIMA semblent avoir été les plus populaires et ii 
est done normal de nous y intéresser initialement. 

Les modèles ARIMA que nous utiliserons pour Z peuvent être représentés sous Ia forme (Box et Jenkins 1976) 

4,(B)(1_B)d(1_812)zt = e(B)(1_812B12)at 	
(2.3) 

o6 B est l'opérateurde retard (Bit = iti), d > 0 (si d=0, (l_B)d=l), •(B) = 1-l 1B-...-bB et o 
6(B) = l_eiB_.. _O q B q sont des opérateurs AR et MA d'ordre faible (habituellement p et q < 3) et at  est un 
bruit blanc (les at, 1 < t < n, sont indépendants, identiquement distribués). Ce modèle est destine aux 
données saisonnières mensuelles; les modifications I apporter aux données pour les autres périodes saisonnières 
(p. ex. trimestrielles) sont évidentes et les facteurs 1_812 et 1-e 12 B 12  sont éliminés dans le cas des données 
non saisonnières. Nous pourrions également inclure un opérateur autorégressif saisonnier dans (2.3), mais nous 
le faisons rarement. Si 812 = 1, nous pouvons annuler le facteur 1-B 12  des deux côtés de (2.3) et ajouter a Xt  
des variables de moyennes saisonnières (Abraham et Box 1978, Bell 1987). L'identification, lestimation et Ia 
verification du diagnostic de ces modèles s'effectuent I l'aide de procedures gui sont maintenant devenues bien 
établies - se reporter a Box et Jenkins (1976) pour les modèles ARIMA purs, a Bell et Hillmer (1983) et a Findley 
et al. (1988) pour les modèles comprenant des terrnes de regression. L'estimation s'effectue par vraisemblance 
maximale, Ia fonction de vraisemblance étant définie comme étant Ia densité combinée des données 
différenciées (1_8) d (1_B 12 )Y t , t=d+13,... ,n. 

Les modèles de composantes spécif lent des modèles ARIMA simples pour les composantes dens (2.2). Le modèle 
structurel de base (E3SM) de Harvey et Todd (1983) peut s'écrire sous Ia forme 

Zt = St + T +t oà 

U(B) St = cit 	Elt - lid 

( 1- B) 2Tt = (1nB)c2t ' 	2t - lid N(O,o), 	
(2.4) 

lid N(O,0 
2 3

) 

oü U(B) = 1 + B ... + 811 est Ia somme d'une série ealculée sur 12 mois consécutifs. En fait, les auteurs 
commencent par I après une marche aléatoire avec derive "stochastique", dens laquelle la derive suit 
également une marche aléatoire; ceci conduit au modéle (0,2,1) pour Tt  dans (2.4) avec la contrainte n ' 0. 
Bien que nous remettions pas en vigueur cette contrainte, elle n'en est pas moms facilement satisfaite dans 
toutes les series données en exemple dans cet article. Si la derive "stochastique" a une variance d'innovation 
nulle (en feLt, ii s'agit d'une constante), ri = 1, et le modèle de Tt  peut être réduit I 	= 6 0 + Cit. 
Nous pouvons tenir compte de B 0 en ajoutant la variable de tendance temporelle t a X 	 Si 4= 0, St 	devlent 
fixe et peut être traité dans X avee des variables appropriées semblables I celles indiquées lorsque 812 = 1 
dans le modèle ARIMA (2.3). 

Gersch et ICitagawa (1983) (voir aussi Kitagawa et Gereh 1984) étudient des modeles semblables 1 (2.4), mais 
avec Tt  conforme au modCle suivant 

( 1-8 ) 6Tt = L2t , 6 = 1,2 ou 3. 	 (2.5) 

Le modèle GM est done (2.4) avec T conforme au modèle (2.5). On remarquera que le modéle GM avec 6 = 2 
est equivalent au modèle BSM avec ri = 0, tandis que le BSM avec n=l est equivalent au rnodèle GM avec 6=1 
muni d'une constante de tendance. Akaike (1980) propose des modèles semblables, mais avee S conforme I un 
modèle qui semble maintenant peu attrayant. 

Gerseh et Kitagawa ont développé leur modèle en y ajoutant une composante autoregressive stationnaire. Ce 
nouveau modèle peut s'écrire sous Ia forme 
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populaire de "ligne d'aviatlon" (airline) ARIMA (0 1 1,1)x(0 1 1,1) 12  de Box et Jenkins (1976), en montrant que 
les autocorrélations des series differenciees pouvalent etre semblables pour les deux modèles (suivant les 
valeurs des paramètres). Ceci a fait entrevoir La possibilité importante que le BMS et certains modèles ARIMA 
pouvaient être pratiquernent les mêmes dans le cas de certaines series. Carlin et Dempster (1989), dans une 
analyse détaillée des deux series, n'ont déteeté que des petites differences entre les désaisonalisations 
canoniques ARIMA et celles d'un modéle de composantes a moyenne mobile intégré fractionnellement (PRIMA), 
et des differences plus importantes dens Ia comparaison de la désaisonnalisation FRIMA et de la 
désaisonnalisation X-11 normalernent utilisées pour d'autres series. 

La documentation semble laisser sans réponse deux questions irnportantes, soient : (1) Les rnodèles ARIMA ou 
les modèles de composantes s'ajustent-ils rnieux aux données réelles ou serait-il possible de les distinguer a 
l'aide des données disponibles. (2) Jusqu'â quel point les résultats du modèle de composantes et du modèle 
ARIMA sont-ils différents dans les applications pratiques? La premiere question vise In signification statistique 
et Ia seconde Ia signification pratique. Ces questions sont toutes deux très empiriques et l'objet principal de cet 
article est de les traiter empiriquement. A Ia section 2, nous décrivons les modèles que nous allons traiter en 
detail. Nous utilisons le critCre AIC de Akaike (1973) pour comparer l'ajustement des modéles ARIMA et des 
BSM a un ensemble de 45 series chronologiques saisonnières. En général, le critère AIC semble largement 
favoriser les modèles ARIMA. 

La section 3 traite de Ia désaisonnalisation. Bell et ililImer (1984) ont remarqué que les modèles de 
composantes avaient ignore l'incertitude inhérente des decompositions saisonnières et non saisonnières qui 
earactérise n'importe quel modéle ajusté. Pour étudier cette question, nous avons considéré l'intervalle des 
decompositions admissibles caractérisant un modèle de composantes donné et nous avons présenté une 
"decomposition canonique" pour des modèles de composantes analogue a celle proposée pour des modèles 
ARIMA par Burman (1980) et Hillmer et Tiao (1982). La decomposition canonique s'est révélée triviale a 
obtenir et très facile a utiliser dans l'extraction des signaux de La désaisonnalisation. En outre, elle s'est 
également révélée très proche du rnodèle de composantes ajusté initialement aux series étudiées dans le present 
article, ce qui semble indiquer que La désaisonnalisation dans les modèles de composantes canoniques et dans le 
modèle initial pourraient souvent être pratiquement identiques. Nous avons alors compare les corrections des 
variations saisonnières du BSM et du modèle ARIMA dans le cas de deux series et nous avons constaté qu'il y 
avait des differences négligeables dans les estimations des points d'extraction des signaux et des differences 
relativement grandes dans les variances d'extraction des signaux, bien que celles-ci semblent être toutes petites 
dans l'absolu. 

A La section 4, nous avons étudié les effets de l'utilisation des modCles ARIMA et des modCles de composantes 
sur l'application des techniques d'extraction des signaux des series chronologiques dens le but d'estimer des 
enquêtes rCpétées. Cette idée avait été premiêrement suggérée par Scott et Smith (1974) et par Scott, Smith 
et Jones (1977), mais elle a fait Pobjet d'études poussées plus récentes en raison de I'évolution des méthodes de 
calcul et des méthodes théoriques d'estimation et d'extraction des signaux des modéles des series chronologiques 
non stationnaires. Pour chacune des deux series, nous avons constaté que les estimations des points d'extraetion 
des signaux obtenues avec les modéles ARIMA et les BSM étaient assez proches, mais que, dans le cas d'une 
série, les variances d'extraction des signaux étaient assez différentes. Enfin, a Ia section 5, nous avons tire 
quelques conclusions préliminaires. 

2. MODELES ARIMA ET MODLES DE COMPOSANTES 

Soit Y, t = 1,... ,n, les observations d'une série chronologique qui, dans bien des cas, est le Iogarithme d'une 

certaine série chronologique originale. Posons 

Vt = 	+ It 	
(2.1) 

oü XB est une fonction moyenne de regression linéaire, X t  est le vecteur des variables de regression au temps 

t, B , est le vecteur des paramètres de regression et Z est La partie stochastique (moyenne nulle) de ''t Les 
variables de regression utilisées serviront a tenir compte des constantes de tendance, de La variation 
temporelle, des effets saisonniers fixes et des effets des valeurs aberrantes (Findley et al. 1988). Nous 
étudierons des decompositions de I telles que 

Zt=St+Nt=St+Tt+It 	 (2.2) 

ou St  est une composante saisonnière (stochastique) et Nt  une composante non saisonnière (stochastique) qui 

peut être décomposée en une composante de tendance T et en une composante irrégulière I. Si Y est Ie 

logarithme de La série chronologique étudlée, (2.1) et (2.2) supposent qu'il existe des decompositions 
multiplicatives de La série chronologique originale. lJne approche a lanalyse des composantes des series 
chronologiques consiste a modéliser directement Z, puis a faire des hypotheses permettant d'arriver a partir de 
ce modèle a des definitions et a des rnodèle de composantes. L'autre méthode consiste a specifier directement 
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RESUME 

La documentation récente sur l'analyse des series chronologiques propose diverses approches fondées sur une 
structure particuliére des composantes. Ces approches sont différentes de l'approche de modélisation ARIMA 
(moyenne mobile, intégrée, autoregressive) bien connue, Ia plus populaire Ctant peut-être l'approche par 
"modClisation structurelle" de Harvey et autres gui utilise une structure explicite pour les composantes. Malgré 
le volume considerable de recherches effectuées sur ces modèles, très peu de travaux semblent avoir ete 
entrepris pour comparer les résultats des autres approches. Nous somrnes alors amenés a se poser des questions 
sur l'ajustenient comparatif de ces modèles et de l'effet du choix du modèle sur des applications telles Ia 
désaisonnalisation (fondée sur un modèle) et l'utilisation des modèles de series chronologiques dans l'estimation 
des enquêtes répétées. Corn me ii s'agit de questions empiriques, nous avons essayé de les traiter dans le present 
article en comparant les résultats de l'application de ces modéles a certaines series chronologiques du bureau du 
rencensement. 

MOTS CLES: Modèle ARIMA; modèle des composantes; AIC; désaisonnalisation; estimation des enquêtes 
répétitives. 

1. INTRODUCTION 

Lanalyse des composantes des series chronologiques a connu une longue evolution (traitée dans Nerlove, 
Grether et Carvaiho 1979) depuis les travaux d'astronomie, de météorologie et d'économie effectués du i?e  au 
19e siècle jusqu'aux premieres analyses saisonnières par Buys-Ballot (1847). Des méthodes empiriques de 
désaisonnalisation ont été créées au debut de notre siècle et ant abouti en 1967 a l'élaboration de Ia méthode 
bien connue X-11. Bell et llillmer (1984) ont expliqué que ces méthodes ont précédé les modèles des series 
chronologiques saisonnières qui se sont largement répandus et sont devenus calculables au cours des vingt 
dernières années. 

Cet intérêt de longue date a l'égard des composantes des series chronologiques a eu des influences irnportantes 
sur Ia modélisation des series chronologiques; en particulier, 11 a conduit a deux approches assez différentes de 
modélisation et de désaisonnalisation a l'aide de modèles. Plusieurs approches de désaisonnalisation ont été 
élaborées avec les modèles a moyenne mobile, intégrés, autorégressifs (ARIMA, Box et Jenkins 1976). A notre 
avis, Ia meilleure est l'approche "canonique" de Burman (1980) et de Hillmer et Tiao (1982). Une approche 
différente de "modélisation des composantes" a été élaborée. Elle utilise des modèles ARIMA simples pour les 
composantes saisonnières, tendancielles, régulières et autres. Nerlove, Grether et Carvalho (1979) ont propose 
une approche quelque peu différente, (sans grand succès cependant), probablement parce que leurs modèles de 
composantes ARIMA sont trop souples pour méme permettre l'identification de Ia structure du modéle (Ilotta 
1989), et qui est maintenant considérée inadequate a cause de son traitement de Ia non-stationarité (par 
extraction de Ia tendance polynomiale). Des exemples marquants de cette approche sont les travaux d'Akaike 
(1980), de Gersch et Kitagawa (1983), de Kitagawa et Gersch (1984), de Harvey et Todd (1983) et de Harvey 
(1985). 

Bien que des travaux de développement considérables aient été effectués sur les deux approches de 
modClisation, ii est étonnant de constater qu'il y a très peu de documentation sur la comparaison de leurs 
résultats. Harvey et Todd (1983) ont compare les previsions obteriues avec leur "modèle structurel de base" 
(BSM) et celles obtenues avec les modéles ARIMA ajustés par Prothero et Wallis (1976) a six series 
chronologiques trimestrielles de macroéconomie. Leurs résultats étaient assez peu concluants. D'ailleurs 
certains des modèles ARIMA utilisés avaient une forme inhabituelle et étaient, en particulier, caractérisés par 
des opérateurs saisonniers correspondant a des retards importants. (En toute objectivité, les travaux de 
Prothero et Wallis (1976) sur Ia modélisation saisonniCre ARIMA n'étaient pas trés avancés avant que des 
raffinements tels Ia vraisemblance maximale exacte et le traitement des valeurs aberrantes ne deviennent 
disponibles.) Harvey (1985) a élargi le BSM en développant des modèles de composantes afin d'expliquer le 
comportement cyclique (series non saisonnières) et a traité jusqu'â un certain point leurs relations avec les 
modèles ARIMA. Maravall (1985) a observe que le BSM pouvait fournir un modèle général proche du modèle 
populaire de "ligne d'aviation" (airline) ARIMA (0,1,1)x(0,1,1) 1 , de Box et Jenkins (1976), en montrant que 
modCles ARIMA. Maravall (1985) a oliservé que le BSM pouvat fournir un modèle général proche du modèle 

W.R. Bell, Statistical Research Division, U.S. Bureau of the Census, Washington, D.C. 20233, U.S.A. 
M.G. Pugh, Department of Biostatistics, Harvard School of Public Health, 677 Huntington Avenue, Boston, 
MA 02115, U.S.A. 
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SECTION 4 

DEVELOPPEMENTS DANS L'ANALYSE DE DONNEES 

DES SERIES CHRONOLOGIQUES 
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extensions du MLGEE justifieralent des etudes. Par exemple, l'inclusion des effets saisonniers pour les series 
mensuelles ou trimestrielles aussi bien que d'effets d'intervention dans l'équation de transition du MLGEE serait 
souhaitable. II est possible de modifier le cadre actuel du MLGEE afin dinclure des effets saisonniers ou 
d'intervention non stochastiques. Cependant, la presence d'effets stochastiques devrait faire l'objet d'études 
plus poussees. Par ailleurs, pour les series chronologiques resultant d'enquêtes complexes, ii serait important 
d'étudier l'impact de plans complexes sur l'inférence a propos des paramètres de modèle analogues aux 
corrections de Rao et Scott (1984) pour l'analyse de données transversale. Dans le cas des enquètes par panel Se 
pose le problème supplCmentaire des erreurs d'enquêtes eorrélées dans l'équation de mesure, en raison du 
chevauchement des unites entre des points successifs dans le temps, telles qu'elles ont Cé étudiées par Binder 
et Dick (1989) et Pfeffermann (1989) pour la modClisation ARMM des erreurs denquête dans le contexte des 
modèles linéaires a espace d'états. 
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Tableau 1: Ecarts-types estimés des résidus de prediction un pas en avant normalisés 

1 	2 	3 	4 	5 	6 	7 	8 	9 	10 

ET(r.) 	.76 .86 	.70 	.99 	.50 	.88 	.69 	.68 	.99 .72 

On ne relève aucun indice de surdispersion, parce que tous les EI(r1t)  sont inférieurs a un. Un graphique des 
en fonction du temps n'a révélé aucune mauvaise specification. Les tests prédictifs post-éehantlllon pour 

les projections un pas et deux pas en avant ont été effectués pour les deux dernières années (1986 et 1987). On 
a obtenu les valeurs de X 2  suivantes 

	

= 9.40 	= 1.14 , 	 (5.5) 

qui, lorsque confrontées é une distribution x, étaient clairement non significatives. La SCE a été calculée 
comme étant égale a 167.5 avec une estimation du paramètre de surdispersion de 1.046. La encore, II n'a pas 
semblé y avoir de surdispersion. On a obtenu des valeurs de REQMEW1, REQMEP1(1) et REQMEP1(2) de 31.1, 
28.1 et 17.6 respectivernent. Les valeurs correspondantes pour les modéles simples étaient 84.7, 26.4 et 56.1. 
Le MLGEE semble apporter une amelioration considerable par rapport au modèle simple. On pourra remarquer 
que lors du calcul de REQMEI'(l), ii n'y a quun point dans le ternps (1986) pour lequel on a fait des predictions 
en utilisant les données allant jusquen 1985. 

Les figures 5 et 6 présentent le graphique des éehantillons du nombre de décès reels, ajustés transversalement, 
prédits un pas en avant (deux pas pour le dernier point) et filtrés (ou mis a jour), pour les hommes du groupe 
d'âge 65-74 et pour les femmes du groupe d'age 56-64 respectivement. Le tableau 2 donne un résumé des 
nombres prédits ainsi que les nombres reels pour tous les dix groupes pour 1986 et 1987. Les valeurs de Ia 
REQME des nombres prédits figurent entre parentheses. 

Tableau 2: Nombre de cas prédits (P) et reels (R) de déeès dus au cancer du poumon en Ontario 

Groupe_ 
d'âge: 

Hommes Femmes 
1 	2 	3 	4 	5 1 	2 	3 	4 5 

1986 	P: 58 246 818 1114 799 46 143 370 424 317 
(14) (36) (64) (74) (57) (14) (20) (42) (53) (55) 

R: 51 242 851 1050 775 38 150 329 435 304 

1987 	P: 59 250 823 1155 833 47 146 371 441 329 
(18) (48) (83) (99) (74) (18) (25) (55) (74) (76) 

R 56 256 810 1110 835 50 164 383 422 334 

6. DISCUSSION 

On a montré que si Ic noinbre de points dans le ternps et le nombre d'observations a chaque point dans le temps 
sont assez grands, on peut transformer de façon appropriée les données provenant de series chronologiques non 
normales et non stationnaires de modèles possiblement non Iinéaires, pour l'application des techniques de 
modélisation linéaire a espace d'états. Les estimations de paramètres transversales et convergentes {e} 
peuvent servir a specifier approximativement la matrice des variances et covariances W de l'équation de 
transition lorsque I est grand et lorsque W est supposée invariable dans le temps. On notera que si Ia matrice 
de transition Gt  contient certains paramétres inconnus, its peuvent aussi être estimés de fagon convergente en 
utilisant l'estimateur Aitken a deux pas de Zellner (1962) présenté dans le contexte d'équations de regression 
apparemment non reliées. On a également montré que Lorsque I n'est pas grand, les inferences a propos de 
restent robustes devant une mauvaise specification de W, a condition que is fonction moyenne soit correctement 
spécifiée. 

Comme la méthode du filtre de Kalman (Harvey, 1984) peut de routine régler les problèmes de données 
rnanquantes lorsque Von suppose que les observations sont également espacées, la méthode du MLGEE proposée 
peut également être appliquée a ces situations. Toutefois, ii y a certaines directions pour lesquelles des 
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Pour l'ajustement du MLGEE, nous devons d'abord specifier le comportement transversal au temps t. II y a dix 
groupes, done m10. Pour le groupe I le nombre Yit,  pour chaque I, suit par hypothèse une distribution de 
Poisson au sens large avec moyenne tjt  égale a ri 	Ajt, oü n 1  est la taille connue de la population. On ait 
considéré un modèle log-linéaire pour les taux {x1, 11, •.., 101. Un modèle a effets de lignes pour les 
données ordinates lorsque Ia ligne et la colonne Se rapportent respectivernent au sexe et a l'âge (Agresti, 1984, 
p. 84) a donné Un ajustement raisonnable transversalement pour presque tous les points dans le temps. On a 
done choisi le modèle transversal avec des scores convenables pour les categories d'âge corn me suit 

Thg x1 	
= 	i 2t, 	

2, ..., 10 	 (5.la) 

06 
fi 11000-2 

1 1 0 1 0 0 -1 

1100100 

• 110001 	1 

1100002 
- 

• 

_______ 
101 0 0 0 0 

• 1010000 
• 1000100 
* 1000010 

100000 	0 

11 y a un total de sept effets 01, 0 
2' 

••• e 7 . un pour la constante, un pour le sexe, quatre pour Page et un pour 
l'interaction age-sexe. Notons qu'ici Ia matrice des variables auxillaires, 1t' est invariable dans le temps . La 

matrice des variances et covariances Ut(et) est évaluée a l'estimation 4 comme suit 

Ut(4) = 
diag (9C)_1 	 (5.2) 

On obtient Ia forme de (5.2) facilement en utilisant la relation variance-moyenne de Poisson et Ia fonction de 
lien log. 

Ensuite, pour specifier le comportement longitudinal dens le MLGEE, on a étudié les graphiques de 	et de it 

- 	_i en fonction du temps pour cheque 1=1, ..., 10; voir les figures 3 et 4. La série des premieres 

differences de 1t  semble assez aléatoire autour d'une moyenne zero, hormis une légère deviation de Ia série 

des 0. On pourrait faire Ia regression de sur pour cheque i et verifier le comportement aléatoireit 
des résidus au lieu de celui des premieres differences . Toutefois, pour des considerations d'illustration et de 
simplicité, on a ehoisi une marche aléatoire avec un modèle sans deviation pour représenter l'équation de 
transition, e.-à-d. 

= 2t_1 + t 	 (5.3) 

On a done finalement suppose que Ia matrice de transition G était également invariable dans le temps et on Pa 
posée égale a I. On a estimé La covariance de 	par 

= I t=2t - 	- 4) 	 (5.4) 

Après avoir spécifié le MLGEE, on a ajusté le modèle en utilisant l'algorithme des MCPLF déjà mentionné a La 
section 3.2. Les écarts-types de l'échantillon des résidus un pas en avant normalisés r1,  1=1, ..., 10, qui furent 
obtenus sont 

(5.lb) 
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Considérons maintenant Ia situation øü W inconnue = W, mais I n'est pas grand. Dans ce cas, W ne sera pas une 
bonne specification de W, parce qu'il est peu probable qu'elle soit dans le voisinage de W. Blenque la propriété 
MPLN des estimations ne tienne plus, Ia proposition suivante montre que les estimationset 8j restent 

convergentes pour n grand. Cette propriété d'inférence robuste concernant 0 est semblable a celle obtenue 
par Zeger (1988) pour les modèles de regression de series chronologiques de comptes. 

Proposition 4.3 Supposons que Ia fonction moyenne est correctement spécifiée en termes de Ft  et de Gt,  mais 
que W peut être mal spécifiée par W Iorsque T n'est pas grand. Alors, pour 

nt  grand et pour t2, les moyennes 
asymptotiques des distributions de t_ - 2t et de - restent les mêmes, c.-à-d. zero, mais leurs 
EQM deviennent C 11  et C respectivernent Iorsque, pour t2, 

* 	* 	' 
Ctiti = G C1 Gt + W i 	 (4.4) 

C =  (I - KtF) ctti(ti Ct,ti a 1  + Ft U1F) ctti(1-KtFt) 	, 	(4.5) 

* 
et 	indique que W est substituée a W. Dans (4.4) ci- dessus, pour t=1, C 1  est Ia méme que C 1  définie plus 
tot par (F 1  U 1  F 1 ) 4 . 

La demonstration de la proposition ci-dessus Se présente comme suit. A Ia suite de Zehnwirth (1988), 
on peut exprimer l'estimateur 	comme une combinaison linéaire de 	tt_i  et de l'estimateur 	ou 

(FU 1  Ft) 1  Ft u 1 	e.-à-d. 

(I - A) 	+ 
	

(4.6) 
oü 

A = (I - KtFt) C 11  F IJ' Ft, 

et A correspond a A lorsque W est substituée a W. A mesure que n 	 , la convergence de 0̂  suit facilement 
par induction, en commençant a t=2, 3, ... et ainsi de suite. Pour obtenir l'expression (4.4) pout C, écrivons 
une autre expression équivalente pour (4.6) sous la forme 

=+ 	- Ft 
	 (4.8a) 

= (I - KtFt) 	 it-1 + Ft 1J 1 	 (4.8b) 

en raison de l'identité 

(I - KtFt) C11  FtU '  = 
	 (4.9) 

Les résultats souhaités (4.4) et (4.5) découlent immédiatement de (4.8b). On remarquera que lorsque W 
alors compte tenu de (4.9), C de (4.5) Se réduit approximativement a C ou (I_KtFt)  C 111  comme on 
pouvait s 'y attendre. 

5. APPLICATION AUX SERIES DU NOMI]RE DE DECES ATrRIBUABLES AU CANCER 

A des fins d'illustration du MLGEE, on a analyse les données sur le nombre de décCs annuels attribuables au 
cancer du poumon en Ontario pour Ia période de 1970-1987, regroupées selon le sexe et I'ge. On a retenu cinq 
groupes d'age: 1 = 0-44, 2 = 45-54, 3 = 55-64, 4 = 65-74 et 5 = 75+. Les figures 1 et 2 présentent les dix series 
chronologiques du nombre de décès, classées selon le sexe. Nous avons utilisé les données de 1970-1985 (c.-â-d. 
16 points dans Ie temps) pout ajuster le modèle, et les données des deux points suivants (1986, 1987) pour les 
diagnostics post-échantillon. 
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Les prédicteurs lissés de e ou de Y t  pour tout point t<T étant donné toutes les observations y1, 
..., 

peuvent We calculés grace a l'algorithme donné par Harvey (1981, p. 115) ou par un algorithme rapide de Kohn 
et Ansley (1989). 

4. QUELQUES RESULTATS THEORIQUES 

Supposons que nt  est grand pour chaque t, de sorte que les Ut(o) fournissent effectivement des matrices de 
variances et covariances approximatives pour les z conditionnellement sur les On suppose que Ia matrice 
des variances et covariances W est connue pour les propositions 4.1 et 4.2. Par contre, dans Ia proposition 4.3, 
nous étudions l'effet d'une mauvaise specification de W sur les estimations de 

0t  lorsque I nest pas grand, 
c. -à -- d. lorsque W est Instable. La proposition suivante donne la distribution asymptotique de X définie plus tot 
par (3.10). 	 T 

Proposition 4.1 Supposons que les données sont groupées en m-vecteurs y qui, pour n t  grand, sont asymptoti-
quement normaux sous une application appropriée du TLC. Alors 

2. 2 
T 	m 
	 (4.1) 

Pour cela, remarquons que 

- Ft 2t 	N(O, 

it-1 - Ft 	N(O, Ft Ctiti Ft) 

Par consequent, sous les hypotheses de notre modèle, comme z et z 
it-1  ne sont pas corrélés étant donné 

nous obtenons 

- 	 N(O, Dt1ti), 

011 D, 	est Ft  Ct - 1 Ft + Ut (o). Le résultat (4.1) en découle immédiatement. 

Considérons maintenant Ia situation des données groupées, dans laquelle l'équation de mesure représente un 
modèle saturé pour li t , c.-è-d. que le vecteur 8 contient m paramètres. 	Transversalement, le prédicteur 
optimal de y t  est 	lui-mème. Longitudinalement, on pourrait également rnontrer qu'en introduisant des 
paramètres d'écart non aléatoires dens l'équation de transition, 4 est 	lui-même. Par ailleurs, z 11  (ou 

est égal a z (ou 	ce qui signifie que la SCE est zero. Ceci est donné par Ia proposition suivante. 

Proposition 4.2 Pour le cas groupé, laissons 0 t représenter les paramètres du modèle saturé pour le 
comportement transversal et i t  représenter les pararnétres d'écart variables dans le temps, inconnus mais non 
aléatoires, dens Ia modélisation du comportement longitudinal, c.-à-d. que 1'équation de transition est donnée 
par La formule sulvante pour t2, 

	

= G t o t-I + 	+ 
	

(4.2) 

Alors 
	

4 = 	 (4.3 a) 

et
kt-i ( YO =  t. (4.3b) 

Pour le prouver, remarquons que Ia forme réduite (2.14) peut maintenant être modifiée pour contenir les 
paramètres y29 IT' avec O --. Le nombre de pararnètres est alors le méme que le nombre de z 1 , c.-â-d. ml . 
Le résultat (4.3a) en découle naturellement, parce que y est F(z) pour le rnodèle saturé. Pour obtenir 

(4.3b), notons d'abord que pour les 1  donnés, est Ft Gt i + F En substituant les estimations de 

it obtenues par La minimisation de la SCE de (3.5) jusqu'au temps t, on peut voir que 
	est Z 1 	et de Là 

(4.3b) en découle. 
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est 	'((_1) + B), B denote Ia moyenne des differences premieres des 	et ko  denote Ia 
longucur de B dans le modèle (3.6). De mêrne, pour Ic modèle qui nous intéresse défini par (3.3) et (3.4), nous 
calculons 

	

REQMEW1 = 	t -2t - 	it-1t - 	t1)/(m(T1) - k 1 )j, 	 (3.8) 

o6 k, est le nombre de pararnètres fixes estimés afin d'appliquer le prédicteur linéaire. Dans le cas des données 
non groupées, on modifie les dénominateurs dans (3.7) et (3.8) en consequence. Si REQMEW 1  est plus grand que 
REQMEW Q , ii est nettement inutile de s'attarder sur ce modèle. 

3.3.2 Diagnostics post-échantillon 

On peut définir des te5ts prédictifs post- échantillon pour le cas des données groupées. Voir Ia section 
suivante pour leur justification asymptotique lorsque n et I sont grands. Avec les predictions de t pas 
en avant ip .., définies ci-dessous a La section 3.4, on procède a un test du ehi-carré pour le non- T+Ti  
ajusternent du modéle en rejetant pour de grandes valeurs de X (Se rapportant ici a une distribution x)  ol 
pour =i, 2, ..., I 

	

X2 - 	 (3.9) 
- (+ - T+rIT 	T+tlT 	T+t - T+TlT 

Les erreurs de validation par recoupement peuvent être calculées pour le rnodèle simple et pour le modèle 
examine, et on peut les étudier pour voir l'ampleur de l'amélioration. Dans Ic cas des predictions a 1 pas en 
avant, on peut définir les erreurs de validation par recoupement par Ia racine de I'écart quadratique moyen 
des erreurs de prediction T pas en avant pour le post- échantillon comme suit 

REQMEP0(1) = 
	

(++ - 	++ji+i 	T+i+j - 1+1+j+ )1m(T -t+1)I 	(3.10) 

sont les predictions du modèle simple. De même, on peut définir REQMEP 1 (T) pour Ic modèle 
qui nous intéresse en utilisant les vecteurs non transformés y t  et leurs prédicteurs. 

3.4 Prediction et lissage 

Les predictions de la période post-échantillon sont nécessaires a des fins de diagnostic et, si le modèle est 
considéré adéquat, les predictions pour les observations futures et leurs EQM respectives seraient généralement 
requises. A cette fin, on laisse simplement de câté les equations de mise a jour du FK, et le MPLN de 0, pour 

périodes en avant, s'obtient d'abord par récursivité en posant 

- P 	- 
2T+tIT - G1+ 

	T+t-1IT' (3.11) 

et son EQIt par 

C111 = G..+  C1111I T+ 	T+t 
G 	+ W 	 (3.12) 

A noter que pour La prediction a t>T+T', toutes les données jusqu'au point T+T' inclus doivent Ctre utilisées en 
rajustant le modèle. Or, le prédicteur de z T+t est donné par la formule 

- 	-'P 
I+tII - F1 

	
2T+rIT 

et PEQM correspondante est 

0 	= F i  C 	F 	+ U 	 (3.14) T+11T 	T+ 	T+TIT 1+1 	T+ 

On peut donc évaluer UT+  en 	le prédicteur t pas en avant de 9T+'  chaque fois que 6 	nest pas 

disponible. Pour 	non transformé, 	est obtenu comme étant g'(z 	et L'EQM pour y -' r+1 i r 
est donnée approximativement par (dIt/dn) 0 1+ 1 (diIdn)'. 

(3.13) 
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tape II: Filtrage de Kalman pour l'obtention de 
-T 

Le MPIJN(approximatif seulement, cornpte tenu de Ia linéarisation a l'étape I) de 	base sur Z 1 , 
peut être calculé de Ia même façon que 4 Pa été a partir du FK donné en (2.16). 	Les modifications 
appropriées de (2.16) s'obtiennent en remplaçant e ,  Vt et  At _i par 2t' U, et C 11  respectivement. Le 

FR est amorcé par 4 et C 1 , oO 4 est l'estimation par les MCP transversale 4 cornme dans (2.7) pour 01 fixé 
' 	, Iorsque U 1  est substituee a 	et C 1  est (F 1  1i1 -1  F 1 ) -1 

 . Comme on 1 a mentionne plus tot dans 1 introduction, 
le filtre de Kalman généralisé (FKG) propose par Zehnwirth (1988) pour Ia variance d'observations dépendantes 
de l'état et Ia fonction de lien identité se rattache flu FR ci-dessus pour le modèle défini par (3.3) et (3.4) flu 

- meme sens que Zehnwirth utilise U(= E Ut(et)) et non Ut(ot) dans Ia definition du FR. 	Ceci revient 
essentiellement a approximer U par l'eipression a l'intérieur de l'espCrance. U serait en general impossible a 
calculer pour une fonction de lien g non linéaire. Toutefois, si U était disponible, elle serait préférable pour des 

considerations d'optimalité. Nous pouvons également calculer Ia somme des carrés des erreurs pour le modèle 
(3.3) analogue a l'expression (2.18), corn me un sous-produit du filtrage de Kalman de Ia facon suivante: 

SSE 
= =1t 	 - 	 it - 1' 	(3.5) 

o11 	et 0110 sont définis cornrne F1 4 et U 1 (4) respectivement, et 0titl comme dans(2.18),oO A 
est remplacée par C et V par U. 	A partir de Ia SCE, on peut obtenir une estimation du paramètre de 
surdispersion u2 comme étant SCE/DL, oO DL denote le nombre de degrés de liberté approprié. Après avoir 
ajusté le modOle, nous examinons maintenant quelques méthodes pour en faire Ia verification. 

3.3 Diagnostics 

Supposons que les données sont disponibles jusqu'à Ia période 1+1'. Supposons que les données pour les I 
premiers points (choisis arbitrairement) servent a Pajustement du modéle. Nous désignerons des diagnostics 
bases sur ces points comme "a Pintérieur de I'échantillon" et ceux bases sur les instants 1+1, ..., T+T' comme 
"post-échantjljon". On peut utiliser les moyens suivants pour verifier l'ajusternent du modèle; Harvey (1984), 
Harvey et Durbin (1986), et Harvey et Fernandes (1989). 

3.3.1 Diagnostics I l'Intérieur de Péchantillon 

Soit nt le résidu de prediction un pas en avant normalisé correspondant a l'élément I du vecteur z au 

	

temps t. Ces résidus, pour chaque I, peuvent être traces en fonction du temps et en fonction de z 	t_i, 
et leur comportement aléatoire peut Otre examine. 

Vérifions si la variance échantillonnale des résidus {r 1 t: t=2, ..., T} pour chaque i est proche de un. 
Une valeur plus grande que un signifle une surdispersion par rapport au modèle en cours d'ajustement 
(Harvey et Fernandes, 1989). 

(C) A Ia suite de Harvey (1984), on choisit d'abord un modèle simple comme étalon, défini par 

g() = 	 + B + ~ t ,  S t -  SL(0, 020 	 (3.6) 

oü g est Ia fonction de lien définie par (3.1b) et o est un paramètre d'écart constant. On calcule ensuite Ia 
racine de l'erreur quadratique moyenne des erreurs de prediction (REQME) un pas en avant a l'intérieur de 
l'échantillon pour le eas des données groupées comme suit 

REQMEW0 
= 	t=2t - 	 it-1(t - 	 t i)1(m(T-1)k0 )I 	 (3.7) 
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noter que l'estimateur W, contrairement a W, est toujours défini non négatif, ce qui est naturellement souhaitabie 

dans Ia pratique. Toutefois, a moms que T ne soit grand, W ne sera pas convergent pour W. On verra plus tard a 
Ia section 4 que, dans des conditions assez peu rigoureuses, ce type de mauvaise specification de W quand I nest 
pas grand ne touche pas Ia convergence des estimations des paramètres du prédicteur du MLGEE. 

3. LA METHODE PROPOSEE - Le MLGEE 

3.1 Definition Le modèle linéaire généralisé ñ espace d'états (MLGEE) peut We défini par les deux equations 
suivantes. 

Comportement transversal: Pour chaque t=1, ..., T, 

= 	+ Et' 	 (3.1a) 

g() = Ft 2t, 	 (3.1b) 

°' 	ttSL(0, Vt(t)) ,  Cov(t, 	= 0 for t~ s,  et g est une fonction de lien monotone et 

differentiable 

Comportement longitudinal: Pour t=2, ..., 1, 

= Gt ti + t' 	 (3.2) 

o 	SL(0,Wt) avec les conditions habituelles données plus tot par (2.14). 

Les deux principales differences entre cette formulation et celle du MLEE donnée par (2.11) et (2.13) consistent 
en ce que Is matrice des variances et covariances Vt  depend du vecteur moyenne li t , et par consequent du 
vecteur d'états 2t  et que Ia fonction de lien n'est pas nécessairement l'identité. En ajustant le MLGEE aux 
données des series chronologiques, on supposera en general que n et I sont grands. Le choix des matrices de 
plan Ft  peut être justifié par des analyses transversales et celui des Gt  par l'analyse de Is structure temporelle 

}. La matrice des variances et covariances W, si elle n'est pas dans Ia série des estimations transversales {e  
connue a priori, peut être estimée par W sous l'hypothèse de l'invariance dans le temps, telle que décrite a Is 
section 2.4. On notera également que la formulation ci-dessus peut être évidemment prolongée afin de prendre 
en compte le paramètre de surdispersion a 2 , comme cela était le cas avec le MLEE examine plus haut a Ia 
partie 2.3. Pour ajuster le MLGEI%, nous proposons l'algorithme suivant pour l'estimation des paramètres du 
modéle. 

3.2 Mgorithme d'estimation - MCPIF 

L'algorithme des moindres carrés pondérés par iterations et filtrage (MCPIF) pour l'estimation (ou Is prediction) 
de eT comprend deux étapes, chacune nécessitant une série de pas itératifs. 

Etape I: Linéarisation pour la formulation de l'espace d'états 

Transformons d'abord yt  en z t  pour chaque t=1, ..., T comme en (2.5). Maintenant, pour nt  grand, on peut 
définir un contexte de travail de MLEE approximatif pour les series {z 	par 

= F1 	+ 6, 	 (3.3a) 

= G t 2 t-I +  4, 	 (3.3b) 

oü 	 SL(O, Ut(e)), t 	SL(O , Wt) , 	 (3.4a) 

Ut(e) = (dnt/dpt) Vt(Jt)(dnt/dut) I 	= 	 (3.4b) 

t.

Les vecteurs d'erreurs 6 	répondent aux conditions habituelles données plus tot pour Is definition du MLEE 
a Ia partie 2.3. 
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Dans Ia section suivante, nous proposons les modèles linéaires généralisés a espace d'états, MLGEE, corn me un 
prolongement des MLEE. A noter que dans le prolongement en MLG du ML, on a linéarisé le modèle en 
transformant de y a z t  par Ia méthode des MCPI. Ii est done naturel de définir le MLGEE en appliquant le 
MLEE a Ia série transformée (z}, c.-â-d. que I'algorithme des MCPF est administré sur (z}.  En d'autres 
termes, ii faut procéder par filtrage et iterations afin dTobtenir les estimations par les MCP dans le MLGEE. 
Ceci méne a l'algorithme des MCPIF pour Ia méthode proposée. On peut constater que cet algorithrne est assez 
proche de l'algorithme des MCFPI (moindres carrés filtrés et pondérés de façon iterative) de Zeger (1988), gui 
avait été introduit dans un but different et qui n'utilise pas le filtre de Kalman recurrent. En utilisant les 
MCPIF, nous devons d'abord specifier les matrices des variances et covariances des erreurs Vt(pt(ot)) et W. 
Pour n t  grand, Ia matrice Vt peut être assez bien approximée par V t G t OS) 00 6 C  est une estimation 
convergente de 0 semblable a celle donnée dans (2.7). En ce qui concerne W, si nous pouvons supposer qu'il est 
invariant dans le temps, c.-â-d. gue W = W, alors pour I grand ii est possible de construire un estimateur 
convergent en utilisant une méthode paralléle a celte utilisée dans les modèles de regression a coefficients 
aléatoires (RCA) de Swamy (1970) qui est décrite dans Ia sous-section suivante. 

2.4 Specification de Ia matrice des variances et covariances W sous l'hypothèse d'invariance dans le temps 

On peut définir un estimateur convergent W sous l'hypothèse W t = W lorsque 
n t et I sont grands. Dans les 

modèles de regression avee coefficients aléatoires proposes pour l'économétrie des données transversales, 
Swamy (1970) a utilisé les estimations de (a regression par les moindres carrés B provenant de plusieurs groupes 
(ou grappes) afin d'estimer Ia variance de la composante de regression aléatoire 	voir aussi Pfeffermann et 
Nathan (1981). Bien que le probléme de (a prediction avec les series chronologiques soit tout a fait different de 
celui de ('estimation du B sous-Jacent (ou d'une fonction des B 1 ), les estimations transversales convergentes 

t=1, ... T} peuvent être utilisées de la même façon pour estimer W. Dans Ia méthode de Swamy (1970), 
on obtient une estimation de Ia variance corrigée pour le biais. Dans le contexte de notre travail, Ia propriété 
d'abscence de biais correspondrait a ('absence de biais asymptotique pour n grand. L'estimateur W peut 
être défini comme suit. 

Pour t2, soit 
= ic -G 

 !-i 
	 (2.20a) 

-1 R 1  = (I-i) 	
t
1

=2 E((Bt_ 	- t'1 	 (2.20b) 

= (T1)1 	
=2 F 	- 	 (2.20c) 

et définissdns deux estimateurs W et W donnés par 

W = (T-1)1 	
=2 ti' 	= W - R 1 -R2-R. 	(2.20d) 

Nous avons 	 E(W) = W + R 1 +R2+R, E(W) = W 	 (2.21) 

Le biais de W est done donné par R 1+R2+R. A noter que Ic terme R n'est pas nul parce que E(bo, t-1 

n'est pas en général égale a Bt.  L'estirnateur corrigé pour Ic biais W de (2.20d) avec des estimations appropriées 
des R est analogue A l'estimateur de la variance de Swamy (1970). Toutefois, le terme de bials R 1+R2+R serait 
négligeable pour n t  grand, lorsque la moyenne et (a covariance de i conditionnelles sur 

t' 2t-1 coincident 
en limite avec celles de Ia distribution asymptotique. Dans cet article on posera par hypothèse les conditions de 
régularité nécessaires pour que ceci soit vrai, et par consequent 14 sera (approximativement) sans biais. Done, 
pour n grand, nous pouvons éliminer Ia correction pour le biais et utiliser simplement W pour estimer W. II est a 
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méthode des MCP grace a un FR avec une distribution a priori stable pour le vecteur d'états initial, parce que 

les estimations ainsi obtenues par recurrence sont MPLN (meilleurs prédicteurs linéaires non bialsés) ou 

ELNMMQ (estimations linéaires non biaisées minimisant Ia moyenne quadratique), voir Harvey (1981, p. 105 et 

Zehnwjrth (1988)). line modification appropriée de Ia distribution du vecteur d'états initial sera nécessaire, 

puisqu'â I'état initial certains des éléments sont stationnaires; voir Harvey et Peters (1984). L'algorithme de 

recurrence pourle FR qui donne le MPLN de 0 étant donn6y1, ..., et le prédicteur mis a jour 
étant donné yl, 	' t pour chaque t2, est donné par Ia formule 

	

tit-i = G i 	 (2.16a) 

=it-1 + Kt(yt - Ft 	it-1' 	 (2.16b) 

Kt = At,t 1 It (Ft At 1 tiFt + 
(2. 16c) 

At1ti = GtAt 1 G + W , 	 (2.16d) 

At = (I - KtFt) At 1 ti , 	 (2.16e) 

oà At t_i est Ia matrice des variances et covarianees non conditionnelles des erreurs de c_i' c.-à-d. son 

EQM (erreur quadratique moyenne), et At = A tit, c.-â-d. l'EQM de i . On peut voir que les valeurs de 5 et A 1  

pour commencer avec le FR (2.16) sont 5 et (F 1  Vj 1  F 1 ) respectivement, oi 	est l'esttmation par les MCP 

transversale (2.2) pour 
OI  fixé, quand £1 est remplacée par V 1 . La matrice Kt  est le gain de Kalman au temps t. 

L'algorithme ci-dessus donne également par récursivité les distributions au sens large de (0 - 
	t=1, ... I 

dans le calcul de ë'j. Cela pour t=1, ... T. 

	

- 	.- SL(0, At). 	 (2.17) 

A titre d'analogie avec Ia méthode des MCPI utilisée dana le calcul de i pour les MLG, Ia méthode ci-dessus du 
calcul de e t  pour lea MLEE par les MCP grace au filtre de Kalman sera déslgnée dans cet article comme Ia 

méthode des MCPF, at in de faire ressortir sa relation avec Ia méthode habituelle des MCP pour les ML. 

En plus de fournir divers MPLN, le filtre de Kalman donne également une méthode simple de caleul de La somme 

des earrés des erreurs pour le modèle (2.14) ou (2.11) et (2.13), grace aux résidus de prediction un pas en avant 

- 	et a leurs EQM. II s'ensuit du résultat d'équivalence (B.2) prouvé par harvey et Peters (1984) que 

pour tout t=t, 

(y - F 	0L) 	l 	- F* 	
) = 	=i ( t - 	it-1t1 Qt - 	 (2.18) 

oii pour t2, 

= Ft 9 tit-11 Bt1t  1 = Ft At1t 1 It + V 	 (2.19) 

-P 	 . 	 -C et 	et 	sont poses egaux a F1 0 et V 1  respectivement. 	Le resultat ci-dessus est analogue a 
l'équivalence de la SCE provenant des moindres carrés ordinaires pour les ML et la somme des carrés des résidus 

de prediction un pas en avant obtenus par La méthode des moindres carrés recursive. 

Enfin, on peut voir facilement a partir de (2.16) que Ies matrices des variances et covariances du modèle V et 

ne sont spécifiées que jusqu'à un paramétre de surdispersion multiplicatif 2,  les estimations 	et 	ne 

changent pas, sauf pour Ia correction multiplicative de Leur EQM par un facteur de 
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l'a dJà dit, est soit un nt_vecteur  pour les données non groupées, soit un In-vecteur dans le cas des données 

groupées. On utilise deux equations pour modéliser avec les MLEE, voir p. ex. Zehnwirth (1988). D'abord, pour 

le comporternent transversal, on définit l'équation de mesure comme: 

= Ft t + t' 	 (2.11) 

ou Ft est une matrice connue de variables auxiliaires, 8 est un r-vecteur de paramètres aléatoires que l'on 

appelle vecteur d'états, et Ia distribution des erreurs aléatoires e t  jusqu'aux moments du deuxième ordre est 

	

SL(0,V), Cov(t, s2t o) = 0 pour ts. 	 (2.12) 

La matrice des variances et covariances Vt  ne depend pas de 8 et elle est supposée connue pour tout t. 

Ensuite, dans le eas du comportement longitudinal, on définit l'éguatlon de transition comme 

=G t 2t-1 + 	, 	 (2.13a) 

oü Gt  est une matrice de transition rxr connue, et les erreurs 	sont spécifiées par 

- SL(0,W), Cov(ct , 	) = 0, s/t, et 

Cov( ,  Esi8) = 0 pour tout s,t; Cov(,e) = 0 pourt>s. 	 (2.13b) 

On suppose également que Ia rnatrice des variances et covariances W 	est connue. 	On remarquera que 

I'hypothèse du type Markov dans l'équation de transition (2.13) touche l'estimation récurrente et n'est pas 

nécessaire pour des considerations d'optimalité. 

Le modèle défini par (2.11) et (2.13) est complétement spécifié, sauf pour Ia distribution du vecteur d'états 

initial 8. id, nous ne considérerons pas les méthodes d'initialisation habituelles décrites dans Harvey (1981, 

ch. 4) et Harvey et Peters (1984), qui sont alors suivies de l'estiniation optimale des paramètres 9 1' 2' 
successivement par le filtre de Kalman (FK). A la place, nous considérerons d'abord une forme réduite de (2.11) 

et de (2.13) en une equation unique ne contenant qu'un vecteur de pararnètres 81  et ensuite une 

méthode appropriée pour estimer 8T'  qui sera nécessaire pour Ia prediction de y t  pour t>T. Cette approche sera 

utile pour mettre en relation le MLEE avee le ML et le MLG décrits plus haut. 

Conditionnellement SOU5 0 
TP

on peut écrire les modèles (2.11) et (2.13) cornme un ML pour y = ( yj, ... 
comme dans Harvey et Peters (1984). En écrivant 61' 	-r-1 en termes de ei  et des E, nous obtenons 

= F 	2i + 
	

(2.14) 

o6 F est une matrice T*xr  connue de valeurs fixes (l'ordre l  sera ml dans le cas des données groupées et 

+ + n dans le cas des données non groupees), et est un nouveau vecteur d'erreurs Tx1 de moyenne 

zero et de matrice des variances et covariances nT.  La matrice n 1  peut être eomplèternent spécifiée en termes 

des matrices connues V, Wt. Ft et G.  A noter que le modèle (2.14) aurait Pu être écrit conditionneilement 

sous 0 a tout point dans le temps t=t. Ainsi, 0 T peut étre estimé de façon optimale en utilisant les MCP 

comme dans le ML par l'expression 

= (F 	F) 	F 	n 1 Y, 	 (2.15) 

oü L représente les données longitudinales utilisées dans l'estimation. 

L'expression ci-dessus comporte l'inversion de 0 1- qui serait en général de grande dimension, ce qui pourrait par 

consequent se traduire par des difficultés de calcul. On peut cependant facilement évaluer l'estirnation par La 

- 103 - 



On reprend le processus ci-dessus jusqu'â la convergence. En désignant Ia solution convergente e, z Ia 
variable correspondante de l'expression (2.5) et r la matrice correspondante de (2.6), nous avons, a mesure que 

: N 	9t ' 	f 1 	 (2.7) 
et 

SL 	, 
	 (2.8) 

on (2.7) est valide sous une application appropriée du TLC. Remarquons que Ia Iongueur de zt  augmente avec n 
dana le cas non groupe, oà Ia distribution asyrnptotique dana (2.8) doit être interprétée en termes de toutes lea 
marginales de dimension finie de z 

t.  Lea equations (2.7) et (2.8) ci- dessus sont des MLG analogues a (2.3) et a 
(2.1) respectivement en ce sens que 

c1 Dt) 1  = (Ft r 	Fr ' , 	 (2.9) 
parceque 	 I 	

I 	I 	I 

ot = (dp/de) = (dt/dflt)(dflt/det) = (dt/dnt) Ft. 	(2.1Oa) 
et 

= (dt / dot) 	(dp / d). 	(2.10b) 

Dc plus, l'estimation 	ne change pas en presence du paramètre de surdispersion 2 e.-â-d. lorsque Cov(t) est 
a2 rt 	La variance asymptotique de 5 dana (2.7), par contre, vane par un facteur multiplicatif de 02. 

Chaque fois que l'observation y t  donne un estimateur convergent de p t  (ce qui serait le cas, par exemple, si les 
observations étaient groupées en m blocs), on peut alors utiliser un autre estimateur un pas en avant ("one-

step estimator"), e, suivant la méthodologie GSK de Grizzle, Starmer et Koch (1969). En d'autres termes, 
l'itération s'arrête après un cycle seulement et ne reprend pas jusqu'à Ia convergence. On peut montrer que 
l'estimateur est asymptotiquement equivalent a 5. Toutefois, l'estimateur i serait preferable pour des 

considerations d'échantillon fini, puisque E1 (°) peut être instable en raison de Ia presence de cellules avec 
un nombre possiblement petit &observations. 11 est intéressant de constater que lorsque H2t  est un modèle 

saturé du cas des données groupées, c.-à-d. lorsque r = a, alors lea deux estimateurs et 0 coincident l'un 
avec l'autre et sont Ogaux a o °)  ou a Fg(y). 

2.3 La méthode des MCPF (moindres carrés pondéres filtrés) de Ia théorie des MLEE 

Nous considérons maintenant Ia généralisation de Ia théorle des ML aux MLEE (modèles linéaires a espace 
d'états) afin de prendre en compte Ia dépendance sérielle. Dans les MLEE (voir p. ex. Harvey 1981, chapitre 4 
et Harvey, 1984), la dépendance sénielle eat introduite au moyen de paramètres Ot variant aléatolrement, 
t=1, ..., 1, qu sont relies par des modèles a espace d'états. Dans le problème examine danscet article, oü 
et I sont tous lea deux supposes grands, U semble naturel et pratique d'essayer de modéliser y t  simultanément 
pour le comportement transversal, et ensuite de modéliser les paramètres 0 sous-jacents temporellement pour 
le comportement longitudinal comrne dana Ia rnodélisation a espace d'états, c.-à-d. que le modèle est spéciflé 
par deux equations. 	Dana cette sous-section, on resume les méthodes d'estimation pour les MLEE. 
Contrairement aux MLG, la variance ne pout pas varier avec Ia rnoyenne, et on n'utilise que Ia fonction de lien 
identité. Toutefois, la méthode proposée dana Ia section suivante généralise les MLEE de la méme fagon que les 
MLG prolongent les ML af in de donner une méthode appropriée pour le problème décrit plus tét dans 
l'introduct Ion. 

Contrairement aux deux sous-sections précédentes, nous considérons lea données transversales et longitudinales 
ensemble, c.-à-d. Ia série chronologique des veeteurs d'observations yt,  k=1, ... I. Le vecteur y t ,  comme on 
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2.1 La méthode des moindres carrés pondérés (MCP) de Is théorie des ML 

Pour Is coupe transversale au temps t, considérons le prédicteur linéaire ou le modèle Hit: ii = Ft 2t. ou 
est un r-vecteur d'effets fixes (rm dans le cas des données groupées) et Ft  est une matrice de variables 
auxiliaires (ou concomitantes) connue. Supposons par ailleurs que E est constante, c.-à-d. qu'elle ne vane pas 
avec li t  et qu'elle soit approximativement connue pour n t  grand. L'estimation optimale 5 t  de 0 t  au sens de 
Gauss-Markov donnée par la méthode des MCP est Is solution de 

Ft 
	

(2.2a) 
ce qul Implique que 

- 	- 	-1 	-i 
- (Ft t  Ft) 	Ft t 	t• 	 (2.2b) 

La distribution asymptotique de 5 t  jusqu'aux termes d'ordre n 1  a mesure que 	est donnée, sous l'application 
appropriée du TLC (théorè me de Ia limite centrale), par 

N 	(Ft f' F)). 	 (2.3) 

Si Cov(y) est connue jusqu'â un multiple constant 02 de E tp l'estimate optimal (2.2b) ne change pas, mais Ia 
covariance (2.3) est multipliée par le facteur a 2, qui est le paramètre de surdispersion ("overdispersion 
parameter"). 

2.2 La méthode des MCPI (moindres earrés pondérés iterative) de la théorie des MLG 

Nous considérons ensuite Ia généralisation de Is théorie des ML a Is théorie des MLG, dans laquelle z 	peut 
varier avec U t , mais ce de facon connue, et oü w t  peut être une fonction non linéaire monotone et differentiable 
de o t , que l'on désigne fonction de lien inverse ("inverse-link function"). La forme de la relation variance-
moyenne provient d'une distribution de famille exponentielle, ce qui est analogue a l'hypothèse de Ia variance 
constante propre aux distributions normales. On peut estimer o t  pour les MLG de Ia façon suivante. 

Id, corn me plus haut, posons que t est fixe. Le prédicteur linéaire, après transformation par Ia fonction de lien, 
est spécifié par le modCle H2: g(ut) = Ft 2t, o6 0 est encore un r-vecteur d'effets fixes, Ft est une 
matrice connue de variables auxiliaires et g est Ia fonction de lien. De plus, on suppose que Ia matrice des 
variances et covarianees zt (ut) de y  est une fonction connue de p t . Une estimation g C  asymptotiquement 
optimale (au sens étendu de Gauss-Markov, McCullagh, 1983) de 0 est donnée par Is solution de l'équation de 
score de quasi-vraisemblance suivante (McCullagh et Nelder, 1989, ch. 9): 

-1 ° t t (! - 	= 0, 	 (2.4) 

étant une fonetion de p t  depend de o t , et 0 est Is matrice (dJt/dot). Dans le cas groupé, Ut 
serait une matrice mxr. On peut résoudre l'équation (2.4) par la méthode des MCPI a partir de Ia procedure de 
Newton-Raphson. A cette fin, on définit d'abord une variable dépendante ajustée Z O pour chaque itérat ion i, 
i=1, 2 ... comme suit. 

(i-i) 	
I -t 	= !t 	+ (dnt/dt) 	!t) I 	(i-i) 	 (2.5)  

= e t 

oi n t  = 9(ii 1 ), et (0) est pose égal a y. Centaines modifications de 	peuvent être nécessaires si 	n'est 

pas blen défini. Pour chaque iteration i, on obtient une estimation 	par Ia méthode des MCP en utilisant le 
modèle de travail E (zt 1  ) = 	= Ftet 1  et en plus la covaniance de travail de 	donnée par 

r'' = (dflt/d) 	t(nt/dt) 	I 	 (2.6) i-1) 
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a espace d'états non normale dans laquelle les densités non normales a chaque pas du filtre de Kalman font 
l'objet d'une evaluation numérique, a Zeger (1988), qul utilise t'estimation d'une equation oü l'autocorrélation est 
introduite par un processus de mélange aléatoire, et récemment a Harvey et Fernandes (1989), sous La forme 
d'une modélisation a espace d'états non bayesienne, quoique des distributions a priori conjuguées servent a 
specifier les equations de transition. 

Les mCthodes de series chronologiques pour les données non normales ont été mises au point pour des données 
univariées ou unidimensionnelles dans le cas qualitatif. Bien qu'il soit possible d'Ctendre ces méthodes aux 
données multivariées (ou multidimensionnelles), les calculs nécessaires semblent être assez complexes. Nous 
proposons ici une solution plus simple dans Laquelle le nombre (lit)  d'observations a chaque point dans le tem,s 

et le nombre total (T) de points dans Le temps sont raisonnablement grands. Même si I n'est pas grand, les 
estimations des paramètres des modèles restent cohérentes (quand 't  est grand) sous des conditions assez 
modérées. On appelle le modèle propose modèle linéaire généralise a espace d'états (MLGEE), dans lequei Ia 
méthode du filtre de Kalman est modifiée de facon a s'ajuster a une modélisatiori non normale et non llnéaire. 
Le filtre de Kalman modifié utilisé dans le MLGEE se rattache au filtre généralisé de Kalman de Zehriwirth 

(1988), lorsque Ia fonction de lien ("link function") du MLGEE est l'identité. Si n est grand, on peut "linéariser" 
le problème afin d'employer les méthodes de modèles linéaires a espace d'états bien connues. Cet élément est 
semblable a l'idée de Ia transformation de Smith et Brunsdon (1989). Par ailleurs, n grand va donner des 
estimations de paramètres transversales cohérentes, qui peuvent servir a specifier Ia dépendance sérielle entre 
les observations grace a I'équation de transition dans Ia modélisation a espace d'états. Cet aspect se rattache 
dans une certaine mesure a la méthode utilisée dans Stram, Wei et Ware (1988). 

La partie 2 contient d'abord quelques remarques préliminaires touchant notarnment Ia notation et la motivation. 
On voit que La formulation MLGEE Se présente presque naturellement pour notre probLème. A La partie 3, on 
définit Ia méthode MLGEE proposée sous un ensemble général d'hypothèses semblables a celles du MLG. La 
partie 4 contient quelques résultats théoriques, que suit un exemple nurnérique de projection d'une série de 
données sur la mortalité due au cancer a Ia partie 5. La partie 6, enuin, contient une discussion et suggère des 
directions pour les travaux futurs. 

2. REMARQUES PRELIMINAIRES 

Soit y  le nt_ecteur  des observations au temps t, t = 1,2 ... T. Si les n 	observations sont groupées ou 
regroupées selon certaines variables en m dornaines ou groupes d'intérèt, y 	serait également utilisé pour 
dénoter le m-vecteur des estimations, c'est-à-dire des comptes, des proportions ou des moyennes. On supposera 

que les éléments du vecteur y t  pour le cas non groupé sont indépendants. Toutefols, dans le cas oü les 
observations sont groupées, ces éLérnents peuvent être dépendants. Dans ce gui suit, on suppose que n et I sont 

grands. Les symboles "-" et "" serviront a dénoter les expressions "distribué corn me" et " asymptotiquement 
distribué comme" respectivement. Compte tenu du cadre général que nous voulons adopter, nous ne 

travailLerons qu'avec les hypotheses du deuxième moment, c'est-â-dire Les distributions ne seront spéciflées 
qu'au sens large (SL) seulement. Supposons 

SL 	t' Et) 
	

(2.la) 

et 
y = (y, ..., Y) 	- SL (. n), 	 (2.1b) 

oü on suppose que z est non singulière et peut varier avec li t . Par ailleurs, fl ne sera pas en général une 
matrice diagonale en blocs en raison de la dépendance sérielle dans les series chronologiques des veeteurs 
d'observations yt,  t1, ... T. A noter que si les n observations ne sont pas groupées, alors E 1  serait une 

matrico diagonale en raison de L'hypothèse d'indépendance des observations. Le problème qul nous intéresse est 

de prédire yt  pour tT. A cette fin, ii nous faut un modèle convenable pour p  comme fonction d'un ensemble 

parcimonieux de paramètres 8 de sorte que les u soient aussi proches que possible des y. 

Nous définissons d'abord certaines notations et certains termes provenant des modéies linéaires (ML), des 
modètes linéaires généraLisés (MLG), des modèles linéaires a espace d'états (MLEE) et des modèles de regression 
a coefficients aléatoires (MRCA). Ces notations nous seront utiles pour justifier Ia méthode proposée que l'on 
décrit dans La partie suivante. 
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ANALYSE DE SERIES CHRONOLOCIQUES QUALITATIVES EN TABLEAUX CROISES 

A.C. Singh et G.E. Roberts 

RESUME 

On propose un cadre avec paramètres pour la definition de modèles linéaires généralisés destinés aux données 
des series chronologiques. La structure diachronique des paramètres transversaux est déterminée en fonct ion 
de modèles a espace d'états. A cette fin, on utilise des estimations transversales convergentes des paramètres 
du modèle. Une variante du filtre de Kalman, dans laquelle le vecteur des observations est transformé 
judicieusement, sert a définir les equations récursives pour la prediction et la mise a jour. L'application de Ia 
méthode proposée aux series chronologiques qualitatives en tableaux eroisés de dénombrements est illustrée par 
le problème de Ia prediction de la mortalité due au cancer. 

MOTS CLES: Modèles a espace d'états, modèles linéaires généralisés, filtre de Kalman. 

1. INTRODUCTION 

Le problème de la modélisation et de Ia projection des series chronologiques qualitatives en tableaux croisés est 
assez frequent dans le cas de Ia planification et de Ia prise de decisions. Les données se présentent 
généralement sous la forme d'une série assez longue de tableaux multidimensionnels de comptes bases sur un 
grand nombre d'observations recueillies a des intervalles réguliers. Ainsi, Ia série des données sur la mortalité 
due au cancer au Canada représente les données annuelles pour chaque province, regroupées selon le siege du 
cancer, Page et le sexe (voir exemple it la partie 5). On obtient les series de Is mortalité de sources 
administratjves avec un retard d'environ deux années avant Ia publication des données. Le problème des délais 
préoccupe beaucoup les utilisateurs et les chercheurs, et ii est evident qu'il serait très utile de projeter ces 
series de données au moms jusqu'â I'année eourante avant leur publication. Pour cela, on pourrait considérer 
que Ia nature inhérente des données serait stochastique (Brillinger, 1986) en dépit de leur origine de sources 
administratives. On peut alors raisonnablement supposer qu'il existe une dépendance sérielle des series en 
raison de certains facteurs corn muns, connus et inconnus. Si les données étaient normales, on pourrait utiliser 
diverses méthodes de series chronologiques bien connues, comme par exemple celles exposées dans les ouvrages 
classiques de Box et Jenkins (1970), de Fuller (1976) et de Harvey (1981). Toutefois, dans le cas des données non 
normales, comme par exemple celles suivant une loi de Poisson tels les comptes de Ia mortalité due au cancer, 
U faut considérer d'autres méthodes de series chronologiques. 

Ii existe une littérature considerable consacrée a Panalyse des données non normales recueillies dans le temps. 
En particulier, pour des événements qualitatifs répétés, Koch, Landis, Freeman, Freeman et Lehnen (1977) 
utilisent les moindres earrés géneralises pour ajuster des modéles non linéaires dans lesquels on eonsidère que le 
temps est un autre facteur de classification. Les travaux de Stiratelli, Laird et Ware (1984) décrivent une 
famille de modéles mixtes qui conviennent a des réponses dichotomiques répétées, dans lesquelles on pose 
certaines hypotheses sur les structures de covariance. Zeger, Liang et Self (1985), par contre, considérent les 
modèles de regression logistique pour des observations binaires répétées dans une dépendance temporelle 
autoregressive de premier ordre simple. Stram, Wei et Ware (1988) eonsidèrent des méthodes de rnodélisation 
des événements qualitatifs ordonnés dans le temps, méthodes dans lesquelles on suppose que les pararnètres des 
modèles sont spécifiques é chaque moment ou point dans le temps et sont estimés par Ia maximisation des 
vraisemblances spécifiques au moment. La normalité asymptotique conjointe de ces estimations sert a 
caractériser Ia dépendance entre des observations répétées. Les travaux de Morton (1987) et de Preisler (1989) 
portent sur l'ajustement de modéles linéaires généralisés avee effets aléatoires emboités dans les effets 
jour/temps aléatoires. Ces communications, par contre, ne portent pas sur le problèrne de la projection que I'on 
examine dans le present article. 

Selon Cox (1981), les différentes approches des series chronologiques aux données non normales peuvent être 
classées en deux categories, a savoir Ies modèles a observations et las rnodèles a paramètres. Certaines méthodes se rattachant au premier type sont dues a Kalbfleiseh et Lawless (1984, 1985) et a Maufmann (1987), 
oO Von considère des modèles de Markov pour Ia regression (ou des probabilités de transition) avec des résultats 
qualitatifs. On peut également voir Zeger et Qaqish (1988) pour une approche de quasi-vraisemblance aux 
modCles de regression de Markov pour des series chronologiques générales. Smith et Brunsdon (1989) ont 
récemment propose une autre méthode dans laquelle on suppose Ia normalité approximative après 
transformation additive- logistique rnultivariée des données multinomiales d'abord, puis l'utilisation de modèles 
ARMM (auto-régressifs de moyenne mobile). Certaines méthodes se rattachant au deuxième type, c'est-â-dire 
tes modèles a paramètres, sont dues a West, Harrison et Migon (1985), eelles-lâ avee une structure bayesienne 
pour l'extension dynamique de modèles linéaires généralises, a Kitagawa (1987) qui offre une meilleure approche 
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deverlir complexe pour los três longues series. Pour contourner cette difficultC, nous utilisons une matrice de 
covarionces provisoire qui pout Ctre inversée algCbriquornent lorsqu'on estime B au moyen de léquation (3.2). 

ous calculons ensuite Ia inatrice de dispersion du vecteur des paramCtros de regression estinrés en utilisant Ia 
covariance réelle. Zeger (1988) s'est servi do eette méthode pour une série de données d'énurnération. 

Considérons tout d'abord une approximation V do V, qui est définie par 1 1 6quation 

V j  = A,c,A, 	 (4.1) 

oü . = ding((A . + 	+ 1)x 2  ) '/,.... ,( x. 	+ 	+ 1)x 	•) /). Notons que V. a les mCmes éléments 1 	 11 	 ii 	 in 1 	 in 1  

diagonaux quo V. Si nous posons G 	A 1 0 1 A 1 , le théorèune réciproque du binöme pour les matrices (Rao, 1973, 
p.33) implique quo 

(i-i- rG*\)'] 	 (4.2) 

ou G 	 Dons Ic eas dune structure d'autocorrélation autoregressive, nous pouvons calculer 

explicitement Uj' (Zoger, 1988). 	Si nous utilisons in matrice des covariances provisoire pour estirner la 

covariance dos pararnètres do regression estimés, nous avons Ia formule suivante 

IV 

Coy (=11 - ' (DT1v.1D1) I_I-I 	 (4.3) 

N  
ou II = 	D. V 1  D. De cette façon, V 1  na pas besorn dCtre inversee. 

1=1 	
1 

Pour do trés longues series chronologiques, comme celles qui renferment plus de 100 observatIons, nous 
proposons une formule encore plus simple pour to matrice des covariances provisoire. En posant a = 0, nous 
obtenons une matrice des covarianees provisoire désignée par A 1  que ion pout inverser facilement. De plus, 
corn me Ia valeur estimée de B ne depend PBS do a dons les circonstancos, it n'ost pas nCcessaire d'exécuter une 
iteration conjointe pour los valeurs estirriées do B et do a. 

5. ANALYSE 

Nous vonons de décrire des modèles do regression pour dos series chronologiques parallCles de données 
d'énumCration. Ce genre de modèlos est utilisé dons los etudes que realise courainment to Direction générale de 
Ia protection do Ia sante sur los effots de In pollution atinosphCrique sur In sante. Dans cos etudes, on essale 
d'établir un rapport entre Ic nornbre de personnes adiirises quotidiennernent a l'hôpital pour des troubles 
respiratoires et niveau de pollution atinosphérique enregistrC a chaque jour dons Ic voisinage de chaque hépital. 
Trois sources de variation sont considCrCes: Ia variation du nombre d'admissions entre hCpitaux; Ia variation des 
observations pour chaque hôpital; et Ia corrélat ion des observations dons Ic temps. 

La dispersion des observations est dCcrite par un modCle irtixte a effots alCatoires o l'on suppose que 
l'espCrance conditionnelle est égale C Ia variance conditionnelle, étant donné les effets aléatoires. Puisque 
seuls les deux premiers moments dos observations conditionnelles sont définis, on a recours a des equations 
d'estirnation pour estirner les paramétres do regression et de dispersion. On réussit C obtenir des estimateurs 
convergents do ces paramétres ainsi qu'un estirnateur convergent de Ia variance des paramétres de regression. 
Toutefois, 11 n'est pas possible d'obtenir un estirnateur de In variance des paramètres de dispersion it cause d'un 
manque de renseignernents sur los moments d'ordres supérieurs. Qu'C cela no tienne, Si l'analyse est centrée sur 
les paramétres de regression et qu'eIle traite los paramètres do dispersion cornme dos facteurs dérangeants, Ia 
lacune évoquée ci-dessus na pas de consequences sCricuses dons la pratique. 

G. IJIEJLIOGRAPIIIE 

Anderson, D.A. & Ilinde, J. (1988). Random effects in generalized linear models and the EM algorithm. 
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On determine un estimateur de moment de $ et do p 9. en considérant que $ représente le degré de dispersion des 
observations d'une sCrie donnée et p , le coefficient d'autoeorrélation avec décalage t. 	Un 	estimateur 
convergent (n1 -.- o) de la variance conditionnelle moyenne 	Var(Y.ttri.)/n. danslasérie i 	est 
défini 	 t=1 

It 
)2 / 
	 (3.4) 

oü it exp(X ' t), et 

= () 	 (3.5) 

est un estimateur convergent de n. L'équation (2.3) nous permet de déduire qu'un estimnateur convergent 	do 
, lorsque N -. ', est défini par I'expression 

 IliAif -  
N 	

(3.6) rzz 	
ii 	- 	2 

1=1 r 

On obtient un estimateur de p 9. en posant un estimateur de moment du coefficient d'autocorrélatjon avec 
dCcalage 9. égal a son espérance mathérnatique, étant donné r, laquelle espérance est déduite de Péquatlon 
(2.3) ainsi, 

(l/ - ri.1 
e+i 	

) (Yi_ - 
1=1 m= 

Pt = 	
N n 

>2 >2 
1=1 L=(-f I 

pour t = 1,... ,k. 	L'estimateur ci-dessus permet destimer les paramètres de correlation d'un processus 
autorégressif a l'aide des equations cle Yule-Walker (Zeger, 1988). Dans Ic cas d'un processus autorCgressif du 
premier degré, c'est le coefficient d'autocorrélation avec décalage un 

°i  qui fournit une estimation du 
paramètre de correlation. 

Enfin, on obtient un estimateur de moment de I en posant Pestimateur de moment de la variance 
inconditionnelle égal a son espérance mathématique, ce qui donne 

+ 
/ 	N a, (+i)>2 >2 

1=1 t=I 

(3.8) 

On terminele processus d'estirnation en révisant les valeurs estimées de 13, déf'inies en (3.2), et de a, 	définies 
par les 6quations(3.6) a (3.8), jusqu'à ce qu'il y alt convergence. La matrice des covariances estimée de B 	est 
Cov(B) = H (B,a)'. Notons quo Ia covariance de B ne depend aucunement de Ia variance de a a cause du 
caractère indépendant de l'espérance inconditionnelle X 	 et des paramCtres de dispersion a.it 
Puisque souls les deux premiers moments 	ou do E 	 ont été définis, ii n'est pas possible habituellernentit 
d'établir l'erreur estimée pour o, Fleureusement, notre analyse est centrée sur les pararnètres de régressin B et 
elle traite los paramètres do dispersion comme des facteurs dérangeants. Une façon de choisir un modèle de 
dispersion convenable serait deffectuer une analyse de sensihilité pour évaluer Peffet do Ia forme d'a sur 
Cov(). Par exemple, une valeur r = 0 indique quo les series paralléles peuvent être envisagées corn nie une 
seule grande série chronologique. Si r = p = 0 et • > 0, alors les observations ne représentent qu'une série de 
donmiCes d'énumération non corrélées disparates. Dean et coIl. (1989) examinent d'autres méthodes pour évaluer 
Ic degré de dispersion des observations dune sCrie chronologique. 

4. ESTIMATION POUR DR LONGUES SERIES CIII1ONOI.OGIQUES 

I3eaucoup d'applications produisent de longues series chronologiques. Les mCthodes quo nous utilisons dans ces 
circonstances exigent une inversion répétée de Ia matrice des varianees-covariarues V 1 , operation qui pout 

(3.7) 
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et qui est indépendant de r it .D'après Zeger (1988), nous supposons que I'espérance et Ia variance 

conditiorinelles des observations sont définies 

E(y,I;,,, 	= \Tar(yj1q,, 	t) = ui t,, \it, 	 (2.2) 

on x it = exp (XjTt 13). La covariance conditionnelle de deux observations quelconques de In même série est 

supposée nulle. La moyenne, In variance et la covariance de deux observations de In rnême série, étant donné 
nil s'écrivent done 

E'(y,dui, ) = ljA ij  

Var (y1dj) = vj ,.\, I  + 	 eL 	 (2.3) 
Coy 	y,,,+tI'i, ) = 'I','c',, 	I.. 

La moyenne, Ia variance et In covariance inconditionnelles sont définies 

E(y 1 ,) = 

	

Var(y,,) = ),, -I- (r + ç',[r + 1]) 	et 	 (2.4) 

Cov(y,, y ' +) = (r + c[r  + llpt) X,, A,,,,, 

La matrice des variances-covariances pour la série I est 

Cov(Y,) = A + AR(a)A1 V;, 	 (2.5) 

oü 	Y = 	. , y,1)T, A t  = diag () , 	c = (qi, r, p ..... Pk) ' 

R,(c) = rJ 1  -I- f(r  -I-  1)il 	
(2.6)

. 

Dans L'équation ci-dessus, J. est une matrice (n 1  x n 1 ) formée de unset 	est une matrice de correlation 

(n 1  x fl j ) dont les éléments de la t-ième diagonale sont définis par p. 	Notre objectif est d'estimer les 

parnmètres de régresion B et les paramètres de dispersion a. 

3. ESTIMATION DES PARAMftTRES 

Comma ii nexiste aucune hypothèse sur In distribution des observations conditionnelles ou des variables 
aléatolres f it  et r1 it , nous ne pouvons recourir a Ia mCthode de vraiseinblnnee pour estimer Les paramètres. 

Toutefois, Ctant donné que les deux premiers moments des observations ont été définis, nous pouvons utiliser 
des equations d'estimation concues pour las données périodiques (Liang et Zeger, 1986). 

Etant donné un N' /'-estimatcur convergent de a, I'estimateur R du vecteur de regression B satisfait Péquation 
d'estiination 

IV 

= 	 (, 	) (' - 	(I3)) = 0, 	 (3.1) 

on D 1 (B) = 	 = A 1 X 1
, A1 = (Xil""'Xini 

	et X i  = ( x11...x1) T . La valeur estimée a est établie 

au moyen d'une inéthode iterative (Liang et Zeger, 1986). Etant donné La valeur estimée courante 	de a et 

	

(h) de 
a, on obtient La nouvelle valeur estimée 	1) par 

u 

oü 	
11 = —E(U/03) 	DV' l) 	 (3.3) 

- 94 - 



Recueil du Symposium de Statistique Canada 
sur I'analyse des donnécs dans le temps 
octobre 1989 
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RESUME 

Dans cet article, nous considérons des modéles de regression pour des series chronologiques parallèles de 
données cl'énumération. Nous analysons plus particuiièrement ies effets de processus mixtes a effets aléatoires 
gui servent a traduire Ia variation des observations entre les series et a l'intérieur des series de même que la 
correlation des observations dans le temps. Nous estimons les paramétres de regression et de dispersion au 
moyen d!e quations  d'estimation. 

I. INTRODUCTION 

Les modèies de regression pour données dénumération sujettes a une forte variance ont fait i'objet de 
recherches soutenues ces derniCres années (McCullagh et Neider, 1983). Cox (1981) a étudié des modèles o6 Ia 
dispersion est proportionnelle a la variance des observations tandis que 6reslow (1984), Morton (1987), Lawless 
(1987) et Dean et Lawless (1989) ont étudié des structures de variance inspirécs de In distribution binomiale 
negative, gui se présentent comme une distribution de Poisson cornposée. Hinde (1982) et Dean et coil. (1989) se 
sont respectivement penchés sur la distribution de Poisson normale et La distribution de Poisson gaussienne 
inverse, tandis que Brillinger et Preisler (1983) se sont intéressés a des distributions de Poisson composées 
arbitrairement. Morton (1987) a étudié des modèies a effets aléatoires emboités pour données d'énumération en 
utilisant des méthodes de quasi-vraisemblance et Anderson et I-linde (1988) ont intégré ces modèles a Ia famille 
exponentielle en se servant de méthodes de vraisernblance et de l'aigorithme EM. Zeger et coil. (1988) ont traité 
la mCme question sauf que dans ce ens, les effets aléatoires se rattachent a des covariables mesurées. Zeger 
(1988) et Zeger et Qaqish (1988) ont introduit l'autocorréiation dans les modèles pour une série simple de 
données d'énumération. 

Dans cet article, nous nous intéressons particuLièrement aux modèles de regression pour des series 
chronologiques parailèles de données d'énumération. On recueille de telles données Iorsqu'on étudie, par 
exemple, l'incidence de Ia pollution de l'air ambiant sur le nombre de personnes admises quotidiennement a 
i'hôpital a cause de troubles respiratoires (Bates et Sizto, 1987). Corn me l'étude porte normalement sur plusieurs 
hôpitaux, on dispose de plusieurs series chronologiques pour l'analyse. De plus, les dossiers rnédicaux étant mis a 
jour au fil des ans, nous allons considérer des méthodes d'estimation gui peuvent être utilisées avec de longues 
series chronologiques. Si l'estimation de pararnètres se fait par des fonctions de vraisemblance, ii faut 
normalement recourir é l'intégration numérique ou poser des hypotheses concernant le degré de dispersion 
(Zeger et coil., 1988). Pour de longues series chronologiques, l'intégration numérique peut s'avérer une operation 
complexe. Or, Zeger (1988) considère une série chronologique simple de données d'énumération et ealcule Ia 
valeur estimée des paramétres de regression et de dispersion correspondants ê l'aide d'équations d'estimation. 
Cette rnéthode n'exige pas de fixer une limite supérleure pour le degré de dispersion ni de recourir a 
i'intégration numérique. Dans cet article, nous appliquons aussi cette méthode aux series chronologiques 
multiples. 

2. DEFINITION DU MODELE 

Soit Y it  l'observation tirée de Ia série i au passage t (t = 1,... ,n; I = 1,... ,N). Bien que nous supposions 
que les observations s'échelonnent a intervalles réguliers, notre analyse n'exclut pas La possibilité de données 
manquantes. Soit x 1  un vecteur (p x 1) de covariables et le vecteur des paramètres de regression 
correspondant B 	(81,... ,8)T. De plus, soit c it  une variable aléatoire strictement positive ayant une 
espérance mathématique égale a un et une covariance définie par i'équation 

Cov(t, 	,s-f1) = 
	 (2,1) 

oi 	O et I P 2 1 <1 représente le coefficient d'autocorrélation avec décalage Q. = 1,2,..., k<max(n 1 ). 
Désignons par n l'effet aléatoire pour La série I, ayant une espérance mathématique de un et une variance i>O, 
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EFFET DES JOURS OUVRABLES 	 TAUX AINUELS DE NATALITE 

Modèle de Poisson avee effet des jours ouvrables 

Figure 7 

Modèle normal logarithmique de Poisson 

Figure 8 

VALEURS ESTIMEES SIGMA 

Modèle normal logarithmique de Poisson 

Figure 9 
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TAUX ANNIJELS DE NATALITE 
	

POIDS DES DIVISIONS DE RECENSEMENT 

Figure 3 	 Figure 4 

TAUX ANNUELS DE NATALITE 
	

TAUX ANNUELS DE NATALITE 

q 

Modèle de Poisson ordinaire 

Figure 5 

Modèie de Poisson avec effet des jours ouvrables 

Figure 6 
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LEGENDES DES FIGURES 

Figure 1. Nombre total de naissances chez les femmes de 25 é 29 ans en 1986 pour les 18 divisions de 
recensement de La Saskatchewan, ainsi que le nombre de fern mes recensées dans Ce groupe d'âge le 3 juin de Ia 
même année. (Tel que mentionné dans le texte, le dernier ehiffre de chaque total a été arrondi au nombre Le 
plus prés de 2 ou 7). 

Figure 2. Taux annuels de natalité pour les 18 divisions de recensement pour les fern mes de 25 a 29 ans. 

Figure 3. Les taux de La figure 2 représentés au moyen d'une carte hachurée, Ia concentration des hachures 
étant proportionnelle au taux. 

Figure 4. Les poids, W 1 (x,y) utilisés dans les equations (1) ou (2) calculés a l'aide de I'expression (4) pour 
quatre des divisions de recensement. Pour plus de clarté, les poids ne sont pas montrés pour toutes les divisions. 

Figure 5. Représentat ion graphique de l'expression (5) utilisant tes poids de l'expression (4), B 1  étant le nombre 
de naissances enregistrées dans Ia division de recensement i et N 1  le nombre correspondant de fern mes 
recensées âgées de 25 a 29 ans. 

Figure 6. Valeur estimée du taux de natalité en supposant que le nombre de naissances, B, étant donnée La 
population A risque, N, suit une distribution de Poisson avec moyenne N exp (atB), le signe + s'appliquant aux 
jours ouvrables et Ic signe - aux jours non ouvrables. La méthode d'ajustement a pondération locale est utilisée 
pour obtenir La valeur estimée exp(ci(x,y)}. 

Figure 7. Representation de l'effet des jours ouvrables estimé s(x,y) obtenu selon Ia figure 6. 

Figure 8. Representation comparable a La figure 6, sauf qu'une variable d'erreur normale est ajoutée au modèle 
de prediction linéaire. 

Figure 9. Representation comparable a la figure 7, sauf (comme dans la figure 8) qu'une variable d'erreur 
normale a été ajoutée au modèle de prediction linéaire. 

NOMBRE DES NAISSANCES El POPULATION 	 TAIJX ANNUELS DE NATALITE 
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ANNE XE 

Cette annexe contient quelques details sur les calculs. 	Les limites de Ia province et des divisions de 

recensement forment des polygones. Pour calculer les poids wj(x,y), ii a fallu utiliser un programme qui 

vérifiait si un point donné Se trouvait dans un polygone donné. Pour calculer Ia moyenne et la variance d'un 

point aléatoire a l'intérieur d'un polygone donné, ii a fallu recourir it une operation par laquelle le polygone était 

divisé en triangles. Ces programmes sont analyses dans Preparata et Shamos (1985). La fonction de 

vraisemblance a été maximisée au moyen du programme FORTRAN va09a de Harwell. Pour le calcul en 

paralléle, Ia grille de 40 par 40 a été déeomposée en 20 segments disjoints. 



variables dans les cireonstances. Nous allons donc supposer que les variables absentes du modèle sont 

représentées colleetivement par une variable d'erreur. Tous allons aussi supposer que, étant donné E J, La 
variable aléatoire Bi suit une distribution de Poisson de moyenne Nji exp{cj et que ei suit une distribution 
normale de moyenne 0 et de variance o 2. La variable aléatoire B suit done une distribution normale 
logarithmique de Poisson. Pour plus de renseignements sur cette distribution, veuillez vous référer a Shaban 
(1988). 

Un inconvenient majeur du modèle normal logarithmique de Poisson est qu'il n'existe pas d'expression analytique 
pour Ia loi de probabilité. Cependant, le modèle se préte très bien a l'introduction d'effets et au traitement de 
variables manquantes. Les travaux de Bock et Lieberman (1970) et de Pierce et Sands (1975) nous indiquent que 
l'on peut résoudre Ia difficulté évoquée ci-dessus en recourant a l'intégration numérique. tous pouvons 
exprimer Ia fonetion de probabilité par la formule 

p(y) = i j. f( ve 0 Z)Y exp{ve0Z} 4(z)dz 

oO 0 est Ia densité normale standard, y correspond a B et v correspond a Nij. 	Pour l'approximation de 
l'intégrale, on utilise un nombre fini de termes comprenant des noeuds et des poids. 

Les figures 8 et 9 illustrent les résultats de l'ajustement fait a l'aide de 61 noeuds. La figure 8 montre des 
cereles vaguement concentriques autour des regions urbaines, comme clans les figures 5 et 6. La forme 
irrégulière des courbes de Ia figure 8 s'explique peut-être par Ia possibilité que le processus d'estimation alt 
converge vers un extrémum local. La figure 9 n'est pas facile a décrire. Elle donne a croire que l'estimation 
est passablement variable. La valeur estimée a se situe autour de 0.1 et est done comparable a l'effet des 
jours ouvrables défini dans la section 6. 

8. ANALYSE 

L'analyse a pondération locale et les modèles d'effets aléatoires semblent être deux moyens de résoudre avee 
beaucoup de souplesse toute une série de problèmes ayant trait a des données géographiques. Les termes d'effet 
aléatoire ont deux fonctions importantes: traiter les effets manquants et renforcer le modèle de manière a 
produire de meilleures estimations pour les principaux pararnètres. En Ce qui concerne le modèle de Poisson 
ordinaire, les totaux élérnentaires sont efficients mais ii existe une variation extra-Poisson clans le cas qui nous 
occupe a cause des variables manquantes. La méthode exige beaucoup de temps d'ordinateur parce que 
l'intégration numérique et I'estirnation par le maximum de vraisemblance sont exécutées a de nombreuses 
positions sur une grille; toutefois, les operations se sont bien déroulées sur le système Sun 3/50 de Berkeley. 

Beaucoup de recherches restent a faire; mentionnons au passage des sujets corn me l'évaluation de l'ajustement, 
le caleul de Ia variabilité, le choix de Ia fonction de poids (y compris le choix de T dans l'équation (4)), les 
analyses pour d'autres groupes d'âge et d'autres provinces et Ia definition d'asymptotes appropriées. D'autres 
résultats de recherches sont rapportés clans Brillinger (1990). 

Parmi les articles récents portant sur l'analyse des données démographiques, notons ceux de Clayton et Kaldor 
(1987), de Tsutakawa (1938) et de Manton et coll. (1989). Contrairement a Ia présente étude, ces articles n'ont 
pas pour objet d'étudier la question des surfaces lisses. 
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5. MODELE DE POISSON ORDINAIRE 

Dans cette analyse, nous nous intéressons uniquement aux fern mes de 25 a 29 ans et aux naissances enregistrées 

chez ce groupe de femmes. Désignons par I = 1, ..., 18 Ia division de recensement et par Ni  le nombre de 

femmes recensées dans Ia division i (ii s'agit des chiffres du recensement du 3 juin 1986). Soit Bj le nombre 

total de naissances enregistrées chez les fern rnes de 25 a 29 ans en 1986. 

Supposons que La loi de probabilité p(.) de Bi est une distribution de Poisson de moyenne Nju, étant le taux 

de natalité. Cette llypothèse repose sur l'idée que les anniversaires de naissance sont atéatoires (voir I3rillinger, 

1986). 

Etant donné l'hypothèse du modéle de Poisson, 1'estimation (a pondération locale) du taux de natalité a La 

position (x,y) est 

(x,y) = 	w 1 (x,y) B 1  / 	w 1 (x,y) N i 	 (5) 
I 	 •1 

Ces valeurs sont caleulées pour (x,y) sur une grille de 40 par 40. Le trace de contours correspondant est 

reproduit dans la figure 5. On observe une progression lente de La valeur des contours. Le taux vane de .14 a 
.20, les valeurs lea plus élevées étant observées dans Ia partle septentrionale de la province et lea molna élevées 

étant concentrées dans les regions lea plus urbanisées. 

6. MODELE DR POISSON AVEC EPPET DES JOURS OUVRABLES 

Bien que notre analyse soit essentiellement de nature spatiale, ii est bon de s'arrêter brièvement a lB dimension 

temporelle. IL est notoire que les taux de natalité varient selon les jours de Ia semaine a cause de La 

disponibilité des médecins (voir par exemple Miyaokoa, 1989). On ne peut done s'attendre que le nombre total 

de naissances suive une distribution de Poisson homogène. Voici done un modèle qui mérite d'être considéré. 

Soit j une variable Indicatrice qui prend la valeur 1 si c'est pour un jour ouvrable et Ia valeur 2 sI c'est pour 

un jour non ouvrable. Désignons par Bij le nombre de naissances dana Ia division de recensement 1. 

Supposons que Bij suit une distribution de Poisson de rnoyenne Ni exp{a+6j}. sj représente l'effet des jours 

ouvrables et nous supposons que 61 + 62 = 0 pour que le modèle soit identifiable. S'il n'y a pas d'effet des 

jours ouvrables, alors 6 1 ,  62 = 0. 	Par ailleurs, en utilisant Ia méthode d'estimation ê pondération locale 
décnite dans lea sections 3 et 4, on peut estirner o et B comme des fonctions de la position. 

La figure 6 donne la valeur estimée exp{cz(x,y)} du taux annuel de natalité. Ii est intéressant de constater 

que, par rapport a Ia figure précédente (modèle de Poisson ordinaire), les contours sont plus éloignés des regions 

urbaines. La figure 7 illustre l'effet des jours ouvrables estimé B1(X,y).  Dans ce cas, on observe une poussée 

dans l'est de Ia province. Les valeurs de B vont de .00 a .10 tandis que celles de & vont de -2.0 a -1.6. 

L'analyse que nous venons de faire donne I penser que des variables fondamentales peuvent influer sur les taux 

de natalité et que nous devons en tenir compte dans La modélisation et l'analyse. 

7. MODLE NORMAL LOGARITHMIQUE DR POISSON 

Etant donné une variable explicative multidimensionnelle xj, un rnodèle de Poisson de moyenne Ni exp{ (xj e} 
pour Bi pourrait expliquer assex bien les données. Corn me variables explicatives, pensons au régime 

alimentaire, su mode de vie, aux conditions atmosphériques, I l'environnement, aux jours fériés, au ehangement 

dérnographique, I la structure par êge, aux caprices des délimitations. Nous ne connaissons rien de ces 
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moyennes mobiles, et celui de Stone (1977), qui porte plus particulièrement sur Ia regression. Dans son analyse 

de I'article de Stone, Brillinger (1977) propose Péquation (2) pour une distribution générale et justifie sa 

proposition en associant cette equation a une règle de Bayes. Cleveland et Devlin (1988) font un traitement 

très détaillé de Ia méthode des moindres carrés. Pour sa part, Staniswalis (1989) traite le cas p en général. 

Les avantages de Ia technique è pondération locale sont les suivants: aucune hypothèse "cachée" sur la 

distribution du modèle, mise en evidence des cas de non-additivité, variantes pour Ia résistance et l'influence, 

additivité simple des observations et aucune inversion de matrice (corn me I'exige le krigeage par exemple). 

4. CONSTRUCTION DES POIDS 

Les données qul nous intéressent ici consistent essentiellernent en des totaux pour des divisions de recensement. 

Nous ne pouvons donc pas utiliser directement Ia méthode décrite dans la section précédente. II s'agit ici de 

determiner des poids WI (x,y) qui traduisent convenablement l'effet de Ia division de recensement I sue Ia 

position (x,y). Supposons que IR1 I désigne la superficie de Is division de recensement 1. Alors, Ia fonction 

de poids élémentaire est 

w 1 (x,y) = 1/111 1 1 	for (x,y) 	in 

et 0 dans Le cas contraire. Dans cette étude, nous allons utiliser des fonctions fondamentales corn me 

..._L_ j W(x-u,y-v)dudv w1(x,y) = 1R11 R. 
(3) 

ou W(.) est un noyau gui convient a des données non agrégées comme celles analysées dans Cleveland et 

Devlin (1988). Pour justifier l'utilisation de l'équation (3), nous pouvons considérer un processus ponctuel de 

Poisson. Les estimations seront calculées a l'aide des formules (1) ou (2), Wi étant remplacé par wj. 

Les poids particuliers utilisés a r = (x,y) sont 

w 1 (r) = exp{-(1-p) 2 1r - r 1 1 2/2t 2 } 	 (4) 

a l'extérieur de l'ellipse (r0  - 	)SI (r0  - r 1 ) = d = 5.991 	et 1 a l'intérieur. Dans l'équation (4), 

rl 2  = x = y2 , p = d0  / / (r - 1 )S 1 1(r - i)' et i = .025, tandisque r1 = E Uj et Si = var Uj, 

oO U1 est une variable aléatoire distribuée uniformément dans R1. En clair, cela signifie que les divisions de 

recensement sont représentées par des ellipses ayant Ia même moyenne et Is même matrice de variances-

covariances. (Les valeurs exactes ont été déterminées après quelques essais pour faire en sorte que la surface 

de Ia premiere ellipse équivaille a environ 95% de Is superficie de Ia division de recensement.) 

La figure 4 illustre les contours it .50 et a .99 des poids wj(x,y) pour plusieurs divisions de recensement. On 

remarque que les contours suivent Ia forme générale des divisions. 

Tobler (1979) et Dyn et Wahba (1982) décrivent d'autres fonctions de poids construites dens des circonstances 

semblables. La inéthode exposée dens cette section présente quelques-uns des avantages de Ia technique a 
pondération locale: additivité des termes et absence d'interaction, aucune inversion de matrice requise et 

excellente résistance aux valeurs aberrantes. 

Cliff et Ord (1975) (section 5.1) cherchent a mesurer I'lnfluence que des comtés exercent I'un sue l'autre. Notre 

étude a plutôt pour but d'analyser l'influence d'un "comté" sur un point en particulier. 
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2. CARTES HACIIUREES 

Méfiez-vous des cart as ai assignent une valeur moyenne d tout un territoire... (TRADUCTION) 

Par ces niots, Tukey (1979) deplore l'utilisation de cartes comme celles représentées par les figures 2 et 3, oü 
une valeur unique est associée a chaque division géographique. En felt, en examinant La figure 2, it est plus 
logique de penser que le taux de natalité ne vane pas aussi brusquement d'une division de recensement a L'autre. 
Un des objeetifs de notre étude est justement d'étabtir des cartes gui décrivent une variation progressive des 
taux de natalité. Nous espérons que ces cartes permettront d'en arriver a des modèles généraux et favoriseront 
des analyses exploratoires indicatives. 

Dans notre étude, nous nous intéressons aussi a Ia distribution statistique des fréquences proprement dites. Un 
modèle stochastique special gui s'irnpose naturellement dens les circonstances est le modéle de Poisson. Or, 
nous savons que les naissances sont liées a de nombreuses variables socio-économiques comme Ic régime 
alimentaire, le mode de vie, les conditions atmosphériques, t'environnement, les jours ouvrables, les jours fériés, 
Ia structure par age. En outre, la population de La Saskatchewan a fluctué autour des chifires du recensement 
tout le long de l'année 1986 et, finalement, Page des fern rnes visées par l'étude vane de 25 a 29 ans. En résumé, 
it semble que nous devions utiliser un modèle plus souple que celui de Poisson, un modèle qui pourrait tenir 
compte des covariables absentes. Nous utiliserons done La distribution normale logarithmique de Poisson dens 
les cireonstanees. Comme Ic paramètre d'écart-type figure dans cette distribution, nous devons renforcer le 
modèle en combinant les valeurs d'observations. 

3. ANALYSE A PONDERATION LOCALE 

Dans le cas de données non agrégées, l'ajustement a pondération locale est une méthode appropriée pour estimer 

des quantités qui vanient graduellement. Supposons que nous ayons une variable aléatoire V 	avee une lol de 

probabilité p(Yle) qui depend du paramètre de dimension fini e. 	Supposons par ailleurs que nous voulions 

estimer 0 pour Ia position définie par les coordonnées (x,y). Supposons que nous connaissions Yj 	pour Ia 

position (xj ,yj).  Nous allons définir un poids Wj(x,y) qul depend de La distance entre (xj,yj) et (x,y). 

11 s'agit d'estimer en maximisant La fonction de vraisemblance logarithrnique pondérée 

 
W 1 (x,y) log p(Y 1 10) 

ou (ce gui revient souvent au même) en résolvant le système d'équatlons d'estimation 

 
W 1 (x,y) 'V(Y j l6 = 0 

oü i(Vio) = a log p/ae, Ia fonction score. 

Afin d'illustrer Ia technique, prenons un cas simple, celui oü V suit une distribution normale de moyenne u 	et 

de variance a2.  On obtient Ia valeur estimée de u (a pondération locale) en minim isant l'expression 

W 1 (x,y) EY 1  - ul 2  

ce gui donne 

j(x,y) = 	W 1 (x,y) Y 1 / W 1 (x,y) 

expression a premiere vue intéressante. Soulignons que ces formules sont souvent utilisées en infographie pour 

l'interpolation de données (voir, par exemple, Franke, 1982). 

Parmi les textes traitant ce sujet, mentionnons Particle de Gilchnist (1967) sun l ... actualisation", celui de Pelto 
et coIl. (1968) sun les moindres carrés, celul de Cleveland et Kleiner (1975), gui propose l'utilisatlon de 
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REPRESENTATION CARTOGRAPHIQUE DE DONNEES AGREGEES Sun LES NAISSANCES 

D.R. Brillinger' 

RESUMÉ 

A l'aide de cartes de la province de Saskatchewan, nous faisons une analyse des naissances enregistrées en 1986 
par division de recensement. Nous cherchons principalernent a établir une relation entre le nombre de 
naissances et les regions géographiques; a cette fin, nous établissons des cartes en courbes de niveau gui 
décrivent le phénomène des naissances de facon uniforme. Une hiérarchie de modèles pour variables aléatoires 
quantitatives sont ajustés aux observations; ii s'agit du modèle de Poisson, du modèle de Poisson avec effet des 
jours ouvrables et du modèle normal logarithmique de Poisson, l'utilisation de ce dernier étant justifiCe par 
l'absence de covariables importantes dans l'analyse. 

MOTS CLES: Données agrégées; établissement de cartes en courbes de niveau; variation extra-Poisson; analyse 
a pondération locale; cartes; distribution de Poisson; distribution norrnale logarithmique de 
Poisson; effets aléatoires; données géographiques; covariables non calculées. 

1. INTRODUCTION 

Dans cot article, nous nous intéressons a des données gui ont été agrégées en fonction de regions géographiques. 
11 devrait être facile d'analyser de telles données a cause des possibilités do representation graphique (par 
exeniple, on exprime le nombre en fonction de Ia region géographique, corn me dans le cas de Ia representation 
graphique do résidus, si souvent utilisée dans l'analyse de regression); toutefois dans le cas qui nous pr6000upe, 
I'agrégation des données soulève des difficultés majeures. 

Les données analysées ici concernent essentiellement le nombre quotidien de naissances chez les fernmes de 25 
a 29 ans pour l'année civile 1986 et pour chacune des 18 divisions de recensement de Ia Saskatchewan. Nous 
nous servons aussi des chiffres do population correspondarits, établis lors du recensement de 1986, pour le calcul 
do taux. Nous avons choisi Ia Saskatchewan pour cette étude pilote parce que son territoire est modérément 
étendu et que les limites de ce territoire et des divisions de recensement sont régulières. (La seconde raison 
était importante au debut de l'étude parce que nous ne disposions pas de cartes produites par ordinateur.) Nous 
avons choisi les fernmes de 25 a 29 ans parce que cest le groupe d'âge auquel correspond le plus grand nombre 
de naissances. Les données nous ont été fournies par Statistique Canada. 

Los données analysées ont comme caractéristique d'être agrégées, non gaussiennes et non stationnaires dans 
l'espace et le temps. 

Nous cherchons a établir un rapport entre le nombre de naissances et les regions géographiques et, plus 
particulièrement, a découvrir des regimes de fécondité selon los regions et, peut-être, des tendances inédites. 
L'étude comporte deux volets. Nous présentons tout d'abord une analyse a pondération locale de données 
agrégées; ensuite, nous définissons des modèles d'effets aléatoires, que nous ajustons en vue de traiter une 
variation extra-Poisson. 

Nous tenons a préciser qu9l s'agit là d'un rapport préliminaire sur des recherches en cours. Par exemple, nous 
ne prenons pas en consideration Ia structure très détaillée des données et no disposons d'aucune mesure de Is 
variance des diverses estimations. Nous nous concentrons surtout sur les totaux annuels pour les 18 divisions de 
recensement. Dans un autre ouvrage qui porte sur le même sujet (Brillinger (1990)), nous considérons aussi bien 
l'aspect temporel que géographique. 

La Saskatchewan comprend 18 divisions de recensement. Ces divisions sont illustrées dans Ia figure 1. Los 
chiffres représentent le nombre total de naissances chez les femmes de 25 a 29 ans en 1986 ainsi que le nombre 
de femmes recensées le 3 juin de Ia même année. Nous voyons clairement quo Ia partie septentrionale de Ia 
province est très peu peuplée. 	La figure 2 donne le taux annuel de natalité pour chaque division de 
recensement. 	Les divisions qui ont le taux de natalité le plus faible (.131 et .133 naissance par an) 
correspondent aux villes de Saskatoon et de Regina respectivement. La figure 3 représente les taux annuels de 
natalité au moyen d'une carte hachurée, Ia concentration des hachures étant proportionnelle au taux. 

D.R. Brillinger, Department of Statistics, University of California, Berkeley, California, U.S.A. 94720 
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Tableau 1. Efficacité mensuelle moyenne du MPLNBE par rapport aux estimateurs synthétiques 
et a l'estimateur d'enquête, selon le modèle (7.1) 

Petite 
region 

E. 
ii E 

2i 
E 
3i 

1 3.56 1.14 10.11 
2 2.86 1.92 8.10 
3 2.89 1.63 8.19 
4 2.67 3.59 7.56 
5 2.87 3.94 8.13 
6 3.01 2.87 8.56 
7 3.07 0.82 8.72 
8 2.98 0.94 8.52 
9 3.44 2.05 9.74 

10 3.08 1.64 9.72 
11 3.24 1.85 9.18 
12 2.98 6.45 8.43 
13 2.75 1.88 7.80 
14 2.98 2.16 8.50 
15 3.14 1.98 8.89 
16 2.73 4.91 7.74 
17 2.76 2.72 7.83 
18 2.81 3.37 8.02 
19 2.95 4.11 8.34 
20 3.43 1.16 9.78 
21 3.14 1.44 8.94 

Moyenne 
globale 3.02 2.50 8.61 

8. CONCLUSIONS 

On obtiendra le MPLNBE a I'aide du modèle généralisé de Fay-Herriot donné par (3.7), ii faudra tout d'abord 

obtenir les estimateurs des paramètres a', aet p d'après Ia méthode proposée par Pantula et Pollack (1985) 

puis remplacer chacune des variables correspondnntes par son estimateur dans le MPLP4B afin d'obtenir le 

MPLNBE. L'efficacité du MPLNBE sera évaluée selon is méthode exposée a Ia section 7 a l'aide des données de 

l'enquête sur la population active du Canada et d'une estimation de la matrice des covariances 

d'échantillonnage, ). Des travaux visant a obtenir une estimation de I pour l'enquête sur Ia population active 
du Canada sont en cours. 

On obtiendra aussi des approximations précises de l'erreur quadratique moyenne du MPLNBE et leurs 

estimateurs, d'après Ia méthode décrite dans Prasad et Rao (1990). 
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7. ETUDE EMPIRIQUE 

Nous Cvaluons maintenant les efficacités du MPLNBE ainsi que celles des deux estimateurs synthétiques et de 
l'estimateur d'enquête yi t, a l'aide des données pour une période de 36 mois (janvier 1983 - décembre 1985) 
d'estimations d'enquète du chomage tirées de l'enquête sur Ia population active du Canada pour 21 divisIons de 
recensement (petites regions) dens Ia province de Ia Coloinbie-Britannique. Les variables auxiliaires utilisées 

dens Ia regression sont des données administratives mensuelles provenant du système d'AC et le nombre de 
personnes dens Ia population active tire des données de l'enquête sur Ia population active. Posant id, 

t = 1, ..., 36 et I = 1, ..., 21, yit = log (estimation de Ia proportion de Ia population en chômage d'après 
l'enquête), Xljt = log (bénéficiaires de l'assurance-chômage/nombre projeté de personnes tIe 15 ens et plus), 

x2it = estimation du taux d'activité d'aprCs l'enquête. Le taux d'activitC est défini comine Ia proportion tIe Ia 
population cible qui est soit occupée, soit en chêmage. Bien que X21t soit sujette a des erreurs 
d'échantillonnage, son coefficient de variation (cv) est négligeable Si on le compare a celul de yj, on peut 
done ne pas tenir compte de ces erreurs sans que cela ait un effet sur les estimations. 

Notre rnodCle (3.9), avec deux variables concoinitantes peut Ctre écrit de La facon suivante 

yit = 	+ 3 lXljt + 62x21t + v. + w. it 

wit = owj,t_i + sit' 	pt < 1 
	

(7.1) 

06 Vj.rIfld N(0,o) et cj rind N(0,o'). L'EQM estimée du MPLNBE selon (7.1) a été calculée a partir de 
(5.1) pour cheque (i, t) en y introduisant les estimations ( ,, ) et en utilisant (1, x1it,  x21  t)  pour Ia 
te ligne tIe X 1 . Ces estimateurs ont été obtenus au moyen de Ia mCthode de Pantula et Pollock (1985), et en 
voici les valeurs: 

= 0.0391, V = 0.0175, 	= 0.362. 

Passant a l'estimateur synthCtique, son EQM estimée, sit(S),  qui ne tient pas compte des effets aléatoires 
(v1} dens (7.1), est obtenue pour chaque (I, t) au moyen de (6.3) en y introduisant (', 	, ). 	De méme, 
1'EQM estimCe do l'estimateur synthétique it(S1),  qui traite {v1) 	comme des effets fixes dens (7.1) est 
obtenue pour chaque (I, t) a partir de (6.6) en remplacant a par 	puis en utilisant (, ) a la place 
de ( 2 , o,, p).  Finalement, on obtient ine estimation de L'EQM de l'estimation d'enquête de Yit  au moyen tIe 
(5.2) en utilisant (o , p) a Ia place do (a , p). 

Représentons l'efficacité estimCe du MPLNE3E par rapport a l'estimateur synthétique sit(S)  par Elit = EQM 
est (öj(S)J/EQM est (MPLNBE), l'efficacité estimée du MPLNBE par rapport a Pestimateur synthétique 
1t(S1) par 2jt = EQM est MSEIlt(S1)jfEQM  est (MPLNBE) et l'effieacité du MPLNBE par rapport 

lestimation d'enquête Ylt  par E3it = EQM est(yjt)/EQM  est (MPLNE3E). II faut remarquer que les EQM des 
estimateurs synthétiques jt(S)  et  t(S1)  et de l'estimation d'enquête YIt sont calculèes selon le modCle 
(7.1). 

Los moyennes de Elit, de E2it  de  E31t  pour trente-six mois sont calculées comme suit: 

= tlit/36' E21 = tE2it/36, et E31 	t3it/36 pour cheque petite region i ces valeurs sont 
donnCcs dens le tableau 1. 

II est evident, quand on consulte le tableau 1, que Ic MPLNBE permet d'accroitre considCrablement l'efficaeité 
moyenne par rapport a l'estimateur d'enquête, T3i étant coinpris entre 7.56 et 10.11. Les augmentatlons tIe 
l'efficaeité moyenne du MPLNBE par rapport a l'estirnateur synthétique Ôit(S)  sont aussi substantielles, Ej 
allant do 2.67 a 3.56. L'efficacité moyenne du MPLNBE par rapport a L'estimateur synthétique it(S1) 
représentée par E21 est comprise entre 0.82 et 6.45. Voici les valeurs moyennes globaLes tIe l'efficaclté: 
El = ii/21 = 3.02, £2 = 2i/21 = 2.50 et [3 = 3j/21 = 8.61. 
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= 0(S) + i(S)x1 t , 	 (6.2) 

oii 0 (S)et 1 (S) sont les estirnateurs des moindres earrés généralisés de 13 et do 8, selon le modèle (6.1): 

a(S) = 
(X1R*_lX)_l)(X1R*_iy), 

oü R est donnée par Roü 	remplace p. L'estimateur olt(S) est non biaisé 

pour 0 jt = a 0 + B 1 x 	+ V 1  scion le inodèie qui nous intéresse, (3.9). 

Si nous écrivons 6 1t(s) comme une foriction linéaire, a'y, des observations y, on peut obtenir I'EQM de 

selon Ic modéle qui nous intéresse. Cette erreur est donnée par 

MSE15 t (S)J = E(a'y - kB - mv) 2  

= oI(Z'a - m)'(Z'a - m)(o 2 /ci ' ) + a'RaJ, 	 (6.3) 

oi) k et m sont donnés par (4.3). 

Puisque öit(S) depend des coefficients d T autocorrélation inconnus p 
	

nous estitnons p 	a l'aide de (6.1) au 

moyen de Is méthode de Gauss-Newton modifiée (Hartley, 1961). L'EQM de l'estimateur resultant, it(S) est 

estimée en utilisant (, 	, )(, ) ala place de dans (6.3). Cet estimateur sous-estimera Is vraie EQM de 

it() puisqu'on ne tient pas compte de l'incertitude reliée a l'estimation de p. 	Néanmoins, 	Is 	sous- 

estimation ne sera vraisemblablernent pas grave pour notre étude empirique décrite dans In section 7. 

On obtient un autre estiniateur synthétique en considérant le modèle d'effets fixes (3.2) pour 81t'  puis en 
écrivant 

Yit = 8o +
x 	+ v + 1 it 	. 	

it 

 PW  
it = 	i,t-1 + it 	< 	 (6.4) 

OU 	it 'ind N(0, 2 ) et (V1 I sont des effets fixes pour petites regions. L'estimateur synthétique de eit 
resultant est donné par (Choudhry et Hunter, 1987): 

61t(S1) = 0(S1) + i(Si)x 	+ 	(Sl). 	 (6.5) 

oà 	(S1) = [001), 	 i(S1), ..., (Si)] 	est l'estimateur des moindres carrés généralisé donné par 

(W'R 1 W) 	(W'Ry). Ici Is (I, t)e ligne de W est le vecteur 1 X (1 + 2) (l,x1t,0, ..., 0 1 1 1 0, 

avec 1 dans Is (1 + z)e position, R est donnée par R oü 	remplace p et (W'R 1 W) 	est une matrice 

pseudo-inverse do W' R 1W. L'estimateur Ot(S1) est unique pour tout ehoix de matrice pseudo-inverse. 

En Ccrivant 6jt(S 1 ) comme b'y, on voit que jt(1) est biaisée pour eit selon le modèle qui nous 

intCresse, (3.9). Dans Ce cas, son EQM est donnée par 

MSEI5 1t (S1)I = E(b'y - Co -  mv) 2  

= [(X'b - k)B] 	+ a L(Z'b - m)'(Z'b - m)(o 2 /o') + b'RbJ 	 (6.6) 

Puisquc l'estimateur -it(S1) depend du coefficient d'autocorrélation inconnu p, nous estimons 	a partir de 
(6.4) a l'aide de Is méthode de Gauss-Newton rnodifiée. 	t(sl) L'EQM de l'estimateur resultant, 51t(sl), est 

estimée en remplaçant B par dans (6.6) puis en utilisant (, , ) a Ia place de 
(2, 

 o,, o). Cet 
estimateur sous-estimera Is vraie EQM de Ôjt(S1)  puisqu'on ne tient pas compte de l'incertitude reliée a 
I'estimation de . Néanmoins, Is sous-estimation ne sera vraisemblablement pas grave pour notre étude 

empirique décrite dans Is section 7. 
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Si p_l(2) variables auxiliaires sont ineluses dans le modéle, alors on obtient les (elt)  en falsant Ia 

regression des Y1 	par rapport aux xljt, ••• xp_1,jt 	y compris l'ordonnée a l'origine. 	IJe méme, 

(h1t. 	 j = 011, ..., p - 1 sont définis en fonction des éléments 1, 	••• Xp_1,lt, 	et 

est obtenue en faisant In regression de z 	 par rapport a 	
•••, 	 sans l'ordonnée a 

l'origine, et u'Ü est obteriue en définissant 	
=

j = 0,1, ..., p-i et en faisant Ia regressIon de 

gj par rapport a f0i, f11, •••. 	 sans l'ordonnée è l'origine. Finalement, 	' et 	sont définis par 

(4.6) et (4.7) respectivement, avec I(T - 1) - 2 remplacé par I(T - 1) - p et I - 2 remplacé par I - p.. 

II est aussi possible d'obtenir les estimations du maximum de vraisemblance de a, oet p, a l'nide de 

I'algorithme EM (voir Chi et Reinsel, 1989). 

Si nous introduisons les estimateurs 	, 	et 	dans (4.2) a Is place des variables correspondantes, nous 

obtenons le meilleur prédicteur linéaire non biaisé empirique (MPLNBE) de 
0jt' 

 représenté par 

5. ERREUR QUADRATIQLJE MOYENNL! DU MPLN13E 

Suivant henderson (1975), ['erreur quadratique moyenne (EQM) du MPLNB, 	 , est donnée par 

EQM (8 ft ) = a 	 k + (o/o)m'm - (°'°) m'l'r '  ALm 

- 2°'° 	k'(X''X) 	X')'ZmJ, 	 (5.1) 

oii I = I - X(X' 1 X) -1X'r ' . L'EQM du MPLNBE, ö 1 , comprend des termes d'ordre inférleur qui tiennent 

coinpte de l'incertitude dans les estirnateurs 5 2 p O ci p. Nous sommes a élaborer une approximation precise de 

l'EQM du MPLNBE d'après la méthode proposée par Prasad et Rao (1990) pour le modèle de Fay-Ilerriot. 

Dans le present article, nous navons pas tenu compte de l'incertitude dans les estiinateurs O, ö et p, et nous 

avons utihisé (5.1) avec (, ö, ) a Ia place de 
(2,  o, p) comme estimateur de I'EQM du MPLNBE. Cet 

estirnateur sous-estime Ia veritable EQM du MPLN[3E, mais Ia sous-estimation ne sera vraisemblablement pas 

grave pour notre étude empirique décrite dans Is section 7. 

L'EQM de l'estimateur d'enquête, y it , de 
0jt' 

 selon le modèle (3.9), est donnée par 

EQM 	= E (Yji - e) = 	it 
V(w ) = e/(1 - p1) 	

(5.2) 

Un estimateur de l'EQM (y)  est obtenu en utilisant (, ) a Ia place de (o, p) dans (5.2). 

6. ESTIMATEURS SYNTIIETIQUES 

Si, en plus de ne pas tenir compte des effets aléatoires pour petites regions {v 1 ), nous utilisons le modCle 

yit = 60 + Ylit + W, 

	

WIt = 0 W i,t _ l  4- ' it' 	p1 < 1, 	
(6.1) 

OU 'it find 
N(0,e*2), nous obtenons un estimateur synthétique de 

0jt = 60 + BiXit. Cet estimateur est 

donné par 
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4.2 Estimation de a 

Le MPLNI3 (4.2) depend du rapport des variances 	ineonnu et du coefficient d'autocorrélation inconnu P. 
Nous avons utilisé Ia méthode de Pantula et Pollack (1985) pour estimer les paramCtres o, O v  et p. Cette 
tnéthode constitue un prolongement de Ia méthode d'ajustement des constantes pour Ic cas p = 0 (Fuller et 
I3attese, 1973) et les estimations de Q2  cv2  et p sont obtenues A Paide des formules données plus loin. 

Soit It (j) les résidus des moindres carrés ordinaires obtenus en faisant Ia regression des Yjt par rapport 
aux xjt, y compris l'ordonnée a l'origine. Alors p est estimé par 

T-2 - 	I 	 I T-2 	-1 

= [ 	
ë1(ë1 	- e1t+2)][ 	e1 	- ej ,+ 1 )]. 	 (4.5) 

Déf in issons 

( 1 ) ( 2 ) 
it 	Zil: - 	it 

06 

Zit = y it - 	t 	2 

= 	t = 1 

it =cd1ft 

c = (1 - )[T -(1  

= 1 - ;, t = 1 

	

= 1 - p, t 	2 

d1 = 

Dc (1) 	(2) 	 (1) 	(2) meme, definissons (h01t ,  holt, hoit) et hut ,  hi1t ,  hiit) en fonction des elements 1 et 
c.-â-d. remplaçons y it  par 1 et x 	respectivement dans les expressions pour (z1 , 	 Soitit  

Ia somme des carrés des résidus obtenue en faisant la regression de 	par rapport ê h 1 	et a 
sans l'ordonnée it l'origine. Définissons aussi 

g1 = 

I 

	

fOl  =fh01 , f ii = 	; 1 th11t 

Soit Ü'ü, Ia somme des carrés des résidus obtenue en faisant la regression de 9j  par rapport a f01 et a 1 n 
sans I'ordonnée a l'origine. Les estimations de 2  et de o sont maintenarit obtenues A l'aide des formules 
suivantes 

=  
et 	

II(t - 1) - 21'e'e 	 (4.6) 

=c(I - 2) 1 (ü'ü - 	(I - 2)), 	 (4.7) 
dans le cas du modéle (3.9). 

et 

avec 

et 
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y it  = 	+ B1x1 + V1 + (e 	+ 

uit 	Pu1 , t_i + £jt 	II < 1, 	 (3.7) 

OI Vj "md N(O,c,),c  it ini N(O,o), et les elt ont une moyenne zero et une matrice des covariances 

diagonale par blocs I = diag(, ..., 	) connue. 

Maiheureusement, Ia matrice des covariances d'échnntillonnage I provenant de l'enquete sur la population 
active du Canada n'est pas disponible actuellement, de sorte que nous avons traité l'eçreur composite 
Wit = elt 9- uit comme un processus AR(1): o6 Wit = pwi,t_1 + rit avec cit rind N(0,o) et nousavons 
alors considéré 0it comme 

0it = 80 + 131X it 	1 

	

+ V.. 	 (3.8) 

Tiller (1989) a utilisé une approche semblable dans le contexte de l'estirnation de La population active a partir de 
données chronologiques agrégées qui découlent d'enquêtes répétées. On peut écrire le modèle combine de Ia 
facon rnentionnCe ci-dessous, suivant les hypotheses qui précCdent 

y 1t  =a0 +a0it  x 	+V.
1 +WIt. 

W it = PWi , t_l + cit ,  101 < 1, 	 (3.9) 

OU V 	'ind  N(0,a) et cit 

4. MEILLEUR PREDICTEUR LINEAIRE NON BIAISE EMPIRIQUE 

4.1 MPI.NH 

Si l'on écrit les données (Yjt)  sous Ia forme y = (dii.. •.• 	ii; •..; Y11, ..., ,y) 	= (yj, ..., yj) ', le 

modéle (3.9) peut être exprirné corn me un cas special du modèle mixte général 

y=XØ+Zv+w 	 (4.1) 

avec 	 X' = (Xi, ..., X) 

Z = I a 1-, a = (ao,ai)', 

oi X1 est une matrice T X 2 dont la te  ligne est donnée par (1, xlt),  I est la inatrice unite d'ordre I et 

IT est le t-vecteur de 1. Dc plus, 

= 0, Cov(v) = oI 

= 0, Cov(w) = o(I 9 r) = 0 1 R (say) 

et r est une matriee T X I avec élément (i,j) Yij = ( 1 - o ') -' l 0 1i-ji •  

En calculant le ineilleur prédicteur linéaire non biaisé (MPLNB) de toute combinaison linéaire de B et des 

effets alCatoires v, disons t = k'a + mv Henderson (1975) obtient 

= 	+ m'Z'1(y - X)(o,/o 2 ). 	 (4.2) 

Ici, ) = I Q[(o/ci)  J 4- r] oO J représente une matrice I X T de I et 	= (X' 	lX)(X'y) est 

l'estirnateur des moindres carrés gCnéralisés de 0. Si t = 01t comme (3.8) le donne, alors 

= (l,xjt). ni' = (0, ..., 0, 1, 0, ..., 0) 	 (4.3) 

avec 1 dans Ia je  position et 

MIZ11-1 
	- X) = 1[(o/o)J + rJ'(y1 - X 1 ). 	 (4.4) 
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qu'un Etat, a l'aide d'estimations d'enquête mensuelles de la Current Population Survey (CPS) (enquete sur La 
population actuelle) COfnrne variables dépendantes et de données tirées clu système d'AC ainsi que de variables 
du recensernent comme variables indépendantes. Notre recherche visait a obtenir des estimations mensuelles 
fiables du chôinage pour les divisions de recensement, a l'aide des estimations des taux de chômage et d'activité 
obtenues dans le cadre de l'enquête sur Ia population active et de données administratives tirées du système de 
l'AC. On utilise tes taux moyens de chômage pour trois ans pour les divisions de recensement eonjointement 
avec d'autres variables afin de produire un indice gui, a son tour, est employé pour affecter des fonds a des fins de subventions a t'industrie. 

Ii existe un nornbre considerable de documents relatifs a l'économétrie gui portent sur Ia modélisation et 
l'estimat ion des liens gui combinent des données chronologiques et des données transversales (par exemple, voir 
Judge et coIl. 1980, chapitre 13), mais I'on tient rarement compte des erreurs d'échantillonnage. Nous allons 
maintenant considérer certains de ces modèles. Pour simplifier, nous ne considérons, encore une fois, qu'une 
variable concomitante. Soit 6 1t' yit et Xft qui représentent respectivement la moyenne de La population, 
l'estimateur d'enquête direct et Ia variable concomitante associées a Ia ie petite region a Ia période 
t(l = 1, ..., I; t = 1, ...,T). Nousavons 

Y it = 	it + e, I = 1, ... I; t = 1, 	., T, 	(3.1) 

et, suivant Fay et Herriot (1979), nous supposons que Ia matrice des covariances des erreurs d'éehantillonnage 
elt est une matrice diagonale par blocs avec des blocs connus £, o6 El est une matrice T X T et 
E(ejt) = 0. Les recherches récentes se sont concentrées sur La rnodélisation des erreurs d'échantillonnage des 
données agrégCes. Par exemple, Binder et Dick (1989) et Tiller (1989) ont propose des modèles eutorégressifs a moyennes mobiles (ARMM). 

Les modèles pour 0 1t' proposes dans les documents sur l'économétrie, comprennent ceux gui suivent: 

	

(I) 	
8 t = 	-- BX i 	

-4- V 
1  . + 	 (3.2) t 	it, 

oü les V1 sont des effets fixes pour petites regions et les c it  sont des variables normales indépendantes avec 
une moyenne nulle et une variance 2,  ce gui est reprCsenté sous forrne abrégée par cit ind 

+v 
i 
 + 

	

( I I ) 	elt = 	+ 	x i i 	t 	cit , 	 (3.3) 

Oci Vj 'jnd N(0,o), cit .rind N(0,oz) 	et 	(VII et 	jt 1  sont independents. Ici les vi sont des effets 
alCatoires pour petites regions. 

( I I I ) 0 	 = B 0 + Bixit + V1 + Ut+  cjt 	 (3.4)it 

06 VI  r ind N(O,ci.), Ut "ind N(o,o), cit 'ind N(0,0 2 ) et (vi), (Ut) (cit) sont iriclépendants. Ici les 
vi et les ui sont des effets aléatoires pour petites regions et des effets temporels aléatoires respectivement. 

(IV) 6it = Bo + 81X it 	1 + v. 	
it + U 	, 	 ( 3.5) 

et 
ult = Pul,_l + cjt 	lol 	1 

OU V i lnd 1 (°°) 	It 'md N(0,a') et {v}, {cjt) sont indCpendants. 	Ici les vj sont des effets 
aléatoires pour petites regions et les {Ult} suivent un processus AR(1). Le modèle (3.5) peut être réécrit sous 
forme d'un modCle a retard échelonné: 

B it = 	+ (1 - 0 ) 60 + BIX1t - 1310X1ti + ( 1 - p)v. + t.it. 	(3.6) 

Le modèle IV semble être le plus réaliste des quatre modèles étudiés puisque l'autre forme qu'il peut prendre 
(3.6) établit un lien entre Ia moyenne de Ia population courante, 0 1t' et Ia moyenne de Ia population pour Ia 
période précédente, oj ,t_i, ainsi gue les valeurs de Ia variable auxiliaire pour les périodes courante et 
précédente, xjt et xl,t_1 respectivement. La forme (3.5) du modéle IV reflète Ia dépendance de 0it dens 
le temps pour ehaque region i. Dorénavant, nous adoptons Ic modèle IV sous la forme (3.5). 

I.e modèle combine est donné par les equations ci-après, si nous utilisons (3.1) et (3.5) 
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Nous supposons que le modèle de regression linéaire ci-après pour 0 1 lie les petites regions au moyen des 
donnóes concomitantes Xj: 

0 1 =80 + 8 1 x 1 , I = 1, ..., I, 	 (2.1) 

oü nij et al sont les coefficients de regression. Un estimateur par regressions synthétique de Oj est aiors 
donné par 

9 i(reg) 	o + i 1 X i  9 	 (2.2) 

oU A0 et 61 sont les estimateurs des moindres carrés ordinaires de BiJ  et de 81  obtenus a partir du modCie 

combine y1 = nrj + olx i + el, I = 1, ..., 1. Nous pouvons aussi utiliser les estimateurs des moindres cerrés 

gCnéralisCs (pondérés) de arj et 61 Si Ia matrice des covariances estimées des estimateurs d'enquète yj est 

disponi ble. 

L'estimateursynthétique (2.2) pourrait entrainer des binis considCrables puisqu'il ne donne pas de poids a l'estirnateur 
d'enquête direct yj. Par contre, l'cstimateur empirique de Bayes ou le MPLNBE donne les poids appropriCs a 
i'estimateur d'enquête ainsi qu'â l'estirnateur synthCtique et, par consequent, entraine des binis plus petits par 
rapport a l'estimateur synthétique. 

2.2 F.stimateur empirique de Bayes ou MPLNBI 

Fay et ilerriot (1979) ont introduit l'incertitude dans Ic modèle 2.1 de Is façon suivante: 

0 1 = 80 + 8 1 X 1  4-  V 11 
	 (2.3) 

oü les Vj sont des variables normaies indépendantes avec une moyenne nulle et une variance inconnue o. 
Pour les erreurs d'éehantillonnage, ils ont suppose que les ej sont des variables normales indCpendantes avec 
E(e1) = Oct Var(el) = c,, oCi o est connue. Le modèle combine est donné par 

Y1 = 80 + 11xi + V 1  + e.. 	 (2.4) 

I'estirnateur empirique de Bayes de Oj est donné sous forme d'une somme pondérCe de i'estimateur d'enquête 
direct Yj  et de I'estimateur par regression synthétique °i(reg) = 90 + 

t 1 (,y) = w 1 y 1  + (1 - w 1 ) 1 (reg), 	 (2.5) 

oi w1 = j + a) et 	ainsi que al soot les estirnateurs des moindres carrés pondCrés selon le modèie 
combine et 	est un estirnateur de a.. On peut utiliser un estirnateur de moment simple de 	ou Un 
estirnateur plus complexe, comme l'estirnateur du maximum de vraisemblance de o,. Fay et Ilerriot (1979) ont 
utilisé (2.5) pour estirner Ic revenu par habitant pour de petites regions (c.-â-d. pour les populations composées 
de moms de 1,000 personnes) a partir des données du U.S. Census of Population and housing (recensement de In 
population et du logement des Etats-Unis) de 1970 et ils ont présenté des preuves que (2.5) entraine une erreur 
rnoyenne plus petite que soit l'estimateur d'enquete direct, soit lestimateur synthétique qul utilise in moyenne 
pour Ic comté. 

Prasad et Rao (1990) ont obtenu un estirnateur précis de I'erreur quadratique rnoyenne du MPLNBE (2.5) en 
tenant compte de l'incertitude dans l'estimatcur de 

3. MOl)ftLES TRANSVERSAUX ET DE S1RIES Cli RONOLOGIQIJES 

Les méthodes décrites dans la section 2 n'utilisent que des données transversales a un moment donné et, par 
consequent, dies n'exploitent pas les renseignements que renferment les données a d'autres moments. Scott et 
coil. (1977), Jones (1980), Tiller (1989) et d'autres ont utilisé la modélisation de series chronoiogiques de donnCes 
agrCgCes (p. cx., des nioyennes globales) a partir de données d'enquêtes rCpétées et ont obtenu des estimateurs 
arnCliorés des donnCcs agrégCes a différents moments. Cependant, il existe très peu d'articies portent sur des 
travaux visant a étendre In méthode de Fay-lierriot pour i'estirnation relative it de petites regions a des series 
chronoiogiques d'estirnations d'enquête transversales portant sur de petites regions conjointement avec des 
données du recensement et des données suppiémentaires, qui varient dans le temps, corn me les donnée tirées de 
dossiers adrninistratifs. 

Cronkhite (1986) a élaboré des estirnateurs par regression synthétiques a l'aide de données chronologiques 
transversales combinées et ii les a appliqués afin d'estiiner l'ernpioi et le chômage dans des regions plus petites 
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ESTIMATION DR DONNÉES RÉCIONALES A [,'AIDE DR MODÉLES QUI 
COMI3INENT DES SERIES CIERONOLOGIQUES ET DES DON NÉES TRANSVERSALES 

G.11. Choudhry' et J.N.K. Rao 2  

RÉSUMÉ 

On éiabore des modèles transversaux et de series chronologiques avec effets aléatoires et erreurs autocorrélées. 
A i'aide de ces modèles, on obtient les "meilleurs estimateurs linéaires non biaisés" pour de petites regions a 
chaque moment. Les efficacités de plusieurs estimateurs pour de petites regions sont évaluées a l'aide 
d'ostimntions du ehômage obtenues au moyen d'enquêtes mensuelles pour des divisions de recensernent (petites 
regions) provenant de l'enquete sur Ia population active du Canada comblnées avec des données administratives 
rnensuelles tirCes du système de l'assurance-chômage et des estimations de Ia population active obtenues I 
l'aide d'enquêtes mensuelles, comme variables auxiliaires. 

1. INTRODUCTION 

La demande pour des données régionales fiables a augmenté régulièrement au cours des dernières années parce 
qua ces donnécs sont utilisées pour formuler des politiques et des programmes, pour affecter les fonds 
gouvernementaux et dans des programmes régionaux. Pour répondre aux besoins des utilisateurs, Statistique 
Canada a entrepris un program me d'élaboration en rapport avec les petites regions. Brackstone (1986) a discuté 
des questions qui découlent de l'élaboration et de Ia fourniture de données pour les petites regions. 

Los estimateurs régionaux directs tires de données d'enquete donneront vraisemblabiement lieu a des erreurs-
types inacceptables, parce que trop grosses, a cause des petites tailles des échantillons. On a donc bosom 
d'autres estimateurs gui uempruntentrt  a de petites regions connexes atm d'améliorer l'efficacité. De tels 
estimateurs utilisent, soit implicitement, soit expliciternent, des modèles qul relient les petites regions a I'aide 
do données supplémentaires comme des données du dernier recensement et d'autres tirées de dossiers 
adrn inistrat ifs. 

La majorité des recherches relatives I I'estimation pour de petites regions se sont concentrCes sur les données 
transversales I un moment donné. Rao (1986) a fait un exposé de ces recherches. Los estimateurs proposes 
dans les documents portant sur Ic sujet comprennent a) des estimateurs synthétiques (Gonzalez, 1973; Ericksen, 
1974), des estimateurs gui préservent Ia structure (EQPS --"SPREE"), Purcell et Kish (1980); b) des estirnateurs 
dépendant de Ia taille de l'échantillon (Drew et coil. 1982; Siirndal et l-lidiroglou,1989); c) des estimateurs 
empiriques de Bayes (Fay et Ilerriot, 1979) et des meilleurs prédicteurs linéaires non biaisés empiriques 
(MPLNBE), Battesse et coil. (1988) et Prasad at Rao (1990). On obtient le MPLNBE I partir du meilleur 
pridicteur linénire non biaisé (MPLNB) en rempiacant les paramètres do Ia variance inconnus par leurs 
estimateurs, comme on obtient l'estimateur ernpirique de Bayes a partir de l'estimateur de Bayes. 

Le but principal du present article est d'élaborer des modéles transversaux at de series chronologiques avec 
effets aléatoires et erreurs autocorrélées at d'obtenir des MPLNBE pour de petites regions I ehaque moment, a 
l'aide de ces modèles. Dans La section 2 nous passons en revue le travail effectué sur les estimateurs 
synthétiques par regression et sur los estimateurs empiriques do Bayes obtenus I partir de données transversales 
I un moment donnC. Los modèles transversaux et de series chronologiques sont étudiés dans Ia section 3 et on 
propose un prolongement du modèle de Fay-llerriot (1979). Le MPLNBE est obtenu dans In section 4. Les 
efficacités du MPLNBE, par rapport I deux estimateurs synthétiques at I un estimateur d'enquête direct, sont 
Cvaluées dans Ia section 5, I L'aide d'estimations d'enquête mensuelles du chômage pour des divisions de 
recensement (petites regions) provenant de l'enquete sur La population active du Canada combinées avec des 
données administratives mensuelles provenant du système de l'assurance-chômage (AC) at des estimations 
d'enquête rnensueLles de Ia population active corn me variables auxillaires. 

2. ESTIMATEURS TRANSVERSAUX 

2.1 Estlmnteurs synthCtiques par regression 

Soit yj I'estimateur d'enquête direct de in moyenne 0i de Ia je  petite region a un moment donné. Pour 
simplifier, nous supposons qu'une seule variable concomitante xi apparentée 1 O.j est disponible; le pro- 

longement I deux variables concomitantes ou plus est simple. Nous supposons aussi que Yj  est non biaisé pour 

O, c.-I-d. que Yj = i + e1 oü les ej sont les erreurs d'échantillonnage avec E(e1) = 0. 

G.IL. Choudhry, Division des méthodes d'enquètes-entreprises, Statistique Canada, Ottawa (Ontario) K1A 0T6 
J.N.K. Rao, DCpartement de mathématiques at de statistiques, Carleton University, Ottawa (Ontario) HIS 5136 
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Les résultats de Ia Nouvelle-Ecosse présentent quelques similitudes avec celles du Cap-Breton. Les estimations 
de regression des modèles "avec erreur" et "sans erreur" sont assez proches. Remarquons que le niveau de 
signification des estimations par regression du modèle "avee erreur" est beaucoup plus faible que dans celui 
"sans erreur". La reduction de la variance pour le modèle "avec erreur" par rapport a celui "sans erreur" est 
beaucoup plus forte que celle entre les deux mêmes modéles pour les données de 1'!le du Cap-Breton. 
Cependant, le résultat le plus intéressant se trouve dans Ia composante AR. Les deux modèles montrent que 
cette dernière est signiflcative pour chaque modèle. Les estimations, par contre, sont trés différentes. I.e 
modèle "sans erreur" donne une estimation de a égale a 0.296. Le modéle "avec erreur" donne une estimation 
de a égale 0.862. 11 est evident que les interpretations que l'on pourrait en faire seront différentes. 
lntuitivement, après elimination de Ia tendance des effets mensuels, on pourrait s'attendre a ce que l'estimat ion 
du mois précédent ait une correlation positive avec celle du mois courant. C'est exactement le cas du modéle 
"avec erreur". 11 semblerait que la composante AR negative estimée pour le modèle "sans erreur" absorbe une 
partie du processus des erreurs d'enquete, ce qui se traduit par une interpretation erronnée des données. 

Le graphique la montre les estimations Iissées calculées a partir du modèle incorporant les erreurs d'enquêtes 
surimposées sur les données originales de Ia Nouvelle-Ecosse. Le graphique 2a montre des estimations lissées 
semblables pour l'lle du Cap-Breton. Les valeurs observées moms les estimations lissées des series de Ia 
Nouvelle-Ecosse figurent au graphique lb. On peut voir que Ia recession de 1981 a une incidence importante. 
Avant 1981, les estimations lissées avalent tendance a être plus élevées que les valeurs originales, alors qu'après 
1981, les estimations lissées ont tendance a être inférieures aux valeurs originales. Les estimateurs observes 
moms les estimateurs lissés de l'lle du Cap-Breton figurent au graphique 2b. us semblent suivre une allure plus 
aléatoire que les chiffres pour Ia Nouvelle-Ecosse, probablement a cause des erreurs d'Cchantillonnage plus 
importantes des données pour l'lle du Cap-Breton. 

En résumé, lorsque la composante de l'erreur d'échantillonnage est incorporée, le meilleur modéle peut différer 
de celui dans lequel on laisse de côté l'échantillonnage, ou ii peut donner une interpretation complétement 
différente du modèle. Les données de Pile du Cap-Breton présentent une situation pour laquelle l'erreur 
d'échantillonnage est considérée, oü un modéle de regression va expliquer de facon satisfaisante les données, 
tandis que le modéle qui laisse de côté Ic processus d'enquête doit incture une composante AR. Par contre, les 
données de la Nouvelle-Ecosse nécessitaient une composante AR pour les deux modèles, mais donnaient des 
interpretations complètement différentes pour ses composantes. D'autres travaux seront nécessaires pour 
évaluer les rnodèles coucurrents. En particulier, corn me les erreurs de prediction d'un PBS en avant peuvent We 
combinées avec les estimations pour donner un processus normal indépendant, il est possible d'évaluer ces 
predictions en utilisant les procedures de l'analyse résiduelle habituelle. Des travaux ultérieurs vont presenter 
en detail les résultats de l'incorporation de cette analyse. 
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m(TIT) - rn(TIT) = 	-rn(TIT)1, 	
- 	 (4.3) 

oü, est Ic vecteur des paramètres inconnus et 	est son estimation. 	La variance de (4.2) est done 
approxi mativement 

Var(zT - rn(TIT)l = V0(Tit) 

+ 	
arn(TIT) I'V4L 	

rn(TiT), 	 (44) 
4) 	p 

ou V 	 est Is matrice de covariance des paramètres inconnus. On estime l'expression (4.4) en utilisant les 

valeurs des paramètres estimés. C'est Is même méthode que celle de Ansley et Kohn (1986). 

5. DONNEES DE L'ENQUTE SUR LA POPULATION ACTIVE 

Pour illustrer cette procedure, nous avons pris des données de l'enquête sur Is population active du Canada 
(EPA). L'EPA est une enquête par panel rotatif mensuel. Chaque panel, qui contient le slxlème des ménages 
choisis, reste dans I'échantillon pendant six mois consécutifs. Le plan de sondage est un plan de sondage 
stratifié a degrés multiples. Les unites primaires d'échantillonnage sont retirees après environ deux ans. 

Les données étaient le nombre mensuel estimé de chômeurs de janvier 1977 a décembre 1986 en Nouvelle-
Ecosse et dans Is region infraprovinciale de Is Nouvelle-Ecosse qui correspond a l'lIe du Cap-Breton. On a 
choisi cette province parce que les erreurs d'échantillonnage étaient modérées par rapport aux provinces plus 
randes, et aussi, parce qu'on disposait de données infraprovinciales. Le logarithme des données de Is Nouvelle-

Ecosse figure au graphique Ia, eelui des données de l'IIe du Cap-Breton, au graphique 2a. Les modèles ont été 
ajustés selon cette série transformée. 

Lee (1987) a estimé les autocorrélations des erreurs de l'enquête pour Is Nouvelle-Ecosse avec un retard d
' 
 11. 

Grace ces autocorrélations, nous avons utilisé Is méthode des moments pour estimer les coefficients de t, 

i(8) et 4)(B) figurant dans (2.7). On a trouvé un bon ajustement grace it un modèle ARMM (3,6). Les 
paramètres estimés étaient b = 0.2575, p = -0.358, s = -0.6041, 4, 1  = -0.1847, 2 	-0.5873, 41 3  = 

0.3496, 	= 0.0647, o = 0.0982, o 6 = 0.0347, et i = 0.7246. Les kt  de (2.6) étaient les erreurs types 
estimées des estimations, calculés en prenant une approximation obtenue du développement ensérle de Taylor 
des logarithmes. 

On a ajusté une série de modèles aux données en supposant qu'il n'y avait pas d'erreurs d'échantillonnage, c'est- 
a-dire lorsque tous les kt  étaient Cgaux a zero. On a ensuite rajusté ces modèles en utilisant Ia structure posée 
par hypothèse pour l'erreur d'enquête. Nous avons compare les valeurs des paramétres estimés. Tout comme 
Iorsqu'on suppose que Is structure d'erreur d'enquête est non nulle, nous avons calculé les valeurs lissées des 
estimations de l'enquête et nous avons compare leurs erreurs-types aux erreurs-types des series originales. 

Au debut, le modéle sClectionné pour les series de Is Nouvelle-Ecosse contenant l'erreur d'enquCte était un 
ARMML saisonnier (1,1,0) (0,0,1)12)  avec un terme de regression déterministe pour tenir compte de Is 
saisonnalité. Les 12 variables de regression comprenaient un terme linéaire et une variable auxiliaire pour 
chacun des 11 premiers mois. La variable auxiliaire d'un rnois de référence prenait Is valeur 1 pour le mois de 
référence, - 1 pour décembre et 0 pour les autres mois. Remarquons qu'un terme de coordonnée ê l'origine n'est 
pas estimable parce que les differences premieres des données sont ajustées. Les pararnètres estimés de ce 
modèle étaient très instables et on a décidé de laisser tomber Is composante de Is moyenne mobile salsonnière. 
I.e modéle devenait un modèle ARMMI (1,1,0) avec un terme de regression déterminé. On a utilisé Ia même 
inodèle pour les données de Is Nouvelle-Ecosse sans tenir compte de l'erreur de sondage et des données pour Le 
Cap-Breton. 

Les estimations des paramètres de Ia Nouvelle-Ecosse et de l'lle du Cap-Breton figurent au Tableau 1. Nous 
présentons des estimations qui ne tiennent pas compte de Is composante de l'erreur d'enquête dans les colonnes 
"sans erreur d'échantillonnage". Les estimations des deux modèles pour l'Ile du Cap-Breton, en particulier les 
estimations par regression, sont très semblables. A noter que Is composante AR a également des estimations 
semblables et que le modèle "avec erreur d'Cchantillonnage" a réduit sensiblement Is variance. La colonne 
intitulée "valeurs de T" présente La statistique des tests en supposant une valeur vraie de zero pour le 
paramétre. A noter que le niveau de signification des estimations par regression est assez proche dans chaque 
cas. Toutefois, le modèle "sans erreur d'échantillonnage" donne un niveau de signification élevé (t = - 2.85) 

pour les composantes AR(l), tandis que le modéle incorporant I'erreur d'enquête n'a pas a inclure Is composante 
AR dans le rnodêle (t = -0.68). Ces résultats ont même été acceptés dans un modCle de règlement pour les 
series du ehomage dans VIle du Cap-Breton pour le modèle avec le processus d'enquête ineorporé. Si on laisse de 
côté l'erreur d'enquête, le modèle inclurait un terme rattahant l'estimation du mois précédant a celle du mois 
courant. 
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Corn me nous pouvons représenter chacune des composantes de y dans Vexpression (2.1) par un modèle a espace 
d'états, it est plus simple de combiner les modèles individuels dens un modèle général en prolongeant le vecteur 
d'états pour inclure les vecteurs d'états des composantes. L'équation des observations est alors Ia somme des trois composantes individuelles. 

4. ESTIMATIONS DU MODELE A ESPACE D'ETATS 

4.1 Estimation des paramètres 

Les paramètres inconnus de modèle sont 02, et les coefficients de A(A), a(A), v(A) et B(A). Nous effectuons 
les iterations sur log (2), plutôt que sur a , afin d'éviter les problèmes des valeurs negatives. A noter que les 

coefficients de regression y sont inclus corn me paramCtres des vecteurs détats. Le modèle du vecteur des 
observations y = (y 1 , y2 	 de Ia section 3 équivaut a 

y = Mn+ 4, 	 (4.1) 

oü n est j-varié N(O, pcI), et r. T-varié N(O, W) et H est un matrice I x j. 

Kohn et Ansley (1986) recommandent de minimiser Ia limite de KJ/2 fois Ia fonction de vraisemblance des 
données !orsque K tend vers l'infini. On peut montrer que Ia limite de la fonction de vraisernblance équivaut it Ia 
fonction de vraisemblance marginale de y - M, oi q est l'estimation du maximum de vraisernblance de q 
lorsque H et W sont connus. Tunnicliffe-Wilson (1989) ont montré que le jacobien de la transformation des 
données yen (, y - Mn) ne depend des paramétres de modèles de W une fois que H est connu. Par ailleurs, Ia dérivée de Ia transformation de y en q est H. Ansley et Kohn (1985) ont montré que M ne depend pas des 
paramètres inconnus. En utilisant le filtre de Kalman modifié, les calculs de Ia fonction de vraisemblance 
marginale sont simples. 

La procedure que nous avons utilisée calcule a Ia fois Ia fonetion de vraisemblance marginale et ses dérivées 
premieres par rapport aux paramètres inconnus. 11 s'agit de prendre les dérivées premieres des conditions 
initiales et de m(tlt') et des composantes de V(tit') pour t=t et t=t '+1. Tous les calculs ont été faits en 
utilisant PROC IML de SAS. 

On a maximisé Ia fonction de vraisemblance en prenant une modification de Ia méthode du scoring. Cette 
modification prévoit l'utilisation de pas différents. A cheque iteration, on a calculé Ia fonction de 
vraisemblance au pas précédent, ainsi qu'au même pas, multiplié et divisé par une constante déterminée a 
lavance. (Nous avons utilisé 1.1 comme facteur). L'étape suivante était de maximiser les fonctions de 
vraisemblance parmi les trois points. Cheque fois, on a vériflé si les paramètres étaient inclus dans l'intervalle. 
On y est arrivé en vérifiant si Ia matrice de covariance initiate du veeteur d'états était semi- définie positive. 
Si le pas n'était pas inclu dans I'intervalle, on le divisait une nouvelle fois par Ia constante et on recommençait 
tous les calculs. 

Afin d'obtenir Ia matrice de variance estimée des paramètres estimés, on a utilisé iti nverse  de l'information de 
Fisher. Ce calcul est facile, puisque les dérivées premieres de Ia fonction de vraisemblance existent. 

4.2 Estimation des valeurs lissées 

On peut obtenir les valeurs Iissées des estimations en posant comme étant égale a zero Ia composante du vecteur d'états qui correspond a I'erreur d'enquete. Toutefois, Ia question de l'estimation de sa variance 
demeure. Pour calcuLer lerreur type de l'estimation lissée, it faut tenir compte du fait que les paramètres 
inconnus ont été estimés a partir des données, en particulier lorsque Ia série est courte (voir Jones (1979)). 

Pour obtenir Ia variance de g'z, it suffit de calculer La variance z - ii(TiI), o6 i(IIT) 	est I'estimation de 
m(TiT) aux valeurs des paramètres estimées. En effet, le vecteur d'états a été augmenté afin d'inclure g'z. 
Or, 

- m(IIT) = [z1 - m(TIT)J 

+ fm(IIT) - rn(TIT)J. 	 (4.2) 

La premiere composante du menibre droit de (4.2) a comme variance conditjonnelle V(TII) = V 0 (T(T), 	en 
supposant que V 1 (IiT) = 0. La deuxième composante de (4.2) est un terme de biais et est indépendante de Ia 

premiere, puisqu'eIIe ne depend que des données y. En dCveloppant en série de Taylor le deuxième membre 
autour des valeurs des paramètres reels et en laissant de eôté les termes plus élevés, nous avons Ia deuxième 
composante de (4.2) 
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3.2 Modéle de 0 

Harvey et Phillips (1979) ont présenté une méthode pour mettre le rnodèle ARMMI (2.4) sous la forme de 

I'espace d'états donné par (3.1). La dimension de z est r = max(p+d+sP+sD, q+sQ). En augmentant A + (A 19  

Ap+d+sp+SD) ou b = (b 1 , . . . , bq+SQ) en y ajoutant des zeros pour obtenir Ia dimension r, on peut ré-  
crirele modèle ARMMIsousla forme donnée en(3.l), oü hj =(1, 0, . . . , 0). Gj = ( 1, -b1, ..., _bri) et 

I'i I 	I 
I 1  

A 

oü 
1r1 

 est la matrice identité (r-1) x (r-1) et 0' est un veeteur ligne de zeros. 

Dans cette formule, le vecteur d'états z = ( ut ,  ••, Zrt) est définl par 

z it 	i t = Ae -1 + A. +1 t e -2 	... 	r t + 	+ A 0 
-(r-i+1) 

	

- bict - bct.......brlEt(I)* 	 (3•5) 

pouri = 2, 3, . . . , r andzit = 

Pour completer In specification de 	ii faut les conditions initiales de z0 . 	Eltes figurent dans Ansley et 
Kohn (1985), dont un résumé est donné ci-dessous. 

De par l'expression (2.5), (ut) est un processus ARMM. Nous définissons 

	

e = ( Oo ,  011 	. , 0- S)  

oü S = max(O, p+sP+d+sD-1). Nous posons 

u = (u01  u19 ..., uR)I 

oü R = max (0, p+sP-1). Enfin, nous posons 

w = ° -R-1' °-R-2' .., 

oüS > R. 

Or, on suppose que u_ est un processus ARMM stationnaire, de sorte que I'on peut calculer sa matrice de 
d covariance a partir e l'expression (2.5). On suppose que w_ est N(0,K I) et indépendant de U. 	Corn me 

(u', w')' est une combinaison linêaire de 0, ii est possible de calculer Ia matrice de covariance de 0. 	Si 
l'on prend Ia formule de I'expression (3.5) pour z 0, ii est possible de ealculer in matrice de covariance initiale. 
Remarquons que Iorsque d et D sont égaux A zero, de sorte qu'ii n'y a pas de différenciation dans le modCle, 
alors w_ est Ic vecteur nul, et nous avons U_ = 0. 

3.3 Modèle pour les données observées 

A la section 2 nous avons suppose que e t = kt wti oü w est un modèle ARMM (ni,n). 	II ressort done de Ia 

discussion dans la section 3.3. que e t  peut être représenté sous une forme d'espace d'états avec ht = (kt, 0, 
0)' et e t = h'tzt. 

On peut de même représenter la composante de regression. Supposons z0 = y, gui sont les coefficients de 
regression, avec par hypothèse une moyenne rmlle et une covariance KI. L'équation de transition est 
simplement 1 i = it .  
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(8) peuvent être estimés directement a partir des données de l'enquète en utilisant des mhodes de plan. 
Cependant, en général, les autres paramètres sont ineonnus. Ces paramètres cornprennent y, o , et les coeffi- 

cients de x(A), a(A), v(A) et 6(A). Les x du terrne de regression sont supposes connus. 

3. FORMULATION PAR ESPACE D'ETATS DU MODELE 

3.1 Formulation générale 

Le modèle décrit a Ia Section 2 peut être formulé comme un modèle d'espaee d'états avec une distribution a 
priori partielle. Ceci offre un certain nombre d'avantages. Par l'utilisation d'un filtre de Kalman modifié, le 
modèle permet le ealcul d'une fonction de vraisemblance marginale qui peut être maximisée pour estimer les 
paramètres inconnus. II peut également lisser les estimations de l'enquête originale en éliminant les estimations 
des erreurs d'enquête des données. 

Dans le modèle a espace d'états, deux processus se produisent simultanément. Le premier, le système des 
observations, donne de façon détaillée Ia facon dont les observations dependent de l'état actuel des paramètres 
du processus. Le deuxième, le système de transition, montre en fait comment les paramètres évoluent dans le 
temps. 

Pour les modèles a espace d'états que nous considérons ici, l'équation des observations s'écrit sous Ia forme 

Yt = hz 	 (3.Ia) 

et l'équation de transition est 

	

zt  = Fz1 + Get , 	 (3.1b) 

oã z est un vecteur d'états (rxl) et h est un vecteur fixe (rxl). Dans l'équation de transition, F est 	une 

matrice de transition fixe (rxr), G est une matrice fixe (rxm) et les 	sont 	des 	vecteurs 	normaux 
indépendants de moyenne zero et de covariance U. 

La condition finale pour completer La specification du processus a espace d'états est Ia condition initiale de z. 

Ici, rious allons utiliser Ia formulation des conditions impropres de Kohn et Ansley (1986). En général, nous 
supposons que z0  est une distribution normale a r variables partiellenient diffuse, de moyenne m(OIO) = 0 et 

de matrice de covariance V(0I0), o 

V(OIO) = KV 1 (010) + V0 (010) 	 (3.2) 

pour K grand. 

Nous dénotons Ia moyenne conditionnelle de z cornpte tenu des observations jusqu'â Ia période t' inclusivement 

par m(ti t'), et la variance conditionnelle par V(tlt'), oi 

V(tit') = KV 1 (tjt') + V0 (tit'). 	 (3.3) 

Les formules de recurrence pour t=t' et pour t=t'-i-1 Se trouvent dans Kohn et Ansley (1986). Ces auteurs 
l'appelent Ic filtre de Kalman modifié. 

Comme Ic modèle de 	donné par (2.1) contient des erreurs d'enquête (eLI, une estimation des composantes 
sans erreur d'enquète, donnée par Ia formule 

	

t (smoothed) = Xy 
+ 	 ( 3.4) 

est souvent intéressante. Lorsque le membre droit de (3.4) peut être exprimé comme g'tzt,  pour un g,  ii est 

alors possible d'obtenir la moyenne et la variance conditionnelle de la combinaison linéaire g I t z t  pour toutes les 

données grace au filtre de Kalman modifié. Pour cela, les calculs de recurrence sont appliqués jusqu'au temps t 

pour obtenirm(tlt) et V(tlt). Le vecteur d'états z est augmenté de l'état Z 
r+i = g' t , t,et m(tlt) et 

V( t t) sont également augmentés de facon appropriée. La matrice F dans (3. ib) est modifiée par l'ajout de 
I'équation z1 r+i. = z r+1 Après ces modifications, le filtre de Kalman modiflé peut être utilisé comme 

auparavant, de sorte que Ia dernière composante de m(tlt) donne I'espérance conditionnelle de g'z, pour 

toutes les données y1, y2, 	y- -. De plus, Ia dernière composante diagonale de V(ti t) donne Ia variance 

conditionnelle. Ii est possible de généraliser cette procedure pour y inclure un nombre quelconque d'estimations 
lissées et leurs covariances conditionnelles. 
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Nous décrivons d'abord un rnodèle a moyennes mobiles autorégressives saisonnières intégrèes de 	Soit B 
l'opérateur arrière; V = 1-B et 	

= 	ou S est Ia période saisonnière. 	Nous définissons les fonctions 
polynomiales suivantes: 

x2A2 	 P. 

0(A) = 1 - 1 A - a2A 2  - ... - 

v(A) = 1 - v 1A - v 2A 2  - ... - 

et 

8(A) = 1 - e 1 A - 8 2A2  - ... - 8qA .  

Le modeleARMMlsaisonnier(Pdq)(P,D,Q) 5 POur{8} est donné par 

x(B s )Q(B)v dvo t  = v(B S )B(B)c t , 	 (2.2) 

06 les c sont indépendants N(O,0 2 ). Nousdéfinissons a(B) = X (B 5 )c*(B) (p+sP), un polynôme de degré Un 

polynôme de degré (q+SQ), (B) = VdVD un polynéme de degré (d+sO); b(B) = v(B 5 )B(8) un polynôme de 

degré (q+SQ), A(B) = a(B)t(B) unpolynômededegré (p+d+sP+sD) -degree polynomial; Ut = 	B)ot, 	un 
processus ARMM (p+sP,q-i-sQ). D'autres expressions de (2.2) sont par consequent: 

a(B)(B)et = b(B)ct, 	 (2.3) 

(2.4) 

A(B)et = b(B)ct ,  
et 

a(B)Ut = b(B)t, 	 (2.5) 

Exam inons maintenant les erreurs d'enquête (e} 	de l'expresston (2.1). 	On supposera que les tailles des 
échantillons de l'enquéte répétée sont suffisamment importantes pour que les erreurs des estimations d'enquête 
puissent ètre approximées par une distribution normale multivariée. Dans le cas le plus simple o6 les enquètes 
e se chevauchent pas et oà les fractions de sondage sont petites, on peut supposer que les et  sont indépend- 

antes. Dans une enquete par panel rotatif, les erreurs dTenquête  sont habituellement eorrélées. Dans ce cas, 
corn me les correlations entre les occasions d'enquête sont nulles après Ia rotation des panels, on peut utiliser Un 
processus de moyennes mobiles pur pour décrire le processus des erreurs d'enquête. 

Sinon, si on remplace l'échantillon aléatoire d'unités a chaque enquête, un processus autorégressif pur pourrait 
le mieux décrire le processus. Des modèles plus compliqués sont également possibles. Ainsi, dans un plan de 
sondage a deux degrés, une partie des unites du premier degré peuvent être remplacées de façon aléatolre a 
chaque occasion, tandis que las unites de deuxième degré pourralent avoir un plan de sondage par panel rotatif. 
On peut représenter ceci par un processus de rnoyennes mobiles autorégresslves. 

r4ous supposons ici que le processus des erreurs d'enquête est donné par la formule 

et = ktwt. 	 (2.6) 

oü {wt}  est un processus ARMM (rn,n) défini par 

4 (B)wt = (B)nt 	 (2.7) 

et 

= 1 - iB - 0 2 B2  - ... - 

et 

(B) = I - iB - 2 B 2 - ... - 

Les n t  sont indépendants, N(O,i 2). On a inclus le facteur kt  dans (2.6) pour tenir cornpte des variances non 

homogènes, mêrne lorsque Ia fonction d'autocorrélation est homogéne dans le temps. 

Dans le module que nous venons Juste de décrire, nous supposons que i, les k et les coefficients de (B) et de 

- 62 - 



Recueil du Symposium de Statistique Canada 
sur l'analyse des données dans le temps 
octobre 1989 

ANALYSE DES MODELES ARMMI SAISONNIERS AU MOYEN DES DONNEES D'ENQUETE 

D.A. Binder et J.P. Dick' 

RESUME 

Le modèle saisonnier ARMMI est souvent utilisé dans l'analyse des modèles de series chronologiques. 
Cependant, les erreurs d'enquête des données originales sont souvent laissées de côté dans l'analyse. Nous 
montrons, grace a des modèles a espace détats avec des conditions initiales en partie non appropriées, 
comment on estime les pararnètres ineonnus de ce modéle en employant les méthodes du maximum de 
vraisemblance. Par ailleurs, ii est possible de lisser les estimations d'enquête en utilisant pour cela une 
méthode bayCsienne empirique. Nous utilisons ces techniques dens le cas d'une série de données relatives au 
chômage provenant de l'Enquête sur la Population Active. 

1. INTRODUCTION 

II est de pratique courante d'utiliser des series chronologiques afin d'analyser des données semblables recueillies 
a plusieurs occasions dans le temps. La plupart des méthodes habituelles de ces analyses supposent que les 
données ont été observées sans erreur, ou qu'elles ont des erreurs de rnesures indépendantes. Toutefois, dans 
l'analyse des données d'enquêtes répétées, lorsqu'il y a chevauchement des unites d'échantillonnage entre les 
différentes occasions, les erreurs d'enquete peuvent ainsi être corrélées dens le temps. 

Un modèle habituellement utilisé dens l'analyse des series chronologiques est le modèle de regression saisonnier 
a rnoyenne mobile autoregressive intégrée (ARMMI), que nous examinerons ici. Nous montrons comment 
incorporer des erreurs d'enquête (peut-être corrélées) dans l'analyse. En particulier, nous examinons le cas de 
l'erreur (de plan) d'enquête que l'on peut considérer corn me un processus ARMMI a une constante multiplicative 
près. 

Lorsque l'on retient un tel modèle du comportement des caractéristiques de Ia population, ii est possible de 
calculer l'erreur quadratique moyenne minimum, ou, ce qui est equivalent, l'estimateur linéaire bayésien de Ia 
caractéristique a un moment donné. Cet estimateur incorpore Ia structure du modèle que les estimateurs 
classiques, tels que les estimateurs linéaires sans biais a variance minimum, laissent de cété. Lorsque les 
paramètres du modèle sont estimés a partir des données simples d'enquete, les estimateurs sont des estimateurs 
bayésiens empiriques. 

Blight et Scott (1973), Scott et Smith (1974), Scott, Smith et Jones (1977), Jones (1980) et d'autres ont examine 
les consequences d'utiliser certains modèles stochastiques pour les moyennes de la population dans le temps. 
Dans Binder et Dick (1989), ces résultats ont été généralisés par l'emplol de modèles a espace d'états et de 
filtres de Kalman. Dans cette communication, nous prolongeons le cadre de façon a inclure le modèle oà Ia 
différenciation de Ia série originale des moyennes de Ia population donne un modéle ARMM. Nous utilisons Ia 
rnéthode du filtre de Kalman modifiée de Kohn et Ansley (1986). Pour estimer les paramètres inconnus, nous 
maximisons Ia fonction du maximum de vraisemblance par Ia méthode du scoring. Cette méthode permet 
également de manipuler de façon simple les données manquantes. Nous montrons également comment des 
estimations de l'enquete peuvent ainsi être lissées pour incorporer les caractéristiques du modèle grace aux 
méthodes bayésiennes empiriques. Nous donnons également les intervalles de confiance de ces valeurs lissées, 
en utilisant pour cela Ia méthode décrite par Ansley et [Cohn (1986). Un exemple de ce modêle est présenté a Ia 
section 5, utilisant les données de chômage provenant de l'enquete sur Ia population active du Canada. Cet 
exemple montre les consequences sur les estimations des paramètres du modèle lorsque l'on tient compte des 
erreurs d'enquéte. t4ous calculons également une estimation lissée du processus sous- jacent en vertu des 
hypotheses du modèle. 

2. LE MOD1LE 

Supposons que nous ayons une série d'estimations ponctuelles provenant d'une enquête répétée d'une 
caractéristique de Ia population, donnée par y1,y2...... y1. Nous supposons que y  peut étre décomposé 
en trois composantes, de sorte que 

Yt= X'y + It + e, 	 (2.1) 

oO x y  est un terme de regression déterminé, 0 est un paramètre de Ia population suivant un modèle de series 

chronologiques, et et  est l'erreur d'enquête, dont itesperance est par hypothése zero. 

D.A. Binder, Division des méthodes d'enquêtes - entreprises, J.P. Dick, Division des méthodes d'enquêtes 
sociales, Statistique Canada, Parc Tunney, Ottawa, (Ontario), Canada K1A 0T6 
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Corn me le montre Ia figure 11, les statistiques R sont dens La plupart des ens supérleures a 0.4, ce qui est trés 
élevé pour ce genre de données. A titre de comparaison, les valeurs obtenues Iorsque les coefficients ont ete 

estimes a l'aide des MCO n'etaient que de 10 a 20% supérieures. (Les MCO des R 
2

sont le maximum possible 
pour un ensemble donné de variables de regression.) La figure 12 fait rssortir une étroite correspondence entre 
les rapports mensuels des donnCes brutes et les rapports des valeurs ajustées. 11 importe de souligner que ces 
rapports ne sont pas des estimations de I'LPL puisqu'ils ne sont pas nécessairement fondés sur les prix de maisons 
de qualité similaire. Toutefois, 11 est trés encourageant de constater que les rapports des valeurs après 
ajustement sont a ce point proches des rapports des données originales. 

7. CONCLUSION 

Les résultats de cette étude montrent qu'U est possible d'estimer de façon efficace les rapports de regression a 
l'intérieur de petites cases en utilisant un modéle tenant comte de Ia variation des coefficients de regression 
dens le ternps. Evidemment, des tests plus poussés devront ètre effectués en vue de confirmer Ia validité du 
modéle. Nous sommes déjà en train de mettre a l'essai l'ensemble du modéle défini par les equations (3.1)-
(3.3) et prenant aussi en compte les modifications relatives a Ia robustesse proposées dans Ia section 5. Lorsque 
nous comparerons les résultats de La présente étude avec ceux de l'essai du modèle complet avec et sans les 
modifications, nous serons en mesure de rnieux juger de lefficacité du modèle et de ces modifications. Nous 
prévoyons aussi tester Ia qualité de l'ajustement du rnodèles pour ce qui est de prédire les prix de vente des 
maisons enregistrés après publication de l'indice. Le fait que les dates de comptabilisation des ventes n'ont pas 
été codées dans nos fichiers de travail actuels explique pourquoi nous n'avons pas encore réalisé un tel test. 
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L'instabilité des estimateurs des MCO, comparativement a celle des estimateurs lissés et filtrés, ressort encore 
pJus dii tableau 1 qui suit oü sont comparées les variances des MCO et des estimateurs lissés pour les mois 
d'avril a mai 1989. Comme on pouvait sty  attendre, les estimateurs lissés qui sont fondés sur les données de 
l'ensemble des mois de référence ont des variances beaucoup plus petites dens tous les cas. 

Tableau 1: Variances des MCO et des estimateurs lissés des coefficients de regression 

Mois 	Estimateur Ordonnées Superficie Age District 1 District 2 

Avril 89 	MCO .174 .064 .006 .011 .011 
Lissés .068 .025 .0002 .002 .0017 

Mai 	89 	MCO .471 .142 .0021 .011 .010 
Lissés .093 .033 .0003 .002 .0013 

La faible variation d'un mois a I'autre des estimateurs filtrés et lissés peut laisser sous-entendre que les 
equations de regression sont pratiquement fixes dans le temps. Nous avons déjà souligné que les variances des 
résidus des coefficients de regression se sont révélées hautement significatives, signe qu'un modéle qui permet 
aux coefficients de regression de varier avec le temps est plus approprié. Afin de rnieux démontrer ce point, 
nous comparons, dans les figures 9 et 10, les moyennes et les EQM des erreurs de predictions obtenues a Ia suite 
de l'utilisation des estimateurs filtrés (voir figures 4 et 6) et des estimateurs globaux des MCO fondés sur 
l'ensemble des données jusqu'au temps t inclusivement. Les lignes tracées dans ces figures sont très 
révélatrices puisqu'on peut voir que des coefficients de regression fixes, c'est-à-dire qui ne varient pas dans te 
temps, entrainent des biais de prediction importants et croissants qul a leur tour augmentent les EQM de 
predict ion. 
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La question Ia plus importante concernant Ia qualité de l'ajustement du modéle est sa capacité d'estimer les 
IPL. Pour répondre en partie a Ia question, nous avons calculé deux ensembles de statistiques: i) les 
"coefficients de determination" mensuels (R 2 ) définis par 

	

n i. 	 n 
R 	

l. 	
— exP(xtj 	fl 2  / 	( t - V} 

	

j=1 	 juil 	
j 

06 7 est Ia moyenne des prix de vente au cours du mois t (résultats traces dans Ia figure 11); et ii) les rapports 
des moyennes mensuelles des données )rutes, R1 

t_i 	Vt/Vt1 ,  et des moyennes des valeurs ajustées
nt  f 	- 	— 	 — 	 ' correspondantes Rt1t i = f / 	ou 	f = 	exp 	tj 	) / 	Les deux series de rapports sont 

ilhustrées graphiquernent dans La figure 12. Il est a noter que toutes les statistiques ci-dessus ont été caleulées 
après avoir été ramenées de l'échelle Logarithmique a Véchelle normale. 
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6. RESULTATS IMPIR1QUES 

Afin de démontrer que le modèle pouvait ètre appliqué aux prix d'actiat des maisons en Israel, nous avons 
procédé a un ajustement distinct du modèle pour chacune des cinq cases de Ia yule de Jerusalem en nous servant a cette fin des données d'observation se rapportant aux ventes effectuées entre les mois de septembre 1982 et 
de juin 1988. Les cases sont définies en fonction du nombre de pièces - lequel va de 1 a 5. Par manque de 
temps et pour d'autres raisons techniques, nous n'avons pas encore introduit simultanément des données de cases 
différentes, de sorte que le modèle se fonde uniquernent sur les rapports chronologiques entre les coefficients 
de regression des cases, tels que définis par Itequati on  (3.2). Corn me nous avons utilisé les données relatives a 
une seule case a chacune des étapes du traitement, nous n'avons pas non plus introduit les modifications 
analysées dens Ia section 5. Nous faisons présentement l'essai d'un programme inforrnatique détaillé qui permet 
d'ajuster l'ensernble du rnodèle défini par les equations (3.1) - (3.3), gui est fondé sur les méthodes d'estimatlon 
décrites dens la section 4 et gui introduit les modifications de la sectIon 5. Les résultats pourront être 
communiqués aux lecteurs intéressés, sur dernande, tout comme les données brutes. 

L'ajustement du modèle aux cinq cases a donné des résultats assez uniformes du point de vue de itimportance  
des estimateurs de variance du modèle. Aussi, sauf dans le cas des appartements de 5 pièces, la variance 6^  du 
coefficient de Ia pente était non significative, ce qui suppose un modèle de marche aléatoire pour le coefficient 
des ordonnées a l'origine étant donné que le coefficient initial de Ia pente avait été fixé a zero. Pour les 
appartements de 5 pièces, = 410 , Ce qui eat très faible quoique significatif au niveau 0.5%. De mCme, 
sauf dens le cas des appartements de 4 pièces, les variances des ordonnees a l'origine et des quatre autres VMQ 
définies par l'équation (2.1) se sont aussi révélées très significatives, ce gui confirme notre hypothèse de depart 
voulant que les coefficients de regression varient de façon stochastique avec le temps. Pour ce qul est des 
appartements de 4 pièces, Ia variance du coefficient des ordonnées a Porigine est une fois de plus trés 
significative, la variance du coefficient de La pente aréolaire eat significative au niveau 10%, mais les 
estimateurs de variance restants ne sont pea significatifs. 

(Dans La section 3, nous Iaissions entendre qu'en raison des taux d'inflation rnensuels relativement élevés et 
constants en Israel, les coefficients des ordonnées a l'origine pourraient croltre de facon linéaire. Cependant, 
nous supposions égalernent que lea autres coefficients seraient constants dens le ternps, ce qui n'est évidemment 
pas le cas. 11 semble aussi que I'IPL est beaucoup plus variable que l'indice général des prix a Ia consommation.) 

Dens Ic reste de cette section, nous présentons plusieurs graphiques gui Illustrent le rendement du modèle 
Iorsqu'appliqué a des appartements de 2 pièces. Nous nous sommes limités aux appartements de 2 pièces tout 
simplement pour des raisons d'espace et de toutes façons, les résultats relatifs aux autres cases sont 
généralement trés semblables. Nous utilisons les notations at definitions suivantes: 

tj - le logarithrne du prix de vente de l'appartenient j au cours du mois t, j1. . 't t1,2 ... 1 

x tj -  les VMQ correspondent a l'apparternent j au cours du mois t. Les VMQ sont les ordonnées a I'origine 
et les quatre variables déterminées par léquation (2.1) (a I'exclusion de La fonction de temps g 2 (t)) 

OLS 	 . - les estimateurs des MCO des coefficients des VMQ fondes sur les ventes realisées au cours du mots t. 

4 	- lea estimateurs filtrés des coefficients des VMQ fondés sur les ventes réalisées jusqu'au rnois t 
inclusivement (equation 4.3) 

- les estimateurs lissés fondés sur l'ensemble des ventes réalisées au cours de tous les mois (equation 4.4) 

i 	= T4 	- les valeurs prévues des coefficients des VMQ une période a I'avance 

eti 	= (Y 	- x 	4) - lea résidus observes concernant la vente j du mois ttj 

nt 	 nt 2 
mt = z etj/nt et Inset = z1 et/n - les moyennes mensuelles et lea EQM des résidus 

epti = 	- 	j 	- l'erreur de prediction associée ala vente (tj) 

2 
=jI 	et n1set = 

	
e1jii, - lea nioyennes mensuelles et les EQM des erreurs de prediction. 
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5.2 EstImation robuste a i'aide des equations augmentCcs 

Dans Ia section 5.1, nous proposions de modifier les equations du modèle (3.1) en imposant Is série de liaisons 
(5.1), ce qui a pour effet de garantir Ia robustesse des estimateurs de regression et de les protéger contre des 
changements soudains de valeur des coefficients. Pour faciliter les calculs, nous augmentons les vecteurs Y de 
l'équation (4.1) par les facteurs d'échelle zw 	Y 	[ i=1,2 "1(t) désignant le nombre de liaisons au tempstk 	4. (, 

k 	j 	.i 
ti, nous augmentons les matrices Z par les vecteurs des rangees correspondantes (wP11tiZti 

tK ntKZ  tK' et nous fixons i zero les variances respectives des termes résiduels. La série augmentee 
déquations avec i'équatlon (4.2) forment un pseudo-modèle d'espace d'états qui peut ètre estimé it l'aide des 
equations du filtre de ICalman (4.3). Soulignons que is pseudo-matrice des V-C 	du 	vecteur 	residuel 
augmenté n'est plus définie positive (les dernières rangées et colonnes de 1(t) sont constituées de zeros), mais 
cela ne pose pas de problèmes de calcul. 

L'inconvénlent de Papplication du filtre de Kalman au pseudo-modèle est que les matrices des V-C des 
estimateurs de regression ne réussissent pas a tenir compte de la variabilité réelle des moyennes globales des 
données brutes. S'ii est vrai que, comme nous venons de le voir dans is section 5.1, cette variabilité peut ne pas 
être prise en compte Iorsque tes moyennes sont fondées sur wi nombre suffisamment important de ventes, une 
procedure a la fois meilleure et plus robuste consiste ô modifier Is formule de mise a jour de is matrice des V-C 
Pt (equation 4.3) de façon a ce que les variances et covariances des variables aléatoires soienttkj 
prises en compte. Supposons que 	 représentent le vecteur augmente ' et la matrice z au moment t 

	

(A) 	. 	 . 	 . . 	(A) 	(A) 	 . 	(A) et designons par 	is matrice des V-C reelles des termes residuels (V 	- Z 	t1 La matrice 	est de 

i'ordre (iit + 1(t) 1 00 Lt  occupe les n premieres lignes et colonnes parmi lesquelles on trouve également ies 
variances et covarianees des moyennes et oü le veeteur se situe dans les lignes et colonnes 

restantes. Représentant par c4 le prédicteur robuste de -i  obtenu au temps (t-1) a i'aide du pseudo-

modèle et par P j  Ia matrice des V-C réeiies des erreurs (c4 - atl), l'estimateur des états modifies au 
moment t est obtenu de Ia manière suivante 

(A) 	'(A) 	(A) 	z(A)'(F(P)yl [(A) - 	 ( 5.2) = T t-1 + tti t 

( ou 	A) 	(TPj T' + i) et 	= 	)P() 	z' + 	F')J 	(A comparer avec (4.3)). On peut voir t 	tit-1 

que is matrice des V-C réeiles P (A) 
 des erreurs 1A)- at) satisfait l'équation recursIve 

(A) =- K(P) Z (A), 
	

(A) 	+ 	 - 	 (5.3) t 	t 	tlt-1 

* 	(P) 	(A) 	(A)' 	(P) -1 ou Kt 	= ' t-i Z 	(Ft ) 	est le pseudo-gain de Kaiman. La premiere expression du côte droit de 
l'équation (5.3) correspond a Is formule habituelie de mise a jour du filtre de Kalman (a comparer avec (4.3)). 
La seconde expression est un facteur de correction qui tient compte des variances et covariances réelles des 
moyennes Ek tk j tkj' non prises en compte dans Is premiere expression. 

Le filtre de Kaiman modiflé dCfini par les equations (5.2) et (5.3) produit ies prédicteurs robustes 	a ia place 
des prédicteurs dépendants du modèle optimal, mals utilise les matrices des V-C exactes du modèle. Par 
consequent, ce filtre peut servir a l'estimation de routine des veeteurs des coefficients et lorsque le modéle se 
vérifie, les résultats seront simniiaires a ceux obtenus avec le filtre optimal. Pour les périodes o6 le modèle ne 
se tient pas, la formule de mise a jour (5.3) peut être inexacte (selon le genre de défailiance du modèle), mais 
les prédicteurs c4 satisferont quand même les liaisons linéaires (5.1). Les equations de lissage (4.4) et la 
matrice des V-C de (4.5) peuvent être modifiées en fonction d'une utilisation semblable des prédicteurs 
robust es. 
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oü A(j -1)  est I'estimateur de x, tel qu'obtenu dans Ia (i-l)ième itération,I [ x 11 ] est Ia matrice d9nformation 

évaluée ax 11  et gfx(1 1) est le gradient de la probabilité logarithmique évaluée ax 11 . Le coefficient r 

est la longueur de pas variable introduite pour garantir que LI X( i) I > L[x(1 1) dans chaque iteration. 	La 

valeur de r 1  est déterminée par une recherche par quadrillage. Les formules du k-ième élément du vecteur de 

gradient et du kieme  élément de la matrice d'information sont données dans Watson et Engle (1983). 

Une fois les variances et covariances du modèle estimées, elles peuvent être remplacées par les paramètres 
vrais des equations du filtre de Kalman (4.3) - (4.5) pour produire les estimateurs des coefficients de regression 
et des matrices des V-C dont nous avons besoin. 11 est it noter que les matrices des V-C ne tiennent pas compte 
de Ia variabilité supplémentaire attribuable a Ia nécessité d'estimer les éléments contenus dans A. Ansley et 
Kohn (1986) proposent des facteurs de correction de l'ordre litt pour tenir compte de cette variation 
supplémentaire dans un modèle d'espace d'états. 

On a conçu un programme informatique permettant d'appliquer les méthodes décrites dans cette section pour 
Pestimation du filtre de Kalman en se servant a cette fin de Ia procedure PROC-IML du SAS. 

5. MODIFICATIONS SERVANT DE PROTECTION CONTRE LES DEFAILLANCES DU MODELE 

5.1 Description du problème et modifications proposées 

Le recours a un modèle pour le ealcul de l'IPL est inevitable en raison du problème des changements de qualité. 
Ii faut cependant aussi se protéger contre les défaillances du modèle. Comme il n'est pas réaliste de verifier le 
modèle chaque fois que de nouvelles données deviennent disponibles, ii importe a la place de concevoir un 
"mécanisme intégré" permettant de garantir la robustesse des indices en cas de défaillance du modéle. 

Le problème se pose principalement pour les mois oü les prix font un bond imprévu. En Israel par exemple, les 
taux de devaluation de Ia monnaie peuvent parfois atteindre jusqu'â 10%. Bien que la devaluation s'accompagne 
le plus souvent de mesures strictes de contrôle des prix visant a geler les anciens prix, ces politiques ont peu 
d'effet sur les prix d'achat des maisons qui sont déterminés par Ies négociations directes entre acheteurs et 
vendeurs et qui, par consequent, échappent aux contrôles. Par ailleurs, le modCle propose dans Ia section (3) se 
fonde sur les rapports qualitéiprix passes pour renforcer l'estirnation des rapports actuels et, de cette facon, ne 
s'ajuste qu'avec un certain décalage a des changements aussi soudains. 

Afin de remédier au problème, nous proposons de modifier les estimateurs de regression calculés aux diverses 
périodes de facon a ce qu'ils obéissent a certaines liaisons linéaires obtenues par égalisation des moyennes 
globales des données brutes et des valeurs prévues dans Ie modèle. Plus précisément, nous proposons de 
completer les equations du modèle (3.1) par des liaisons Iinéaires de la forrne 

fltkYtk + mntkXtktk) 	'tkj 	
11,2" .1(t) 

tk 	 t=1 	 (5.1) 

oü les coefficients (W,} sont des poids fixes corrigés pour satisfaire .tkWtk 	= 1. 11 importe de souligner 

que les liaisons (5.1) ne représentent pas l'inforrnation externe au sujet des valeurs possibles des coefficients de 
regression. Elles jouent plutôt le role de système de contrOle pour garantir que les estimateurs du modèle 
s'ajustent plus rapidement aux changenients soudains de comportement des coefficients de regression. Ainsi, Ies 
variances des estimateurs de regression modifies sont légèrement supérieures aux variances des estimateurs 
optimaux du modèle. Evidemment, lorsqu'il ne se produit aucun changement du genre et que les variances des 
moyennes globales sont suffisamment petites, on peut s'attendre que les liaisons solent approximativement 
satisfaites sans avoir a les imposer de facon explicite. L'idéal serait d'introduire plusieurs liaisons distinctes 
pour chaque période a l'étude, rnais il est essentiel que les variances des moyennes globales correspondantes 
soient suffisamment petites pour assurer que des modifications soient quand rnême nécessaires et qu'elles ne 
nuisent pas a Ia fluctuation aléatoire des données brutes. 

Au nombre des moyennes globales qui peuvent être utilisées dans le cas des données sur l'achat des maisons, on 
compte: i) moyennes distinctes de toutes les donnCes comprises dans les cases comptant un nombre élevé de 
ventes; ii) moyennes distinctes des données de coinbinaisons de cases comptant un nombre donné de pièces; et 
iii) moyennes distinctes des données de cases comptant un nombre different de pièces, par exemple de toutes les 
données relatives a une yule donnée. A noter qu'en raison des correlations entre les coefficients de regression 
des diverses cases, une liaison appliquée a un sous-ensemble de cases modifiera les estimations de regression de 
toutes les cases. Battese, Harter et Fuller (1988) proposent sensiblement le même genre de modification dans 
le contexte de l'estimation de données régionales. 
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= tt-i + Ptt-i 	(!t - 

Pt = (I 
- I t i t-1 L FZt)  Ptt-i 	(4.3) 

Z 	est le MELSBdeYt au moment (t-1) desorteque et = 	- 	

est le vecteur 

d'innovations avec comrne matrice des V-C Ft = (Zt Pt t_i Z 	+ 

Les nouvelles données observées au moment t peuvent aussi servir pour Ia mise a jour (le lissage) des 
estimateurs passes. Désignant par t le mois le plus recent pour lequel on dispose d'observations, le lissage se 
fait a l'aide des équat ions 

tIt* = t + PtT'P'i1t(at iit* - 
Tat) 

= Pt + PtTlP1t(Pt~1it* 
- 	 ~1t) 	; t=2, 3, ... t 	 (4.4) 

tit* 

oa 
P t i 	est Ia matrice des V-C des erreurs de prediction (etit* - at). A noter que a t* 	= t* 	et 	que 

= 	ce qui définit les valeurs de depart nécessaires aux equations de lissage. 

Lorsque nous utilisons le modêle pour estimer 1'IPL d'un rnols donné t, nous devons estimer les vecteurs a t 	et 
Afin d'estimer la variance de l'indice estimé, nous devons estlmer Ia matrice des covariances entre les 

estimateurs & and & t-it. La matrice des covariances a Ia forme 

- tt-1t - 	
= (I 

- 
Ptt- Zt'Zt)TPti 	(4.5) 

4.3 EstImation des matrices des V-C et initialisation du filtre 

L'applieation actuelle du filtre de Kalman exige l'estimation des éléments inconnus des matrices E et A 	ainsi 

que l'initiallsation du filtre, c'est-à-dire l'estlmation du vecteur a et de Ia rnatrice correspondante des V-C P0  
des erreurs d'estimation. Dans cette section, nous décrivons brièvement les méthodes d'estimation utillsées 
dans la présente étude. 

Les paramètres inconnus du rnodèle ont été estimés a partir de Ia théorie du maximum de vraisemblance. En 
supposant une distribution normale pour les termes résiduels e t  et n t  et une loi a priori diffuse pour a, 	Ia 

fonction logarithmigue de probabilité des observations '(3 
... 

V depend de V 1  et de '(2  et peut s'écrire 

T 
L(x) = constante - 	 (log IFtI + e F1 e) 

t=3 
(4.6) 

oi) A contlent les variance et covariances inconnues du modèle écrites SOUS forme vectorielle. L'équation (4.6) 
est obtenue par decomposition des erreurs de prediction, voir Schweppe (1965) et Harvey (1981) pour plus de 
details. Pour des matrices données et A, les innovations et  et les matrices des C-V F t sont obtenues a Ia 
suite de l'application des equations du filtre de Kalman (4.3) 

Pour pouvoir calculer Is fonction de probabilité, ii faut initialiser le filtre de Kalman; c'est ce que nous avons 
fait en utilisant Ia méthode proposées par Harvey et Phillips (1979). Avec cette méthode, la loi a priori diffuse 

se realise a la suite de l'initialisation du filtre au moment t=O avec a = 0 et P = NI oi N est un nombre 
ri trés grand et I la matrice unite de l'ordre approprié. 	

-o 

Pour maximiser Ia fonction de probabilité (4.6), nous avons appliqué Is méthode de notation avec une longueur 
de pas variable. Si A (0)  définit les estimations initiales des éléments inconnus contenus dans x, Ia méthode de 

notation consiste a résoudre par iteration la série d'équations 

(l) = 	(l - 1) + r j  {I[( 1 1)J}9L(11)I 	(4.7) 
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tK= 	tK' StK, tk les coefficients de regression corresporidant a Ia case k et supposons que 	= 

t1" tK 

En nous fondant sur Ia notation ci-dessus, la série des equations définies par (3.1) peut être exprimée sous la 
forme abrégée suivante 

= + 	; 	 = 	 (4.1) 

oi 1 = Diag 	 OKmntKj 

Soit 	_ 	1,1 	0 

	

I - 	 0,1  
0 'm- 2 1 une rnatrice quasi-diagonale de l'ordre mxni oü I 

m- 2 est Ia matrice unite de l'ordre 

(ni-2) et soit T=I K T* oà 0 représente le produit de kroneeker. 

Le système d'équations définies par (3.2) et (3.3) peut être exprimée sous Ia forme abrégée suivante 

= Tct1 + 	 E 	= 0 	, 	 [ (nn) = A 	 (4.2) 

oi n 	:i• "!tK et A = [Akt, k,t = 1 ... 1(1 et 

0 

Akk = 	tk tk = 	 0' 	et Ak t  = E(ntk 	= 	' kA 

	

SQ 	A 

	

By - 	 B 

(Les matrices Akk et A sont de l'ordre mXm).
kt  

Les equations (4.1) et (4.2) sont conformes a is formulation classique du modèle d'espace d'états (Harvey, 1984), 
(4.1) représentant l'équation des observations et (4.2) I'équation du système. L'avantage de Ia restructuration du 
modèle sous forrne d'espace d'états est que les vecteurs a t  peuvent alors étre estimés plus facilernent grace a 
l'utilisation du filtre de Kalman. Nous décrivons les principales étapes de cette méthode dans is section 
suivante. 

4.2 Estimation du modêle au moyen du filtre de Kalman 

Dans cette section, nous supposons que les matrices V-C I et A sont connues. 	L'estimation des éiéments 
inconnus de ces matrices est le sujet de Ia section 4.3. Le filtre de Kalman consiste en une série d'équations 
récursives qui déterminent comment mettre a jour les estimateurs actuels et passes des vecteurs des états du 
système (les coefficients de regression cz du modèle dans le cas qui nous intéresse) et comment prédire les 
vecteurs futurs chaque fois que de nouvelles données deviennent disponibles. De plus, le filtre fournit les 
matrices des V-C des divers estimateurs et prédicteurs. Corn me Ia théorie de filtrage de Kalman est élaborée 
dans de nombreuses publications (voir par ex. Anderson et Moore, 1979 et Meinhold et Singpurwalla, 1983), nous 
ne prCsenterons ici que les equations de base. 

Supposons que -i soit le meilleur estimateur linéaire sans blais (MELSB) de 
-i  pour toutes les données 

observées jusqu'au moment (t-1). Etant donné que _i est le MELSB de t- l '~ tlt -1 	Tati est le MELSB 

de a au moment (t - 1). De plus, si P 
- 1 = E (a1 -atl) (cit1 

- 
 21) ,estlamatricedesV-Cdeserreurs 

de prediction au moment (t-1), Ptt_i = TP, 1 1'+A est is matrice des V-C des erreurs de prediction 

-) (Découle directement de 4.2) 

Lorsqu'un nouveau vecteur d'observations devient disponible, le prédicteur de a et Ia matrice des V-C 
sont mis a jour conformément a Ia formule 
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particulièrement utile lorsque le nombre de cases est restreint est de supposer des correlations constantes entre 
résidus applicables a des cases différentes. Ainsi, pour flj = 

	
1tk' stk' stk' cette hypothèse a La forme 

E(n tk n) = A , kh 	 (3.3) 
tt 

o A est une matrice diagonale dont la diagonale principale contient 2, 	ainsi que les éléments diagonaux cie 

A 8  et oà 0 est une autre matrice diagonale dont tous les éléments se situent a l'intérieur de I'intervalle (- 1,1). 

Les éLéments diagonaux de 0 définissent les correlations entre Les résidus des diverses cases. 

line autre solution possible, lorsqu'une "distance" peut être mesurée entre les diverses cases (par exemple 
lorsque les cases sont définies en fonction du nombre de pièces comme dens Ia présente étude), consiste a 
supposer que les correlations entre les résidus diminuent a mesure que La distance entre les cases augmente. 
Cette hypothèse peut sécrire 

E(ntk n) = Af(k,t); k/L 	 (3.4) 

o6 f(k,) est une fonction monotone décroissante des distances D(k,c.). L'équation (3.3) est un cas particulier 
evident de (3.4). 

ANALYSE: De nombreuses etudes statistiques et éconornétriques ont recours a des coefficients de regression 
stoehastiques pour tenir compte des variations longitudinales et (ou) transversales. Johnson (1977,1980) fournit 
une bibliographie annotée do plus de 150 articles qui traitent de modèles de ce genre. Notre modèle ye plus loin 
que les modéles antérieurs en supposant des tendances linéaires locales pour les ordonnées a L'origine et en 
structurant les correlations transversales. Cooley et Prescott (1976) et LaMotte et McWhorter (1977) supposent 
que tous les coefficients de regression de leur modéle suivent une marche aléatoire, Rosenberg (1973a) suppose 
des relations autorégressives alors que Hsiao (1974) et Swamy et Mehta (1977) supposent que les coefficients 
obtenus peuvent être factorisés en deux composantes, soit une moyenne corn munc et une erreur indépendante, 
qui permettent de tenir compte des variations longitudinales et transversales. Ces etudes et de nombreuses 
autres etudes sur La regression a l'aide de coefficients stochastiques sont passCes en revue et analysées dens 
Rosenberg (1973b), Maddala (1977, chapitre 7), Dielman (1983) et Pfefferrnann et Smith (1985). 

Nous avons déjà expliqué, a La fin de La section 2, pourquoi ii faut permettre aux coefficients de regression de 
varier dans le temps. Le modèle de marche aléatoire suppose que les coefficients s'écartent progressivement de 
Leur valeur initiale sans avoir tendance en soi a revenir a une valeur moyenne. Nous estimons que ce genre de 
modèle convient très bien a l'ajusternent des prix d'achat des maisons. Ii a également pour avantage de ne 
comporter qu'un nombre minime de paramètres inconnus, ce qui est trés important cornpte tenu du nombre déjà 
élevé de paramètres compris dans les equations (3.1) - (3.3). 

Le choix de cc modèle particulier pour les ordonnées a l'origine s'est fait en raison des taux d9nflation mensuels 
relativement élevés en Israel, lesquels ont fluctué autour de 1.5% au cours des deux dernières années. En effet, 
nous prévoyions que le logarithme des prix de maisons données (Ia variable dépendante de notre rnodèle) 
croitrait de façon presque linéaire avec le temps, ce qul suppose, pour Les valeurs fixes des autres coefficients 
de regression, que les ordonnées 4 l'origine définies par les deux premieres equations de (3.2) suivraient aussi 
une tendance sensible inent Linéaire. 

Le rnodèle dCfini par (3.1) - (3.3) comble les lacunes de la rnéthode actuellement utilisée par Ic CBS dont ii a été 
question a La fin de Ia section 2. Les poids attribués aux diverses VMQ ne sont plus constants dens le temps et 
la fonction de temps déterministe (2.2) est remplacée par une fonetion de tendance plus souple qui évolue dens 
le temps. Les estimateurs calculés pour toute case donnée sont renforcés grAce a l'emprunt de données 
provenant a la fois de cases voisines et d'observations antérieures. La quantité de telles donnCcs est déterininée 
par In proximité des vecteurs des coefficients (sur une base tant transversale que longitudinale), elle-même 
décelée par les estimateurs des variances et covariances du modéle (voir section 4 pour plus de details). 

4. ESTIMATION Dli MODELE 

4.1 Representation du modéle sous forme d'espace d'états 

Dens les lignes qui suivent, nous utilisons Ia notation suivante: nous représentons par Y 	(Y1 . !tK) 	le 

vecteur des observations au moment t de durée n 	k1 n et 	par E 	(CL1 ...  EtK) 	le 	vecteur 

correspondent des résidus. Nous supposons que Ztk = 	ntk' ntk' Xtk] 
OU 0 ntk est le vecteur nul de durée 

tk et supposons que L est Ia matrice quasi- diagonale dent Ic k-ième bloc est compris dens Ztk. 	La matrice 

est de Pordre 
at" 

 (K.m) oa a désigne le nornbre de colonnes dens chacune des matrices Ztk.  Représentons par 
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multiplicative (2.1), on suppose que le rapport entre les prix prévus de maisons de qualité fixe différente 
demeure constant tout au long des six mois de référence. Comme le marché de l'immobilier est un marché 
instable qul depend des négociations entre vendeurs et acheteurs et de Ia conjoncture économique, ii semble 
plus approprié de laisser les coefficients des VMQ varier dans le ternps. (De nombreuses etudes traitent de la 
question de l'instabilité des relations économétriques, voir notamment l'analyse faite par Cooley et Prescott, 
1976.) Le choix limité de la fonction de temps, bien que fondé sur des données empiriques pour une année en 
particulier, n'offre pas Ia souplesse voulue pour tenir compte des changements de prix des maisons dun mois it 
un autre. De plus, I'hypothèse assoeiée ê Ia fonetion de temps n'est pas assez générale pour qu'elle se vérifie 
simultanément pour I'ensemble des périodes a l'étude et pour tous lea différents types d'habitation. Une autre 
limite de Ia méthode est l'interpolation des indices mensuels gui se fait de manière plutOt improvisée. 

Le CBS utilise présentement cette méthode pour une raison bien simple: le manque de données au moment du 
calcul de l'IPL, même dans le cas des eases plus grandes. S'iI eat vrai qu'on tente d'y remédier en empruntant 
des données des cases voisines, cela ne résout pas les autres problèmes susmentionnés. 11 semble qu'une des 
principales lacunes de Ia méthode actuelle est qu'on n'exploite pas les propriétés des series chronologiques. En 
effet, les données antérieures a Ia période de six mois a l'étude ne sont pas prises en compte dens le calcul des 
indices malgré le fait que ces données ont trait aux mêmes cases et mesurent le même phénomène. Le modèle 
présenté dans Ia section suivante tient compte des relations tant longitudiriales que transversales qui existent 
entre les coefficients de regression. En empruntant du passé les renseignements nécessaires, l'estimation des 
indices peut Se faire sur une base mensuelle sans qu'il soit nécessaire de se restreindre a des coefficients fixes 
pour les VMQ ou A une fonct ion de temps déterministe, corn me c'est le cas avec Ia méthode actuelle. 

3. REGRESSION AVEC DES COEFFICIENTS QUI VARIENT DE FAON TRANSVERSALE ET LONGITUDINALE 

Dens les equations gui suivent, nous représentons par V le vecteur x 1) d'observations sur Ia variable
tk  

dépendante (les logarithrnes des prix de vente dans le cas gui nous intéresse) relatives a Ia case (domaine) k au 
moment t, k=1 ... k, t=1, 2 ..... Nous supposons que 

-tk 
 n'est pas vide, bien que l'absence d'observations 

dens certaines des cases et a certains moments ne pose pas de problème du point de vue mCthodologique, 
corn me nous le verrons dans la section 4. Nous supposons en outre que Xtk  représente Ia matrice du rnodèle 
correspondant (plan) des variables explicatives (les VMQ dans le cas qui nous intéresse). Le modèle de 
regression dens Ia case k est défini par 

2 
tk = ntk tk + Xtk !tk + tk 	E( tk) = 	E(c 	tk = °k 'ntk 	 (3.1) 

et 'ntk représentent respectivement le vecteur unitaire et Ia matrice d'unité d'ordre 
tk 	La 

principale caractéristique de l'équation (3.1) est que les coefficients 
Ytk  et 8 tk peuvent varier de façon 

transversale et longitudinale. Les equations qui suivent précisent la variation dana le temps des coefficients, 
soit 

1tk = 1t1,k + Stlk + ytk 	E(ntk) = o. 	= 

Stk = Stlk + stk 	E(nstk) = 0 E(n) = 	 (3.2) 

tk = t-1,k + !?tk' E( B tk) = ' 	6tk 	&3  E(n 	 n 	6 Btk ytk) = -y 

Nous supposons également que n stk n'est pas corrélé avec 	tk' " 1k) et que toutes Ies correlations avec 
décalage sont égales a zero. 	 i 	B 

Lea equations (3.2) définissent une approximation locale d'une tendance linéaire pour l'ordonnée a l'origine et un 
modCle de marche aléatoire pour les autres coefficients. Comme les variables explicatives sont habituellenient 
corrélées, les changements de valeur des divers coefficients peuvent aussi être corrélés; on a recours a cette fin a une matrice de variances-covarianees (V-C) générale A (pouvant notarnrnent comprendre des variances 
résiduelles différentes selon lea coefficients) et un vecteur de covariances général 6. 

Une façon simple de prendre en compte les relations transversales entre les coefficients de regression consiste a permettre que les correlations ne soient pas égales a zero entre lea résidus correspondants des equations (3.2). 
Toutefois, même avec un petit nombre de cases, il faut donner une certaine structure a ces correlations si on 
veut que le nombre de paramètrcs inconnus du modèle reste raisonnable. Une solution gui semble 
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t 	sit<4 0 	sit<4 

9k(t)k1t1 + Ak2t2 	oü 	t 1  = 	 , t2  = 	 (2.2) 1 3.5 autrement 	 t-3.5 autrernent 

Le modèle défini par (2.1) et (2.2) est estimé a l'aide des moindres carrés ordinaires (MCO) donnant les 

estimations préliminaires (Akl, xK2) avec les variances estirnées (V (Aki),  v (xk2)I. 

Etape 2 A l'étape 2, les estimations (Aki, "K2 sont "rétrécies" vers une moyenne commune obtenue des 

estimateurs calculés pour des cases voisines. Les cases voisines utilisées pour le processus de rétrécissement 
sont toutes les cases se rapportant a une rnême yule si les données sont disponibles en nornbre sufflsant ou, dens 
le cas contraire, les cases so rapportant a un groupe de villes. Le rétrécissement se fait en considérant les x-
coefficients qui s'appliquent a un groupe donné de cases comme des variables aléatoires indépendantes 
échangeables, de sorte que 2 

a=b,k=t 
E(Ak a ) = x; 	E(xk - X a ) ( x tb - Ab) = 

	a 	
a,b,=1,2 

	

0 	autrement 	 (2.3) 

Les estimations modifiées et rétrécies sont des estimations empiriques de moindres carrés élargis (Pfeffermann 
et Nathan, 1981) définies par 

Xk a ( 0 ) = GK AKa + (1 - GK) x a (e) 	; X(0) = E G XK a/ GK 	 (2.4) 

oU 
GK = 6a 

/Is + ' 	Ka 	LesvarianceS6 sont estimées grace a La procedure iterative proposée par 

Pfeffermann et Nathan (1981) qui est appliquée a toutes les estimations par ease pour tous les groupes, de façon 
a n'utiliser qu'une seule estimation de variance par trimestre pour chaeun des deux coefficients X. Les A-coeffi-
cients des cases pour lesquelles les données ne sont pas assez nombreuses pour permettre le calcul des 
estimateurs des MCO sont estimés a l'aide des rnoyennes correspondantes Aa(e),  a=1 ,2. Pour faciliter La 
notation, nous utilisons ci-dessous les symboles XKa(C)  pour toutes los cases, que les données soient disponibles 
ou non. 

Etape 3 A i'aide du modèle défini par (2.1) et (2.2), un 1PL est estimé pour chacune des cases pour un intervalle 
de trois mois. L'indice représente Ia hausse de prix moyenne entre 1e mois 2 (le point milieu du premier 
trimestre) et le mois 5 (le point milieu du deuxième trimestre) et it est calculé corn me 

= '5K."l'2K. 	exp (1.5 AK1(e) + 1.5 XK2(e)} 

oil Y K. est le prix prévu (après ajustement) flu moment t pour des valeurs moyennes données des VMQ. 

Soulignons qu'étant donné que nous avons utilisé une relation multiplicative et que nous avons suppose des 

coefficients fixes pour la période de six mois, le rapport RKS/2  est indépendant du choix des valeurs moyennes 

des VMQ. Ii est également a noter qu'en vertu de l'hypothèse de Ia normalité des résidus, le rapport Rk 5/2 est 

un estimateur biaisé de RkS/2 = {E 5K• / E 2k•1  mais nous avons constaté que le biais a un effet 

négligeable sur l'erreur quadratique moyenne (EQM) estimée des estimateurs et par consequent, it n'a pas été 
pris en compte au moment de La construction de L'indice. 

Une fois les indices par case calculés, its sont agrégés a un niveau supérleur en fonction des poids des coftts 
approprlCs obtenus de l'enquete la plus récente sur Los dépenses des families. Les indices mensuels sont calculés 
par interpolation en utilisant comme données repères les changements correspondents de l'indice des prix des 
"entrées dans la construction résidentielle ". Les indices mensuels sont ensuite intégrés a i'IPC. 

En raison de l'enregistrement tardif de certaines ventes et des retards administratifs de traitement, les données 
relatives a un mois donné peuvent devenir disponibles jusqu'A trois mois plus tard. Ces données sont prlses en 
compte au moment de Ia revision dont i'IPL fait l'objet après trois mois, laquelLe coincide avec le calcul du 
nouvel LPL. Toutefois, l'IPL révisé, quoique plus stabLe, est d'utilisation restreinte. 

ANALYSE: La méthode que nous venons de décrire comporte des faiblesses évidentes. L'hypothèse voulant que 
los effets marginaux des VMQ demeurent fixes tout au long d'une période de six Lnois et quo los changements de 
prix soient uniquelnent pris en compte dans la fonct ion de temps va a l'encontre de Ia plupart des etudes sur les 
indices réa]isées a ce jour et elle est avant tout une approximation. Autrement dit, dens l'équation 
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L'article suit Ia presentation suivante: dans Ia prochaine section, nous passons en revue Ia rnéthode de Ia 
réression hédonique, laquelle sert a Pajustement des variations de qualité, et nous décrivons son application en 
Israel en faisant ressortir les problèmes que pose son utilisation. Dans Ia section 3, nous définissons le modèle 
propose et analysons ses propriétés. L'estimation des paramètres du modéle est le sujet de Ia section 4. Dans Ia 
section 5, nous proposons une version modifiée du modèle afin d'assurer sa robustesse et de contrôler son 
rendement en période de montée rapide de l'inflation. La section 6 présente des résultats empiriques qui 
illustrent les caractéristiques importantes du modèle. Enfin, dans Ia section 7, nous concluons Particle en 
donnant un aperçu des travaux a faire en vue d'une analyse plus poussée de la question. 

Comine cet article vise avant tout a fournir une vue d'ensemble du modèle, nous nous sommes efforcés de 
restreindre le plus possible les details techniques. Les operations mathématiques manquantes peuvent être 
obtenues des auteurs. 

2. AJUSTEMENT POUR TENIR COMPTE DES CHANCEMENTS DE QUALITE 
A PARTIR DE REGRESSIONS IIEDONIQUES 

La méthode courante d'ajusternent pour tenir cornpte des changements de qualité consiste a recourir a Ia 
regression "hédonique" découlant des travaux de Court (1939), Stone (1956) et Adelman et Griliches (1961). (La 
premiere et Ia troisième de ces etudes portent sur le calcul d'indices de prix d'automobiles et la deuxième a 
trait aux indices de prix pour l'établissement des comptes nationaux.) 

La méthode de Ia regression hédonique comporte deux variantes. Dens Ia premiere, les prix de vente 
correspondant a une pCriode donnée sont soumis a une regression en fonction de variables de mesure de Ia 
qualité (VMQ). A l'aide des coefficients estimés, Ia "prix de vente moyen" est estimé pour chacune des périodes 
it I'étude en calculant les valeurs de regression après ajustement qui correspondent a des valeurs fixes 
"moyennes" des VMQ. Le calcul des rapports entre ces moyennes produit las indices souhaités. Dens la seconde 
variante, les prix de vente de plusieurs périodes font I'objet d'une regression en fonction des VMQ et de 
variables fictives dont les coefficients représentent des estimations du changement de prix pur. (On suppose 
que les coefficients de regression des autres variables sont fixes pour l'ensemble des périodes a l'étude.) 

Le raisonnement sous-jacent dans les deux cas est que la variation des prix de vente est attribuable "en grande 
partie" a un nombre relativement restreint de VMQ (appelées caractéristiques dens le contexte de Ia regression 
hédonique) at que les autres aspects, non pris en compte, des variations de qualité n'ont aucune correlation avec 
ceux qul sont inclus. Dans le cas de Ia premiere variante, les coefficients de regression peuvent varier avec le 
temps tandis que dans la seconde, on suppose que les poids des VMQ sont fixes, en d'autres termes que tout 
changement dans les prix moyens entre les périodes successives a l'étude est pris en compte dans las 
coefficients des variables de temps fictives. En supposant que ehacune des equations de regression utilisées 
pour la premiere variante comprennent les ordonnées a l'origine, on se rend compte que Ia modèle combine 
appliqué a l'ensemble des périodes a l'étude coniprend Ia modèle utilisé pour Ia seconde variante en tent que cas 
particulier. Las aspects théoriques associés a l'utilisation de ces deux méthodes sont analyses dans Griliches 
(1971). (Voir aussi l'analyse présentée a la fin de cette section.) 

En Israel, le Central Bureau of Statistics (CBS) a adopté une version modifiée de la seconde variante pour le 
calcul des IPL. Trois VMQ sont utilisées dans Ia regression: Ia superficie (en metres carrés), Page (en années) et 
le district (défini par une ou deux variables fictives selon Ia taille de Ia villa). 

Les calculs se font en trois étapes: 

Etape 1 	Pour cheque case définie selon Ia ville et le nombre de pièces, lorsque le nombre des données est 
suffisant, un modèle de regression multiplicatif est estimé tous les trois mois a l'aide des données disponibles 
pour Ia période de six mois La plus récente. L'équation de regression a la forme 

Log 	 +°kl log Ftkj + ak2 log  Atkj + k3 	+ °k4 	+ g(t) + Etkj 	(2.1) tki 	 tkj 

oü y tkj  est le prix de Ia i - ième yenta dans Ia case k au cours du [nois t1 Ftkj. Atkj 	and 
représentent la superficie, l'âge at las deux variables "indicateurs" du district (une saute de ces variables est 
utilisée dans le cas des petites villes) et oüest un résidu aléatoire auquel on associe une variance 

2 	2 	 tkj 
constante 	= E(ctkj). 

La fonction de temps g(t)  est linéaire par morceaux et est définie pour t=1 ... 6 de Ia manière suivante (t6 
représente le mois le plus recent pour lequel on dispose de données) 
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certains vêtements sont saisonniers et ne sont pas disponibles pour toutes les périodes de référence. Parmi les 
biens durables, de nouveaux modèles ne cessent d'être créés et leur qualité différe parfois de celle des modêles 
sortis antérieurement. C'est le problème auquel on fait face chaque fois au moment de calculer les indices de 
prix annuels des véhicules automobiles. 

Dans le calcul des indices de prix du logement (IPL), les variations de qualité d'une pérlode de référence a une 
autre sont attribuables au fait que les ventes enregistrées au cours de deux périodes différentes quelconques ne 
sont soumises a aucun contrôle et qu'elles ont habituellernent trait a des genres d'habitation différents. Ce 
problème est particulièrement important en Israel, d'ou viennent nos données empiriques, étant donné que I'IPL 
global est une moyenne pondérée des IPL calculés pour de petites cases classées selon l'unité geographique 
(yule) et la taille de Ia maison (nombre de pièces). Dana des intervalles aussi courts qu'un mois, le nombre reel 
de ventes effectuées et enregistrées peut être très faible dans nornbre de ces cases, ce qui est source d'écarts 
importants sur le plan de Ia qualité. 

A titre d'exernple, les graphiques ci-dessous montrent les moyennes mensuelles d'âge et de superficie 
dappartements de deux pièces situés dans Ia yule de Jerusalem et vendus entre les mois de juillet 1987 et juin 
1989. Le nombre de ventes sur lesquelles ces moyennes sont fondées vane entre 5 et 69. (Le nombre des ventes 
est particulièrement faible pour les trois derniers mois parce que In plupart d'entre elles sont habituellement 
enregistrées dans les trois mois qui suivent les premiers ealculs et In publication de l'IPL.) 

Le problème des variations de qualité aux fins de calcul d'indices de pnix comporte plusieurs facettes et ii a été 
analyse par de nombreux auteurs. Citons par exernple lea ouvrages de Hofsten (1952) et de Griliches (1971). 
(Les deux etudes portent le même titre - "Price Indexes and Quality Change".) Ceperidant, in plupart des etudes 
sur le sujet mettent I'accent sun le calcul d'indices généraux de pnix de biens durables et visent done 
pnincipalement a trouver des facons de tenir compte des ameliorations techniques et de I'ajout de nouvelles 
caractéristiques plutôt que des changements de qualité causes par Ia petite taille des échantillons. Comme le 
fait remarquer Griliches, "in plupart des chercheurs dans ce domaine, y compris moi-même, ont essayé d'obtenir 
le plus grand échantillon transversal que possible pour toute année donnée, sans trop Se préoccuper de La 
comparabilité générale de deux quelconques de ces échantillons" (Griliches, 1971, p.?). 

Dans le present article, nous nous intéressons a cet aspect précis du problème des variations de qualité, c'est-â-
dire celles eausées par l'utilisation d'échantillons de petite taille qui ne sont pas soumis a un contrôle. Nous 
mettons l'accent sun le calcul d'indices de prix du logement fondés sur des prix de vente reels. En Israel (comme 
dans de nombreux autres pays), l'IPL est une composante importante de l'IPC avec un poids d'environ 15%. 
L'IPL est aussi un irtdicateur éconoinique clé et ii sent a des fins de couplage de contrats de construction et de 
location de maisons. 

Soulignons que l'utilisation des prix de vente reels (souvent désignée par Ia méthode fondée sur les aehats de 
maisons dana les ouvrages traitant de Ia question) n'est qu'une possibilité parmi plusieurs autres méthodes de 
calcul de I'IPL. De fait, ii existe au moms quatre méthodes différentes et les méthodes utilisées changent avec 
les pays et avec les années. Ainsi, le Bureau of Labour Statistics des Etats-Unis a utilisé jusqu'en 1983 Ia 
méthode fondée sur les achats de maisons au moment øü ii décidait d'adopter Ia méthode dite des equivalents de 
location tandis qu'en Nouvelle-Zélande on passait plutôt de Ia méthode des equivalents de location a La méthode 
des achats de maison. Castles (1987) fournit une excellente revue des diverses méthodes et resume les manières 
de procéder dans plus de 130 pays. 

Bien que nous envisagions le problème dans le contexte des indices de pnix du logement, la méthode décnite dana 
le present article peut être appliquée, avec certaines modifications, it d'autres indices de prix de même nature, 
par exemple le calcul d'indices de prix de véhicules d'occasion. De plus, le modèie que nous utilisons est un 
modéle de regression avec coefficients stochastiques qui peuvent varier de façon tant transversale que 
longitudinale. Un tel modèle a des applications très vaniées dana des etudes statistiques et économétniques. 
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MODELE DE SERIE CHRONOLOGIQUE AJUSTE POUR TENIR COMPTE 
DES VARIATIONS DE QUALITE ET SERVANT A L'ESTIMATION DES INDICES DE PRIX DU LOGEMENT 

D. Pfeffermann, L. Burek et S. Ben-Tuvi& 

RESU ME 

L'estimation des indices de prix du logement se fonde sur tes prix de vente de maisons enregistrés au cours de 
périodes successives. Cependant, ii n'est pas possible d'exercer un contrôle sur I'enregistrement des ventes de 
malsons et celles-ci concernent des maisons de qualité différente vendues au cours de périodes différentes. Une 
méthode courante d'ajustement pour tenir compte des variations de qualité (comme celle utilisée dans le ealcul 
des indices de prix des automobiles) consiste a régresser les prix de vente en fonction de diverses variables de 
mesure de Ia qualité. Toutefois, un indice de prix du logement étant calculé pour cheque ease, dans de 
nombreux cas, le nombre des ventes est minime ou méme nul dans Ia case au moment de Ia determination de 
l'indice. Afin de remédier a ce problème, nous proposons Vutilisation d'un modèle linéaire dynamique qui tient 
compte des rapports chronologiques entre les coefficients de regression des cases et permet d'établir des 
correlations actuelles entre coefficients associés a des cases voisines. Nous proposons également des 
modifications au modèle afin d'assurer sa robustesse et de contrôler son rendement en période de montée rapide 
de I'inflation. Nous présentons enfin des résultats empiriques qui comparent le rendement du modèle a celui de 
modCles fondés sur des coefficients de regression fixes en nous servant a cette fin de données sur les prix de 
maisons vendues dens Ia yule de Jerusalem entre les années 1982 et 1989. 

MOTS CLES 	Regression hédonique, indice de Laspeyres, prevision robuste, modèle d'espace d'états. 

1. INTRODUCTION 

L'indice des prix a Ia consommation (IPC) est une des series éeonomiques les plus importantes et les plus 
utilisées. II constitue un indicateur clé du développement économique et sert souvent de base de calcul dans les 
négociations salariales et pour certaines operations des marches financiers. line autre utilisation importante de 
I'IPC est comme déflateur pour convertir des series statistiques exprimées en prix courants en series exprimées 
en prix constants pour une période donnée. 

Idéalement, l'IPC vise è mesurer l'effet des changements de prix sur Ic budget dont doivent disposer les 
consommateurs s'ils veulent maintenir un certain niveau de consommation. En pratique, l'indiee permet de 
mesurer la variation en pourcentage dens Ic temps des sommes devant être consacrées a Ia consommation dTun  
"panier" fixe de biens et services. Les éléments qui composent le panier ainsi que leurs poids relatifs sont 
déterminés périodiquement en fonction des résultats d'une enquête sur les dépenses des familIes, de facon a 
assurer que le panier représente Ia consommation moyenne de la population A laquelle I'indice s'applique. 

Nous nous limiterons dens cette étude a l'analyse de l'indice de Laspeyres, l'indice le plus courant. En supposant 
que P ko et  k0  représentent le prix et Ia quantité d'un élément k au cours d'une période de base et que P 	 est Ickt 
prix correspondant du même élément au cours de Ia période t, l'indice de Laspeyres est défini par 

Lt = 	kt k0 / 	ko ko = k 	ko 

oü Ia somme est celle de tous les éléments compris dans le panier et oü Wk = ko ko " 	kO 0ko Ecrit sous 
k 

cette forme, l'indice peut étre considéré comrne une moyenne pondérée des indices de prix Rkt = 	kt'ko des 
biens et services inclus dans le panier, oü les poids représentent les dépenses relatives concernant les mêmes 
éléments effectuées au cours de Ia période de base. L'élément k peut ètre en soi un agrégat d'un certain nombre 
de sous-éléments; dens ce cas, l'indice Rkt est calculé a nouveau en tant qu'indice de Laspeyres des sous- 
élérnents qui composent l'élément k. La méthode est habituellement appliquée a plusieurs niveaux d'agrégation, 
selon le bien ou Ic service a I'étude. 

Afin d'assurer que l'indiee ne ref lète que les variations de prix des biens et services et aucun autre changement, 
il est essentiel que les prix enregistrés au cours de périodes successives s'appliquent it des éléments identiques 
ou equivalents. Cependant, cc genre d'exigence pose souvent des problèmes. En effet, certains aliments et 

D. Pfeffermann, Hebrew University, Jerusalem, Israel 91905; L. Burck, Central Bureau of Statistics, 
Jerusalem, Israel 91130; S. Ben-Tuvia, Central Bureau of Statistics, Jerusalem, Israel 91130. 
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SECTION 2 
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l'utilisation dans les modèles a moyennes fixes, comme (7), ou les modéles a moyennes aléatoires qui utilisent 
une méthode d'estimation en deux étapes, comme celui décrit dans Ia sous-section 3.3. Les modéles d'espaee 
d'états peuvent We appliqués facilement dans les circonstanees pour évaluer Ia fonction de vraisemblance 
marginale. Par ailleurs, lorsque le nombre de paramètres de nuisance est peu élevé, corn me dans Ic modèlc a 
moyennes aléatoires défini en (22), ii est préférable de recourir a Ia fonet ion de vraisernblance intégrale. 
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approximativement. Nous pouvons établir un modèle en supposant, pour G rp  un processus ARMA comme celul 
ci-dessous 

t,r - t)/(defl't ) 112 = ,r 	 (t_1,r - t_i)/(det_i ,r
)1/2+ 

 Ct, 	 (21) 

oü Ct  a une variance constante. Cela cadre bien avec le modèle (1), oi le veeteur d'observations y 	renferme 

des données de la forT e  9t r/(det  r"2' B est (' 	2' 	
'k' et X renferrne des éléments de Ia 

forme 1/(defft 1 r La fonction de vraisernblance marginale, considérée en l'occurrence comme un ens 

part iculier des equations (5) ou (6), peut être évaluée a l'aide du modèle d'espace d'états propose par Harvey et 

Phillips (1979) et dont nous avons fait mention dans Ia section 2. Compte tenu du modèle déflni ci-dessus (équ. 
20 et 21), ii est souhaitable de recourir a l'estimation fondée sur Ia fonction de vraisemblance marginale et Ia 
fonction do vraisemblance conditionnelle approximative. La valeur estimée de b repose en l'oceurrence sur Ia 
variation entre les estimations élémentaires dans chaque groupe de renouvellement, Ia variance de ces 
estimations n'étant pas connue. Comrne un groupe de renouvellement passe relativement peu de temps dans 
l'échantillon, ii y a de fortes chances que les estirnateurs du maximum de vraisemblance soient biaisés et non-
convergents. 

Si nous combinons le modèle (21) avec le modèle (10) par exemple, nous pouvons alors utiliser Ia méthode en 
deux étapes dCcrite dans Ia sous-section 3.3 pour estimer le paramètre autorégressif en (10). 

Pour ce qui a trait au second scenario, supposons que nous connaissons les valeurs estimées de Ia moyenne, y, 

pour chaque répétition t = 1, ..., k. Supposons aussi que la matrice, S, 	des 	variances-covariances 	des 
estimations est connue. 11 est alors possible de déduire de l'équation (6) une pseudo fonction de vraisemblance 
marginale. Comme dans Binder et Dick (1989) notamment, les y  peuvent être définies par le modéle 

yt = + e, (22) 

o6 e t est l'erreur d'enquéte a Ia t-ième répétition, Ia matrice des variances-covariances estimée étant 

représentée par S. L,es moyennes pour chaque répétition (j  pour la t-ième répétition) suivent un processus 

ARMA. Comme ii s'agit là d'un cas particulier du modèle de regression avec coefficients aléatoires, Ii est 

possible de dCduire de I'équation (6) la fonction de vraisernblance marginale appropriée. Puisque S est connue, 

nous pouvons obtenir facilement une estimation d'n, Ia matrice de correlation des erreurs d'enquéte. t'ous 

pouvons aussi obtenir une valeur estimée de K = o/y. Les hypotheses qui sous-tendent Ia fonction de 

vraisemblance marginale définie en (6) nous obligent a supposer que e t dans léquation (22) est une variable 

aléatoire stationnaire. Par consequent, la moyenne des éléments diagonaux de S donne une valeur estimée de a'. 

Si est Ia variance des moyennes ji, alors la variation entre lest.  t = 1, ..., k, donne une valeur estlmée 

de a' + y ' . De ces deux valeurs estirnées, nous pouvons déduire une valeur estimée pour K. Suivant le modéle 

(22), X dans l'équation (6) est la matrice unite k x k tandis que W est un veeteur colonne k x I formé de uns. 

Nous pouvons done determiner in pseudo fonction de vraisemblance marginale pour r (pseudo car K et 0 ont été 

remplacés par leurs estimateurs) en prenant l'équation (6) et en effectuant les substitutions appropriées. SI k, le 

nombre de répétitions, est relativement élevé par rapport au nombre de paramètres dans r, les estimateurs 

fondés sur Ia fonction marginale et La fonction conditionnelle approximative devraient étre semblables a 
l'estimateur du maximum de vraisemblance. Au point de vue du calcul, ii semble que Ia fonction de 

vraisemblance intégrale qui utilise les modèles d'espace d'états décrits par Binder et Dick (1989, sectIon 3) solt 

la plus simple a appliquer dans les circonstances. 

5. ANALYSE 

La fonction de vraisemblance marginale et Ia fonction de vraisernblance conditionnelle approximative sont des 
méthodes d'estimation qul peuvent être utilisées dans diverses formes d'échantillonnage répété. Comme les 
fonctions de vraisemblance marginales sont beaucoup plus efficaces que les estimateurs du maximum de 
vraisemblance lorsque le nombre de paramètres de nuisance est élevé, nous pouvons en recommander 
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La seconde facon d'intégrer des hypotheses comme l'équation (18) a Is méthode d'estirnation comporte deux 
étapes. Suivant le modèle des paramètres de regression fixes, Is FM ou Is FCA se présentent sous une forme 
très élémentaire, qui est exprirnée par les equations (4) et (5). En ce qul concerne les enquêtes répétCes avec 
modèle autorégressif du premier degré et échantillonnage aléatoire simple, Is FM et Is FCA sont définies par 
léquation (17). De plus, on peut determiner facilement Is valeur de Is FM pour n'importe queue valeur donnée 
des paramètres d'n par une application directe du modèle d'espace d'états de Harvey et Phillips (1979). 
Lorsqu'on utilise le rnodèle des coefficients aléatoires (par exemple le modèle de Blight et Scott (1973) dans les 
enquetes répétées), les fonetions de vraisemblance (complete, marginale ou conditionnelle approximative) et les 
modèles d'espace d'états pertinents deviennent beaucoup plus eompiiqués. En outre, it est difficile de définir des 
modèles comme (18) ou un processus de degré supérieur. Pour plus de simplicité, quitte a sacrifier un peu 
d'efficacité, nous proposons ci-dessous une méthode pour estirner les paramètres d's. On estime tout d'abord les 
paramètres d'Q a l'aide de Is fonction de vraisemblance marginale ou de Is fonction de vraisemblance 
conditionnelie étant donné les moyennes des répétitions p, p (ou étant donné o dans le cas d'une 
regression). Le nombre de paramètres du modèle s'accroit avec le nombre de répétitions k. Lorsque les series 
d'observations sur des unites individuelles sont relativement courtes, corn me c'est le cas dans les enquêtes 
répétées, les estimateurs du maximum de vraisernblance des paramètres d'Q peuvent être blaisés et non-
convergents. II est toutefois possible de remédier a cette difficulté, corn me le montrent empiriquement Cruddas 
et coIl. (1989) pour un processus autorégressif du premier degré, en utilisant Is FM ou Is FCA pour estimer les 
paramètres de correlation. Une fois que les paramètres d'n ont été estimés, on peut determiner les valeurs 
estimées Pp 	k de 	 a l'aide des méthodes décrites par Harvey et Phillips (1979). Si nous 
prenons par exemple le modèle compose (10) et (18), le processus en (18) étant remplacé par un processus ARMA 
général, Is matrice des variances-covariances de p1, •• est définie par l'expression oG 1  + yr. Si oG 1  
est faible par rapport a y r, ce qui peut être le cas lorsque Is taille des échantillons pour les estimations 
élémentaires d'enquête est élevée, alors on peut se servir des valeurs estirnées Up •• p comme données pour 
définir le processus et estimner les paramètres de r et Ce, sans perte notable d'efficacité. On peut ensuite établir 
des estimations révisées de p t  au moyen du processus estimé. 

4. ENQUTES A PLAN DE SONDAGE COMPLEXE 

11 y a plusleurs facons d'analyser des données de series chronologiques tirées d'enquêtes a plan de sondage 
complexe. Chaque méthode que l'on peut proposer dépendra des données d'échantillon qui auront pu être 
recueillies. 

Si, par exemple, on dispose de micro-données, it est possible de calculer pour chaque groupe de renouvellement 
Is mnatrice, fondée sur Ic plan de sondage complexe, des variances- covariances des estimations élémentaires. 
Lorsque les moyennes pl, ••• p 	sont considérées comme fixes, une pseudo fonction de vraisemblance 
marginale est définie par les equations (4) et (9), oü Xr  et  Sr  sont remplacés par leurs equivalents pour les 
enquêtes a plan de sondage complexe. C'est Is méthode qu'utilisent par exemple Roberts, Rao et Kumar (1987) 
dans l'analyse de regression logistique pour plans de sondage complexes: determiner une fonction de 
vraisemblance ou un ensemble d'équations de vraisemblance et remplacer les paramètres statistiques habituels 
par leurs equivalents pour les enquêtes a plan de sondage complexe. Pour ce qui a trait aux rnoyennes de 
modéles aléatoires, on peut recourir a l'analyse de moyennes fixes dans Is premiere étape de is méthode 
d'estimation décrite dans Is sous-section 3.3. On peut aussi determiner Is fonction de vraisemblance mnarginale 
suivant lë modèle des moyennes aléatoires, par exemple en determinant tout d'abord Is fonetion de 
vraisemblance définie en (19), puis Is fonction marginale correspondante. On remplace ensuite les paramètres 
statistiques de cette fonction marginale par leurs equivalents dans les plans de sondage complexes pour obtenir 
une pseudo fonction de vraisemblance marginale. 

Or, it arrive rarement que l'on dispose de micro-données. La méthode d'estimation depend alors des données 
disponibles. Nous envisageons iel deux scenarios rnais beaucoup d'autres sont possibles. Dans le premier 
scenario, les covariances ou les correlations d'échantillon ne sont pas connues alors que dans le second, elles le 
sont. 

Supposons que nous connaissons seulement les estimations élémentaires et les effets du plan correspondants. 
Soit't r  l'estimation tirée du groupe de renouvellement G r  a Is t-ième répétition et fondée sur un échantillon 
de taille mr.  Soit  defft r l'effet du plan qui correspond A 't,r  Si a mr est Is variance de 5t,r 	suivant un 
échantillonnage aléatoire simple, alors, en vertu du théorème limite central, 

2 

- Pt)/(deft't,r) 
112 - N(0,a /mr ) 	 (20) 
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2 	 2 

tt + ( - t)fltU - 	 ) + t+i+i , pour t = 1, ..., k 	 (14) 

et 

= 	 pour t = I, ..., k-i, 	 (15) 

oü 	= 
k+I = 0. Les éléments de z sont définis 

zt = tt ( 	 - 	 - i +  0 - 
 iTt)ntyt 

	

- •2) 
- Trt+iflt+i( +1 - 	 (16) 

pour t = 1, ..., k, oü 7v = k~ 1 = 0 et 	= 3. Le vecteur des moyennes estirnées 	est non blaisé pour u 
selon le modèle (10) et Ia matrice des variances-covariances correspondante est a . Ainsi, d'après les 
equations (4) ou (5), la fonction de vraisemblance marginale et la fonction de vraisemblance conditionnelle 

approximative pour V est 

(1 - 

{A(p,) + B(,)}(m-k)/21G,l/2 	
(17) 

3.3 Moyennes de modèle aléatoires 

Dans les deux sous-seetions précédentes, nous n'avons pas considéré le fait qu'il peut exister un rapport entre les 
moyennes établies pour chaque répétition. Ces moyennes représentent Pinformation Ia plus précieuse et 
beaucoup d'information pourrait être perdue si l'on ne tenait pas compte de La relation entre les rnoyennes d'une 
période a l'autre. Blight et Scott (1973), par exemple, soulignent que les moyennes établles lors d'enquètes 
répétées sont souvent corrélées et supposent, en plus du modèle (10), que 

Ilt - 	
- ç) + U t , 	 (18) 

06 Ut 	N(0,y) et oü les U sont mutuellement indépendants. II existe au moms deux façons d'intégrer des 
hypotheses comme Véquation (18) dans Ia méthode d'estimation. 

La premiere est d'utiliser l'approche intégrale de Ia vraisemblance. Selon le modèle défini par les equations (10) 

et (18), la fonction de vraisemblance logarithm ique pour les données devient 

2 	 2 	 2 
L(,y ,o,,K) = —in my + (k/2) inK + (d/2) 1n(1 - 	 ) + (112) 1n(1 - 

- {A(p,) + B(.) + C($,,K) - 2(JK) 0(,(o,K) + () E(,K)}/2y). 	(19) 

Dans l'équation ci -dessus, C($,1i,K) = zT (G 	- F)z, D(,It,K) = (1 - •) v TF'z et E(,,K) = k -2(k- 

1)s + (k-2), + K(l - •VF), oO le vecteur 1 x k v = (1, 1-ti, 1-ti, ... , 1-i, 1), Is matriceGest 

définie par (14) et (15) et z est défini par (16). La rnatrice F 	dans l'équation ci-dessus est une matrice 
symétrique k x k en bande largeur 3, dont les éléments diagonaux sont gtt  + K(l + o ) pour t = 2, ..., k-i 

et gtt  + K pour t = I ou k, et les éléments non diagonaux non-nuls sont 	+ tiic pour t = 1, ..., k-i. 
En posant les dérivées de (19) par rapport a 	et a y égales a o, on peut determiner facilement l'estimateur du 
maximum de vraisemblance de ces paramètres, étant donné 0 , • et K. De plus, en calculant La variance de 
selon (10) et (18) et en utilisant l'equation (6), on peut exprimer facilement Ia fonction de vraisemblance 
marginale et Ia fonction conditionnelle approximative, L(s,ic), même si elle est une fonction compliquée de 

, et K. Cornme le nombre total de paramétres est peu élevé, l'estimateur du maximum de vraisemblance et 
l'estimateur marginal du maximum de vraisemblance sont tous deux convergents et asymptotiquement non 
bialsés et auront probablement des valeurs comparables. Bien qu'il puisse S'agir d'expressions complexes, les 
fonctions de vraisemblance exactes peuvent être déterminées en remplaçant (10) et (18) par un modêle 
autorégressif de moyennes mobiles stationnaire général. De même, 11 est possible de calculer les fonctions de 
vraise mblance marginales et conditionnelle approximative correspondantes. 
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dans la sous-seetion 3.1, le vecteur des paramètres de regression B est (, ..., u k ). Lorsque le vecteur de 

données y contient pour chaque unite les observations groupées selon les passages oü cette unite a été 
échantillonnée, selon l'échantillonnage avec renouvellement de Ia sous-section 3.1, on peut exprimer Ia matrice 
de correlation a, qui est désormais une fonction de 1, comme une somme directe de matrices gui sont l'une et 
I'autre les matrices de correlation d'un processus autorégressif du premier degré. 

t4ous reprenons la notation utilisée par Patterson (1950) pour designer des tailles d'échantillon, des moyennes 
ainsi que des sommes des carrés et des produits (centrées sur leur moyenne appropriée) pour le passage t: 

= la proportion d'unités éehantillonnées a Ia t-ième répétition, qui étaient aussi présentes dans 
l'échantillon a la répétition précédente (t-.1); 

= le nombre d'unités échantillonnées a la t-ième répétition t; 

= Ia moyenne pour les unites écliantillonnées a la t-ième répétition, qui étaient aussi présentes dans 
l'échantillon a Ia répétition précédente (t-1); 

yt = La moyenne pour les unites échantillonnées a Ia t-ièrne répétition et gui n'étaient pas présentes dans 
1'6chantillon a la répétition précédente (t-1); 

= la moyenne pour toutes les unites échantillonnées a la t-ième répétition; 

= la moyenne pour les unites échantiUonnées a Ia t-ième répétition, qui sont aussi présentes dans 
l'échantillon a la répétition suivante (t+1); 

syy = Ia sornme des carrés pour les unites échantillonnées a Ia t-ième répétition, gui étaient aussi présentes 
dans l'éehantillon a La répétition précédente (t-1); 

01 
syy = Ia somme des carrés pour les unites échantillonnées a La t-ièrne répétition et gui n'étaient pas 

présentes dons I'échantillon a Ia répétition précédente (t-1); 

sxx = Ia somme des carrés pour les unites échantillonnées a La t-ième répétition, gui sont aussi présentes 
dans L'échantillon a la répétition suivante (ti-i); 

sxy = La somme des carrés pour toutes les unites échantillonnées a Ia t-ième répétition; 

syy = La somme des produits pour les observations relatives aux unites échantillonnées I la t-iè roe répétition, 
qui étaient aussi présentes dans l'échantillon I Ia répétition précédente t-1. 

Suivant le cas particulier du modèle (10), et après de nombreuses transformations algébrigues, nous pouvons 
montrer que, lorsqu'on fait Ia sommation de l'expression (8) pour tous les groupes de renouvellement r, Ia 
fonction de vraisemblance Iogarithmique pour les donnCes se ramène I 

,,) = -m ma + (d/2)1n(1- 2) - {A(i,) + B()}/(2o ), 	 (11) 

øü d est Le nombre d'unités échantillonnées distinctes (c'est-I-dire abstraction faite du nombre de fois gu'une 
unite est échantillonnée) et m est la taille de L'échantillon global (n 1  + ... + nk). De pLus, dans l'équation (11), 

2  = (1-,2)ni(1 - u1) 

k 

+ z knt{ 	- t - 	-i - 

	2 
 + 	- 	

- 2 	 2 

- 't 	1 	(12) 
t=2 

et 

2 	 k 	2 	 2 

B() = (1- ) syy 1  + E (o sxx 1  - 2o sxy + syy + ( 1-f ) syy}. 	 (13) 
t=2 

Pour n'importe queue valeur donnée de o, les estirnateurs du maximum de vraisemblance sont u = Gz 	et 

a '  = {A(, ) + B()}/m, oü A(,) est défini par l'équation (12), i étant remplacé par son estimateur du 

maximum de vraisemblance, et oO G est une matrice symétrique k x k en bande de largeur 3 et z est un vecteur 

k x 1. Les éléments non-nuls de G sont définis 
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Nous reprenons la notation de Bellhouse (1989) pour décrire le plan d'échantillonnage. A cheque tenue de 
l'enquete, on échantillonne C groupes de renouvellement. Le groupe de renouvellement r, désigné par 

contient m, unites, r = 1, 2,..., k + C - 1. Pour Ia t-ième répétition, I'échantillon comprend les unites des 

groupes Gt.  G t+l'Gt+_i de sorte que sa taille n est égale a m + 	+ ... + rn +1 . 	Chaque 

groupe de renouvellernent est choisi selon un échantillonnage aléatoire simple sans remise parmi des unites de Ia 
population gui n'ont pas été prélevées auparavant. Pour les k répétitions considérées globalement, La taille de 

l'échantillon est rn = n 1  + n2  + ... + 

Supposons que Gr  est choisi la premiere fois a Ia u-ième répétition et la dernière fois a Ia v-lénie répétition, U 

étant egal a 1 ou a r et V correspondant a r + c -1 oü a k. Le nombre total de répétitions oü une unite de Gr  
est incluse dans t'échantillon est b = v + 1 - U. Soient ur' ' v,r 	les moyennes d'échantillon ou les 

estimations élémentaires pour Gr  aux répétitions U, U + 1, ..., v - 1, v respectivement. Alors, suivant le 

modèle (7), la contribution de Gr a la fonction de vraisemblance logarithmique définie en (2) est 

	

- (bflr  htu + 	'rj2 	Ifl(lO r I) + 

r " r + 	- 1) tr(ç 'S )J/(2o}. 	 (8) 

oü x est le vecteur I x b 	
- U u 	u+1,r - u+1' "' v-1,r - 'vl 	v,r - 1 ) , 

 Sr est Ia matriceu,r 
b x b des sommes des carrés et des produits pour les observations relatives au groupe de renouvellement et ot 
a r  est la matrice de correlation b x b des observations relatives a une unite du groupe de renouvellement. En 

vertu de Vhypothèse d'indépendance, on obtient Ia fonction de vraisemblance logarithmique complete en faisant 
Ia sommation de l'expression (8) pour tous les groupes de renouvellement. 

Etant donné n, ou bien n 1 	nk+C_11 ii est possible de determiner des expressions pour les estimateurs du 

maximum tie vraisemblance ii et o , gui servent a estimer ii et a respectivement. De même, il est possible de 

connaitre Ia matrice des variances-covariances estimée tie 11 , V(i). 	C'est ce que nous illustrons pour un 

processus autorégressif du premier degré dans Ia sous-section 3.2. La fonction de vraisemblance marginale pour 

0k+c-1 est alors définie par l'équation (4), oü 

k+c-1 

	

igi 2  = 	II 
r= 1 

= 

, 	k+c-1 
S = 	{( n xTci1x + 	- 1) tr(a 'S)} ,  

	

r=1 	r r r r 	r 	 r 

et p = k; dans l'équatlon ci-dessus, Xr  est Xr  a Ia difference près que i est remplacée par I'estimateur du 
maximum tie vraisemblance correspondant. 

3.2 Processus autorégressifs du premier degré 

Considérons un modèle autorégressif oü les unites sont indépendantes les unes des autres mais o ii y a 
correlation dans le temps pour la mèrne unite. En particuller, supposons le modèle autorégressif du premier 
degré 

ytj = 	, 	(t-i,j - Ut1) + ctj 	 (10) 

oü c ij  - N(0,o) pour t = I. ..., k and j = 1, ..., N, et oü les c sont mutuellement indépendants. Le 

modèle (9), qul correspond essentlellement au modèle tie Patterson (1950), est un cas particulier de (7). Comme 
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logarithmique est désignée par l(B,x,) et peut être tirée de l'équation (2). Si les éléments de Q 	sont des 
fonctions d'un paramètre I, les paramètres de nuisance 	et B sont l'un et l'autre orthogonaux a a, c'est-à-dire 

- 	EI l(B,X,a) 	= 

et 

- 	l(B,x,a) 	
= 3aB 

Iorsque chaque élément de a est une fonction continue et differentiable de s. En outre dans ce cas, Ia fonction 
conditionnelle approximative pour a, L(a) est identique a Ia fonction marginale, L(a), définie en (4) ou en 
(5). Voir Bellhouse (1990) pour plus de details. 

II est possible d'évaluer Ia FM et Ia FCA définies en (4) ou en (5) pour n'importe queue matrice a en se servant 
de modèles d'espace d'états a Ia manière de Harvey et Phillips (1979). Une fois que les calculs récursifs visant a 
estimer B et Q2 

 sont terminés, on peut caleuler, pour n'irnporte quelle matrice a donnée, Ia valeur de S 2 	et de 
112 	au moyen des formules proposées par Harvey et Phillips (1979, equations 5.6 et 6.6, et 4.3 

respectivement). On n'a alors qu'à calculer X T%f 1 X et son determinant. La dernière étape du processus récursif 
-1 de Harvey et Phillips (1979, equation 3.4) permet de determiner Ia valeur de X T a X. 

Supposons, pour ce gui a trait au modèle (1), que B est un vecteur aléatoire défini par Péquation 8 = W6 + U, 
ob W est une matrice p x q de valeurs connues, & est un vecteur de paramètres de dimensions q x 1 et U 	N(O, 
y 2 r), indépendant de c. Selon le rnodèle compose y = XW + Xu - c, 	Ia 	fonetion 	de 	vraisemblance 
logarithmique pour &,,r,y 2 	K , et 	= o'/y, désignée par 1(5,c,y ' a 	 ra) est définie par Péquation (2), oü 
est remplacé par l'expression ica + XrXT  et XB replaced by X146. De Ia même façon, Ia fonetion de 
vraisemblance marginale, désignée par L(K,r,a), est définie par les equations (4) et (3), ou X est remplacé par 
Xli et a, par KQ + xrxT. Ainsi, 

	

= { ia + XrX T I 112  (XW) (KO 	XrXT) Xwi 112 g ffl} -1 	 (6) 
ou 

g = y T (Ka + XrXT)'y 

- T(a + XrXT)-XW((XW)T(Ka + XrXT ) - XWy(XW) T (Ka + XrXT)y. 

Or, La dimension d'n peut être grande par rapport a celle de r; c'est une situation qu'on observe parfois dans 
I'échantillonnage répété. Corn me alternative, on pourrait prendre Ia fonction de vraisemblance définie en (2), la 
multiplier par Ia distribution de B, puis intégrer le tout par rapport a B pour obtenir la fonction de 
vraisemblance pour les paramétres du modèle des coefficients aléatoires. On aurait ainsi des matrices de Ia 
même dirrmension que r. 

3. ECHANTIL,LONNAGE ALEATOIRE SIMPLE REPETE 

3.1 Echantillonnage avec renouvellement 

Considérons une population flnie de N unites qui a été sondée k fois selon un plan avec renouvellement a un 
niveau. Désignons par ytj  La valeur observée pour l'unité de population j au t-ième passage de l'enquête, j1, 

N and t=1, ..., k. Au depart, nous supposons que les unites de Ia population sont indépendantes les unes des 
autres mais qu'il y a correlation dans le temps pour La méme unite. En particulier, nous supposons que pour 
n'importe queue unite j, 

lj' 2j 	 - N( 1, c2 a0 ,  

OU Q est une matrice de correlation k x k et p est le veeteur 1 x k de moyennes fixes 	u29 ..., 
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oü le vecteur d'erreurs 	N(O,a'), o6 12 étant Ia matrice de correlation, la fonction de vraisemblance 
Iogarithmique pour B, a et U est définie comme 

= -{m ma + (1nii)/2 + (y-Xs) Tci 1 (y-Xa)/2a)} 	(2) 

Le vecteur des observations y est de dimensions a x 1 et le vecteur des coefficients de regression B est p  x 
de sorte que X est de dimensions a x p.  Pour une valeur donnée de U, 

= (XT U _ 1 X)XT Q _ly  
et 

1-1 	1 1 	1 1 -iT -i 
S =Q y - yQ X(X 	X) 	Xn y 	 (3) 

sont des estimateurs exhaustifs conjoints de B et de 2.  

On obtient une fonction de vraisernblance marginale pour U par une reduction des données y aux statistiques 

exhaustives B et S et a la statistique ancillaire 

a = 12 12 (y - X (XTUX) -1 XTo'y)/s, 

oü Ui/2  est Ia matrice de dimensions a x a telle que a 	 = 0 112if 112
. 	La fonction de vraisemblance 

marginale de U correspond a Ia distribution marginale de Ia statistique ancillaire a multipliée par le produit des 

différentielles da 1 , 1=1, ..., a. Voir Kalbfleisch et Sprott (1970, equations & et 10) pour une analyse globale 

et une expression générale pour nda 1 . Bellhouse (1978), suivi quelques années plus tard de Tunnicliffe Wilson 

(1989), a montré que Ia fonct ion de vraisemblance marginale pour U suivant un modèle normal était définie 
corn me 

= 	
112 	T12x1h/25m 	1_1 	

(4)Ix 

Notons que l'équation (3) est proportionnelle a l'estimateur du maximum de vraisemblance de o 2  et que U 	et 

que s'(XT Q 1 X) 1  est proportionnelle a la matrice des varlances-covariances estimée de l'estimateur du 
maximum de vraisernblance de B étant donné a. Alors, l'équation (4) peut être réécrite 

lest var(B)1 1 "2  L1(n) 
= 	5m1121l/2 	

(5) 

Pour définir une fonction de vraisemblance conditionnelle approxirnative (FCA), ii faut tout d'abord transformer 
les pararnétres de rnanière a obtenir une relation d'orthogonalité entre les pararnétres d'intérêt et les 
paramètres de nuisance, qui peuvent dépendre des premiers. II y a orthogonalité entre des ensembles de 
paramètres lorsque Ia matrice d'information correspondante est une matrice diagonale par blocs, chaque bloc 
servant lul-méme de matrice d'inforrnation pour un ensemble de paramètres. La fonetion de vralsemblance 
conditionnelle est liée a la distribution des donnCes y, qui depend elle-même de l'estimateur du maximum de 
vraisemblance des paramètres de nuisance pour des valeurs déterminées des paramètres d'intérèt. On obtient Ia 
fonction. de vraisemblance condit ionnelle approximative en appliquant deux approximations a cette distribution 
conditionnelle. Voir Cox et Reid (1987, section 4.1) pour une analyse des calculs. Par exemple, posons 0 comme 
le vecteur des paramCtres d'intérêt et A, qui depend possiblement de 0, comme Ic vecteur des paramètres 
dérangeants orthogonal a 0. La fonction de vraisemblance complete pour les paramètres 0 et A est désignée 

par L(O,A) tandis que la fonction-profil pour o, L(o,) équivaut a Ia fonction de vraisemblance ordinaire a Ia 

difference près que A est remplacé par I'estimateur du maximum de vraisemblance correspondant. La fonction 
de vraisemblance conditlonnelle approximative pour a est 

L(o,ft) I I(o,tt) 	112 

oü I(o,A) est Ia matrice d'information observée pour it a une valeur déterminée de 0. Voir Cox et Reid (1987. 
equation 10). 

A Ia suite de Cruddas et coIl. (1989), Rellhouse (1990) a propose pour le modèle (1) la transformation A = inc + 

(inIUI)/(2r11), B 	demeurant inchangé. Suivant ces nouvelles conditions, la fonetion de vraisemblance 
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FONCTIONS DE VRAISEMBLANCE MARGINALES ET FONCTIONS 
DE VRAISEMBLANCE CONDITION WELLES APPROXIMATIVES 

POUR L'ECFIANTILLONNAGE REPETE 

D.R. Bellhouse 2  

RÉSUMÉ 

L'auteur définit des fonctions de vraisemblance marginales et des fonctions de vraisemblance conditionnelles 
approximatives pour les paramètres de correlation d'un modèle de regression linéaire normal il erreurs 
corrélées; il suppose tantôt des paramètres de regression fixes, tantôt des coefficients aléatoires. Ces fonctions 
de vraisemblance peuvent être évaluées a l'aide de modèles d'espaee d'états. L'auteur se sert du principe de 
vraisemblance pour determiner des fonctions marginales et conditionnelles pour les paramètres de correlation 
dans un plan d'échantillonnage répété (échantillonnage aléatoire simple et plans plus complexes). 

MOTS CLES: Inference fondée sur Ia vraisemblance; échantillonnage dans le temps; modèles ARMA; modèles 
d'espace d'états. 

1. INTRODUCTION 

On a propose pour Ia premiere fois les fonctions de vraisemblance marginales (FM) comme une méthode 
générale pour éliminer les paramètres de nuisance de Ia fonction de vraisemblance (Fraser, 1967; Kalbfleisch et 
Sprott, 1970). Les fonctions de vraisemblance conditionnelles approximatives (FCA) ont été définies dens le 
mCme but par Cox et Reid (1987). Ceux-ci affirment que Ia FCA est préférable a Ia fonction-profil de 
vraisemblance, que l'on obtient en remplaçant les paramétres de nuisance dens Ia fonction de vraisemblance par 
l'estimation Ia plus vraisemblable correspondante lorsque les paramétres d'intérêt sont connus. Bellhouse (1990) 
a démontré l'équivalence de Ia FM et de Ia FCA pour des paramètres de correlation suivant un modCle normal. 
S'inspirant de l'étude de Cox et Reid, Cruddas et coll. (1989) ont établi une FCA pour les paramétres de 
correlation dans plusieurs petites series de processus autorégressifs du premier degré ayant la méme variance et 
les mémes paramètres d'autocorrélation. Us ont montré par une étude de simulation que l'estimateur fondé sur 
Ia FCA était beaucoup moms biaisé que l'estimateur du maximum de vraisemblance fondé sur Ia fonction profil 
et qu'il correspondait a un intervalle de confiance plus étendu. 

La question que traitent Cruddas et coil. (1989) est illustrée dans les enquêtes répétées. Afln de réduire le 
fardeau de réponse des personnes gui participent a Ce genre d'enquétes, on fait en sorte qu'elles ne fassent pas 
trop longtemps partie de l'échantillon. A chaque tenue de l'enquête, l'échantillon est formé de personnes qui en 
sont au moms a leur seconde participation et d'autres gui en sont it leur premiere participation. Les données 
recueillies a cette occasion sur chaque personne sont normalement modélisées ñ laide d'un processus 
autorégressif de moyennes mobiles (ARMA); voir Binder et Hidiroglou (1988) pour une étude de l'application des 
modèles de series chronologiques pour réchantillonnage répété. En outre, a cause du fardeau de réponse, Ia série 
des observations pour chaque individu est courte. Si l'on suppose que les moyennes de modéle sont différentes 
d'une fois it l'autre, Ia dimension de l'espace des paramètres augmentera avec le temps de sorte que l'estimateur 
du maximum de vraisemblance des paramètres pourrait être biaisé et non consistant. C'est pourquoi il est utile 
de définir ces FM et des FCA suivant des modèles ARMA. 

Dens Ia section 2, nous déterminons les FM et FCA pour les pararnètres de correlation suivant un modCle 
normal. Nous appliquons ensuite les résultats de cette section aux enquêtes a passages répétés avec plan 
d'échantillonnage aléatoire simple. Enfin dans Ia section 4, nous présentons plusicurs méthodes qui permettent 
d'appliquer ces fonctions de vraisemblance a des plans de sondage complexes. 

2. FONCTION DE VRAISEMBLANCE MARGINALE ET FONCTION DE 
VRAISEMBLANCE CONDITIONNELLE APPROXIMATIVE POUR 

DES PARAMETRES DE CORRELATION SUEVANT UN MODELE NORMAL 

Pour le modèle linéaire 

y = X + 	 (1) 

D.R. Bellhouse, Department of Statistical and Actuarial Sciences, University of Western Ontario, London 
(Ontario), Canada N6A 5139 
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Une des alternatives a Ia technique des données manquantes est d'étudier les cornmerces sans lecteurs optiques a l'aide d'une autre méthode de collecte des données. Selon les données a recueillir, cela peut cornprendre une 
verification des dossiers de l'entreprise ou une entrevue avec le personnel, par téléphone, par courrier ou en 
personne. Cette méthode est plus precise que Ia méthode d'imputation, mais elle est plus coteuse et plus 
longue et los problèrnes de gestion créés par deux méthodes de colleete des données sont importants. 

En dernier lieu, nous traiterons de l'abandon de Ia lecture optique par les corn merces. Ce genre de eas est assez 
rare et ii n'est traité que pour s'assurer de bien couvrir tout le sujet. 

Posons Ujib c s, c'est-à-dire que I est un commerce avec un lecteur optique dans l'échantillon. Notons que 
pout ètre un commerce qui possède un lecteur optique depuis le debut de l'étude ou un commerce gui a 

adopté Ia lecture optique après avoir fait partie de l'échantillon comme commerce sans lecteur optique 
conform ément a Ia régle 5. 

Règle 6. Au moment oO LJjjb abandonne Ia lecture optique, ii doit etre soustrait de SAl  ajouté ii 
SB et traité par los méthodes de données manquantes, comme dans la règle 5. Les formules 
standard doivent ètre appliquCes pour completer Ia série de données. Pour simplifier Ic procédé et 
Ic travail d'échantillonnage, la méthode choisie doit être identique a celle choisie pour traiter les 
commerees gui adoptent Ia lecture optique. 

Dans le cas inhabituel oü un commerce utilise Ia lecture optique de facon interrnittente, I] faut le traiter en 
appliquant los règles 5 ou 6 scIon Ic cas, en mettant chaque fois a jour les échantillons SA et  SB. 
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I': 
perinet un bun calcul de l'estiinatcur de variance. En raison do prob[èine des ouvertures, toutefois, cette 
solution peut avoir un effet négatif sur Ia capacité de l'échantillon a rnesurer les tendances. Si les fermetures 
se produisent pendant Ia premiere seniaine d'un cycle, on peut remarquer le léger déclin clans le temps, non pea 
en raison d'un changement fondarnental des conditions écononhiques, mais simplement paree que l'échantillon 
tient compte des fermetures et non des ouvertures. La solution b) est une solution a court terrne pour Ia mesure 
adequate des tendances. La notion essentielle est qu'en donnant une valeur aux corn merces fermés, nous 
compensons de façon implicite pour toutes les ouvertures qui ont Pu se produire depuis le dernier cycle de mise 
a jour. Cette solution n'est pas partieuliCrement élégante et ii est difficile de Ia justifier. Cependant, l'histoire 
nous montre que l'univers des commerces eat stable a court terme. Les fermetures sont souvent associées a des 
ouvertures ou compensées par celles-ci et La taille nette de La population reste I peu près constante I court 
terme. Le United States Bureau of the Census a utilisé cette solution dans son enquête sur le commerce de gros 
avec des cycles de mise a jour trimestriels et une collecte des données mensuelle. Voir Wolter et CoIl. (1976). 

4.3 Lecture optique 

Dans cette dernière section, nous présentons les régles de mise I jour des échantillons dans le cas des 
commerces qui adoptent Ic système de lecture optique ou qui l'abandonnent. Bien entendu, ce problème ne se 
pose pas dans les sondages oO Is collecte des données se fait d'une façon différente. 

l'Ious parlerons en premier lieu des commerces qui adoptent le système de lecture optique. Il y a deux eas I 
considérer: (i) le système utilisé par tous les commerces est connu avant léchantillonnage et (ii) le système 
utilisé n'est connu qu'après l'échantillonnage et uniquernent pour les corn rnerces séleetionnés. 

Le cas I) est relativement simple. Voici Ia règle I suivre: 

Regle 4. Ne pas inclure lea corn merces n'utilisant pas Ia lecture optique darts l'éehantillon. Ne 
choisir l'échantillon que parmi les cornmerces qui utilisent Ia lecture optique. Si tin commerce 
adopte Ic lecteur optique, le traiter comme une ouverture et Ic soumettre I l'échantillonnage des 
ouvertures. Avant leur conversion, les corn merces n'ayant pas de lecteur optique doivent 6tre 
traités par imputation ou par une autre technique pour données manquantes. 

Selon cette règle et les données connues (ex: lecture optique ou non), tous lea fonds alloués pour le sondage 
doivent être consacrés I l'échantillonnage des corn merces avee leeteurs optiques. Aucun montant ne doit être 
verse pour le sondage des corn merces sans lecteurs optiques. Malheureusement, cette règle ne s'applique pas au 
cas ii). 

Pour résoudre le cas ii), ii faut introduire tine notation supplémentaire. Posons A comme étant l'ensemble des 
commerces avec lecteurs optiques et B l'ensernble des comrnerces sans lecteurs optiques; A B représente toute 
Ia population. Posons s pour l'échantillon de commerces sélectionnés et soient SA = S A et SB = S B. 

Par hypothèse, SA  et S 8  ne sont connus qu'après l'étape initiale de travail sur Ic terrain. 	Chacun 

de ces ensembles vane avec le temps mais toute référence au temps a été supprimée, afin de 
simplifier Ia notation. 

L'échantillon SA  doit être mis I jour conformément aux règles indiquées dans cet article pour les 

ouvertures et les fermetures. Darts le cas de SBP  il faut établir de nouvelles règles. Voici une rIgle qui traite 

lea commerces de s comme non répondants: 

Règle 5. Au temps t, Imputer au commerce Ujib  c SB  Ia valeur Ytijb 
= X 

t1ijb YAt / XAt, 	oü 

est la valeur d'une variable auxiliaire pour le commerce UjJb At est le total de Ia 

variable d'estimation pour l'Cehantillon S et XAt  est le total correspondant pour Ia variable 

auxilialre. De plus, l'lmputation petit se faire par substitution, par appariement "Hot Deck" ou par 
un autre moyen. Mairttenant, en supposant que Is série de données est complete, appliquer 
l'estimateur standard du paramCtre d'intérêt. Au moment ol 

1ijb 
 adopte Ia lecture optique, II 

doit encore 6tre soustrait de SB  et ajouté I S et l'estimation dolt être effectuée I l'alde de 

l'estimateur standard appliqué A la série de donnécs complétCe. 

Selon la règle 5, Ia taille efficace de léchantillon est réduite en raison de la variance d'imputation assoeiée 

avec 
Ytijb 	

La substitution permet de conserver une taille d'échantillon supénieure aux autres règles, mals 

c'est Ia méthode Ia plus cofiteuse. Toutes les règles nécessitent un travail restreint mais continuel sur le terrain 
pour verifier si Ujib c S 

 B 
 a adopté ou non la lecture optique. 
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I'our lin cvi[e do misc i jour 1 un tomps donné t 	los régles 1 ou 1A pi'uvcrmt être utilisécs pour Ia misc i jour 
do l'échantillon. Les miouveaux commerces sont autornatiquernent places dans Ic segment approprié a laide de 
leurs valeurs de Peano et l'indice b reflète cet ordre pour chaque cycle. Pour bien représenter ces notions, ii 
aurait fallu ajouter Is notion de temps en indice aux valeurs de U, de B, de p et de ii, mais nous ne l'avons pas 

fait pour faciliter La notation. Les formules des estimateurs de totaux 
''t , et Rt 	et de leur variance 

restent valides pour chaque valeur de t'. 

4.2 Mise a jour pour Is fermeture de commerces 

Les règles de mise a jour d'un échantillon dans le temps doivent suivre un important principe général. Elles 
doivent traiter de Is mêrne façon les unites sélectionnées et les unites non sélectionnées. Dans le cas de 
fermeture de corn merces, ce principe signifie que toutes les fermetures, celles qui Se produisent a l'intérieur 
comme a l'extérieur de l'échantillon doivent être traitées de Is méme façon dans tous les procédés de mise a 
jour de l'échantillon. Si ce principe n'est pas respecté, les estimateurs seront biaisCs et Ce blais risque de 
s'accumuler avec le temps. 

Dans les paragraphes suivants, nous décrivons des procédés de mise a jour de l'échantillon en cas de fermeture 
de corn merces qui suivent ce principe essentiel. Nous verrons deux eas: (1) les fermeture ne sont pas connues 
pour toute Is population et (2) les fermetures sont connues pour toute Is population. 

Pour Ic cas i), nous suggérons Is règle 2 

Règle 2. Toutes las fermetures de commerces dans l'éehantillon sont connues. Las commerces 
fermCs doivent demeurer dans l'échantjllon mais leur valeur doit être de 0 (c.-à--d. y = 0) 
au moment de Is mise a jour. 

Cette règle permet de faire une estimation non biaisée des totaux de population de l'univers de l'enquête. Les 
fermetures peuvent faire augmenter Is variance de l'estimateur, et les estimateurs de variance vont refléter 
cette augmentation si les corn merces fermés sont conserves clans l'échantillon avec une valeur de 0. 

Pour le cas ii), nous suggérons Is régle 3. 

RCgle 3. Retirer tous las commerces fermés de Is population au moment de Is mise a jour 
suivante. Seuls les commerces ouverts seront soumis a l'échantillonnage, y compris las nouveaux 
commerces. 

La règle 3 fait varier le nombre de commerces (B) dans les segments oü ii y a eu des fermetures, a moms que 

le nombre de nouveaux corn merees soit égal au nornbre de fermetures. En fait, les valeurs de 13 et de p vont 
obligatoirement changer dana les segments oü ii y a eu des fermetures et aucune ouverture de commerce. Par 
consequent, un commerce de remplacement sera choisi a l'intérieur dun segment chaque fois que le commerce 
échantillonné de ce segment fermera ses portes. Un Commerce de remplacement peut être choisi méme si le 
corn merces échantillonné est encore ouvert. 

Deux autres probLèmes doivent être étudiés dans le cas d'une fermeture de commerce. Le premier concerne Is 
coordination des mises A jour des ouvertures et des ferrnetures. L'ouverture et Is fermeture des comrnerces se 
produit naturellement a des intervalles irréguliers, selon Is situation économique et Is croissance de Is 
population. Pendant certaines périodes, il peut ny avoir ni ouverture ni fermeture de corn merces. Pendant 
dautres périodes, certains comrnerces peuvent faire leur apparition sans qu'il n'y ait de fermeture ou vice versa. 
Tandis que pendant d'autres périodes, ii y aura a Is fois des ouvertures et des fermetures. En théorie, 11 est 
possible d'utiliser différents cycles de mise a jour pour les ouvertures et les fermetures de commerces. Par 
exemple, Is mise A jour peut étre bimestrielle, mais alterner pour l'ouverture et Is fermeture. Cette approche a 
l'avantage de régulariser Is charge de travail. Cependant, les Cycles alternatifs nuisent a Is capacité de 
l'échantillon de bien mesurer les tendances, créant un effet en dent de scie clans Is série chronologique des 
commerces puisque Ies ouvertures sont incluses dans l'échantillon avant que les fermetures en soient élirninées. 
Nous recommandons de faire les mises è jour au mCme moment afin de preserver les tendances. 

Le deuxième problème est celui de Is période qui s'écoule entre Is fermeture du commerce et Is mise it jour 
suivante. Ce problème ne se pose que lorsque Is fréquence des mises a jour est inférieure a celle de Is collecte 
des données. Si les deux sont faites en méme temps, il n'y a pas de problème. Si Is rnise a jour est moms 
fréquente que Is collecte, ii y a deux solutions: 

Eliminer les commerces fermés de l'échantillon au moment oü Is fermeture est connue (pour Ctre plus 
précis du point de vue statistique, cela signifie que les disparitions sont eonservées dans l'échantillon avec 
une valeur de zero.) 

Garder les commerces fermés clans Péchantillon en leur attribuant une valeur jusqu'au moment de Is mise A 
jour suivante. 
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lt';le I A. tin nuuvau eominere pourra faire partie dun ;ous eehaiilillun si e 	euleuieut i ui 
valeur de Peano fait partie d'un segment de Peano sélectionné, On associe les commerees 
LJ11, U12 ... 	 1'ij2 ••• PjjBjjoüPjjb > 0 Ct1P 1 	= 1. 

On choisit ensuite un des commerces selon cette mesure de probabilité. Le sous-échantillonnage 
est indépendant d'un segment choisi a l'autre. Les nouveaux corn merces dont les valeurs de Peano 
font partie d'un segment non sélectionné ne sont pas conserves. 

Les probabilités dans Ia règle 1A peuvent être égales ou inégales. Si elles sont inégales, elles peuvent être 
définies par rapport a une rnesure préliminaire de taille ou dans le but daccélérer ou de retarder le 
remplacement d'un échantillon. 

Les principaux objectifs de misc a jour sont remplis par Ia règle 1A. La règle permet de maintenir Péquilibre 
géographique dans le temps puisqu9l n'y a qu'une unite choisie a partir de chaque segment choisi a l'origine, 
segments qui sont eux-mêmes équilibrés géographiquement en raison du plan d'échantillonnage systérnatique. 
Deuxièmement, Ia règle maintient constante Is taille de l'échantillon dans le temps puisqu'il n 'y a toujours qu'un 
seul commerce ehoisi dans chacun des segments d'origine. Troisièment, Ia règle est en accord avec lea principes 
de l'échantillonnage probabiliste oü les probabilités d'inclusion doivent être connues et différentes de zero; ainsi 
des estimateurs non biaisés de La population totale peuvent être obtenus. Enfin, par un choix approprié de P i  
II est possible de contrôler Ia distorsion dans les tendances annuelles. 

Les probabilités de selection inconditionnelles sont calculées ainsi: 

ijb = k 'Pjjb 

pour b = 1, ..., B 1 . Cela signifie que 11 ljb  est égal a la probabilité de choisir l'unité primaire 

d'CchantiLlonnage multipliCe par la probabilité conditionnelle de choix du commerce, étant donné I'U.P.E. 
select ionnée. 

Posons maintenant 	i.b coinme valeur de l'unité Uijb  et Yt I ij+  pour le total de Ia (i )erne U.P.L. L'esti- 

mateur non biaisé de Ia population totale Y se calcule alors comme suit: 
n 

	

Y t'i 	t'ijb1jb 

oà 	ljb est la valeur de l'unité choisie a partir du (1 j)eme  segment sélectionné, avec une variance de: 

k 	n 	 k 	n. 12 Var 	= I 	(k 	 - y)2 + K 	E °t'ij' 	 (1) 
k 1=1 	j=1 	 1=1 j=1 

't ou 	 2 	 'ijb
b=1 	ijb 	ijb - Y)

2  

Le premier terme a La droite de l'équation (1) est la variance due a l'échantillonnage des segments. C'est Ia 
variance initiale puisque c'est Ia variance qui s'appliquait au moment du choix de I'échantillon original. Le 
second terme a Ia droite est Ia variance due au sous-échantillonnage a l'intérieur des segments. Noter que la 

valeur O ij  disparait pour tout segment o il n'y a pas eu de sous-Cchantillonnage de nouveaux commerces. 
Noter aussi que la variance du sous-échantillonnage est minimale lorsque, pour tout i et j, les probabilités Pijb 
sont proportionnelles a 	ijb Dans ce cas, Ia composante de la variance a l'intérieur des segments s'annule. 

Pour une application réelle, toutefois, cette condition de proportionnalité n'est satisfaite qu'en partie. 

Comme d'habitude, une approximation de Taylor du premier ordre peut être utilisée pour découvrir Ia variance 
de l'estimateur par le quotient. Voir Wolter, (1986) pour les techniques appropriées d'estimation de la variance 
de l'estimateur non biaisé Vt,1  et de l'estimateur par le quotient Rt' 

A mesure que le temps passe, ii faut mettre a jour L'échantillon pour refléter les ouvertures de commerees et 
les autres changements de la population. II peut être bon de prévoir une mise a jour a des intervalles rCguliers 
afin de faciliter le travail. Ces intervalles sont appelés cycles de misc it jour. Dc tels cycles peuvent Ctre 
mensuels, bimestriels, trirnestriels ou selon les exigences d'une application en particulier. Les facteurs a tenir 
en ligne de compte pour l'établissement du cycle de mise a jour sont le coIt de Is misc a jour, la precision des 
estimateurs de niveau et de tendance recherchée et les besoins des clients ou des utilisateurs des donnCes. 

De facon générale, un Cchantillonnage mis a jour fréquemment sera plus coftteux, plus précis et plus apprécié 
des clients qu'un échantillon mis a jour moms souvent. 
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Suposons quu11 écharrtiiiun orrgitial de corn ruerces est ehoisi avec probabilités gales systèrr itiquemeirt dans In 
liste de Peano au temps t = 0. Soit U,j, le commerce j dans l'éehantillon systématique 1, pour 1 = 1, ..., k 
et j = 1, . . . , n 1 ; k étant l'intervalle d'échantillonnage et fl.j  Ia taille de l'échantillon aléatoire I. Si 
N = nk + r, r < k, r éehantjllons seront de taille n 1  = n + 1 et k - r échantillons seront de taille n. Dans 
les paragraphes suivants, l'indice I est utilisé pour représenter l'éehantillon choisi. 

Soit P 1  Ia valeur de Peano associée a 	Prenons P et P comme, respectivement, les plus petites et plus 
grandes valeurs de Peano possibles pour le marché a l'étude. Ainsi, 

1'L 	l'ii <P 21 	 < 	k1 < ' l2 	< ij 	 < P 	< kn - 

Nous supposons que chaque commerce n'a qu'une seule situation géographique et done une seule valeur de Peano. 

Soit Y tij  la valeur d'une certaine caractéristique de U jj  au temps t. Un estimateur standard, non biaisé de Ia 
population totale, V '  est le suivant: 

ti = k 

Tandis que l'estimateur par le quotient est donné par: 

Rti = ti X / 

oü Ia variable X est une mesure de Ia taille et X et X tj  sont analogues respectivement, a Vt  et a 

Définissons maintenant N segments de Peano, S, en divisant Péchelle L'  PU aux N valeurs de P. 	Posons 
= EP 1 . P 11  J 00 P 4  représente 'i, Une definition spéciale est nCcessaire pour le dernier 

segment. S =kn 
k

,  Pu] v 'EL' P 11  1 afin que toute l'échelle de Peano 'EL'  P U  soit couverte par les N 

segments. Cette definition spéciale, qul permet de définir l'échelle de Peano comme si elle était Un cercie, est 
nécessaire pour s'assurer que la probabilité de selection de tous les nouveaux cornmerces est différente do zero. 
DT au t res  plans de segmentation peuvent être utilisés sans nuire aux propriétés statistiques du systèmes de mise a jour. 

Notre système de mise a jour est base sur les segments de Peano. Ii permet de sélectionner les segments de 
façon systématique et de faire un sous-échantillonnage des commerces a l'intérieur des segments choisis. Ainsi, 
cest le segment qui est I'unité primaire d'échantillonnage (U.P.E.) et non te commerce. Bien entendu, au 
moment du choix de l'échantillon initial, chaque segment ne compte qu'un seul commerce. 

4.1 Echantillonnage des nouveaux commerees 

11 est possible qu'un ou plusieurs commerces voient le jour a une période future t du sondage. On assigne alors a chaque nouveau commerce une valeur de Peano unique qui fait partie d'un segment de Peano. La valeur de 
Peano permet de placer les nouveaux commerces automatiquement a l'endroit approprié dans la liste ordonnée 
de l'univers de l'enquCte. 

La règle la plus simple pour I'échantillonnage des nouveaux commerces est Ia suivante: 

Régle 1: Un nouveau commerce est inclus dans l'échantillon si et seulement si sa valcur de Peano 
fait panic d'un segment de Peano sélectionné. Les nouveaux commerces dont Ia valeur fait partie 
d'un segment non sélcetionné ne sont pas inclus dans l'échantillon. 

Selon cette règle, La probabilité de selection d'un nouveau commerce est de 1/k. Cela se produit parce que Ia 
probabilité de selection du segment, qui est unique, est de 1/k. Maiheureusement, La règle 1 ne permet pas de 
contrôler Ia taille de l'échantillon dans Ie temps. 

Pour contrôler Ia taille de l'échantiLlon, nous proposons une forme de sous-échantillonnage a l'intérieur de 
l'unité primaire. Supposons que U 11 , U2, ..., UjjBjj soient les commerces du segment Le com-
merce original est U ijj  alors que les commerces U 12 , U13, ..., UljBjj sont les nouveaux commerces dans 
I'ordre de Peano. Le nombre de nouveaux commerces (B . - 1) dans un segment donné sera dans La plupart 
descasO,lou2. 

Ainsi, nous pouvons effectuer le sous-échantillonnage de la facon décrite ci-après. 
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Courbe de Peano sur 1024 Points 

FIGURE 3 
Chaine de corn merces de detail dans l'ordre de Peano 
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y=iy vi 	F1 	x= H 3 2 1 
x x x x 
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YXYXYXYj 

Ak 1 k 	3 A  2 2 	l  I j . Vr Ui 'igure 1 pour on vxeuipe dans Ic cs ou k 	. Notcr coomc 11 est 
simple de calculer Ia valeur de P. 

Figure 1. Calcul de Ia valeur de Peano par 
entrecroisement de nombres binaires 

Latitude 	 Longitude 

Etant donné (pour tout k fini) des coordonnées de latitude et de longitude de k chiffres, le "point" spatial 
représenté par Ia valeur de P est en fait un carré dans R 2. A mesure que k augmente, Ia taille des carrés 
diminue. En fail, lorsque k tend vers l'infini, Ia valeur de P tend a représenter un point spécifique dans R 2 . 

La courbe de remplissage créée par les valeurs de Peano prend In forme d'un N récursif. La courbe en N 	est 
illustrée A Ia figure 2 sur une grille de 1024 points. Cette figure montre bien l'aspect récursif des images 
fractales. 

La courbe en N passe une fois et une fois seulement par chaque point de l'espace, les points étant des carrés 
dont Ia taille est déterminée par le nombre de chiffres des coordonriées de longitude et de latitude. L'ordre des 
points sur Ia courbe (ordre de Peano) preserve a un haut degré Ia contiguité géographique, ce qui facilite les 
etudes sur Ia proximité. L'ordre de Peano entraine guelques discontinuités géographiques (saut du point 516 au 
point 517 dans Ia figure 2) comme toute correspondance entre R 2  et 

Dans l'application visée, les étabiissement économiques sont places sur une liste dans l'ordre de Peano A i'aide 
de leur.s coordonnées de latitude et de longitude. Des échantillons aléatoires d'établissernents peuvent être tires 
systématiquement de cette liste. Comme les coordonnées géographiques de In terre sont des données stables, Ia 
position des nouveaux établissement sur In liste peut être établie sans équivoque. Ces établissements peuvent 
done aussi être CchantillonnCs. 

Pour illustrer cette application, voyons Ia figure 3 qui montre une chaine de commerces de detail aux Etats 
Unis. Chaque établissement est représenté par un code a deux Iettres. L'ordre de Peano des établissernents suit 
l'ordre alphabétique des codes. 

Le chapitrë suivant traite du système de misc a jour base sur Ia liste des établissements en ordre de Peano. 
Figure 2. Courbe de Peano sur 1024 points. 

Figure 3. Chaine de corn merces de detail dans l'ordre de Peano. 

4. REGLES DE MISE A JOUR D'UN 9CIIANTILLON 

Dans les paragraphes suivants, nous décrivons un système de mise A jour des échantillons de commerces de 
detail en tenant compte des ouvertures, des fermetures, de l'adoption ou de l'abandon de Ia lecture optique et 
des autres ehangements qul peuvent se produire dans l'ensemble des corn rnerees de detail. Comme nous l'avons 
dit plus tot, ce système a été développé pour les applications de La A.C. Nielsen Company. 

Supposons une strate d'échantillonnage donnée et arbitraire, de taille N oO les corn merces sont répartis scion 
l'ordre de Peano. Par exemple, une strate peut comprendre tous les corn merces dans in marché métropolitain 
donné, comme Vancouver ou Montréal. La repartition par ies valeurs de Peano est bien adaptée au système de 
rnise A jour ci-après. D'autres types de repartition peuvent être utilisés, A condition qu'ils solent stables dans Ic 
temps et qu'ils puissent relier R 2 et R' de façon A conserver La contiguité géographique et A donner A chaque 
nouveau commerce une position unique dans In liste ordonnée des commerces. 
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Les rapports NSUS comprennent le total estimé des ventes de chaque article et groupe d'articles pour chacun 
des marches et pour l'ensemble des Etats-tJnis. Un estimateur par le quotient est utilisé et in variable 
auxiliaire est le volume des ventes. Le volume des ventes est le total des ventes de tous les articles d'un 
magasin, habituellement sur une période d'un an. Cette valeur est en étroite correlation avec les ventes des 
articles individuels. De plus, le rapport NSUS comprend des estimations des ventes et des taux de vente en 
fonction de la cornmereialisation des produits ainsi que des estimations des tendances annuelles de vente. 

L'échantillon Scantrack doit être continuellement mis a jour, parce que l'univers de l'enquête compose d'environ 
30 500 supermarchés n'est pas statique. Lors d'une période récente de 12 mois, environ 2 200 nouveaux 
supermarchés ont vu le jour et 2 450 ont fermé les portes. De plus, 170 établissements ont été reclassifies. La 
reclassification peut être causée par différents facteurs. Certains petits magasins d'alimentation font leur 
entrée dans Punivers Scantrack torsque leur volume de ventes devient supérieur a 2 millions de dollars par 
année, ce qui les fait entrer dans la catégorie des supermarchés. Un magasin peut déménager, chager de nom 
ou devenir plus grand. Certains supermarchés peuvent changer de statut et devenir des hypermarchés, des 
magasins-entrepôts ou un autre type de supermarché non traditionnel. En 1979, les 3 800 hypermarehés et 
magasins-entrepôts étaient responsables de 17% des ventes totales des supermarchés. En 1988, leur nombre est 
passé a 9000 et ils étaient responsables de près de 50% des ventes totales (Progressive Grocer 1989). Dans 
certains eas, des supermarchés ou méme des chalnes entléres de supermarchés sont aequis par une autre 
organisation, ce qui influe sur In definition des strates. 

En plus des changements de population, le manque de données ou leur inexactitude peut entrainer le 
remplacement de certaines unites d'Cchantillonnage. Certains supermarchés sélectionnés ne possèdent pas de 
lecteurs optiques ou ont des leeteurs optiques qui ne sont pas compatibles. Si un supermarché ne pout fournir 
los donnCes utiles de façon constante, ii dolt We éliminé de l'échantillon. Dans certains ens, In demande de 
changement de l'échantiflon provient de Ia ehaine elle-même. Occasionnellement, un détaillant peut 
simplement refuser de coopérer. 

Les prineipaux objectifs du système de mise a jour pour l'échantillon Scantrack sont les suivants: 1) maintenir 
l'équilibre géographique de Véchantillon dans le temps, 2) niaintenir in tailie de l'éehantillon dans le temps, 3) 
s'assurer que les principes de léchantillonnage probabiliste sont respectés afin d'éviter que les estimateurs des 
ventes totales ne soient binisés et 4) s'assurer que les changements dans l'échantillon ne faussent pas 
cxcessivement les estimations des tendances annuelles. 

t)équilibre géographique est un autre terme pour Cquilibre socio-éeonomique. Comme différents quartiers ont 
différentes habitudes de consommation, l'équilibre géographique est important pour que le plan 
d'échantillonnage soit efficace (i.e.: faible variabilité de Péchantillon) pour un grand nombre d'artieles. De plus, 
les clients considèrent que Pequilibre géographique est un facteur important pour un échantillonnage adéquat. 

La diminution de Ia taille d'un éehantillon fait augmenter l'erreur-type des estimateurs tandis que son 
augmentation aecroit le coOt du sondage. Les deux situations sont a éviter. De plus, les contrats passes avec 
los organisations indiquent la tailie des échantillons et les paiements et tout changement doit être renégocié. 
Cette situation est aussi a éviter. 

Toutes les applications utilisant les données Seantrack requièrent des estimateurs efficaces et non biaisés des 
ventes totales. Les fabricants et les commercants utilisent ces données tous les jours pour prendre des 
decisions: quelle quantité de produits faut-il fabriquer, queue quantité faut-il distribuer, queue quantité garder 
en stock, comment organiser les étalages, etc. 

Les clients ont également besoin d'estimations fiables sur les tendances annuelies pour Ia gestion de leurs 
affaires. Ces données permettent aux fabricants d'évaiuer Ia sante de leur entreprise. II est profitable, A Ia 
fois pour le commerçant et pour le fabricant de connaitre le rendement a long terme de toutes Ies marques 
importantes dans toutes les categories de produits. 

Le système de mise a jour élaboré pour remplir ces objectifs est décrit au chapitre 4. Mais, d'abord, un nouveau 
plan de repartition géographique est décrit au chapitre 3. 

3. VALEURS DE PEANO 

La valeur de Peano est un paramètre qui permet de définir une certaine courbe do remplissage fractale. Cette 

valeur établit une transformation de R2  dans R 1  de sorte que les points dans R ou les objets dans l'espace soient 
arranges dans un ordre unique (ordre de Peano) sur une liste. Dans la présente application, les objets sont les 

unites d'échantillonnage et l'espace R2  est représenté par le système de coordonnées géographiques de la terre. 

La valeur de Peano est obtenue par entrecroissement de nombres binaires (voir Peano (1908), Laurini (1987) et 
Saalfeld, Fiuield, Broorne et Meixier (1988). Soit X = Xk ... X 3  X2  X 1  et Y = Yk ... Y V2  V 1  Ia longitude et 

Ia latitude d'un point arbitraire en format binaire de k chiffres. Alors Ia valeur de Peano correspondante sera 
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ou a l'extérieur de l'éehantillon. Si un système de mise a jour ne respecte pas cette règle, les estimateurs de 
totaux et des autres parametres de Ia population risquent d'être bialsés. Par exemple, considérons deux règles 
qui peuvent être utilisées dans le cas ii) pour l'échantillonnage de nouvelles sociétés crées par transfert. line 
des possibilités est d'inclure les nouvelles sociétés dans l'échantillon si les soclétés méres faisaient partie de 
l'échantillon. Si cc n'est pas le cas, Ia nouvelle société peut faire Pobjet d'un nouvel échantillonnage. Ainsi, Ia 
probabilité de selection des nouvelles sociétés est multiple et peut conduire a une estimation biaisée, a moms 
que des ajustements soient effectués (ces ajustements se rapportent aux régles de multiplicité étudiées par 
Monroe Sirken (1970) et autres). La seconde possibilité est d'inclure les nouvelles sociétés dans léchantillon si 
et uniguement si les sociétés rnères faisaient partie de l'éehantillon. Comme cette seconde règle traite de 
façon symétrique les changements dans l'uivers du sondage qui se produisent dans l'échantillon et a l'extérieur 
de celui-ei, l'estimation du paramétre sondé n'est pas biaisée. 

Pendant l'élaboration d'un système de mise a jour, le statisticien ne doit pas se baser uniquement sur les 
propriétés statistiques des estimateurs, mais aussi sur le coQt, Ia faisabilité et l'acceptation des règles par le 
client. Certaines régles peuvent exiger une collecte de données supplémentaires, entrainant par le fait même 
des coats additionnels qui doivent être calculés des Ia mise sur pied d'un nouveau sondage suecessif. Dans 
certains cas, les données additionnelles doivent être recueillis après La fin de l'étude. Cela peut s'avérer 
difficile, ou ñ tout le moms, peut entrainer des erreurs considérabies qui ne sont pas dues a l'échantillonnage, et 
ainsi risquer d'introduire un biais. Certaines règles peuvent être applicables et peu colteuses, sans toutefois 
satisfaire aux exigences du client ou des utilisateurs des données. 

Le problème de la mise a jour des échantillons n'est pas un problème nouveau; des systèmes de mise a jour des 
échantillons sont utilisés depuis plusieurs années dans plusieurs des enquetes successives de Statistique Canada, 
du United States Bureau of the Census et de Ia A.C. Nielsen Company. Néanmoins, ii existe peu de littérature 
sur le sujet. Pour une breve discussion des problèmes de mise a jour, voir Wolter et coil. (1976) pour le cas ii), 
Hanson (1978) pour le cas iii) et Enrst (1989) pour le cas iv). 

Dans Ia suite du present article, nous étudierons principalement le cas i) o l'étabLissement est a La fois I'unité 
d'échantillonnage et l'unité élémentaire. C'est ce gui se produit dans nos sondages sur les établissements a Ia 
A.C. Nielsen Company. Le chapitre 2 décrit un de nos principaux sondages, Ic sondage Scantrack et les 
problCnies de mise a jour auxquels nous sommes confrontés dans ce sondage. Nous décrirons aussi certains des 
principaux objectifs que nous avions en élaborant un nouveau système de misc a jour pour ce sondage. 

Le nouveau système de mise a jour est base sur un paramètre connu en mathématique corn me les valeurs de 
Peano, qui permettent de créer une courbe de rernplissage fractale. Les valeurs de Peano sont définies dans le 
chapitre trois gui comprend aussi plusieurs graphiques pour faciliter la comprehension. La conclusion est 
donnée au chapitre 4 et comprend Ia description des règles du nouveau système de mise a jour de l'éehantillon. 

2. SONDAGE SCANTRACK 

Les sociétés Nielsen fournissent des données provenant de plusieurs etudes de marché. L'unité d'échantillonnage 
des sondages portant sur les médias, comme le Nielsen Television Index et le Nielsen Station Index, est soit Ic 
logement ou le mCnage. Pour les sondages portant sur l'industrie des biens de consommation comme Ie Nielsen 
Food Index, Le Nielsen Drug Index et le Nielsen Scantrack United States (NSUS), ce sont les magasins qui sont 
les unites d'échantillonnage. Le Single Source service, qui étudie les habitudes de consomrnation en fonction de 
l'écoute de Ia télévision et de La commercialisation des produits se sert du ménage et des magasins comme 
unites d'échantillonnage. Bien que Ia mise a jour de l'échantillon soit importante pour chacune de ces enquêtes, 
Ia présente discussion porte sur l'éehantillon Scantrack de supermarchés a la base du service NSUS. 

L'échantillon Scantrack compte 3 000 supermarchés répartis en 51 strates, 50 pour les grandes villes et une pour 
Ic reste des Etats-Unis. A l'intérieur d'une même strate ou marché, l'échantillon est stratifié a nouveau en 
fonetion des grandes chaines de supermarchés. La base est ordonnée géographiquement et un échantillon 
systématique est choisi a l'intérieur de chaque strate afin de bien reprCsenter La situation socio-économique. 
Cet échantillon est aussi représentatif de l'âge du supermarché, de sa tailLe et des autres facteurs qui influent 
sur les ventes. l3ien qu'un échantillon systématique ordonné géographiquernent soit très simple et direct, le 
choix de Ce plan d'échantillonnage est justifié par des années d'expérience et les résultats d'études empiriques 
portant sur l'essai de divers plans d'échantillonnage dans des conditions réeLles. 

Les supermarchés qui composent L'échantillon Scantrack sont munis de Lecteurs optiques qui lisent les codes a 
barres sur Les emballages au moment de L'achat. Les codes a barres sont appelés codes universels de produits ou 
CUP. Lorsque l'étiquette du produit est Lue, Ia transaction est enregistrée dans l'ordinateur du magasin et le 
prix correspondant au code CUP est enregistré. Chaque semaine, Ic commerce nous indique Ic total des ventes 
et Ic prix de chaque article vendu. Comme le nombre d'articles portant un code CUP peut aller jusqu'à 10 000 
dans un seul supermarché, nous traitons plus de 30 millions d'observations par sernaine. 

En plus des données des lecteurs optiques, nous recueillons les données portant sur Ia commercialisation d'un 
produit, que cc soit des coupons-rabais, la publicité parue dans un journal ou Ia disposition du produit dans Ic 
magasin. Lorsqu'un produit a fait l'objet d'une publicité, Ic type de publicité imprimée utiLisée et l'emplacement 
de l'étalage dans Ic magasin sont aussi connus. 
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Demolition d'un établissement existant. 

Etablissement occupé de façon irrCgulière. 

Changement de configuration d'un établissement, par exemple, sil est divisé en deux ou plusieurs 
ét a bl isse men t s. 

Le cas ii) est beaucoup plus complexe que le cas i) puisque les unites d'échantillonnage sont des groupes d'unités 
élémentaires. Toutes les situations qui se produisent dans le cas i) peuvent aussi se produire dans le cas des 
sociétés constituées d'un seul établissement. Pour les sociétés formées de plusieurs établissements, les 
problèmes suivants s'ajoutent: 

Fusion de deux sociétés pour constituer une nouvelle société. 

Absorption d'une société par une autre. La société absorbante est Ia seule soclété résultante. 

Entreprise conjointe oü deux sociétés collaborent pour former une nouvelle société qui peut être une filiale 
des deux sociétés mères. 

Operation de transfert o une soclété crCe une nouvelle société indépendante. 

Operation de transfert oü une sociétC vend une partie de ses parts a une autre société. 
Les situations qul se produisent dans le cas iii) ressemblent beaucoup a celles qui se produisent dans le cas i): 

• 	Habitation nouvellement construite. 

• 	Habitation qui passe d'urie catégorie non observée a une catégorie observée. 

Habitation gui passe d'urie catégorle observée è une autre catégorie observée. 

• 	Habitation gui passe d'une catégorie observée a une catégorie non observée. 

• 	Changement de fonction, de résidentielle a commerciale. 

• 	Changernent de fonction, de commerciale a résidentielle. 

Dé molition d'habitations existantes. 

Reconfiguration d'édifices existants, par exemple, reconfiguration des appartements dans un petit edifice a 
plusleurs loge ments. 

Enfin, le cas iv) ressemble beaucoup au cas ii) en terrne de composition de Ia population de l'enquête et de Ia 
complexité des changements qui s'y produisent. Les problèmes de rnise a jour sont les suivants: 

Manage, creation d'une nouvelle famille a partir de families entières ou de parties de families. 

Nouveaux membres gui entrent dans une famille existante, ce gui Climine une autre famlile ou partie de 
famille. 

• 	Divorces qui peuvent mener a La creation d'une nouvelle famille a partir d'une famille existante. 

• 	Déménagement des membres d'une famille, soit pour joindre une autre famille ou en créer une nouvelle. 

• 	Naissance de nouveaux membres. 

• 	Déeès d'un membre. 

• 	Dérnénagement d'une familie entière; ii faut alors les retracer et peut-étre modifier les charges de travail 
assignees. 

Pour que l'échantillon reflète blen les changements gui se produisent dans l'univers de l'enquête et par te fait 
même demure représentatif, l'organisation responsable du sondage doit élaborer un système de mise a jour 
explicite. Un système de mise a jour comprend un plan d'échantillonnage et une inéthode de mise a jour de Ia 
base de sondage, possiblernent énoncés, sous la forme de règles simples. Ces règles permettent au statistielen 
de bâtir I'échantillon de facon que La probabilité que chaque unite élémentaire soit incluse dans I'échantillon soit 
connue et différente de zero pour toutes les périodes du sondage successif, ou, si c'est impossible, d'évaluer les 
données du sondage correctement afin d'en arriver a des estimateurs des paramètres d'intérêt non biaisés ou 
consistants. Dans les cas i a iv, 11 est evident gue le système de mise a jour dolt remplir au moiris les quatre 
conditions suivantes: 

Donner aux nouvelles unites élémentaires une probabilité d'inclusion connue et différente de zero. 

Tenir compte des unites élémentaires gui n'existent plus réellement. 

Einpêcher que les unites élémentaires soient incluses plusieurs fois dans l'échantillon; si c'est impossible, Le 
système dolt tenir conipte de Ia situation afin que les ajustements nécessaires puissent être faits au cours 
de L'estimation. 

Mettre la base de sondage a jour afin de faciliter et de contrôler les fonctlons ci-dessus. 

Tous les systèmes de inise a jour doivent respecter Ia règle suivante: le système ou les règLes qui le définissent 
doivent traiter de facon symétrique les changements de l'univers de i'enquête, qu'ils se produisent a L'intérieur 
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MISE A JOUR DES ECHANTILLONS BASEE SUR LES VALEURS DE PEANO 

K.M. Wolter' et R.M. Harter 2  

RÉSUMÉ 

Le present document porte sur Ia mise a jour des échantilloris et des bases utilisés dens les sondages successifs. 
Le système de mise a jour décrit remplit quatre objectifs principaux: 1) maintenir une repartition géographique 
équilibrée de l'échantillon, 2) maintenir constante Ia taille de l'échantillon, 3) maintenir le caractère non blaisé 
de l'estimateur et 4) ernpêcher l'apparition de distorsion dans Pestimation des tendances. Le système est base 
sur les valeurs de Peano qui permettent de créer une courbe de remplissage fractale. L'exemple utilisé pour 
presenter le nouveau système est un sondage a l'échelle nationale portant sur les établissements des Etats-Unis, 
sondage effectué par Ia A.C. Nielsen Company. 

1. INTRODUCTION 

Dans le present document, nous étudierons les sondages successifs et la mise a jour qu'ils exigent. Soit Vt 
l'univers d'un sondage au temps t, t = 0 signifiant le debut d'un nouveau sondage. Supposons aussi qu'un 
échantillon aléatoire d'unités de v a été choisi et qu9l est done possible de construire des estimateurs non 
biaisés (ou du moms consistants) de Ia population totale et des autres paramètres d'intérêt. Cet univers est 
sondé régulièrement dans le temps, afin de determiner le "niveau" de Ia population et de mesurer ses tendances. 
Un panel ou un plan de sondage avec renouvellement est habituellement utilisé a cette fin (voir Rao et Graham 
(1964) et Wolter (1979) et les documents de référence cites par ces auteurs). Dans de telles enquêtes portant 
sur les gens ou les institutions, les deux seuls points d'intérêt dans notre cas, Ia composition de Ia population 
vane avee le temps, en raison des naissances, des décès et des autres changements gui se produisent dans les 
unites d'éehantillonnage. La base de sondage, le plan d'échantillonnage et les méthodes d'observation ou de 
collecte des données doivent étre constants en fonction de tels ehangements; autrement, l'éehantillon devient 
très biaisé et n'est plus représentatif de l'univers de l'enquête. 

Le type de problèmes de mise a jour gui se produisent dans les sondages successifs depend a Ia fois de l'univers 
étudié, du choix de l'unité d'échantillonnage et des interactions entre l'unité d'échantillonnage et les unites 
élémentaires de I'univers du sondage. Nous donnerons un bref résumé des problérnes gui se produisent dans 
quatre cas différents: 

Enquête portant sur les établissements; unite d'échantillonnage: l'établissement. 
Enquête portant sur les établissements; unite d'échantillonnage: société ou autre regroupement 
similaire d'Ctablissements. 
Enquete portant sun les gens ou les ménages; unite d'éehantillonnage: adresse ou logement. 
Enquête sur les gens ou les ménages; unite d'échantillonnage: le ménage ou Ia famille. 

Dans le cadre de ce texte. les mots "établissement" et "société" sont utilisés dens leur sens général. Un 
établissement peut être un commerce de detail, une usine de fabrication, une école, un hôpital, un terrain de 
golf ou toute autre entité loealisée, tandis que La soeiété est l'entité légale propriétaire du commerce, ou de Ia 
commission scolaire et ainsi de suite. Dans certains cas, l'établissement et la société sont une seule et rnême 
chose, par exemple, dans le cas dun magasin d'alimentation indépendant. 

Dans le cas i), l'univers de l'enquête peut varier corn me suit: 

Etablissement nouvellement construit. 
• 	Etablissement gui passe d'une eatégorie non observée a une catégorie observée. 

Etablissement qul passe d'une catégorie observée a une autre catégorie observée. 

• 	Etablissement qui passe d'une catégorie observée a une catégorie non observée. 
• 	Changement de fonction d'un edifice, d'une fonction résidentielle a une fonction commerciale. 
• 	Changement de fonction d'un edifice, d'une fonction corn merciale a une fonction résidentielle. 

1 	Kirk M. Wolter, Vice President, A.C. Nielsen, Northbrook, Illinois, 60062 
Rachel M. Harter, A.C. Nielsen, Northbrook, Illinois, 60062 
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Les échantillons symétriques périodiques (hebdomadaires, mensuels ou trimestriels) sont peut-être les plus 
simples et los meilleurs, mais l'utilisation d'une méthodologie autre peut être tolérée et même compensée au 
moyen de facteurs de pondération. En outre, ii est possible, au besoin, d'ajouter des variables au contenu de 
base des enquétes. 

l3ien que l'accent alt été mis sur les deux extremes (enquetes ponctuelles pour l'actualité des données et cumuls 
complets pour tout l'intervalle (dix ans?) pour los petits domaines), ii serait souvent souhaitable et faisable do 
procéder a des cumuls intermédiaires pour les domaines majeurs (provinces?) et les domaines mineurs 
(districts?). II convient ici de préciser que lorsqu'il était question, iinplicitement ou explicitemont, d'un 
recensement integral complet, ii pouvait égalernent s'agir a Ia base de fractions élevées (10%) étant donné que 
le recensement eouvrait tout l'intervnlle, particulièrement là oO des recensements décennaux sont également 
réalisés. De méme, le terme "population" utilisé dans Ia definition peut de toute evidence englober plusieurs 
populations de méme qu'un compte national de personnes. 

Ii faudrait examiner en bloc Ia taille et le facteur de pondération des échantillons périodiques; de plus, la plus 
grande souplesse est recommandée. Des travaux de recherche méthodologique peuvent Ctre d'une grande 
utilité. Actuellement, nous supposons quo los fractions de sondage sont identiques pour toutes los périodes et 
que seuls les facteurs de pondération de chacune des dix années sont différents, de sorte que le facteur de 
pondération total se chiffre a 10 pour La période de dix ans. Dans le cas de l'échantillon national et de variables 
très fluctuantes (par exemple, les maladies infectieuses), la dernièr' année peut porter le facteur de 
pondération complet de 10. Au contraire, pour les populations totales des petits domaines, chacune des dix 
années peut porter un facteur do pondération de 1. Cependant, pour de nombreuses variables et pour les grands 
domaines, il pout être préférable d'utiliser une moyenne mobile intermédiaire plutôt que l'un ou l'autre de ces 
extremes [par exemple (100, 90, 80, 65, 50, 40, 30, 20, iS, 10)150]. 

J'aimernis terminer par une citation (Kish, 1986) ayant trait aux échantillons successifs et a d'autres enquêtes-
échantillon périodiques (ou répétées), "Cinquièmement, La stratégie statistique devrait supposer une declaration 
moms fréquente, surtout pour les domaines petits mais non négligeables. II arrive trop souvent que de tels 
domaines ne fassent pas l'objet d'enquêtes, ou que celles-ci comportent do trop grandes erreurs ou qu'elles 
soient trop coUteuses, ou les deux a Ia fois. Citons corn me exemple les vastes regions peu peuplées de nombreux 
pays et pour lesquelles los autorités provinciales exigent des rapports distincts. Entre autres exemples, notons 
également les groupes démographiques, ethniques, professionnels, etc. pour lesquels il faut des données 
distinctes. Plutôt que de perpCtuer La pratique rigide habituetle qui prévaut actuellement, ii serait préférable 
d'accroitre Ia fréquence de declaration pour ces petits domaines, d'établir un plan de sondage pour des périodes 
plus longues et do procéder au cumul des échantillons. Les tableaux présentant les statistiques ainsi obtenues 
devraient indiquer les différents plans de sondage utilisés." 
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Les échantillons suceessifs présentent aussi un problème, moms grave bien quennuyeux, attribuable aux 
déplacements (des personnes, des ménages, etc.), de sorte que les mêmes unites peuvetit se trouver dans deux ou 
rnême p1useurs éehantillons périodiques. Le choix arbitraire d'une date du recensement a pour effet d'annuler 
l'incidence tie ces déplacements, bien que l'application tie cette méthode soit coQteuse, arbitraire et erronée. 
De tels déplacements se produisent aussi dans le cadre d'enquêtes ponctuelles. us Se compteront toutefois par 
milliers dens les échantillons successifs cumulés. Cependant, pour ce qui est de Ia selection aléatoire de 
segments de regions pour établir des échantillons probabilistes, les déplacements ne causent aucun biais. Nous 
avons seulement besoin de comprendre et d'expliquer. 

Les problèmes de eoflts lies a un recensement complet avec échantillons successifs semblent énormes en regard 
des coQts de Ia plupart des enquêtes périodiques. L'écart est cependant moms marqué dans les petits pays parce 
que les fractions de sondage y sont plus élevées. Par exemple, une enquete mensuelle sur Ia population active 
menée auprès tie 80,000 ménages exige une fraction tie sondage tie seulement 1/1000 dans un grand pays 
comptant 80 millions tie ménages alors que cette derniêre s'élève a 1/100 dans un pays comprenant 8 millions de 
ménages; ces échantillons s'additionneraient sans ehevauchement de facon a produire un recensement complet a 
l'issue des 120 mois tie Ia période de dix ens. Nous aborderons bientôt Ia question des chevauchements. En 
outre, le coOt par interview dans le cas des échantillons successifs est nécessairement plus élevé que celui des 
échantillons actuels qui sont confines aux regions primaires d'échantillonnage. Cependant, les coflts tie 
déplacement seraient loin d'augmenter autant que ce que laisserait supposer Ia presence de petites regions 
dUPE sur les cartes du territoire national. Dens chaque pays, la majorité des unites de l'échantillon et de Ia 
population sont concentrées dans un nombre relativement petit de "regions autoreprésentatives". 

Cependant, pour calculer les coOts légitimes, nous devons additionner les coOts des enquêtes sur Ia population 
active et ceux des recensements décenriaux et peut- être quiquennaux, puisque les échantillons successifs sont 
censés faire le travail des deux. Ii est peut-être vrai que les employés affectés au recensement sont d'ordinaire 
peu rémunérés, mais les coOts de recrutement et tie formation pour seulement quelques jours de travail peuvent 
être relativement élevés. 

Le problème tie Ia qualitC tie la couverture tie certains recensements comparativernent a celte des enquêtes-
échantillon, comme il en a déjà été fait mention, est trop technique et trop précis pour n'être traité que 
briCvement ici. II est probable que ties efforts spéciaux permettraient ti'améliorer la couverture ties enquetes-
échantillon. Par exemple, le USCB s'efforce de verifier et d'améliorer le recensement tie 1990 a l'aide dune 
enquête-échantillon spéciale auprès tie 150,000 ménages. 

Dans le cadre des enquêtes périodiques sur la population active et tie certaines autres enquetes, on a souvent 
recours a des chevauchements considérables pour deux principales raisons. La raison la plus importante est Ia 
moms souvent mentionnée le coOt des interviews tardives est moms élevé que celui des premieres interviews, 
surtout lorsqu'elles ont lieu par téléphone. Bien que cet écart ne soit pas très élevé, ii demande consideration 
lors de comparaisons. Les raisons les mieux connues sont celles qui s'expriment a l'aide de formules de 
correlations entre les plans de réinterviews; ces dernières réduisent légèrement les variances dans le cas des 
estimations courantes, et davantage lorsqu'il s'agit de l'estimation des variations nettes (ou macro-variations) 
entre les périodes. Toutefois, ces correlations sont faibles pour de nombreuscs variables d'enquete, comme les 
mesures du chOmage. Elles sont davantage affaiblies per les erreurs tie réponse et par les taux mobiles qui 
approehent tie 0.2 entre les années. 

Ainsi, les correlations sont plus faibles lorsque Ic chevauchement implique ties segments plutôt que des 
personnes; mais tie tels chevauchements sont plus faciles a manier, moms coOteux et libres des biais 
attribuables aux panels tie personnes. En revanehe, un panel tie personnes se tratiuirait par des correlations plus 
élevées et permettrait aussi l'analyse des variations individuelles, e'est-à- dire les m icro-variat ions ou 
variations brutes. En raison tie cette contradiction, certaines eriquetes ont fait les tieux couvrir les mêmes 
segments et suivre aussi les personnes qui se déplacent pour maintenir les panels. 

La taille et Ia nature du chevauchement des échantillons commandent Ia rCalisation d'études techniques; ces 
etudes devraiertt être a usages multiples parce que les correlations varieront grandement d'une variable a 
l'autre. Le conseil que je formule ici sans facon a trait aux chevauchements qui représenteraient le tiers ou 
moms de La portion cumulée sans chevauchement. De plus, le chevauchement pourrait représenter un panel tie 
personnes suivies pendant de nombreuses périodes, perrnettant ainsi une analyse dynamique des variations 
individuelles, qu'il est actuellernent impossible de faire a partir des enquêtes sur Ia population active. Les 
chevauchements s'étendant sur de nombreuses périodes rCduiraient les écarts entre les variations nettes pour 
toutes les paires tie périodes. Je propose d'attribuer le nom tie "plans a panel fractionné" (PPF) A tie tels plans 
tie sondage [Kish, 1982, 1986, 19871. 

Le plan de base met en jeu F sontiages périodiques permettant d'établir des estimations fréquerites de Ia 
population (hebdomatiaires, mensuelles ou annuelles) et comporte le cumul, pour l'ensemble tie l'intervalle, des F 
échantillons a l'origine des estimations pour les petits domaines. Cette definition peut laisser une grande 
liberté d'action. Voici maintenant quelques exemples. D'abord, ii est possible d'établir tie meilleures 
estimations pour les domaines (provinces) a l'aide tie fractions tie sondage plus élevées et tie cumuls sétendant 
sur de plus tongues périodes. Avec des estimations trimestrielles plutOt que mensuelles et des taux tie sondage 
triples, Ia taille tie I'échantillon initial serait niultipliée par un facteur de 9, par exemple. 
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Intervalles frequents (hebdomadaires, annuels). Aujourd'hui, La publicité favorise les comptes détaillés de la 
population pour les regions administratives, mais les données détaillées pour d'autres clomaines, pour des 
"domaines de recoupement" (comme l'âge et les classes sociales) peuvent se révéler tout aussi Importantes a 
long terme. 

Nous devons mentionner en premier lieu les recensements décennaux de Ia population, des logements, de 
l'agriculture, de l'industrie et autres, que l'humanité a étendu sur toute to surface de Ia terre au cours des deux 
derniers siècles, et surtout au cours des deux dernières décennies, avec l'aide des Nations Unies. Outre les 
données détaillées relatives aux petits domaines, les recensements peuvent aussi parfois permettre d'obtenir une 
meilleure couverture en raison de la publicité concentrée et du "rituel" national entourant la tenue des 
recensernents. Le recensement chinois de 1982 constitue un bon exemple. La concentration des efforts 
déployés dans le cadre d'un recensement peut également se traduire par des coits unitaires inféricurs a ceux des 
enquêtes; cependant, le recensement des Etats-Unis de 1990, gui nécessitera un financement de 2.6 milliards de 
dollars, cofttera $10 par habitant ou $30 par ménage. Toutefois, l'utilisation d'échantillons successifs est 
proposée ici surtout parce que les données des recensements décennaux ne sont pas assez actuelles entre la 
collecte et l'utilisation des données, il s'écoule généralement une période de 1 a 14 ans. [Kish, 19811. 

II a aussi été propose d'accroitre Ia fréquenee des recensements, c'est-à-dire de réaliser un recensement tous les 
cinq ans ou chaque année. Cependant, les recensements quinquennaux ne seraient pas assez frequents et les 
recensements annuels seraient trop coftteux. La réalisation de recensements-échantillon de 1% ou 10% de Is 
population a été proposée, mais L'échantillon serait trop petit dans le premier cas et les coats seraient trop 
élevés dans le deuxième. Dans au moms deux pays, des recensements quinquennaux de 10% de La population ont 
été réalisés pour Ia moitié des coüts d'un recensement complet; de plus, dans un des cas, on a observe une 
diminution de la couverture. Le micro-recensernent de 1% de Ia population en Allemagne de l'Ouest et les 
échantillons 1/2000 de la Chine fournissent certaines données annuelles. Le Canada a réalisé un recensement de 
10% de La population en 1985. Je doute que ces efforts permettront de répondre en général, aux besoins en 
données tant actuelles que détaillées. Pour paraphraser une parole de Lincoln "On ne peut pas recueillir des 
données auprès de tout le monde, tout le temps." 

Cette phrase nous amène a examiner le recours aux registres et dossiers administratifs comme méthode de 
collecte de données a Ia fois actuelles et dCtaillées. Corn me exemples frappants, mentionnons les registres de 
La population des pays nordiques La Suede, Ia Norvège, le Danemark et Ia Finlande, et peut-être quelques 
autres pays. Dans certains cas, us ont remplacé les données de recensement par des données tirécs de registres, 
ou us sont susceptibles de le faire. L'intégralité de ces données depend de Ia collaboration, de La motivation et 
de l'alphabétisation. Dans d'autres cas, la couverture, Ia qualité et Ia mise a jour des registres sont loin d'être 
adéquates. Je prévois un accroissement de leur gualité, de leur portée et de Leur utilisation, mais je ne crois 
pas que ces registres remplaceront les recensements ni bientôt ni complCtement, parce que leur contenu est 
susceptible de se limiter a quelques variables de base, trop peu nombreuses pour répondre aux besoins 
d'aujourd'hui en données du recensement. Pour paraphraser encore une fois une parole de Lincoln : "On ne peut 
pas recueillir des donnCes auprès de tout Le monde, tout le temps, sur tous Les sujets." 

Qu'en est-il de l'estimateur synthétique et de l'estimateur de La méthode iterative du quotient gui fourniraient 
des estimations actuelles et détaillées fondées sur des données de recensement, plus les registres et les 
enquêtes? Je suis optimiste quant aux progrès que ces méthodes réaliseront, niais je ne crois pas qu'elles en 
viennent a remplacer Ia collecte de données au moyen de recensements ou d'échantilLons successifs. 

Nous devons maintenant discuter de trois problèmes soulevés par les échantillons successlfs cumulés 	leurs 
coftts, leur couverture et leurs bases sur lesquelles les moyennes de populations en mutation sont calculées. Ces 
moyennes doivent avoir trait tant aux variations démographiques dans le temps qutaux  variations individuelles 
dans l'espace. 

Pour faire la moyenne des variations dans Le temps, II faut surmonter des blocages psychologiques issus de La 
tradition et de Ia pratique concernant les recensements et les enquêtes. J'ai déployé beaucoup d'efforts pour 
surmonter ces blocages en invoquant des arguments fondés sur L'inférence et la philosophie statistiques; de plus, 
nous avons besoin d'un plus grand nombre de travaux théoriques, méthodologiques et ernpiriques. Le cumul 
d'enquêtes répétées pendant un intervalle de temps complet peut se traduire par une ineilleure inference 
statistique qu'une seule enquête ponctuelle. La selection aléatoire de segments de temps dans un intervalle 
entier permet, grace a une inference statistique a partir de l'échantillon, d'arriver a une tendance moyenne pour 
I'intervalle. Au contraire, l'inférence a partir du segment de temps "typique" d'une enquéte ponctuelle afin 
d'obtenir des données pour tout l'intervalle exige Ic recours a des jugements de valeur, a des hypotheses et a des 
modéles en ce qui concerne to nature de to variation, ou du manque de variation, pour I'intervalle entier. Le 
choix d'un seul segment de temps s'accompagne des risques de variations saisonnières, cycliques, séculaires et 
ponctuelies, connues ou non. Le cumul d'enquêtes répCtées repose sur Ia moyenne des variations observées lors 
des enquêtes rCpétées [Kish, 1965, 12.51)]. Sur le plan statistique et méthodologique, l'échantillonnage et le 
cumul dans Le temps devraient être préférables a l'acceptation d'une pCriode "typique" choisie arbitrairement. 
IL est paradoxal que le choix arbitraire soit encore accepté et pratiqué lorsqu'il s'agit de l'aspect temporel, alors 
que nous refusons de tolérer le choix arbitraire des segments spatiaux dans le cadre d'échantillonnage 
probabiliste [Kish, 1979, 1981, 1983, 19861. 
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CARACTRIST1QUES ET PROBLEMES PROPRES AUX 1CHANT1LLONS SUCCESSIPS 

L. Kish' 

Je vous suis reconnaissant de me donner ainsi l'occasion d'expliquer les principales caractéristiques des 
échantillons successifs, ainsi que les utilisations que l'on peut en faire. D'abord, permettez-moi d'ébaucher une 
definition de la notion d'échantillons successifs. 11 s'agit d'un plan de sondage combine (corn mun) comportant F 
éehantillons périodiques, chacun d'entre eux étant un échantillon aléatoire de l'ensemble de la population, conu 
de telle sorte que le eumul des F périodes se traduit par un recensement détaillé de Ia population entiêre; de 
plus, le cumul de périodes intermédiaires devrait permettre l'obtention de renseignements détaillés pour une a F 
périodes. Nous pouvons évaluer l'exaetitude de cette definition en examinant des exemples et des contre-
exemples. Nous examinerons également [es variations possibles pouvant répondre a la definition et les besoins 
contradictoires que les échantillons successifs peuvent viser a satisfaire. 

lmaginez des éehantillons nationaux hebdomadaires, chacun d'entre eux étant établi selon un taux 
d'échantillonnage équiprobable de 1/520, eonçus de telle façon que l'ensemble de Ia population ait été 
échantillonnée au bout de 520 semaines et que le cumul se traduise en moyenne par un recensement complet de 
la population pour la période de dix ans. Pour chaque année, on obtiendrait des échantillons nationaux et beaux 
dont be taux d'échantillonnage serait de 52/520, soit 1/10. Le plan de sondage combinerait des échantillons 
nationaux hebdomadaires avec en moyenne un recensement décennal complet, et avee des recensements-
échantillon de 10% de la population chaque année. 

J'utilise be eonditionnel parce que le plan de sondage en question n'existe encore nulle part, pour autant que je 
sache. J'ose inventer cette definition, étant donné que je I'ai utilisée pour Ia premiere fois en 1981 dans un 
rapport publié destine a un comité du Congrès américain [Kish, 19811. J'ai déjà décrit de tels plans dans un 
document intitulé "Rotating samples instead of censuses" (Echantillons avec renouvellement au lieu de 
reeensements)[Kish, 19791. he terme "échantillons avec renouvellement" a cependant suscité des objections 
paree qu'il entrainait une certaine confusion avec les échantillons a chevauchements partiels qui sont largement 
utilisés dans le cadre des enquêtes sur Ia population active. En inventant le terme "Cchantillons suecessifs", je 
veux éviter une confusion inutile avec d'autres plans de sondage. En attribuant un nom descriptif a mes 
mCthodes, j'espère également favoriser une meilleure comprehension. L'utilisation de norns descriptifs permet 
d'éviter que les méthodes soient désignées par le nom de leur auteur, pratique agacante qui entraine un 
antagonisme inutile au sujet des priorités. 

Les enquêtes sur La population active qui sont réalisées actuellement, telles que Ia CPS aux Etats-Unis et 1'EPA 
au Canada, different grandement des enquêtes mettant en jeu des échantillons successifs. Premièrement, les 
enquêtes sur Ia population active comportent généralement un nombre considerable de chevauchernents, ce gui 
entrave et retarde le cumul des périodes. Deuxièmernent, elles sont menées uniquement dans les regions 
prirnaires d'Cchantilbonnage, de sorte que le cumul des données ne permet pas de couvrir l'ensemble du territoire 
national. Troisièmement, La taille des éehantillons peut ne pas être assez grande pour permettre d'arriver par 
eumul a un recensement complet. QuatriCmetnent, les méthodes utilisées ont tendanee a se traduire par une 
couverture moms complete que celle du recensement. 

Les échantilbons sans chevauchement sont parfois appelés sondages "échelonnés" et servent a cumuler des 
données ayant trait a de courtes périodes de rappel. Dans des pays en voie de développement, us ont servi a 
recueillir ds données démographiques, comme les taux de natalité et de mortalité. Les 52 éehantillons 
hebdomadaires sans chevauchernent de 1000 ménages établis dans le cadre de la HIS du NC US peuvent 
constituer un bon exemple. Cependant, ces éehantillons sont également trop petits et trop confines aux IJPE 
pour être considérés corn me des échantilbons successifs qui se traduiraient par un recensement national détaillé. 

A Ia reunion de Ia ASA tenue en aoOt 1989, une méthode consistant a alterner les années de recensement 
complet dans les Etats a été proposée sous Ia fausse appellation d"échantillons successifs". J'ai demandé aux 
auteurs d'éviter cette confusion inutile. En outre, je crois que cette idéea peu de chances de succès. Cette 
méthode reviendrait a confondre les variations annuelles et les variations d'un Etat a l'autre, ce qui entrainerait 
une confusion des comparaisons temporelles et spatiales. Elle irait ainsi dans le sens contraire des efforts de 
l'ONU en vue d'établir des dates de collecte décennale. Nous pouvons arréter là les critiques, mais retenez 
uniquement qu'il s'agit d'un contre-exemple au sujet des échantillons successifs. 

Nous devons maintenant examiner très brièvernent les principaux moyens autres que les échantillons successifs 
pour obtenir des renseignements dCtaillés relatifs aux petits domaines, qui est I'un des principaux objectifs du 
cumul d'échantillons suecessifs, l'autre étant de fournir des estimations globales de Ia population a des 
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8 1 = 8 11 + 812 =Oil + 8 21 

(ij) sont les estimations découlant de Ia reinterview et P(ij), les estimations découlant des interviews 
rCalisés aux deux périodes. 

Dans Ia construction de l'estimateur, les résultats de Ia reinterview ne servent qu'à estimer le paramètre de 
l'erreur de mesure. En fait, ces résultats pourraient être utilisés dans une méthode des moindres carrés 
géneralkés pour améliorer les valeurs estimées de P(11), P(1.) et P(.1). En supposant qu'il en eoQte Ia même 
chose pour chaque interview, nous pouvons montrer qu'environ le quart des ressources devraient être eonsacrées 
a Ia reinterview. Le tableau 6 indique l'efficacité des estimateurs redresses en fonction de l'erreur de mesure 
par rapport aux estimateurs directs blaisés. 

Tableau 6. 	Efficacité relative des estimateurs redresses en 
fonet ion de l'erreur de mesure 

Taille de l'échantillon (n) 
500 	1 000 	5 000 	10 000 

QM (direct)/EQM (erreur 
Ic mesure) 	 0.87 	1.13 	3.22 	5.84 

Pour de petits échantillons, l'erreur quadratique moyenne est moms Clevée dens le cas de l'estimateur direct 
parce que la variance de cet estimateur est moms élevée. Rappelons-nous que seulement les trois quarts des 
observations nous renseignent sur P(EE) = P(11). Toutefois, pour des échantillons dont Ia taille est supérieure 
è 750, le carré du biais de l'estimateur direct représente Ia très grande partie de l'erreur quadratique moyenne 
de cet estimateur, laquelle est plus élevée que celle de l'estimateur redressé en fonction de I'erreur de mesure. 
Ce court exemple illustre bien l'efficacité des plans de sondage qui permetterit d'estimer les paramètres du 
processus d'erreur de mesure. 
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a est le paramétre du mécanisme de réponse. Selon ce modèle, l'espérance de Ia proportion de chômeurs a 
n'importe queue période est égale a Ia proportion réelle. Un estimateur convergent de P(EE) selon le modèle de 
Chua-Fuller est 

EE 	L E 	- (1 - )J} 

ou P(EE), P( E.) et P( . E) sont les estimateurs directs et a est un para metre du mécanisme de réponse. Voir 
aussi Battese et Fuller (1973). Compte tenu des résultats de Ia reinterview, une valeur a = 0.10 n'est pas 
exagérée. Par consequent, nous avons 

EE = ( 0.90)2{0.91 - 0.93(0.94)(0.19)} 

= 0.9184. 

Le tableau des proportions corrigées en fonction de l'erreur de réponse est 

	

(0.9184 	0.0116 

	

0.0216 	0.0484 

Dans cet exemple, le biais de Pestimateur direct de P(EE) est 0.0084. Chua et Fuller estirnent le même biais a 
0.0168 dans le tableau de contingence qui comprend aussi les inactifs. Dans le tableau 5, nous comparons des 
méthodes d'estimation pour P(EE). Nous supposons un échantillon de 40 000 unites. Les trois méthodes de Ia 
portion gauche du tableau sont celles du tableau 3. Les trois autres représentent les estimateurs redresses en 
fonction du bials dO a l'erreur de mesure. Dans le caleul de Ia variance, on suppose que a a une erreur type de 
0.01. La correction effectuée pour tenir compte du blais dO a l'erreur de rnesure ne modifie pas les estimateurs 
de P(E.) et de P(.E). Dans eel exemple, le carré du biais de Pestimateur ordinaire de P(EE) équivaut a environ 
neuf fois Ia variance de l'estimateur par les moindres carrés généralisés. Le bials dO a l'erreur de mesure 
explique done en trés grande partie Perreur quadratique moyenne de l'estimateur de P(EE). 

Tableau 5. 	Erreur quadratique moyenne de divers estimateurs pour un échantillon de 
10 000 unites a chaque période et un taux de ehevauchement de 50 % (erreur 
quadratique moyenne de I'estimateur par les MCG redressé en fonetion de 
l'erreur de mesure = 100). 

Méthode d'estimation 

Ordinaire Erreur de mesure 
Paramètre MCG avee MCG avec 

Simple contrainte MCG Simple contrainte MCG 

'E. ill. 111 100 111 111 100 

E 101 100 111 101 100 

EE 	1 
1071 967 961 250 106 100 

Ces résultats ont des consequences importantes pour ce qui a trait a Ia conception du plan de sondage. Afin 
d'illustrer cela, revenons au probléme de La variation brute. Supposons que nous voulions estimer la probabilité 
qu'une personne appartienne a Ia catégorie des personnes avec emplol pendant deux périodes données, P(EE). 
Nous supposons qu'il est possible de réaliser des réinterviews indépendantes aux deux périodes et que les 
interviews réalisées a deux périodes queleonques sont indépendantes. Nous supposons aussi qu'il n'y a que deux 
scenarios d'interview possible 

Interview et reinterview a I'une des deux périodes. 
Interview it la période 1 et interview a la période 2. 

Enfin, nous supposons que l'erreur de réponse est non biaisCe et qu'un modèle a deux categories (personnes avee 
emploi et ehômeurs) est approprié dans les circonstanees. Nous supposons aussi que Ia probabilité qu'une 
réponse soit exacte depend uniquement de la catégorie a laquelle appartient le répondant dans Ia période 
courante. 

Soient les probabilités de réponse définies en fonction de a et soit 

y = (1 - a) -2  

Désignons par 0(u) l'élérnent ij de La matrice de probabilitCs 2 x 2 observée par suite de Ia reinterview. Par 
consequent, o(ij) est la probabilité qu'une personne réponde I a l'interview et j a la reinterview. Pour ce 
modCle simple, il existe des formules explicites pour les estirnateurs. Ainsi, 
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Les autres chiffres du tableau sont essentiellement des estimations obtenues par les moindres carrés, qui 
satisfont les six totaux de contrôle. Au cours du processus d'estimation, on a da parfois recourir a des méthodes 
d'imputation, par exemple lorsqu'un changement observe dans les données des segments ne se reflétait pas dana 
les données des points d'observation. 

Tableau 4. Illustration de Ia méthode d'estimation 

1987 

1982 Terrain Terrain 
labourable Autres urhain Routes TOTAL 

Terrain labourable 26,243 179 13 6 26,441 
Autres 771 7,114 6 2 7,893 
Terrain urbain 0 0 623 0 623 
Routes 17 4 0 1,038 1,059 
TOTAL pour 1987 27,031 7,297 642 1,046 36,016 

Le plan de l'enquete s'est traduit par des variances élevées pour les estimations direetes de Ia variation de 
superficie dans le eas des modes d'utilisation du sol relativenient moms importants comme le terrain urbain, le 
terrain labourable et les petites nappes d'eau. On s'est done servi d'une méthode d'estlmation pour 
petites regions pour établir des estimations de variation de superficie pour les zones principales de sols 
comprises dans les limites d'un comté (MLRAC). A cette fin, on a utilisé un programme d'ordinateur élaboré a 
I'Université Iowa State. Fuller (1986) expose Ia théorie qul est a Ia base de Ia méthode d'estimation pour 
petites regions. I.e programme d'ordinateur a permis d'étabtir des estimations de Ia variation de superficie pour 
cinq modes d'utilisatlon du sol secondaires pour chacune des 5 500 MLRAC. II s'agit là essentiellement d'une 
operation de repartition en ce sens que Ia somme des estimations pour les MLRAC équivaut a l'estimation 
globale pour l'Etat. Par ailleurs, on a établi des estimations pour lea éléments du tableau 4 (élargi a 14 modes 
dutilisation du sol) pour chaque MLRAC. A cette occasion, les estimations régionales pour les MLRAC, lea 
estimations de Ia superficie représentée par les routes et les estimations de Ia superficie totale de terrain 
labourable pour l'Etat ont servi de totaux de contrôle. Le processus d'estimation s'est terminé par Ia 
pondération des données des points d'observation de manière I obtenir les estimations du tableau 4 pour chaque 
MLRAC. 

En résumé, le processus d'estimation aboutit I une sCrie de données de totalisation qui se rapportent I des 
points d'observation et qui permettent d'estimer tous les éléments d'un tableau I double entrée décrivant, pour 
nimporte quelle region identifiable, l'évolution de Ia superficie associée it divers modes d'utilisation du sol pour 
La période 1982-1987. Les estimations ainsi obtenues concordent avec les estimations établies antérieurement I 
['échelle de PEtat pour les principaux modes d'utilisation du sol et concordent aussi avec les données provenant 
de sources autres que les points d'observation. 

En règle générate, l'échantillon de totalisation ne produit pas de bonnes estimations de La variance même si lea 
segments et les strates sont bien identifies dans Ia séric de données. A cause du contrôle qui a etC exercé sur 
l'échantillon de 1982, les données des points dobservation relatives aux principaux modes d'utilisation du sol, 
comme Le terrain labourable, produiront des estimations de La variance trop élevCes. 

5. ERREUR DE MESURE 

L'erreur de mesure peut avoir une incidence notable sur l'analyse des données dans le temps. Cette incidence 
peut être modérée dans le cas de moyennes observCes périodiquement mais peut aussi être très appreciable dans 
le cas de l'estimation de Ia variation brute ou de I'estiniation par regression. 

Pour montrer jusqu'I quel point l'erreur de mesure peut biaiser les estimateurs de La variation brute, nous allons 
reprendre l'exemple du tableau 1. Chua et Fuller (1987) montrent que les proportions estimées qui figurent dans 
les cases du tableau a double entrée seront fortement biaisCes si les données sont reeueillies au moyen de Ia 
méthode utilisée par le U.S. Bureau of the Census. Voir aussi I ce sujet Abowd et Zellner (1985) et Poterba et 
Summers (1985). Le modèle de Chua-FulIer suppose que les erreurs de réponse aux deux périodes sont 
indépendantes. 11 suppose aussi que, pour chaque période, 

P (rCponse = El situation rCelle = E) = I - a + OPE I 

P (réponse = Ulsituation rCelle = E) = aPe ,  

P (réponse = Ulsituation réelle = U) = 1 - a + cLPU 

P (réponse = Elsituation réetle = U) = aP E  
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L'estimateur que nous venons de décrire sera efficace dans Ia plupart des circonstances. Cependant, it se peut 
qu'il produise des valeurs estimées negatives pour des quantités réputées non negatives paree qu'il est Iinéaire et 
que certains poids peuvent être négatifs. Des méthodes ont été mises au point pour corriger cette lacune. Voir 
1-luang et Fuller (1978). 

4. INVENTAJRE DES RESSOURCES NATIONALES DES E.-u. 
Le Iowa State Statistical Laboratory collaboreavec le U.S. Soil Conservation Service a Ia réalisation dune 
enquête d'envergure sur l'utilisation du sol aux Etats-Unis. Des enquêtes ont déjà eu lieu en 1958, 1967, 1975, 
1977, 1982 et 1987. On en prévoit une autre en 1992. 

Cette enquete permet de recueillir des données sur Ia nature et l'utilisation du sol, le couvert végétal, Ia 
possibilité de transformer des terres qui ne servent pas actuellernent a Ia culture en terres labourables, Pérosion 
hydrique et les méthodes de conservation. La collecte des données est confiée a des employés du U.S. Soil 
Conservation Service tandis que I'université Iowa State s'occupe de l'élaborat ion du plan de sondage et de 
l'estimat ion. 

L'échantillon est un échantillon stratifié des terres non fédérales de 49 Etats (l'Alaska étant exelu) et de 
Porto Rico. Les unites d'éehantillonnage sont des portions do terrain appelées segments. La superficie de ces 
segments vane de 40 a 640 acres. Des données sont recueillies pour tout le segment en Ce qui concerne des 
aspects corn me le sol urbain et les plans d'eau. En revanche, des données détaillées sur Ia nature et l'utilisation 
du sol sont recueillies a certains endroits dans le segment, ehoisis aléatoirement. En règle générale, on compte 
trois points d'observation par segment; les segments de 40 acres n'en comptent que deux et les segments des 
échantillons de deux Etats n'en comptent qu'un. Certaines données, comme Ia superficie totale et Ia superficie 
représentée par les routes, sont recueillies au moyen d'un recensement qui n'a rien a voir avec l'enquète 
précitée. 

En 1982, l'éehantillon comprenait environ 350 000 segments et près d'un million de points d'observation. En 
1987, it comptait environ 100 000 segments, dont La majeure partie provenait de l'échantillon de 1982. 
Néanmoins, environ 1 500 nouveaux segments, prélevés dens des regions a forte croissance urbaine, ont été 
inclus dans l'échantillon de 1987. De plus, celul-ci comptait environ 280 000 points d'observation. 

L'enquête de 1987 a été la premiere oü on a décidé de faire une analyse de données longitudinales; cette analyse 
allait porter sur Ia période 1982-1987. Par la méme occasion, on a décidé que les données de l'enquête allaient 
désormais être mises a Ia disposition du Soil Conservation Service de cheque Etat pour qu'il puisse faire ses 
propres analyses. 

En 1987, les membres du personnel sur Ic terrain se sont vu rernettre une feuille de travail qui contenait les 
données des segments pour 1982. Its devaient y inscrire les données pour 1987 en se fondant sur les résultats 
d'observations sur le terrain et de Ia photographie aérienne. Its étaient autorisés a corriger les données de 1982 
si celles-ci étaient inexactes. Des méthodes de contrôle et de verification ont été appliquées durant la phase de 
traitement. 

On a concu l'échantillon de manière a obtenir des estimations acceptables pour des unites appe[ées "zones 
principales de sols" (Major Land Resource Areas -- MLRA). Ces zones sont définies en fonction de la nature du 
sol et du couvert végétal. On en compte environ 180 sur le territoire visé par l'enquéte. Par ailleurs, la 
superficie estimée pour cheque comté doit concorder avec Ia superficie totale du comté. L'échantillon de 
l'enquete eomprend environ 3 100 comtés. Comme it doit y avoir concordance entre les estimations de 
superficie relatives aux comtés et celles relatives aux zones principales de sols, l'unité de totalisation 
fondarnentale est la portion d'une zone principale de sols comprise dans les limites d'un comté. Ces unites de 
base sont au nombre de 5 530 et sont désignées par le sigle MLRAC. 

Le plan de sondage équivaut a la forme la plus élémentaire d'une enquête par panel puisque l'échantillon de 1987 
est a peu de choses près un sous-ensemble de l'échantillon de 1982. On a choisi d'utiliser corn me variables de 
contrôle les superficies représentées en 1982 par 14 modes d'utilisation du sot parrni les plus importants (par 
ex. : terrain labourable, terrain de parcours, terrain forestier et terrain urbain). De plus, les données externes, 
comme La superficie représentée par les routes en 1987, et les données des segments, corn me Ia superficie du 
terrain urbain en 1987, constituent de l'inforrnation supplémentaire au même titre que les données tirées des 
enregistrements incomplets. 

Le tableau 4 est Ia version condensée d'uri tableau d'estimations pour un des Etats visés par l'enquCte. On n'y 
retrouve que 4 des 14 modes d'utilisation du sol considérés pour l'estirnation. Les chiffres figurant dans La 
colonne de droite sont les estimations pour 1982. Les totaux des colonnes 3 (terrain urbain) et 4 (routes) sont 
tires respectivement des données des segments et des sources externes. Le vecteur formé des quatre premiers 
totaux de Ia colonne de droite et des deux derniers totaux de Ia ligne du bas (superficie de terrain urbain en 
1987 et superficie représentée par les routes en 1987) est un vecteur de totaux qui correspond au vecteur des 
rnoyennes estimées (x) de Ia section 3. 
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correspondents et C) l'échantillon de personnes qui ont participé aux quatre passages en 1985 de même que les 
poids correspondants. 

l4ous allons maintenant décrire une méthode d'estimatlon pour une enquête par panel o ii y a des cas de non-
réponse et oü Panalyse n'est réalisée qu'à Ia toute fin. Nous supposons qu'une proportion raisonnable des unites 
participent a tous les passages de l'enquete et quo l'analyse longitudinale revêt de l'intérèt. Ii s'agit ici de 
construire des poids pour tes unites dont les enregistrements sont complets. Les données fournies par les 
rCpondants dont les enregistrements sont incomplets servent d'informat ion supple mentaire. 

La premiere étape de l'analyse consiste a choisir quelques variables qui ont une grande importance pour 
l'enquête. Le nombre de variables que l'on peut utiliser dépendra de La taille de l'échantillon. Dens un deuxième 
temps, on calcule Ia structure des covariances du vecteur des estimations, qui est compose des estimations 
simples ealculées pour ehacune des variables pour chaque genre de schema de rCponse et cheque période 
pertinente. La structure des covariances est une fonction du schema de réponse et de non-réponse. 11 existe 
plusieurs definitions des estimateurs simples. Dane le cas de l'échantillonnage aléatoire simple, les estimateurS 
simples sont des moyennes. Dans le cas de l'échantilonnage stratiflé, le vecteur initial peut être défini de 
maniCre a inclure les estimations pour chaque strate. Par ailleurs, l'estimateur simple pourrait servir a 
ponderer les réponses dans chaque strate pour compenser la non-rCponsc. Le vecteur Y figurant dens l'Cquation 
(1) est justement un vecteur d'estimations simples. 

Etant donné le vecteur destirnations simples et La matrice des covariances estimée de ce vecteur, nous pouvons 
construire a l'aide des moindres carres généralisés de meilleurs estimateurs pour chacune des périodes. Par 
exemple, si nous avons une enquete par panel avec trois passages, ii y a sept schemes de rCponse possibles, soit 
XXX, OXX, XOX, XXO, XOO, OXO et OOX, oCi X signifie réponse et 0, non-réponse. Si nous choisissons deux 
variables d9nt6rêt, le vecteur des estimations simples contiendra 12 x 2 = 24 estimations puisqu'il y a 
12 rCponses - groupes associés aux sept schemes de réponse. Dens cet exemple, les moindres carrés généralisés 
serviraient a produire six estimations, soit les valeurs estimées des deux variables d'intérèt pour chacune des 
trois périodes. 

L'estimateur par les moindres carrés généralisés des caractères choisis sert de variable de contrôle a une Ctape 
ultérieure. A l'aide de méthodes de regression, nous construisons des poids pour les personnes qui ont participé 
a tous les passages. Ces poids sont construits de telle manière que les estimations par Lee moindres carrés 
généralisés pour cheque période visée soient reproduites par l'échantillon pondCré des personnes qui ont 
participé aux trois passages. En d'autres termes, les velours estimées des variables choisies pour les diverses 
périodes servent de données de contrôle. 

L'efficacité de cette méthode depend de la correlation entre les variables de contrôle cholsies et Ia variable 
d'analyse. Si l'une des variables de contrôle est aussi La variable d'analyse, Ia méthode sera très efficace. La 
seule raison pour laquelle cette méthode n'est pas parfaitement efficace est que Ia méthode des moindres carrés 
généralisés n'utilise qu'une quantité limitée de données. 

Son principal avantage est qu'elle produit une seule série de données de totalisation a partir de laquelle on peut 
construire des estimateurs ayant Ia propriété d'additivité pour toutes les périodes visées par l'enquête et tous 
les tableaux de variation brute. 

La variance de cette méthode peut être calculée de la même manière que celle de Ia méthode utilisée pour 
l'Cchantillonnage double. Soit Y le caraetère d'intérêt. Pour plus de simplicitC, nous allons supposer un 
échantillonnage aléatoire simple a cheque fois. Nous définissons corn me suit le modCle servant a l'estimation 

Yj = oy  + (X1 - 	+ e 1  

Ux = EX} 

e j 	Ind(0. o) 

Soit 	l'estimateur par Les moindres carrés généralisés do 	Alors, l'estimateur de La rnoyenne de V s'écrit 

Vy = 	+ 	- 	, 

o (y, x) est le vecteur de moyennes pour les éléments observes a tous les passages et 0 est le vecteur des 
coefficients de regression que nous avons calculés en faisant La regression de V (I) par rapport a X( i) A l'aide de 
Ia série denregistrements complets. Posons In corn me le nombre de ces enregistrernents. Alors, Ia variance de 
l'estimateur est approximativement 

V() = m0 e + 0 'V(U) 0  

o 	est La inatrice des covariances de 
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Si nous remplaçons g par Ia combinaison linéaire GY , l'équation ci-dessus devient 

fx ' v 1 x 	r'\ 

(X)

B 	IX'V1\ 
I 	I 	 =IJv
\ r 	0/ 	\ G / 

Cette equation définit i'estimateur restreint de B comme une fonction linéaire de Y. Par consequent, Ia 
variance de l'estimateur de B correspondra a Ia partie supérieure k x k de 

XV l X 	F) 

-1 ( X G'V-'

) 	

[(Xr, v-1x 	

r'
1  (xv

) 	\Gr 	0 	 o 

Cette méthode n'est pas la seule façon de calculer l'estimateur par les moindres earrés généralisés restreint. Ii 
y a aussi l'estimateur composite, qui est un autre estimateur de niveau et de variation qui ne modifie en rien 
l'estimateur précédent. Voir par example Wolter (1979). 

Ce court exemple met en lumiêre plusieurs points. Premièrement, compte tenu d'une correlation de 0.591 entre 
les niveaux d'emploi des deux périodes, l'applieation des moindres carrés généralisés aniéliore rnodérément 
(environ 10 96) l'estimation du niveau de ehômage pour Ia période courante. En revanche, Ia méme méthode 
ainéliore sensiblement Ia variance de Ia valeur estimée de P(EE). En effet, cette variance équivaut a environ 
45 96 de Ia variance de l'estimateur simple. La second point a retenir est que I'application des moindres carrés 
généralisés avec contrainte donne des estimations de P(EE) et de P(.E) qui sont presque aussi efficientes qua 
celles obtenues par les moindres carrés généralisés sans contrainte. Dans le cas de P(.E), la perte d'efficience 
est d'environ 1 % et dans le cas de P(EE), elle est d'environ 6 %. 

3. ESTIMATEURS LONCITUDINAUX 

Nous avons défini plus haut l'enquete a échantillon constant comme une enquete oü les mêmes éléments sont 
observes a chaque période de collecte des données. L'enquête a échantillon constant se préte bien a 
Pobservation de certaines unites physiques, cornme des parcelles de terrain. Par contre, en ce qui a trait a 
Pobservation de populations humaines, l'enquete a échantillon constant nest nan de plus qu'une vue de I'esprit. 
Dans Ia rénlité, l'enqueteur perd toujours une partie du groupe de répondants entre deux passages d'une enquête. 
Lepkowski (1989) et Little et Su (1989) font une bonne analyse des méthodes de traitement de Ia non-réponse. 
Voir aussi a ce sujet Little et Rubin (1987), Kalton (1983) et Madow et coIl. (1983). 

Nous avoris aussi défini l'enquete avec renouvellement de I'échantillon, ou certains Cléments de l'échantillon 
font place i de nouveaux éléments a chaque passage de l'enquéte. Dans ce cas, nous pouvons dire qu'il existe 
une forme de planification de Ia non-réponse pour les éléments qui sont supprimés de l'échantillon. II faut done 
voir un lien entre l'estimation en situation de non-réponse et l'estimation dans les enquêtes avee renouvellement 
partiel de l'échantillon. 

Comme ii est difficilernent concevable qu'un enquêteur obtienne des réponses de tous les membres de 
l'échantillon a chague passage de l'enquête, Il faut s'attendre a recounir a une méthode qui permettra de 
compenser La non-réponse (prévue ou non prévue). 11 existe deux mCthodes silnp[es et courantes. Si l'intention 
pram iêre de l'enquèteur est de suivre I'évolution d'un groupe de personnes dans le temps, trés souvent ii ne 
considCrera dans son échantillon que les personnes qui ont participé a tous les passages de l'enquête. Dans ces 
cireonstanc?s, ii dispose d'une méthode de pondération par laquelle ii peut redresser les données de Penquête a 
l'aide des caractCnistiques du groupe initial des répondants et/ou de données supplémentaires. On procéde 
souvent de cette façon dans les enquêtes spéciales portant sur une population spécifique. Dans ce cas, las 
résultats ne sont publiés qu'une fois l'enquête terminée. 

La seconde méthode consiste a établir des estimations pour chaque péniode a Paide des données dont on dispose 
pour Ia période en question. Cette méthode est souvent utilisée pour les enquêtes périodiques; les résultats sont 
publiés a la fin de chaque enquete et ne sont pas révisés par Ia suite et aucune estimation longitudinale n'est 
produite. Un des avantages de cette méthode est qu'iI est très facile d'établir des estimations pour Ia période t 
puisqu'on ne se sent pas des données de Ia période précédente pour calcuier les estimations des valeurs 
courantes. Avec cette méthode, on obtient habituellement des estimations acceptables (non optirnales) des 
valeurs courantes mais des estimations de Ia variation qui laissent a desirer. 

Par ailleurs, on peut utiliser les deux méthodes dans une même enquete. La Survey of Income and Program 
Participation (SIPP), réalisée par Ie U.S. Bureau of the Census, est une enquête par panel qui prévoit un 
renouvellement partiel de l'éehantillon a chaque période d'interview, c'est-à-dire a tous les quatre mois. A 
chaque passage de l'enquete, le U.S. Bureau of the Census produit une série de poids qul peuvent servir a établir 
des estimations pour la période en question a I'aide des donnCes fournies par Itensemble des personnes qui ont 
participé a I'enquete a cette occasion. L'organisme américain produit aussi a) l'échantillon de personnes qui ont 
participé aux huit passages de l'enquete en 1984-1985 de rnême que las poids relatifs a ces personnes, b) 
l'échantillon de personnes qui ont participé aux quatre passages de ltenquet e  en 1984 de même que les poids 
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Tableau 3. Variances obtenues avec diverses méthodes d'estimation (pour un 
échantillon de taille n a chaque période, multiplier chaque élément 
du tableau par 2, puis diviser par n.) 

Paramètre 

Méthode 

Simple 	MCIJ avec contrainte MCG 

E. 
0.0326 0,0326 0.0294 

EE 
0.0819 0.0397 0.0374 

P.E 0.0278 0.0258 0.0255 

PEE/P.E 0.0290 0.0229 0.0220 

P.E - PE. 0.0429 0.0367 0.0353 

La dernière colonne du tableau 3 contient les variances du meilleur estimateur linéaire sans blais construit a 
l'aide des moindres carrés généralisés. Cet estimateur est construit a l'aide du veeteur des cinq paramètres 
statistiques fondamentaux et de Ia matrice des covariances de ce vecteur. Sa formulation est Ia suivante 

= (X'V X)X'VY  

oi V est définie dans le tableau 2, 0 
= E. 1 

. E
9  EE 

/1 1 0 0 

x' 	=( o o a i i 	) 
\o 0 1 0 0/ 

et V est le vecteur quinquidimensionnel des estimations directes, 

	

= 	E.1' 	E.2' D EE' 	.E2' 

La seconde colonne du tableau 3 contient les variances de l'estimateur par les moindres earrés restreint, Ia 
contrainte étant que l'estimateur pour Ia période 1 doit We l'estimateur obtenu a laide de l'échantillon initial. 
Cette condition serait appropriée Si Ufl organismestatistique ne révisaient jamais les estimations déjà publiées. 
Par exemple, le Bureau of Labour Statistics des Etats-Unis ne revise jamais les statistiques du chômage. Une 
fois publiées, ces statistiques tiennent licu d'estirnations officielles. II faut préciser toutefois qu'elles reposent 
sur tin échantillon plus complexe et tine enquète qui s'étend sur une plus longue période. 

Pour décrire l'estimateur par les moindres carrés généralisés restreint du tableau 3, définissons le modèle 

V = Xii + e 

o X est une matrice fixe n x k et 

E(ee') = V 

L'estimateur par les moindres carrés généralisés de B , dont certains éléments sont contraints a ètre des 
combinaisons linéaires de V , peut être construit de Ia façon suivante. Considérons la fonction lagrangienne 

b 

	

(V - Xii)' V(Y - Xii) - 2 E 	x 1 (r.ii - g.) 
1=1 	1 

oü r(i) est un vecteur ligne fixe et b est le nombre de contraintes. La solution a ce problème de rainimisation 
est définie 

	

/X , V -1 X 	r' X'V 1 Y 

I. 	) (,X')=( 9 	), 

	

oà A' = ( x11x2,... ,Xb),  r' = (rj,r... .,r) et g' = 	i' 921 



l'organisme qui publie les données peut We tenu de respecter un plafond en Ce qui concerne le nombre de fois 
oü it est permis de reviser des estimations antérieures. Smith et Holt (1989) se sont penchés sur ce dernier 
point. 

Afin d'illustrer ces problèmes d'estimation, nous avons voutu utiliser un exemple simple. A cette fin, le 
tableau 1 représente un tableau de contingence qul montre La division de La même variable en deux classes pour 
deux périodes données, et dont les observations reposent sur un très grand échantillon. Nous avons identifié les 
classes de ce tableau en désignant La premiere comme les personries avec empLoi et La seconde comme les 
chômeurs. Nous supposons que Ia population ne vane pas d'une année a l'autre. Si nous devions considérer les 
naissances et Les décés, it nous faudrait ators un tableau 3 x 3. Supposons que nous voulons estimer Ia variation 
de niveau d'une pCriode a I'autre. Supposons aussi que nous voulons dresser un tableau des variations brutes; 
cette operation suppose l'estimation des fréquences par case du tableau de contingence. Pour un tableau 2 x 2, 
it suffit d'estimer Ia fréquenee de la case (1,1) et les proportions marginales pour obtenir les fréquences des 
autres cases. 

Tableau 1. Proportions hypothétiques pour deux pérlodes données 

PERIODE 1 

PERIODE 2 
Personnes Chômeurs Total avec emplot 

Personnes avec empLoi 0.91 0.02 3.93 
Chômeurs 0.03 0.04 0.07 
l'otal 0.94 0.06 1.00 

Notre analyse porte sur deux périodes, pour lesquelles le même nombre d'élérnents sont observes. Nous 
supposons que la moitié des éléments observes a Ia premiere péniode le sont aussi it La seconde. Autrement dit, 
les éléments observes a Ia seconde période se répartissent en deux groupes égaux un groupe formé d'élérnents 
observes a La premiere période et ltautre  formé de nouveaux éléments. Le vecteur des observations est 
compose de La proportion d'éléments de Ia elasse 1 qui font partie de La moitié de L'échantillon observée 
uniquement a La premiere période [désignée par P(E.l)J, de La proportion d'éléments de la classe 1 qui font 
partie de l'autre moitié de l'échantiLlon de la période 1 [designee par P(E.2)], de la proportion d'éléments de Ia 
classe 1 aux deux périodes, qui font partie de La moitié d'échantillon observée aux deux périodes [désignée par 
P(EE)], de Ia proportion d'éléments de Ia classe 1 a Ia période 2 parmi les éléments observes aux deux périodes 
[designee par P(.E2)] et de la proportion d'éléments de La classe 1 a La période 2 parmi les éléments qui n'ont 
été observes qu'â Ia période 2 [designee par P(.E3)]. Les arguments figureront entre parentheses dans le texte 
et figureront comme indices inférieurs dans les tableaux. 

Nous supposons un échantillonnage aléatoire simple. Comme les statistigues consistent en des proportions 
d'échantillon, on peut reproduire facilement Ia matnice des covariances du vecteur formé de cinq estimations. 
Un multiple de cette matrice est représenté par le tableau 2. Pour obtenir Ia matrice des covarianees pour un 
échantillon de taille n a ehaque période, it suffit de diviser chaque élérnent de Ia matrice du tableau 2 par n, 
puis de multiplier le résultat par deux. Le tableau 3 donne les variances obtenues avec diverses méthodes 
d'estimation. La premiere colonne contient les variances obtenues avec La méthode qui &utilise que les 
éléments de l'échantillon de Ia premiere péniode pour estimer La proportion d'éléments de La classe 1 (personnes 
avec ecnploi) a cette période. Pour estimer La proportion déléments de La cLasse 1 aux deux périodes, Ia 
méthode ordinaire n'utilise que les éléments communs aux deux échantillons et pour estirner Ia proportion 
délérnents 'de Ia classe 1 a La période t, elle n'utilise que l'échantillon observe a La période 2. Par consequent, si 
nous avons un Cchantillon de 200 éléments a chaque période, l'échantillon de La premiere période sert a estimer 
Is proportion d'éléments de Ia classe I a cette période, les 100 élérnents corn muns aux deux périodes servent a 
estirner Ia proportion d'élérnents qui demeurent dans La classe 1 d'une période a L'autre et les 200 élérnents 
observes a la période 2 servent a estimer la proportion d'éléments de Ia classe 1 pour cette période. 

Tableau 2. 	Matrice des covariances du vecteur des proportions d'échantillon; 
deux périodes et échantilLons se chevauchant dans une proportion 
de 50 %. (Pour un échantillon de taille n, multipler chaque élément 
du tableau par 2, puis diviser par n.) 

E.1 " E.l EE .E2 .E3 

0.0651 0 0 0 0 
0 0.0651 0.0637 0.0358 0 
0 0.0637 0.0819 0.0546 0 
0 0.0358 0.0546 0.0564 0 
0 0 0 0 0.0564 
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d'une fois, 2) i'enquête A échantillon constant, ob les rnèmes iléments sont observes a cheque période, 3) 
l'enquête avec renouvellement de léchantillon, o6 des éléments de Ia population sont observes pour un nombre 
déterminé de périodes, puis supprimés de l'échantillon par renouvellement selon un plan déterminé, et 4) 
l'enquête A panel fractionné, qui est une combinaison de l'enquête A échantillon constant et de l'enquête 1) ou 3). 
Duncan et Kalton indiquent aussi sous forme de tableau les genres d'enquêtes qui conviennent le mieux aux 
différents objectifs. 

Lorsqu'un établissement realise une enquête a passages répétés, ii dolt parer A toutes les difficultés qul 
accompagnent normalement l'exécution d'enquêtes sauf que dens ce eas-ci, les problèmes sont amplifies. La 
non-réponse demeure un sujet de preoccupation mais ii est plus difficile d'obtenir La collaboration constante des 
répondants pour plusieurs périodes successives. L'erreur de réponse est aussi présente dans ce genre d'enquête 
sauf qu'il faut composer avec un phénomène de "conditionnement" lie A Ia répétition des interviews. De plus, 
les erreurs de réponse ont pour effet de créer des incohérences dans les données iorsque celles-ci sont 
recueillies sue une longue période. Pour assurer Ia qualité d'une enquete a passages répétés, U est nécessaire de 
procéder toujours de la méme facon sur le terrain et d'appliquer les mêmes méthodes de traitement et 
d'estimation pour toutes les périodes. Par ailleurs, Ia gestion des données soulCve plus de difficultCs lorsqu'ii 
s'agit d'enquêtes a passages répétés. Enfin, le changement de composition des unites, telles les families, vient 
compliquer l'estimation et l'anaiyse. 

Nous n'aborderons ici que quelques-unes des questions qui se rattachent aux enquêtes a passages répétés. Notre 
analyse est fondée sur une grande enquête réalisée par le U.S. Soil Conservation Service en collaboration avec 
l'université Iowa State. Dans la section 2, nous examinons quelques-unes des méthodes d'estimation utilisées 
dens les enquCtes a passages répétés. Cette analyse se prolonge dens Ia section 3, oü il eat surtout question de 
l'estimation de paramCtres longitudinaux dans les enquêtes par panel. Dans la section 4, nous exposons 
brièverncnt les méthodes d'estimation utilisées dens Penquéte du U.S. Soil Conservation Service. Enfin, Ia 
section 5 renferme une breve description des effets de l'erreur de mesure sur les estimations de Ia variation 
brute. 

2. ESTIMATION 

Dens cette section, nous allons exposer it grands traits la méthode d'estimation par les moindres carrés 
généralisés appliquée a des enquêtes øü seul un sous-ensemble des éléments de l'échantillon est observe pendant 
des périodes consCcutives. La méthode des moindres carrés genéralises est In premiere méthode a laquelle se 
sont intéressés les auteurs qui étudiaient I'estimation dens les enquêtes it passages répétés. Sur les traces de 
Cochran (1942), Jessen (1942) fut le premier a envisager Ia construction de poids a variance minimum pour une 
série d'estimateurs non blaisés établis pour cheque période visée par l'enquête. 

Jessen (1942) a analyse le cas particulier de l'échantillonnage effectué A deux reprises oü le nombre 
d'observations diffère d'un échantillon A l'autre et s'est intéressé A Ia repartition optimale des unites entre lea 
groupes d'échantillons chevauchants et non chevauchants. Patterson (1950) a examine le cas de T sondages 
successifs avec plusleurs modes de renouvellement partiel des unites. Le plan d'echantillonnage le plus simple 
prCvoyait le renouvellement d'une proportion déterminèe des unites d'éehantillonnage a cheque nouveau 
sondage. En outre, Patterson (1950) avait suppose que, pour une unite i donnée, les écarts x(ti) - 
t = 1, 2, ..., suivaient un processus autorégressif du premier ordre, x(ti) étant La valeur de l'unité de 
population i au temps t et x(t), Ia nioyenne de Ia population finie correspondante. Suivartt le modèle d'erreur 
qui en a dCcoulC, ii a défini des estimateurs optimaux des valeurs fixes x(t) et des éearts x(t) - x (t-1). Ii 
s'est également penché sur I'cstimation optimale de x(t) suivant des formes généralisées du plan de 
renouvellement partiel, la determination de Is taille optimale de l'échantillon et l'estiniation avec erreurs non 
autorCgressives. 

La méthode des moindres carrés a été approfondie par Eckler (1955), Gurney et Daly (1965) et Jones (1980). On 
en eat venu aussi A parler d'estimateurs composites; vole a ce sujet Rao et Graham (1964), Graham (1973) et 
Wolter (1979). Elattese, I-Iasabelnaby et Fuller (1989) décrivent comment le l)épartement de l'agriculture des 
E.-U. applique La méthode des moindres carrés dens son enquête sur les activités des exploitations agricoles. 

11 semble juste d'affirmer que ces auteurs se sont intéressés surtout A des moyennes ou a des totaux pour des 
périodes précises. Autrement dit, ils n'ont pas étudié explicitement des paramètres longitudinaux comme la 
proportion d'individus appartenant A une classe particulière A Ia période 1 et A Ia période 2. Nous verrons 
toutefois que Ia méthode des moindres earrés s'applique a des paramétres de ce genre. 

Une caractéristique intéressante de Ia méthode des moindres carrés Iinéaires est que les estimateurs relatifs A 
un certain nombre de caractères ont la propriété d'additivité, c'est-A-dire que Ia somme de l'estirnateur par les 

moindres carrés de Y et de l'estimateur par les moindres carrCs de Z est égale A l'estimateur par les moindres 

carrés de Y + Z. Toutefois, si l'on se sert d'autres vecteurs d'observations pour construire des estimateurs, In 

propriété d'aditivité disparalt. 

Dens beaucoup d'enquetes, on ne peut calculer les estimateurs par moindres carrés optimaux pour toutes les 
périodes. D'abord, on ne peut se servir de toute l'information disponible pour l'estimation, c'est-A--dire qu'on ne 
peut intégrer toutes les données des enquêtes des périodes antérieures A une analyse par les moindres carrés 
pour Ia période courante. Souvent, le nombre de variables dépassera le nombre d'observations. Ensuite, 
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RÉSUMÉ 

Dans cet article, nous nous intéressons principalement aux enquêtes a passages répétés o6 une partie des unites 
de l'échantillon est observée sur plusieurs périodes et une partie n'est pas observée a certaines périodes. Nous 
voyons en quoi consiste l'estimation par les moindres carrés pour de telles enquètes. Nous nous arrêtons aussi a 
des méthodes d'estimation, inodifiées de telle manière que les estimations existantes n'ont pas a être révisées 
lorsque de nouvelles données sont connues. Par ailleurs, nous copsidérons des méthodes pour estimer des 
paramètres longitudinaux; mentionnons a cet égard les tableaux de variation brute. Nous décrivons aussi Ia 
méthode d'estimation utilisée dans une enquête a passages répétés sur l'utilisation du so!, réalisée par le U.S. 
Soil Conservation Service. Enfin, nous illustrons l'effet de l'erreur de mesure sur les estimations de Ia variation 
brute et montrons qu'un plan de sondage qui permet d'estimer les paramètres du processus d'erreur de mesure 
peut être très efficient. 

MOTS CLES: Echantillon d'enquête, moindres carrés, erreur de mesure, variation brute. 

1. INTRODUCTION 

L'analyse d'enquetes a passages répétés suscite beaucoup d'intérêt. Soulignons a cet égard Ia publication 
récente des actes d'un symposium sur les enquêtes par panel, colligés par Kasprzyk, Duncan, Kalton et Singh 
(1989), Ia tenue de seances sur la question lors des deux dernières assemblées de l'Institut international de 
Statistique, et le present symposium. Dansl'article qu'ils ont présenté a Ia session de I'IIS de 1989 a Paris, Smith 
et Ilolt (1989) parlent d'un intérêt renouvelé pour l'élaboration et l'analyse d'études longitudinales. IN 
soulignent que des spécialistes de domaines corn me Ia sociologie et Ia sante réalisent depuis longtemps des 
enquêtes par panel et des etudes de cohorte. lis citent Lazarsfeld et Fiske (1938). Dans le domaine de la sante, 
rnentionnons Particle de Garcia, Battese et Brewer (1975). 

Les organismes officiels réalisent de nombreuses enquétes périodiques, comme l'enquête sur Ia population 
active. Ces enquêtes produisent habituellement une suite de rapports comme ceux portant sur l'emploi et le 
chômage pour La période courante. En regle générale, les enquêtes réalisées par les organismes officiels 
fournissent très peu de données sur le cornportement des unites de l'échantillon dans le temps. La U.S. Survey 
of Income and Program Participation est un exemple d'enquêtes qui servent a produire des estimations 
longitudinales. Voir a ce sujet Kasprzyk et McMillen (1987). Bien que nous en sachions moms sur les enquêtes 
réalisées par le secteur privé que sur celles réalisées par les administrations publiques, ii semble que les 
premieres servent surtout, comme les secondes, a produire une suite de rapports pour des périodes données. 
Toutefois, le secteur public comme Le secteur privé doivent répondre a une demande accrue d'analyses 
longitudinales. 

L'élaboration d'une taxinomie pour les enquêtes a passages répétés a pour effet de mettre en relief les questions 
complexes qui accompagnent ce genre d'enquêtes. Duncan et Kalton (1987) énumèrent sept objectifs des 
enquêtes a passages répétés, soit 

A. produire des estimations de paramètres de La population pour des périodes déterminées; 
B. produire des estimations de paramètres de La population pour des périodes combinées; 
C. mesurer Ia variation nette; 
D. mesurer des éléments de Ia variation, dont 

la variation brute 
Ia variation pour une unite 
In variabilité pour une unite 

E. produire des données agrégees sur les unites prises individuellement 
F. determiner la fréquence, le moment et la durée d'événements 
G. accumuler des données sur des populations peu courantes. 

Bien que cela ne soit pas explicite, plusieurs de ces objectifs supposent l'estimation des paramètres de modèles 
spécialisés. 

Par ailleurs, Duncan et Kalton définissent quatre genres d'enquêtes : 1) l'enquête a passages répétés, oü rien 
nest fait pour veiller a ce que des éléments particuliers de La population fassent partie de !'échantillon plus 
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Pour queue puisse prospérer, la communauté des théorieiens dolt aborder des problèmes reels et importants. 
Les praticiens peuvent les fournir. La plus grande partie du travail dun praticien porte sur le découpage et 
l'applieation de La théorie a des fins précises, ce gui permettra de mettre en evidence les limites éventuelles de 
la théorie existante, posant d'autres défis au théoricien. 

Je dois dire quelques mots lei sur la raison de l'importance de ce sujet a Statistique Canada et pour les autres 
organismes statistiques. Presque toutes les données que nous publions sont des series ternporelles. Ii n'existe 
pas beaucoup de statistiques dont on pourrait dire que le seul intérêt qu'elles présentent est leur valeur 
aujourd'hui. Les gens veulent savoir pourquoi les choses évoluent, et cela donne les series temporelles, que nous 
les appelions ainsi ou pas. Queues sont done les tendances générales qui font que le theme de Ce symposium est 
particulièrernent important? 

Comme tout le monde, nous faisons face a des contraintes en matiCre de ressources. Nous voulons par 
consequent extraire Ie maximum dinformation des données existantes sans une colleete supplémentaire 
onéreuse de données. La dimension temps dans Panalyse peut aider. 

En tant que notre prineipale source de données, les enquCtes doivent être concices de façon optimals. On peut 
obtenir des avantages appréciables en tenant compte de Ia dimension temporelle, lors de la conception et de 
l'estimation, pour les enquêtes dont les données serviront a suivre l'évolution d'un phénoméne. 

Un autre sujet de preoccupations est Ia comprehension et l'interprétation par les utilisateurs des données que 
nous publions. Certains des aspects les moms bien compris de nos données se rapportent su temps. Je fais 
référence lei a La désaisonnalisation et aux revisions gui incorporent des données plus tardives aux series 
publiées plus tot sous une forme provisoire. Nous estirnons quil y a des progrés a faire, sinon sur le plan de Ia 
simplification des procedures, au moms sur eelui des explications et de Ia garantie de l'obtention d'ensembles de 
données eohérentes. 

Enfin, ii y a l'intérèt croissant que l'on observe a l'égard des données longitudinales au micro-niveau, c'est-â-dire 
des renseignements sur l'évolution des unites (personnnes, entreprises, fermes, etc.) plutôt gue sur simplement 
l'évolution des agrégats. Là encore les méthodes des series temporelles peuvent se révéler utiles. 

Telles sont quelques-unes des questions auxquelles nous devons répondre aujourd'hui et qui rendent le theme de 
ce Symposium important pour nous. 

Le programme semble trés intéressant, avee une bonne combinaison de théorie et de pratique dans divers 
domaines dont la démographie, l'économétrie, Péducation et lCpidémiologie. J'espère que vous allez tous 
bénéf icier de ce Symposium et que certains d'entre vous seront inspires pour poursuivre davantage l'élaboration 
ou l'application de La théorie dans ce domaine. J'espère également que L'extension de La collaboration entre les 
statisticiens universitaires et publics suseitera de l'intérOt. 

Je vus remercie de votre participation a ce Symposium et je vous souhaite trois journées intéressantes et 
product ives. 
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Au nom de Statistique Canada, je vous souhaite Ia bienvenue ê Symposium 89. Ce Symposium est organisé 
conjointement par Statistique Canada, le laboratoire de recherche en statistique et probabilités de I'Université 
Carleton et l'Université d'Ottawa. 11 est très réconfortarit de voir autant de monde ce matin. Ccci prouve que 
nous avons ehoisi un sujet très d'actualité et élaboré un programme intéressant, ou encore, que notre comité 
organisateur a particuiièrement bien réussi son effort de commercialisation, ou les deux. 

Le theme de ce Symposium est l'analyse des données dans le temps. Ce titre, natureliement, est quelque peu 
ambigu, du moms en anglais. Ceux d'entre vous qui sont venus ici pour apprendre comment accélérer leur 
analyse ou garantir le respect des délais, risquent d'être décus, parce que Ce n'est pas dans ce sens-lé que nous 
avons interprété Ic theme de ce Symposium. Le theme principal cette année est Ia collecte, le traitement et, 
en particulier, l'analyse des données dans le temps. 

Toujours dans cet ordre d'idées, permettez-moi de préciser que ce Symposium est le sixième d'une série de 
symposiums sur in méthodologie a Statistique Canada. Le sujet des symposiums précédents de 1984 jusqu'en 
1988 ont été "L'Analyse des données d'enquêtes" (1984), oi nous nous sommes intéressés a I'analyse transversale 
des données provenant d'enquêtes complexes; "Les statistiques régionales" (1985), cc qui a permis la publication 
d'un livrc; Les données manquantes dans les enquêtes (1986), symposium de moindre envergure, mais avec 
quelques conférenciers de haut calibre qui ont traité de cc probléme pour les organismes statistiques; Les 
utilisations statistiques des données administratives (1987), lorsque nous avons accueilli un ensemble vraiment 
international de conférenciers gui ont parlé des aspects statistiques et des probiCmes d'intrusion dens Ia vie 
privée due a l'utilisation des données administratives; et enfiri l'an dernier, Les repercussions de In technologie 
de pointe sur les enquêtes, qui nous a donné l'occasion d'étudier in synergic entre in méthodologie d'enquêtes et 
l'informat ique. 

Je laisseral aux enthousiastes le soin de determiner si Ia série ternporelle de ces symposiums constitue un 
événement aléatoire ou non aléatoire. Pour les spécialistes de in prediction, je leur laisse le défi de prédire Ic 
sujet du symposium de l'année prochaine avant qu'il ne soit annoncé plus tard au cours de Ia semaine. 

Le sujet pour cette année, L'analyse des données dans Ic temps, représente, a mon avis, un choix trés opportun 
et a propos. 11 nous fournit l'occasion d'écouter un echange d'idées entre les théoriciens et les praticiens, et 
aussi entre les statisticiens des universités et ceux ou celies des gouvernements et d'autres agences. En dépit 
des développements importants en cc gui concerne Ia théorie ou La pratique des méthodes de series 
chronologiques, at en dépit de ia disponibilité des donnCes qui découlent des experiences répétées, des enquêtes 
régulières, des recensements, et des fichiers administratifs, ii existe les méthodes de series chronologiques avec 
les attributs bien-connus et avantageux, qu'on n'utilise presque jamais, et certainement pas d'une fagon 
routinière, dans les programmes des agenees gouvernementales. 

11 y a peut-être trois causes principales a cette situation: 

D'abord, ces inéthodes comportent souvent des calculs et des manipulations de données assez complexes, et un 
fardeau de computation assez lourds; 

Deuxiêmement, ii y a peut-être un manque de connaissance, ehez les praticiens, en particulier ceux qui 
s'occupent des enquCtes, de ia théorie gui existe actuellernent; 

Troisièmement, ii y a, bien sur, des lacunes et des faiblesses dens La théorie - ele ne répond pas a toutes les 
situations auxquelles les praticiens font face. 

La premiere de ces causes, la complexité des calculs, même si dIe ne doit pas être laissé entièrement de cété, 
n'est pas Ic theme dominant aujourd'hui, et elle perdra probablement encore davantage de son importance dans 
l'avenir. Mais les deux autres causes, a savoir la méconnaissance de La théorie chez les praticiens et les lacunes 
de Ia théorie, persisteront jusqu'â cc que nous trouvions une solution. Et c'est Ia raison d'être de cc symposium. 
C'est l'uno des façons qui nous permettra de combler i'écart entre Ia théorie et in pratique, entre les théoriciens 
et les praticiens. 

G.J. Braekstone, Seeteur de l'inforrnatique et de Ia méthodologie, Statistique Canada, Ottawa, (Ontario) 
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Au cours des dernières années, ii y a eu une demande croissante de la part des secteurs 
gouvernementaux et privés, pour des outils statistiques appropriés pour mener des analyses de 
données recueillies periodiquement dans le temps a partir d'enquètes, de recensements ou de sources 
administratives. Face a cette demande, un symposium international sur l'Analyse des données dans 
le temps a été organisé afin de rassembler des chercheurs et des praticiens de plusieurs domaine 
provenant des universités, du gouvernement, et d'autres organismes statistiques. Le symposium a 
été organisé par Statistique Canada et le Laboratoire de recherche en statistique et probahilité, 
Carleton University et 1'Universit6 d'Ottawa. 

Le symposium s'est déroulé a Ottawa, du 23 au 25 octobre 1989, a Ia salle de conferences Simon 
Goldberg, a Statistique Canada; 325 participants enregistres y ont assisté. Plusieurs exposés de 
statisticiens bien connus a travers le monde ont été présentés. Le discours-programme a été donné par 
le professeur Wayne Fuller de Iowa State University. Le conférencier-invité spéciale, le professeur 
David Brillinger de University of California at Berkeley, n'a pas Pu se presenter a cause des 
circonstances difficiles causées par le tremblement de terre en Californie, mais son exposé est 
cependant inclut dans le recueil pour le bénéfice des lecteurs. 

Le present volume contient 27 exposés avec un contenu vane de théorie et de pratique. La grande 
variété de sujets traités au symposium devrait être trés utile pour des chercheurs et praticiens 
impliques dans divers champs des statistiques. Les exposés sont regroupés selon les huit sections 
suivantes: 

Section 1: L'echantillonnage répété 
Section 2: L'analyse des series chronologiques en presence d'erreurs d'enquêtes 
Section 3: L'analyse des series chronologiques de comptes 
Section 4: Développements dans l'analyse de données des series chronologiques 
Section 5: Epidemiologie 
Section 6: Demographie 
Section 7: Econométrie 
Section 8: Education 

Le recueil contient aussi l'allocution d'ouverture faite par G. Brackstone, et l'allocution de cloture 
donné par D.Binder. La traduction française des exposés a été révisée par plusieurs methodologistes. 
Nos remerciements vont a: J. Armstrong, S. Beaulieu, J.-M. Berthelot, J.-R. Boudreau, R. Boyer, 
M. E3rodeur, M. Bureau, P. Daoust, P. David, J. Denis, J. Dufour, J. Dumais, S. Giroux, M. Joncas, 
M. Lachance, D. Lalande, E. Langlet, Y. Leblond, J. Lynch, C. Morin, S. Perron, C. Poirier, 
G.Sampson, P. St-Martin, A. Theberge, M. Thibeault, et J. Tourigny. C'est avec plaisir que nous 
remercions aussi Judy Clarke, Carole Jean-Marie, Christine Larabie, Carmen Lacroix et 
Pat.Pariseau pour I'efficacité avec laquelle le travail s'est effectué, et spécialement Judy pour la 
coordination du travail. 

L'organisation du symposium a été rendue possible grace aux efforts de plusieurs personnes de 
Statistique Canada, en particulier ceux de J. Mayda et J. Morabito. Nous désirons aussi remercier 
D. Binder, G. Brackstone, D. Drew, J. Kovar, J.N. K. Rao, et M.P. Singh pour leurs encouragements et 
consultations. Finalement, notre appreciation doit étre offerte a tous les conférenciers qui ont fait un 
grand succès du symposium. 

A.C. Singh 
P. Whitridge 

Ottawa, (Ontario), Canada 	 Comité organisateur et editorial 
Octobre 1990 	 Symposium '89 
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