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PREFACE

Symposium 95 was the twelfth in the series of international symposia on methodological issues sponsored
by Statistics Canada. Each year the symposium focuses on a particular theme. This year, the emphasis
was on the analysis and dissemination stages in the information development processes.

The 1995 symposium attracted close to 300 persons who met over three days in the Simon Goldberg
Conference Centre in Ottawa. Presentations by academic and government statisticians, specialists in
information processing and information management, data vendors and end users were heard. A total of
29 papers were presented by the invited speakers and panellists. Aside from translation and formatting,
the papers submitted by the authors have been reproduced in these proceedings. Presentations by two of
the panellists were transcribed from recordings and underwent minor editorial changes.

The organizers of Symposium 95 would like to acknowledge the contributions of many persons involved
in the preparation of this volume and those who assisted them during the symposium in November. The
committee would especially like to thank Josée Morel, Sophie Arsenault, Christine Larabie and Nick
Budko for the many hours of preparing material and making arrangements for Symposium 95.

Nawrally, the presenters at Symposium 95 deserve thanks for taking the time to put their ideas into written
form. Publication of these proceedings also involved the efforts of many others. Processing of the
manuscript was expertly handled by Christine Larabie with the assistance of Judy Clarke, Sandy Diloreto
and Suzanne Fleury-Bertrand. Proofreading was done by a number of Statistics Canada methodologists:
Jean-Luc Bernier, Alana Boltwood, René Boyer, Guylaine Dubreuil, Sylvie Gauthier, John Higginson,
Tony LaBillois, Eric Langlet, Eric Lesage, Mary March, Josée Morel, Carole Morin, Sylvain Perron,
Craig Seko, Michelle Simard, Jack Singleton and Larry Swain. Production of these proceedings was
coordinated by Christine Larabie.

Statistics Canada's thirteenth annual symposium, to be held November 13 to 15 , 1996 in Ottawa, will be
preceded by a one-day workshop. Their theme will be nonsampling errors.

Symposium 95 Organizing Committee

John Berigan Jean Dumais
Georgia Roberts Jean-Louis Tambay

Extracts from this publication may be reproduced for individual use withous permission provided the source is fully
acknowledged. However, reproduction of this publication in whole or in part for the purposes of resale or
redistribution requires written permission from Statistics Canada.
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Proceedings of Statistics Canada Symposium 95
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OPENING REMARKS

G.J. Brackstone'

On behalf of Statistics Canada, welcome to this the
12th Symposium in a series that goes back to 1984. For
those of you from out of town, welcome to Ottawa, and
for those of you from outside the country, welcome to
Canada.

Since its inception in 1984 these Symposia series
have covered a variety of topics associated with survey-
taking in the broadest sense. For example, we have dealt
with Small Area Statistics, Statistical uses of
Administrative Data, The Impact of Technology on
Survey Taking, Design and Analysis of Longitudinal
Surveys, and Establishment Surveys. Last year we
tackled a broader topic that went beyond survey
methodology and analysis when we addressed Re-
engineering in Statistical Agencies. This year's topic is
also a broad one. It takes us back to our first
Symposium topic: Analysis of Survey Data, and
broadens it to address the challenge of converting data
held by statistical agencies into information valuable to
users.

This year we are shifting the focus specifically to
what one might call, without any derogatory intent, the
rear end of the survey process - towards those activities
that need to take place after the intensive operations of
collection and processing are over and we have data
which we want to ensure are used effectively.

In recent years, in many statistical agencies, the
attention being paid to these output-oriented activities
has increased considerably. Two main factors have
driven this increased attention [ would suggest. The first
was the recognition that statistical agencies needed to
strengthen their client orientation if they were to retain
their relevance and therefore their support and funding;
and the second was the financial pressure that dictated
that data already collected had to be fully used and costs
associated with dissemination activities fully recovered.

Since the 1960s, the notion of each single survey, or

each single data collection vehicle, leading to a single, or
maybe several, publications as the output of that survey
has been supplanted. The first progression was to the
idea that the basic output of a survey was not a
publication but a database from which a publication
might be produced, but from which also might be
produced supplementary tables or analyses on demand.
In other words a database and a retrieval capability were
the principal outputs of a survey. That view too is now
itself being supplanted by the notion that a survey
should be thought of as contributing to a corporate base
of information, which may contain data from many
different sources, and from which information can be
retrieved in a common integrated way - a corporate
database that provides the foundation for an information
service utilizing all the data sets available, both singly
and in combination.

What this evolution reflects is the understanding that
the results of a survey are not just a stand-alone set of
tables, but an addition to an information base that may
be used in many foreseen and unforeseen ways.

By entitling this Symposium "From Data to
Information" we aim to focus attention on problems and
issues faced in the process of ensuring that our data, our
numbers, become information by adding to knowledge.
The challenge is to find the methods and solutions that
will enable statistical agencies to ensure that their
valuable data assets become information that is both
useful and used.

This will take us into many domains which I trust
are well represented in the programme of this
Symposium. We will cover information management
and data warchousing - how we organize and make
available our data holdings and information about them;
we will cover data integration and how we can facilitate
the joint use of data collected from different surveys; we
will cover issues of access to data for analysts and how

' G.J. Brackstone, Assistant Chief Statistician, Informatics and Methodology Field, 26-J, R H. Coats Bldg., Tunney’s
Pasture, Statistics Canada, Ottawa, Ontario, Canada K1A 0T6.
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we can enable them to perform the analysis they want
while preserving the confidentiality of individual
records; we will cover the dissemination of information
of data to the general public and the role of the media;
we will cover issues of data quality and analytic methods
that take account of both the data source and the data
quality; we will address the impact of technology on
dissemination; and we will address how partnerships can
facilitate the role of statistical agencies within the
information industry.

Why are we addressing this subject now? At least
four reasons that I can think of.

(a) More emphasis is being put on understanding
processes and factors that influence them, rather
than just describing the current state of affairs which
result from these processes. We want to understand
factors associated with people moving into and out
of poverty, for example, not just how many do. We
want to understand why some businesses succeed
and others fail, not just how many.

(b)I already mentioned financial pressures. Tight
budgets and the high cost of data collection dictate
that we fully utilize our existing data holdings. This
includes not just the full exploitation of single data
sets, but also the integration or matching of different
data sources.

(c) Technology makes new things possible. We can
deal with more data faster and easier. We can
disseminate data more widely and faster. We can
consider computer-intensive methods of analysis
that would have been out of the question a decade
ago. On the other hand technology comes with a
price. We are faced with tougher issues of data
management and control, of allowing access when
appropriate and preventing it when not. And we
must face the privacy issues associated with linkage
and with secondary use of data.

(d) Finally, rich databases, especially longitudinal
databases, make richer analyses feasible. The
potential for extracting greater information and
understanding is itself becoming greater as we
accumulate larger and richer databases whether from
surveys or administrative sources.

These are some of the motivations for pursuing this
topic now. At Statistics Canada we are facing many
challenging problems in this domain. It is gratifying to
see so many people have come, many from long
distances, to share their experience and expertise in
helping us resolve these problems. 1am very pleased to
see that we have here on the programme of this
Symposium many very distinguished speakers in areas
pertinent to our topic.

You may be interested to know that we have
somewhere between 250 and 300 participants in this
Symposium, including representatives from many
statistical agencies, from other federal departments in
Canada, from provincial governments, from universities,
and from the private sector.

We have a lot to cover and I should not delay
proceedings further. So let me thank you all for coming
to participate in this Symposium. We are looking
forward to a very fruitful three days. I know that we at
Statistics Canada will benefit from the presentations and
exchanges, but I hope that everyone will be able to go
home with some new 1deas, new solutions, or at least
new information that will benefit them and their
organizations.
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THE ROLE OF STATISTICS IN MAKING SOCIAL POLICY

P. Hicks'

The theme of this conference is “From Data to
Information”. Information is not an end in itself. When
information is used, it becomes knowledge. My remarks
in opening this conference are intended to set the stage
by addressing the broader question “From Data to
Information to Knowledge”. In particular, I will talk
about how statistical knowledge is used to make social
policy.

I will conclude that fiscal and governance pressures
are leading to a more empirical social policy. The
statistics are not now in place to support a social policy
that is driven by evidence.

However, Canada is in an excellent position to
become a world leader in building the information base
to support a new, results-onented social policy. The
result will be savings in cost, dramatic gains in
effectiveness and more empirical approaches to
governance and national standards.

DEFINITIONS AND ASSUMPTIONS

Let me begin with some definitions.

By policy, I refer to the activities of those who
advise governments about the direction that
programming should take.

Hard data and soft data. The information that
supports policy can be hard or soft. Hard information
includes the familiar national surveys by Statistics
Canada. It also includes the kind of information that one
finds in good program evaluations — what happened to
groups of program participants before, during and after
program interventions and how that compares with
control groups.

The other type of information is soft information —
information on values and attitudes. This is the
information that comes from public consultation and
polling. At what point do the public and experts think

that a social trend, like that relating to family violence,
becomes a “policy problem” that warrants priority
government action? What do public opinion and the
advice of experts tell us about appropriate programming
for young offenders?

Without good hard data, we must rely on intuition,
anecdote and ideology. Without good soft data, policy
will get out of tune with politics and reality.

In this talk I will limit myself to comments on the
state of hard statistical data. However, it is important to
draw attention to soft data, since it is as important to the
policy process as hard data. And, in my view, it is
equally in need of major change. However, that is the
subject for a different talk.

A statistical field of dreams. Before turning to an
assessment of the state of social statistics, | would like
to make explicit an important assumption. It is that, if
there are good statistics, they will be used in the policy
process.

Many in this room may be sceptical. There are
countless storics about there being an information
overload and that much existing data simply sits on the
shelf, unused. Often statistics are seen as justifying
decisions that have already been taken, not as an integral
part of policy formation.

My experience is the opposite. There is a real
hunger for relevant statistics. If they are not used, the
conclusion I draw is that they are not relevant. People
want to do things right and to do the right things. They
welcome evidence that will help in this. There is no one
advocating employment policies that don’t work, or
health care interventions that make people sicker.

Often there will be some temporary self-interest in
maintaining policies that don’t work — like professionals
whose skills will become redundant because of reform.
However, even here, public pressure and a sense of
professionalism will ensure that this resistance is only
temporary, if there is good evidence that shows what

' Peter Hicks, Senior Policy Advisor, Government of Canada, 56 Sparks Street, Room 600, Ottawa, Ontario,

KIP 5A9.



would work better.

Statistics must be known before they can be used.
There is a complicated route to follow before statistical
information is actually used in a policy decision.
Cabinet meetings are not devoted to studying the latest
tables from Statistics Canada. Rather, statistical
information is used to inform the views of those
advocating change, and to help policy advisors assess
the different options for change that are eventually
presented to ministers.

There are weak links along this route. Policy
departments in Ottawa and provincial capitals are often
driven by the problem of the hour. Many have only a
modest capacity to deal with longer-term issues in a
quantitative way. Independent policy think tanks, as
well, often have short time horizons. Interest groups are
often too fragmented to take an empirical perspective.
And there are few academics who have the time or
resources to devote to this interface between statistics
and social policy.

Nevertheless, my contention is that these links would
be established quite quickly and easily, if the relevant
statistical data were there — that is, a statistical field of
dreams.

The remainder of this talk tries to answer three
questions. First, what would an ideal set of social
statistics look like? Second, how close are we to this
ideal? Third, how can we improve things?

IDEAL SOCIAL STATISTICS

The ideal set of social statistics would be
comprehensive and integrated, both in terms of breadth
and depth.

The horizontal dimension. By breadth, I refer to
detailed data that can be compared across the different
domains of social policy. The old boundaries are
eroding quickly. As recently as a generation ago, income
support and social services were thought of as quite
separate departments of social policy. The worlds of
school, work and retirement were routinely dealt with in
scparate boxes. The obvious links among poverty,
health, the nature of work, social integration, learning,
crime and well-being were not incorporated into social
policies.

Today all this is beginning to change. The idea that
everything 1s interlinked is now well established, at least
at the level of rhetoric and keynote speeches. It is
beginning to be felt at the operational level as well. For
example, the recent creation of the federal department of
Human Resource Development brought together social

programming that was formerly thought to be quite
separate.

An ideal set of statistics would support this new,
more comprehensive social policy. It would shed light
on what happens in homes, schools and doctor’s offices.
It would deal with intergenerational and life cycle issues,
the changing nature of work and leaming, and the
combined impact of programs on individual and societal
well-being and development.

The vertical dimension. By depth, I refer to an
integrated data base that supports many kinds of users.
The same data base should provide social indicators that
are used to signal new problems and mobilize public
action. It should support program evaluators who ask
what has worked in the past, and policy advisors who
ask what might work in the future. It should support
front line staff of service agencies who ask what
particular intervention will work best in which
circumstance. And it should support individual
Canadians who want to know which kind of training
courses, or health interventions or exercise regimes are
most likely to work best for them.

The ideal data would therefore be strong enough to
measure the effectiveness of programs - costs and
results or outcomes — and to predict which interventions
are likely to be successful.

The ideal data base would allow this program-
oriented data to be integrated with information about the
functioning of all the major institutions of society — the
family, the labour market, the community, the schools,
institutions of health care and social services, and
cultural organizations. It would measure trends in
individual activities and individual well-being.

TODAY'’S REALITY

The second question is how far are we from this
ideal.

A full, qualified answer would point to many recent
improvements and would stress that even more
improvement is at hand. It would point out that Canada
is in much better statistical shape than other countries.
It would point to the excellence of existing data for use
in marketing applications and to the power of the new
longitudinal surveys for research purposes. This would
include the powerful new SLID, health and childrens’
surveys.

Nevertheless a poor report card from a policy
perspective ... However, the short answer is that —
from the perspective of the social policy maker — the
situation is poor. From the perspective of policy makers,



the only thing that really counts is consistent, integrated
statistics that track problems, and potential solutions,
over ime. Here there has been little change in the basic
statistics for decades.

A digression on the importance of trend
indicators. Let me digress for a minute on why policy
1s so dependent on good indicators of trends.

Academic researchers are interested in the causes of
problems — and the in-depth, often longitudinal,
studies that provide this information. Marketers are
interested in data with rich cross-classifications, by
geographic area or socioeconomic grouping.

Policy advisors find this kind of information nice to
have as well. However, for policy purposes, it is
long, consistent time series that are important. They
must cover many years, so that the cyclical
dimensions to problematic situations can be
understood, as can the impact of different
govemment programs.

Why is knowing about trends so important? We are
a society with highly developed social institutions
that already address just about any conceivable
social problem. The inevitable choice confronting
governments is to do a little more or less of
something, or to do things in a slightly different way,
or to shift responsibilities to or from some other
order of government or the private sector. What
drives these decisions is information on whether
problematic situations are getting worse over time,
or whether government programs are becoming more
or less effective, or affordable.

In the areas of greatest interest for social policy
today, we have virtually no good trend data, although the
general social survey and some labour force survey
supplementary surveys provide a few glimmers of light.
. . . but much that is still worth preserving. We do
have good statistical time series to support the policy
issues that were important in postwar period up to about
the end of the end of the 1960s — when social policy
meant the provision of a strong social safety net,
addressing income inequalities that arose from the
operation of the market, and providing wide access to
institutions like schools or hospitals or paid work.

That is, we do have reasonably good information on
trends in the incomes of Canadians, on who participates
in what kind of institution and on the associated costs.
These are still necessary things to know, even if the main
focus of policy has shifted to other topics.

In other words, I am not suggesting that we drop the
statistical data that we now have. They are still relevant
for many issues and the advantages of having consistent,
long time series are enormous even if the conceptual
framework underlying those time series is outdated.
Rather, the simple point I am making is that the existing
series do not stand up well when viewed from the
perspective of current policy issues.

LOOKING TO THE FUTURE

The final part to my talk is addressed to what is to be
done. I have several observations to make — all
optimistic in tone.

In summary, we are close to having a framework that
will allow the needed integration. The technology is in
place to handle the huge of amounts of data in question,
without infringing on privacy. And there are strong
fiscal and governance reasons for change.

A framework. | have described an ideal set of social
statistics that is very comprehensive. At present many
of the pieces are there, but there is no framework that
would allow them to be used in an integrated way.
Fortunately, we are very close to a new conceptual
framework that can underpin both social policy and
social statistics.

On the policy side, we are either too shell-shocked or
otherwise not brave enough to talk explicitly about big
frameworks.  However, despite our timidity, a
framework to guide policies is nevertheless emerging.
The OECD has set its new directions in social policy.
Similar concepts are increasingly used in all social
disciplines and in all developed countries. These centre
around ideas like human development, investment in
human capital, lifelong leaming and other life-cycle
approaches to policy, far more attention to family and
inter-generational issues, and thinking of work in terms
of skills rather than occupations.

I believe it will not be long before ideas like these
will result in a statistical framework that will do for
social policy what the system of national accounts does
for economic policy. It will be an even more powerful
than the national accounts in that it will be based on how
people spend their time, an even more comprehensive
and fundamental concept than how people spend their
money.

The new statistical framework would account for
how people spend their time in schools, at work and at
leisure — with what degree of social interaction and under
what constraints, with how much learning and earning,
and how much satisfaction. The new framework would



allow us to keep track of changes in how Canadians
spend their lifetime hours in school, at home, at work, in
retirement, in giving care to others, in receipt of various
kinds of government programs or associated with
various institutions.

Technology. The technology is now in place to
manipulate the huge amounts of data required by this
framework. Many speakers at this conference will
discuss technology and I will not dwell on it here.

The result is quite simple to describe — a set of
interlinked micro-simulation models fed by existing and
new surveys, and by administrative records. Huge
amounts of information will be stored about synthetic
individuals and their institutional attachments. Privacy
is not an issue because the “individuals” in question are
not real Canadians. Rather the data will be based on
imaginary people who, when taken as a whole (or in
groups), have the same charactenistics as real Canadians
(or sub-populations of Canadians).

At this point, I expect the eyes of many in the
audience will have begun to glaze. Huge data bases?
Integration across different areas of social policy? Data
on what actually works? Imaginary people? No threat to
privacy? Dramatic increases in effectiveness? This may
not sound a lot like the world we now live in.

Remember that we now see the world through
statistical glasses that were designed a long time ago.
The system of national accounts, the census and the
labour force survey were all designed before the
computer age. The power of these instruments has been
greatly expanded by computers, but the underlying
structure is based on the technology and paradigm of the
adding machine. It should not be a surprise that
dramatic improvement will be possible when designs are
built completely anew around a powerful new
informatics technology.

There is a plan. I would like to assure you that

what [ have described is not a day dream. A plan to do
all of this now exists.
... that will shift programming to an empirical basis.
In terms of the program-oriented data, Human Resource
Development Canada is now testing a model that will
simultaneously allow policy people to assess the cost
effectiveness of different kinds of policy interventions
and that will allow individual Canadians to have data on
the probability of success, for them, of different kinds of
training or other employment interventions. The system
is based around a data warehouse that will allow current
decisions to be assessed against the success of all past
interventions for people with similar characteristics and
in similar circumstances.

This kind of technology will revolutionize social
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service programming and allow it to move to an
evidence-driven basis. It will shift decision-making to
the front-line of service-providing organizations. They
will become true learming organizations that
continuously adjust in response to new evidence.
Eventually, the new technology will put information and
power in the hands of citizens themselves. The savings
to government, as this technology spreads across the
various social and health disciplines, will eventually be
in the billions. The contract between citizen and state
will be rewritten. Social programs will actually work.

. . . and revolutionize our knowledge of society.
Similarly, with respect to the statistics about the
population as a whole, a draft proposal has already been
developed by officials at Statistics Canada and Human
Resource Development Canada. It describes the new
framework, the new micro-simulation models and the
new data collection that is needed. Its implementation
would, as well, revolutionize social statistics and social
policy — that is, our understanding of society and how to
make things better.

This statistical proposal has not yet been funded or
validated by a wider community of interest groups and
academics. Funding is always tough, especially in a time
of restraint. However, even here, I am guardedly
optimistic. There are powerful pressures that will
support moving social policy towards a more empirical
basis, even if it involves up-front funding. These
pressures are related to the fiscal situation and to
governance.

Fiscal pressures. Fiscal pressures will result in a
new attention to effectiveness, doing things that actually
have a payoff to individuals, to society and to
government treasuries. This has not happened yet. But
once the various rounds of indiscriminate initial cuts to
social programs are over, attention will almost certainly
to shift to an examination of which remaining program
clements are actually working and which are not.

Governance pressures. Governance would be so
much easier with a more empirical approach to social
policy.

Today, for example, when we think of the big issues
in social policy, we typically think about national
standards or constraints in areas like access, or financing
or processes. We are concerned that programs be
portable, or without user fees, or that only certain public
sector or certified bodies can deliver certain services.

Here we are in the world of huge fiscal transfers,
abstract principles and big constitutional arrangements.

Tomorrow, we will be more concerned about
standards as they relate to results or outcomes.
Attention will focus on comparability in different parts



of the country in the usefulness of skills obtained, not
just the pedagogical standards in various training
programs. The focus will be more on the comparability
of health outcomes, and less on accessibility issues like
which health care services arc deemed to be medically-
necessary.

We will be in a world where the main costs
associated with national standards and principles will be
the relatively minor costs of surveys and research, not
fiscal arrangements.

We will be in a world where standards can be dealt
with, not in terms of abstract societal values, but in
terms of the more prosaic, but more real, standards that
are embedded in the design of statistical indicators.

We will be in a world of decentralized decision-
making, with many partners consulting over empirical
issues — users, practitioners, academics, departments of
governments at all levels, even international
organizations. As the boundaries of social policy
crumble, and as social policy gets increasingly inter-
twined with tax policy and economic policy, many
players must necessarily be involved in ways that are
increasingly interrelated.

To be clear, I am nor suggesting that standards or
principles relating to inputs or process will no longer be
needed. Those that deal with mobility and portability of
benefits will continue to be particularly important.

I am not suggesting that fiscal transfers are
unimportant. They are needed to ensure comparability
in the capacity of provinces to finance good social
programs.

I am certainly not downplaying the importance of
constitutional solutions — the sorting out roles and
responsibilities and the elimination of overlaps and gaps
— especially now in post-referendum Canada.
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What I am suggesting is that, from the perspective of
social policy, the fundamental challenge should be to
find ways that will allow the many partners, who must
necessarily be involved, to work together productively.
Good statistics will provide the common language that
will make this possible.

A common statistical language will make it much
casier to deal with all social policy issues, including
common standards and goals. It would allow
substantive progress to take place at a decentralized,
results-oriented level, based on evidence.

Higher level discussions — whether in the context of
constitutional arrangements or social charters or the
principles to be associated with the new Canada Health
and Social Transfer — could be particularly productive if
they signalled a shift to this more empirical approach.

CANADA CAN LEAD

Canada is an ideal position to play a world
leadership role. Statistics Canada, working with its
many partners, it is very well placed to take the lead in
developing the new common language. It is already a
world leader in the area.

With strong leadership, and much persistence, we
can lay a foundation that will enable our successors to
build a better society in the next millennium.

We can make a big difference.
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ABSTRACT

Statistical agencics have tended to be methods driven. That is, collection activities took place through vehicles developed
around specific methodologies. Each vehicle often served its own specialized clientele without regard to the needs of other
organizations. The agency, therefore, often evolved, not as a corporation but a consortium, or even fragmented
consortium, of relatively independent producers of data. Methods, systems, concepts, definitions, classifications, products
and services were developed independently resuiting in inefficiencies, redundancies, disharmonies and some client
frustration.

The client satisfied with single-source information has been relatively well-served. But the client who needed
comprehensive information on a particular issue, population or geography has not. Now information technology has
precipitated a paradigm shift.

A new generation of clients is cutting its teeth on the Net and developing new expectations, particularly with respect to
scarches for information. These clients, all with their unique and particular needs, expect to be able to thematically browse
meta information, determine sources, make selections and even download: on-line, real-time, scamlicssly and at low or
no cost.

The challenge to, and opportunity for, the statistical agencies is to respond to the new paradigm by accommodating these
clients. The keystone to building such a response capability rests in integration. This includes both developing links
between the sources and climinating or reducing the disharmonies. Integration is also fundamental in moving from data
to information because it facilitates bringing together all relevant and availabie inputs. Informed decision making depends

on it

KEY WORDS:

1. INTRODUCTION

1.1 Integration

In the early 1970s I attended a meeting of the
Conference of European Statisticians, the purpose of
which was to develop a harmonized set of international
data on housing, households and families. At dinner,
after the first day of meetings, another Canadian
delegate who was from Canada Mortgage and Housing
Corporation, asked how I could be such a staunch
advocate of the harmonization initiative. Surprised, |
asked him what he meant since it was quite obvious
what needed to be done. “I make the point”, he replied,
“because your own department is in such disarray”. He
noted that he had to go to as many as eight divisions in

Silos; Meta information; Disharmonies;, Single-source output; Thematic; Integration.

Statistics Canada to get the data he needed.
Furthermore, he often found that there was a lack of
comparability between sources. I immediately became an
advocate for integration but to little avail. There was
little interest in collaboration between my colleagues in
the department.

In the mid 1980s my division launched two products
which attempted to integrate data from diverse sources.
One was the quarterly Canadian Social Trends. The
other was the Target Group series of publications. In
these ventures we became users ourselves and suffered
many of the frustrations of external clients. The task of
searching for, and gaining access to, the data we needed
was formidable. We often likened our situation to that of
the struggle for racial integration in that we felt very

' Gordon Priest, Director, Integration and Development of Social Statistics, Statistics Canada, Ottawa, Ontario,

Canada, K1A 0OT6.
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much that we had been relegated to the back of the bus
and we asked how this could have happened.

The situation had evolved because most statistical
agencies arc organized on the basis of differing
methodologies. We have censuses, post-censal surveys,
houschold surveys, business surveys and the derivation
of data from various administrative records. Thus, our
data gathering has tended to be vehicle-driven. And
each vehicle tended to develop its own expertise in
systems, methodology and subject-matter.

1.2 Islands, silos and stove pipes

This is what Tapscott and Caston (Paradigm Shift:
The New Promise of Information Technology, New
York, McGraw-Hill, 1994) have referred to as “the
problem of the unregulated enterprise”. They describe
islands of technology or expertise which meet specific
needs but result in a fragmentation of the organization.
They note that such islands have limited and specialized
functions that may have nothing to do with overall
business objectives or strategies of the corporation.
Furthermore, they may become balkanised with
formidable physical and organizational barriers,
redundancies and inefficiencies. They cite lack of
integration as a source of significant loss in business
opportunities.

Keith Vozel of AT&T , in his “Technical Evolution
White Paper”, described such organizations as vertical
or stove-pipe, the parts of which tend to address a single
issue or client without regards to the needs or
requirements of others. These organizations are
wasteful in terms of redundant or replicated data in
which there is no enterprise or corporate view of the
holdings. Other literature refers to such organizations as
silos to which access is difficult and between which
communication is non-existent or limited.  They
represent untapped potential and lost opportunities.

1.3 The Consortium and its implications

Bill Bradley of Health Canada has described
Statistics Canada as just such an organization of
autonomous data development programs. My own view
of statistical organizations is that they are less
corporations than they are consortiums of independent
producers. While many of these producers have well-
served their specific clients, it has not been without a
price.

2. DISCUSSION

2.1 Lack of meta information
Statistical agencies generally have very little
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corporate knowledge, if any, regarding the nature and
extent of their data holdings and what knowledge they do
possess, has not been systematically shared with clients
and potential clients. How often have we heard a policy
maker, decision maker or researcher lamenting the lack
of data when suitable data actually existed but were
buried away from sight in some antiseptic and air
conditioned tape library? Unfortunately, the production
of meta information (that is, information about the data
holdings), is very dependent upon the various production
areas. The amount of meta information that is held may
vary significantly from arca to area and it is not usually
documented to any corporate standard.  Where attempts
have been made to develop standardized meta
information it is more likely to serve some bureaucratic
purpose rather than potential clients. This results in
underutilisation of the data collections. Clients, as well
as agency staff, undertaking research on any given issue
or population, are left largely to their own devices to
contact each of the source areas to determine if they
have any relevant data. Speaking from experience, I can
say that the task is formidable, frustrating and often,
fruitless.

2.2 Disharmonies

As might be expected, given the nature of
independent production, further complications exist due
to disharmonies between vehicles or sources in terms of
concepts, definitions, classification systems, and
documentation. Not only has each production area
developed its own methodological, processing and
dissemination practices, so has it developed its own
subject-matter content. Through lack of care, concern
or communication, differences have arisen in terms of
concepts, definitions, classification systems and
database coding. Not only is this distressing to the end
user but it is also wasteful of resources. Given the lack
of corporate standards, program managers, time and
again, have developed totally new documentation,
unmindful of what might already have been produced
elsewhere in the agency.

I am sure we are all aware of those situations where
a data set from one source cannot be compared with
another source, even though it bears the same name. On
the other hand, there are those cases where variables
actually are comparable but carry different names. At
Statistics Canada we have even uncovered situations
where variable names may be comparable in one official
language but not in the other. And we have probably all
experienced those situations where, even though a
vaniable may carry its conceptual integrity from one
source to another, comparability may be lost because



each source used a different classification system or used
non-standardized aggregations. Finally, there are those
insidious practices of using different mnemonics in the
coding of vanables on record layouts for micro data
retrieval. This can lead to serious coding errors for
persons working with multi-source files.

2.3 Contradictory or incomplete outputs

Another legacy of our stove-pipe production is that
of independent vehicle-driven output. There are the
obvious difficulties when Survey B contradicts the
carlier released figures from Survey A indicating that the
annual number of Peggy’s Cove tourists hit by seagull
droppings is 5349 not 316. Such incidents are followed
by the usual flurry of releases containing footnotes and
qualifications explaining that one source was seasonally
adjusted, included great blue herons with the offending
scagulls or was rounded to prevent residual disclosure.
Or sometimes we just issue our blushing pink errata
sheets and ‘fess up " to a “computer error”. While these
situations are embarrassing they do not often cause long-
term damage because they are relatively rare and usually
quickly identified and corrected.

2.4 Single-source output biased

Of greater concern is the analytical output that
releases a set of information from a single source
without the benefit of related and relevant data from
other existing sources. Such releases can be dangerous
in terms of providing partial and therefore, biased and
misleading information. That is, the information is not
set in the context of our comprehensive knowledge of a
situation. As an example, suppose a survey of the social
drinking of young women reveals that one out of twenty
of the population surveyed had been assaulted by a
young male after leaving a bar late at night. The
information is released, there is great public discussion
and a demand for legislation to close bars earlier.
Suppose other information existed from a
comprehensive survey of violence in society: including
violence in the home, in the workplace and in the street.
Suppose that other survey revealed that, while the social
drinking data were substantiated, an even higher rate of
young men were assaulted when leaving bars late at
night Suppose it also revealed that young men were the
greatest offenders in terms of assaults, not only in the
streets, but in the home and the workplace as well. The
ensuing public discussion and search for a solution
would probably have been substantially different if the
information from the drinking survey had been placed in
the larger context.
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2.5 Implications of stove-pipe production

To summarize the implications of stove-pipe
production in statistical agencies, we see that corporate
knowledge of the extent and nature of their data holdings
may be incomplete and therefore, of diminished use to
the client. Disharmonies exist between sources and,
therefore, even when the client does find different
sources of interest, the data may not be comparable.
Finally, the agency may mislead clients by releasing
vehicle-driven data rather than integrated outputs. 1f we
accept that fragmented production poses a problem for
clients then we have to consider integration as a solution.
That 1s, we need a corporate inventory of our holdings,
we need to resolve the disharmonies and we need to
ensure that data releases are made in the context of our
full knowledge of a situation.

2.6 Compelling reasons for action

There are compelling reasons to take these actions
now. Firstly, many agencies are faced with funding cuts
at a time when the demand for information is increasing.
It is understandable that in tough economic times policy
makers and decision makers in both the public and
private sectors want the most reliable, most recent data
because the implications of making a wrong or
uninformed decision are far more serious. It falls,
therefore, to the statistical agency to not only do more
with less, but to work smarter and that includes mining
and utilizing existing data as fully as possible. And you
can’t mine what you don’t know you have. Maintaining
dynamic corporate metadata and information just makes
good business sense.

Secondly, technology now exists to make the job of
data and metadata management infinitely easier than was
the case ten or even five years ago. In 1980, Canada
Mortgage and Housing Corporation asked if I would
estimate the cost of building and maintaining a meta
information base for housing. We estimated that it was
going to cost over three person-years to build it and
about one-and-a-half to maintain it. Needless to say, the
meta information base was not built. This year we built
a meta information base for all social statistics which
listed approximately 20 subjects, over 1000 variables
and close to 100 sources. It cost us less than half a
person-year to build and maintenance will be negligible.
It provides the client with the option of using both
thematic and keyword searches. Using the thematic
approach, the client browses the list of subjects or
themes (e.g., demography, education, ethno-cultural,
health, labour, ctc.). Selecting a subject reveals an
alphabetic listing of all associated vaniables. All sources
for each of the variables is shown. Selecting a source of



interest reveals bascline information about the source, a
further thematic list of vanables for that source, micro
data record layouts, questionnaires and other
documentation. Advantages of the approach are that the
client becomes aware of nests of related vanables that
may prove useful and vanables may be cross-linked to
a number of different subjects.

Thirdly, clients, especially those with Internet
experience, have become increasingly knowledgeable
and sophisticated with respect to searching for
information. Thus they have increasing expectations of
being able to approach a statistical agency, browse its
holdings, specify output and download it; online, real-
time at low cost or no cost. While there will be
undoubted costs in building such a service capacity there
is also a potential for hard cost reduction (cost
avoidance) and improved productivity. For example,
agencies should reduce the number of expensive generic
products and allow and encourage or assist clients to
build their own niche products.

3. FUTURE ACTIONS

3.1 The vision

Thus, there is need and there is opportunity. We
must develop the vision and the corporate will to accept
the challenge and seize the opportunity. There are three
fundamental components to the vision. Build the meta
information, resolve the disharmonies and move from
vehicle-driven outputs to issue (or population)-driven
integrated outputs.

3.2 Building the meta information

Meta information must be comprehensive. It must
respond equally to the client who simply wants an
answer to a question such as the number of widgets
produced last year as well as to the client who wants to
know what is resident on micro data bases so he or she
can do his or her own research. Therefore, meta
information must describe the contents of micro data
files, the contents of aggregated tabular output, the
content of analytical or descriptive reports and the nature
of specialized services provided by the agency. The
information must be accessible by a search tool that
facilitates both keyword and thematic searches. Ideally,
a thesaurus should sit in front of such a tool to translate
the client’s lexicon to the agency’s lexicon. The
importance of a thematic scarch tool cannot be
underestimated as is witnessed by many of the more
helpful sites on the Net. The listing of subjects or
themes and variables associated with those themes
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enhances the search by revealing variables that may be
useful but not previously evident to the client.
Regardless of whether the client searches on the basis of
keyword or themes, however, the outcome should be the
same. That is, he or she must be directed to the source
of the information or data sought.

3.3 One gateway: one tool

Experience has shown that clients have found the
statistical agency to be a bewildering maze of seemingly
illogical sources. I can attest to this in the many calls I
have received over the years which were prefaced by, “I
don’t know if I called the nght place, but do you
have...”” There must be one gateway to the organization
and at the gateway must reside one, user-friendly tool, or
knowledgeable helpful staff equipped with the tool,
capable of directing the client to the appropnate
sources. Different systems might underlie the one tool
as long as a common look and feel is maintained.

The gateway may be replicated at different physical
sites, but, again, it must have the same look and feel at
each. It may be electronic and fully automated or
supported by advisory staff. With regard to an Internet
site, caution must be exercised with regard to channeling
the entrepreneurial spirit and constraining the egos
which have seen “home pages” blossom as the vanity
press of the electronic media. Each such initiative
should be questioned in terms of what it costs to build
and maintain and how effectively it contributes to the
client’s search. We must avoid the pitfall of building
stove-pipe solutions to stove-pipe problems.

In the course of this symposium you will hear at
least two presentations from my colleagues at Statistics
Canada which represent parts of an ultimate solution.
One is the IPS system, the other is Statcan On Line.
Each represents part of a solution but they must be
integrated at some point into part of a single corporate
strategy.

3.4 On-line, real-time

In a very short period of time the Net has
significantly raised our expectations in our quest for
information. We are satisfied with nothing less than
instant, electronic gratification. While the Net is
perfectly positioned to assist the client in browsing our
meta information, the question arises as to how we
deliver a real product or service when the client finds
something he or she wants. Clients now are less
satisfied with generic products as we have scen the
evolution of niche markets in which clients demand
custom output suited specifically to their needs.

Once a client has been directed to a source of



mnterest, it is in the client’s interest and the agency’s
interest to provide the client with the facility to down-
load, on-line in real-time that information or data sought.
The client’s interest is obvious but the agency’s interest
is served in not only happy clients but also in hard cost
reduction. The greater the capacity for a client to
browse, specify, code or download, the less resources
consumed by the agency. The technology exists to allow
clients to download from public use micro data files and
be billed automatically. Only in the case of confidential
master retrieval files (which must remain behind fire-
walls and screened for residual disclosure) is there a
need to distance the client from the data. But even then,
there is no reason why the client cannot code the request
from record layouts, submit the job and have the agency
produce the output and do the necessary disclosure
screening.

The issue of billing and costs to clients, while a
fascinating subject, is well beyond the scope of this
paper and this symposium.

With regard to the client who does not have the skill
or the time to down-load his or her own data and
information the option should be provided for account
executives, using the same tools, to custom-build
outputs to meet client’s niche needs. As the meta
information opens the data archives to the world it might
also be expected that opportunities will develop for
private sector consultants to undertake browsing,
downloading and analysis on behalf of clients.

3.5 Addressing the disharmonies

It is unrealistic to think that all disharmonies can be
eliminated between sources. Differences in methodology
such as whether a question is asked on the doorstep, over
the telephone or on a self-completed form may yield
subtle differences in output. Nevertheless, most serious
disharmonies can be eliminated with concerted effort. |
was associated with such an effort a few years ago to
bring harmony to family data from some nine or ten
sources. All of the serious and most of the minor
disharmonies were eliminated by negotiation between
the production areas. It is not, however, a one-time
effort. As new sources came on-line new disharmonies
developed. One of the most formidable tasks in the
exercise in question was simply identifying all the
sources of family data. We had, in effect, to build an
inventory before we were able to identify and address the
disharmonies. In that regard, the building of the meta
information facilitates the identification of the
disharmonies. In our recent undertaking of building
meta information on social statistics many disharmonies
were revealed in the process. Each was flagged for
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future attention. The meta information can also become
a model of best practices and even a template for the
development of standardized documentation ranging
from mnemonics used in record layouts to classification
systems to definitions. The adoption of templates and
standards also promises the potential of hard cost
reduction as future sources are developed. There is,
however, no avoidance of the discussion and negotiation
that must take place between the source areas with a
view to the development of those standards. And there
must be a commitment to eliminate the disharmonies.

3.6 Increased thematic output

The integration of data in a thematic way will also
be facilitated by the construction of meta information.
In the past, analysts may not have known of many
relevant sources which existed, but armed with
appropnate meta information, search tools and retrieval
systems there is no reason why all relevant data cannot
be ported to the desk-top. It remains, however, for the
analyst to understand the importance of integration. At
least, aggregated or tabular output should be
accompanied with pointers to other related sources. At
best, analytical or descriptive output should incorporate
all relevant data and information in the analysis or
discussion. It must be realized that the release of
anything less than our comprehensive knowledge of an
issue or population is as potentially damaging to our
clients as are undetected response or processing errors.
It is indeed curious that the statistician who shows such
a proclivity for footnotes on methodological issues
should have been so silent with regard to other sources
of information or data relevant to the client.

3.7 Corporate Initiative

The question remains whether the above-noted steps
can be undertaken without corporate initiative. As long
as the corporate culture is such that it rewards individual
production rather than corporate production it is
doubtful that change will happen. Unless the stove-pipe
production areas perceive some advantage in improving
whatever performance measures against which they are
evaluated they are unlikely to take initiatives. Perhaps
some will, creating a groundswell in which others must
Joinor be left behind.  Even so, is there not too much at
stake to leave such developments to random individual
acts? Is there not the possibility of duplicated effort and
wasted resources? Does the lack of a shared vision,
strategic planning, direction and funding from the
corporation send the signal that integration is not really
a high and urgent priority?

Information technology today presents unique



challenges and opportunities to statistical agencies but
to seize them it will be necessary to place a high prionity
on integration. That suggests the establishment and
funding of a centralized body within the organization
charged with leading the above-noted activities.

4. CONCLUSION

4.1 The past

The organization of statistical information has been
driven primarily by methodology rather than thematic
content. The integration of data on the basis of issues,
populations or geography, and attempts to convert those
data to information, have been hindered by the structure
of the silos in which they have been collected and
archived. There has not been a corporate, or for that
matter, client view of the richness and
comprehensiveness of the data holdings.

4.2 The future

In the statistician’s ideal world there would probably
be complete record linkage between all sources of data
and, as a result, full integration. Few, if any, agencies,
however, operate in societies that would tolerate such a
manipulation of private information. The challenge, and
the opportunity, therefore, lies in moving to corporate
rather than consortium data management. Meta
information, harmonization and thematic integration are
imperative if we are to progress in moving data to
information. Agencies which fail to accept the challenge
and the opportunity provided by information technology
and who continue to relegate their clients to the back of
the bus, particularly clients who have traveled the
information highway and like what they have seen, will
be quickly perceived as unhelpful and irrelevant.
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META-ANALYSIS OF MULTIPLE COHORTS OF UNDERGROUND
MINERS EXPOSED TO RADON

Y. Wang', D. Krewski'?, J H. Lubin® and J M. Zielinski!

ABSTRACT

Methods of meta-analysis of a series of cohort studics by using random-effects models are presented in this article.
Specifically, a non-linear random-cffects regression model was used to describe both population average and cohort specific
risks. The methods were used to fit proportional relative risk model for estimating dose-response relationship of radon
exposure and lung cancer mortality. Because of the computational burden involved in fitting the non-lincar random cffects
model, a two-stage regression approach to meta-analysis is also considered. The results obtained with the random-effects
and two-stage methods are compared with those based on conventional meta-analytic methods in which overall cstimates
of risk are based on a weighted linear combination of cohort specific risks (with weights inversely proportional to the

precision of the estimates).

KEY WORDS:

Random-effect model, Heterogeneity.

1. INTRODUCTION

Meta-analysis of occupational epidemiology studies.
Meta-analysis is a quantitative method of data
aggregation (Greenland, 1994). It is used to identify
overall effects for all studies combined, and to
characterize differences among individual studies.
Conventional meta-analysis methods effectively average
the outcomes of available studies with the weights
assigned to individual estimates being inversely
proportional to estimation errors (Greenland er al,
1992). Currently there is a trend towards the use of
random-effects models in meta-analysis (Berlin er al.,
1993; Berkey et al, 1995). The National Research
Council (1992) recommends the use of random-effects
approaches to meta-analysis and the exploration of
sources of variation among study results. The advantage
of random-effects analysis over conventional
meta-analysis techniques is some allowance for sources
of heterogeneity beyond sampling error (Greenland,
1994). Random-effects analysis provides an estimate of

Cancer mortality; Cohort study, Generalized estimating equations; Lung cancer, Radon progeny;,

effect aggregated across all studies, as well as estimates
for individual studies. The overall estimate is referred to
as a fixed-effect whereas the study specific estimates are
called random-effects (Moolgavkar er al., 1995).

In this article, we will explore the use of a
random-effects model in meta-analysis of occupational
epidemiology studies. Our motivation is a need to
synthesis relationships of radon exposure and lung
cancer mortality from 11 major underground miners'
studies conducted in Canada, the United States, and the
others countries, for which there is significant
heterogeneity between those studies (Lubin er al.,
1994). Radon is an inert gas produced during the
radioactive decay of uranium. Alpha particles emitted
during the radioactive decay of its short-lived progeny
are responsible for the carcinogenic activity of radon. A
meta-analysis of underground miners studies conducted
by Lubin et al., (1994) has clearly established that radon
decay products are carcinogenic and that exposure to
radon progeny at levels found in miners increases lung
cancer risk. The characteristics of these studies are
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briefly summarized in Table 1. Although significant
increasing trends in lung cancer risk with increasing
exposure to radon were apparent in each of these studies,
estimates of the excess relative risk per working level
month (ERR/WLM) exposure to radon derived from
different cohorts varied substantially. Therefore, the
between studies heterogeneity needs to be considered.

In this article, we explore methods of meta-analysis
of cohort studies. In section 2, random-effects analysis
methods are presented. In section 3, two-stage analysis
methods are discussed. An illustrative application of
these methods is given in section 4. Our conclusion are
given in section 5.

2. STATISTICAL MODELS

Poisson regression methods are often used in
analyzing data from cohort mortality studies (Breslow
and Day, 1987). With this approach death rates are
assumed to be constant within fixed time intervals and
exposure categories. Data entering into regression
analyses are in the form of a multi-way person-year table
consisting of the number of deaths from disease of
interest and person-years, of observation, classified in
terms of relevant covanates. Under the Poisson
regression model, the observed number of cases is
assumed to follow a Poisson distribution for which the
variance 1s equal to the mean. Specifically, the expected
number of cases is modeled as

Ny ryg (%, v), (1)
where 1\6.,‘ denotes the number of person-years at risk in
the ; th state of the kth cohort and 7, (x,v) denotes the

corresponding mortality rate associated with a vector of
covanates v, and a vector of potential confounders x.

2.1 Proportional Relative Risk Model
Under the proportional relative risk model, the
mortality rate can be expressed as the product

Q@)

where 7, 4 (x) denotes the background mortality rate for
the jth state of kth cohort, RRjk(v;ak) is the
associated relative risk, and a, is a vector of model

T (x,v) =r ok (x) RR)* (v G‘),

parameters.

In occupational cancer mortality studies, the
association between cases and risk factors is often
descnibed by the linear exposure-response relationship

22

RRﬁ(V;ag) =1 = & Hhen % &

)

where P, is the slope parameter, W denotes the level of

exposure to the risks factor of interest, and §, is a vector
of covanates which will modify the exposure-response
relationship. When continuous exposure is stratified
into L groups, the above relationship can be represented
by categorical model

RRﬂ, (V;ak) =l "BU‘ L Ek,

(I=1, .., L), where B, is the exposure-specific excess
relative risk. Approximate methods for fitting non-
linear models are discussed in sections 2.3 and 2 4; these
methods are exact in the special case of linearity.

2.2 Fixed and Random Effects

Heterogeneity amount cohorts can be described by
arandom-effects model (Rutter and Elashoft, 1994), in
which the overall effects and variation among individual
cohorts are characterized by fixed and random regression
coefficients respectively.  Specifically, to describe
heterogeneity across cohorts, the excess relative risk of
lung cancer associated with exposure to radon for the
kth cohort, B, , is decomposed into two parts

B.=P bﬁk’ 4)

where 3 is the fixed effect for all cohorts combined and b ,
is the random effect specific to the kth cohort. In
general, the parameters of model (3) or (4) can be
characterized as

o =a+h, (5
where @ denotes a vector of fixed effects applicable
across all cohorts, and a vector of random effects b,

with zero mean specifies the deviation from the overall
effects associated with the kth cohort.

2.3 Marginal Moments

More generally RR, (v,,) may be a non-linear
function. To calculate the lmcondmonal expectation and
variance of the observed number of cases in
random-effects model, we assume that the expectation of
all random-effects is zero. Given b,, the relative

nskfunction can be approximated by

3RR ,(v; )

RRjk(v; alb,) -RRj.k(v;a) + xb,

Vsl +2,0))

(6)



d RRjk(V; o)

3 o)

-1 y
Z, = RR, (v; &) x

Given the random-effects b,, the conditional
expectation and variance of the observed number of
deaths in the j th state of kth cohort for the Poisson
regression model are

EQylé) =

k jk(x,vyalb )

(8)
and

Var (y,|b,) = ¢E(V,-k|bk)- )

where the over-dispersion parameter ¢ describes excess
variation in the observed number of deaths. Letting
D = Cov(b,) denote the covariance matrix of random
effects, the marginal moments in the j th stratum of the

kth cohort can be written as

EQyu) = w@=Nyro ()RR, (v, @),  (10)
Var (V,k) = ojk(a) -¢ Rjk(a)
2 . (11)
* W (@) 2 (@) Dz, ().
and
Cov (e u) =0, (@)= (@) p,p (@) 2z ¥ (@Dz,,(2) (12)

(7 » /). The covariance matrix of random effects is an
unknown non-negative definite matrix, which needs to
be estimated in model fitting process.  Let
¥, iR o )T be the vector of observations in the
kth cohort, and let Q = diag (D, .., D) and
Z, =diag(z,,,...,1 ¢! k). Further, let A, (a) diag (M,
(a) o By (@) and L(a)= {0,4(0)} be two J, x J,
matrixes for which p;, («) and o, (a) are given by (10)
- (12). The covariance matrix for the vector of
observations for the kth cohort (Y ,) can be written as

Table 1. Characteristics of 11 Underground Miners' Studies®

Location Type of Number  Penod of Number of ~ Number of
Mine of Miners  Follow-up Person-years  Lung-cancer
China Tin 17,143 1976-87 175,342 980
Czechoslovakia ~ Uranium 4,284 1952-90 107,868 661
Colorado Uranium 3,347 1950-87 82,435 329
Ontario Uranium 21,346 1955-86 380,718 291
Newfoundland  Fluorspar 2,088 1950-84 48,742 118
Sweden Iron 1,294 1951-91 33,293 79
New Mexico Uranium 3,469 1943-85 58,949 69
Beaverlodge Uranium 8,486 1950-80 118,385 65
Port Radium Uranium 2,103 1950-80 52,676 57
Radium Hill Uranium 2,103 1948-87 51,850 54
France Uranium 1,785 1948-86 44,043 45
Total 67,746 1943-91 sl 8IS 2,736

*Cited from NCI report (Lubin ez al., 1994).
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Cov(Y) =L (@)=~ A, (@)

+A(e) zJ(Q Z, (o) A, (). (13)

2.4 Generalized Estimating Equations

Zeger et al., (1988) used a generalized estimating
equations (GEE) approach to fit random-effects models
to longitudinal data. The GEE approach permits relaxed
distributional assumptions and is often computationally
simpler than maximum likelihood estimation. With the
specification of a working covariance matrix, the GEE
method yields consistent and asymptotically normal
estimates under mild regularity conditions, although
efficiency may decrease.

Suppose that there are J, states in the kth cohort
(k=1,..,K). Letting p,(x)=E(Y,), the GEEs for the
fixed-effects « given the covariance of random-effects
D =Cov (b,) are

2 aUk (a)

k=1

T (@(F, - p(e)=0 (14)

(Zeger et al., 1988). This equation can be solved for a
using Newton-Raphson iteration.  Note that the
estimating equation (14) is not unbiased since X' (c) is
a function of the model parameters « (Bumett et al.,
1995). For unbiased estimation of «, a penalty term
needs to be added to (14) so that the expectation of the
estimating equation is zero. The modified estimating
equation has been referred as penalized quasi-likelihood
function by (Breslow and Clayton, 1993). However, the
inclusion of the penalty term adds to the computational
burden of model fitting. In large samples, moreover, the
bias may be negligible.

Following Zeger and Liang, (1988) the
approximation (11) is used to obtain a preliminary
estimate of the covariance matrix of random effects
(D). Specifically, equation (11) can be re-expressed as

E(y)k ‘ujk(a»z Y ¢ uj}( ((!)

D~ (zﬁzj,{)"zjk( g )2 (232) 7"
Ha ()
We use the moment estimator
lj=li iJEl (z,z2)!
K i1 Jp =1 Tt

(15)

& a
{,k[(y]k 1(( )) 6“1‘( )]ﬁ}(ﬁ()")l

"ﬂc

to estimate the covaniance matrix of the random-effects.
The moment estimator

& 8)z, Dz,
é 2 E{(yﬁ u,k() Fl)k() ﬁ}(16)
=1 KJ, ) Al (@)

1s used to obtain an estimate of the over-dispersion
parameter ¢ (Zeger and Liang, 1986). The estimates of
« and (D, $)are obtained by first solving (14) using
Fisher scoring methods, with (D, ¢) fixed at its
estimated value (D, ¢). Equations (14) are then
evaluated with « fixed at its newly estimated value &,
and iterating until convergence.

In this iterative process, the random effects related
to the kth cohort can be estimated by using the estimate
of & to offset fixed effects in cquation (5) of parameters
of the relative risk model, and using the estimated
covariance matrix of the random-effects 2 to solve the
quasi-likelihood type score equation

dms (b))
ab,

for b, (k = 1, ..., K). Over-dispersion related to
particular cohorts can be accommodated using methods
suggested by McCullagh and Nelder (1989).

The estimates of the fixed-effects &, the estimates
of random-effects &, +(k=1,...K), and the covariance
matrix of random-cﬁ'ects D are obtained by first solving
(14) using Newton-Raphson methods, with D and b,
fixed at their initial values I} and 5‘, respectively.
Equations (15) and (16) are then evaluated with « fixed
at its newly estimated value &, and iterating until
convergence. Zeger and Liang (1986) note that
convergent estimates («*) of the parameters are
consistent, and suggest the robust variance estimate

£ 1Y, -, (8] =0 17)

Cov(a’)=I;' I, T}, (18)
where
F0=E uk(a.)z @) aﬁk(a.)
k=1 Jdca° Ja’
and
K
rof ) g oy e
k1 dot

(Y, - m @) L @

Pk( .)
ou*

The variance estimates of &, x are



Cov(b)=1,"' P, T;' (19)
where
3 ur (6 19 18y
T, = >
Y a, iT dB o
and
Il -
sz ”k( k) 2}1[1,*_ ﬁk(gg)]r
: 1)

X TN ( )
[Yt-pk(gk)]zkl :} k)-

k

3. TWO-STAGE REGRESSION ANALYSIS

Depending on the number of categorical covariates,
the number of states in the person-years table can be
very large. This may present computational difficulties
in model fitting. In this section, we discuss two-stage
regression analysis methods which are easy to implement
even though the number of confounders are large
(Whitehead and Whitehead ,1991). Without loss of
generality, we will use the simple linear model

RR},‘ (v,w; o) =1 +pkij (22)
to illustrate the two step methods in which the
parameters 3, denotes the excess relative risk for the kth
cohort.

Stage 1. In the first stage, model (22) is fitted to each
cohort. Let B, be the estimate of model parameter B,
and s, be the estimated variance of f§,. The estimates
{B‘, spk=1,.,K} are used as input for Stage 2.

Stage 2. Define

E -1
= _?", @3)
.5,
oo Zoe BB -k
5 o1 D (24)
n| El:sk-l’

and

(tes)?

i

Wkg

Then the pooled estimate § of the overall effect for all
cohorts is given by

p- {3‘”&5& (26)

The variance of the estimate of the overall effect is
estimated by

= +s)H!
Var () (g(% s [eX))

A statistical test for homogeneity of the Bk among
cohorts is given by

™ sy (-3 (28)
which has a chi-square distribution with X-/ degrees of
freedom.

The shrinkage estimator of the cohort-specific effect
B, is given by

ﬁ;‘ skﬁw & ﬁ,‘

= T (29)

with the deviation from the overall estimate given by
Sk = p- B;’

(30)

provided £>0.
The estimated variance of the deviation is given by

s,

Var(Sk) = T (31)

Sy

The heterogeneity among cohorts is described by t:
positive values of T will increase the estimated variance
of the overall effects ﬁ

4. ILLUSTRATION

In this section, the methods discussed in sections 2
and 3 will be used to analyze data from the 11 major
studies of miners (Colorado, Czechoslovakia, China,
Ontario, Newfoundland, Sweden, New Mexico,
Beaverlodge, Port Radium, Radium Hill and France). A



meta-analysis of these studies was conducted by Lubin
et al, (1994). We do not intent to conduct a
comprehensive re-analysis the 11 underground miners'
studies, but simply to illustrate the methods.

In total all these 11 studies include over 2,700 lung
cancer cases among 68,000 miners representing nearly
1.2 million person-years of observation (Lubin et al.,

60-64, 65-69, 70-74, 275 years), and other
occupational exposures (available in the sudies from
China, Ontario, Colorado, New Mexico and France), an
indicator of radon progeny exposure (Beaverlodge), and
ethnicity (New Mexico).

The relative nisk model

1994). Fol'lowing. Lubin et al., the ba_ckground lung Ey, L:A) =Nﬂrojk(x)[ 1+(P+b,)xw] (32)
cancer rate is stratified by age (all studies) defined by
5-year age groups (<40, 40-44, 45-49, 50-54, 55-59,
Table 2. Estimated ERR/WLM %* Based on Random-Effects and Two-Stage Analyses
Study Random Effects Analysis Two Stage Analysis  Cohort Specific Analysis
Combined 0.49° £(.14)° 0.56° £0.12¢ 0.57¢ £0.02°
China 0258 0.29¢ 0.28"
Czechoslovakia 0.75 0.67 0.71
Colorado 0.55 0.46 0.44
Ontario 0.52 0.73 0.94
Newfoundland 0.74 0.80 1.18
Sweden 0.53 0.62 1.68
New Mexico 0.64 0.60 2.66
Beaverlodge 0.53 0.64 426
Port Radium 0.42 042 0.38
Radium Hill 0.50 0.58 6.74
France 0.46 0.35 0.06
*  ERR/WLM is the parameter P based on the model RR=1 +P xw *, where w *=w_, +0,w ., +0,w,,, denotes

cumulative radon exposure in which w,_ ., w . ,, and w,,, denote radon exposure received 5-14, 15-24, and
more than 25 years ago, respectively. The values of 8, and 8, were estimated as 0.78 and 0.10, respectively.

Fixed coefficient of random-effects model.
Overall estimate of two-stage analysis.

The standardized error of estimate.

F e ™ o o 0 o

Cohort-specific estimate.
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Weighted-mean of cohort-specific estimates. (Weights were inverses of the standarded errors of estimates.)

Sum of fixed and random coeflicients of random-effects model.
Cohort-specific shrinkage estimate based on two stage analysis.



will be used in this example, with the modifying effects
of others covariates ignored for simplicity.

The parameter B, reflects the excess relative risk
per WLM radon exposure. Since radon exposures
received more recently are considered more important
than exposures received long ago the cumultative radon
exposures in (22) is divided into three parts
W= Wy 1 +0,w 5 o+ Oyw,, in which Ws 1o
Ws.qeand w,,, denote radon exposure received 5-14,
15-24, and more than 25 years ago, respectively. The
parameters 6, and 0, for the time-since-exposure effect
are treated as fixed-effects with values of 0.78 and 0.10
respectively, as estimated from data from the 11 studies.
The first column of Table 2 gives of estimatesf, based
on all studies combined and the individual studies
obtained using random-effects analysis techniques. The
second column of Table 2 gives the corresponded
estimates of (3, based on two-stage regression analysis
methods.  Last column of Table 2 gives the
study-specific estimates which are based on conventional
meta-analysis methods. The overall estimate of the
excess relative risks based on the random-effects
analysis 1s 0.49% with a standard error of 0.14%. The
two-stage analysis leads to an estimate of 0.56% with a
standard error of 0.115%. The conventional meta-
analysis method provides an overall estimate of 0.57%
with a standard error of 0.018%. The random-effects
and two-stage analyses yield larger standard errors than
the conventional analysis because heterogeneity between
studies has been taken into account. Both the random-
effects and two-stage analyses give similar estimates of
the study-specific ERR shrunk towards the overall
estimates of ERR.

5. CONCLUSION

In this article, we have presented methods for
meta-analysis of a senies of cohort studies used to
investigate similar occupational health risks.
Specifically both random-effects and two-stage analyses
were discussed. A more conventional approach to
meta-analysis based on a weighted linear combination of
study specific estimates (with weights inversely
proportional to the precision of the estimator) was also
considered. Estimates of overall effects across all studies
given by the three methods appeared comparable in the
example used to illustrate the methods.

The random-effects analysis aggregates all available
data, from all studies, whereas two-stage and
conventional meta-analysis methods use only summary
estimates from individual studies in synthesis. In

27

contrast to conventional meta-analysis, heterogeneity
between different studies is taken into account in
estimating overall risks with both the random effects and
two-stage analyses.

This advantage is particularly important when there
are significant differences among the study results, that
is, when the fixed-effects model fits the data poorly
(Greenland, 1994). Computationally, the two-stage
method can be more convenient than the random effects
method with large datasets.
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LINKING DATA TO CREATE INFORMATION

W. Winkler and F. Scheuren'

ABSTRACT

The process of linking together records from two or more files has a long history, especially in Canada. Optimizing the
linkage step and controlling the inevitable errors have been given primary consideration (Newcombe et al, 1959, Fellegi
and Sunter 1969). Advances in estimating true linkage probabilities (e.g., Belin and Rubin 1995, Winkier 1995) have been
one of the engines necded for improved analysis. Our recent research (e.g., Scheuren and Winkler 1993) on matched data
in the presence of linkage errors has focussed on the interaction between linkage error and regression analysis — with
adjustments being conditioned on what is known about the linkage. Here we continue that work but this time we dre
aiming at a more fully recursive approach. The first two steps would be the same as before: (1) estimating error
probabilitics and (2) adjusting the regression for tinkage errors. The next step employs the analysis itself as an additional
source of information. Outliers from the regression arc treated as nonmatches with refitting of linkage probabilities and
reestimation of the analysis relationships occurring as part of a recursive process.

KEY WORDS:

1. INTRODUCTION

Researchers and policvmakers often need more
information than is available in a single data base. Use
of microdata records from two or more data files,
though, may be error prone when the only means of
connecting corresponding records are nonunique
identifiers, such as name and address information.

It 1s our view that recent developments in
edit/imputation (EI) and record linkage (RL) have
yielded tools of sufficient power that heretofore
undoable analyses are now possible. Two of the reasons
for this serve as the basis of the methods presented in
this paper:

® First, while some problems exist, analysts generally
can define the best ways to edit (i.e., clean-up) and
impute (i.e., revise) existing microdata. We believe
this 1s true with either individual data files or with
merged files taken from several sources. What is
new is that more individuals are applying powerful,
reusable software routines based on edit models
such as that of Fellegi and Holt (1976). Such
models and software ease and systematize the EI

Edit, Imputation; Record linkage; Regression analysis; Recursive processes.

process and replace ad hoc, data-base-specific if-
then-else routines that must be written from scratch
in each application.

Second, analysts can effectively link a representative
set of records from the separate data files via newly
enhanced methods, originally introduced by
Newcombe (Newcombe et al 1959) and
mathematically formalized by Fellegi and Sunter
(1969). In earlier work (Scheuren and Winkler
1993), we demonstrated an RL adjustment
procedure that reduced bias due to record linkage
error 1n regression analyses.

In the present paper, we present a four-step
recursive approach that is straightforward to carry out
and very powerful. To start the process, we employ an
enhanced RL approach (e.g.. Winkler 1995, Belin and
Rubin 1995) to delineate a set of pairs of records in
which the matching error rate is estimated to be very
low. A regression analysis is attempted. Then, we use an
EI model developed on the low-crror-rate linked records
to edit and impute outliers in the remainder of the linked
pairs. Another regression analysis (RA) is done and this
time the results are then fed back into the linkage step so

! William Winkler, U.S. Bureau of the Census, Washington, DC 20225 and Fritz Scheuren, The George Washington

Unversity, Washington, DC 20056,
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that the RL step can be improved (and so on). The cycle
continues until the analytic results desired cease to
change. Schematically, we have

“RAM
RLé RA€ EI

Each of these three technologies, of course, is
already in wide use. If this paper has something to
contribute, it is as an illustration of one, we hope,
sensible way to integrate them and thereby increase their
utility even further.

Organizationally, the matenal is divided into five
sections including this brief introduction. In the second
section, we give a little background on edit/imputation
and record linkage technologies. The empirical data files
constructed and the regression analyses undertaken are
described in Section 3. In the fourth section, we present
results. The final section consists of some conclusions
and arcas for future study.

2. EDIT/IMPUTATION AND RECORD
LINKAGE METHODS REVIEWED

In this section, we undertake a short review of
Edit/Imputation (EI) and Record Linkage (RL)
methods. Our purpose is not to describe them in detail
but simply to set the stage for our present application.
Because Regression Analysis (RA) 1s so well known,
our treatment of it is covered only in the particular
application (Section 3).

2.1. Edit/Imputation

Historically, methods of editing microdata arose
mainly to deal with logical inconsistencies in data bases
(e.g.. Nordbotten, 1963), their use in detecting unlikely
or implausible entries has also been important (e.g.,
Granquist, 1984). Methods of imputing microdata had
their beginnings mainly as a way of handling missing
entries (e.g., Little and Rubin, 1987). Using the two in
combination has long been done, though, by
practitioners. Edit/ Imputation (EI) methods were,
however, not fully conceptualized as a single system
until the seminal paper by Fellegi and Holt (1976).
Attempts at completely computerizing the Fellegi-Holt
system had to wait even longer. It is only now with the
present generation of computer hardware and software

30

that success can be said to be satisfactory.

Although we will only consider continuous data in
this paper, EI techniques also hold for discrete data and
combinations of discrete and continuous data. In any
event, suppose we have continuous data. In this case a
collection of edits might consist of rules for each record
of the form

¢ X <Y <X @.1)

In words,

If Y less than ¢, X or greater than ¢ X, then
the data record should be reviewed. 22)

Here Y may be total wages, X the number of
employees, and ¢, and ¢, constants such that ¢, <¢,.

Methods of editing have consisted of sets of if-then-
else rules, statistical methods based on outlier tests
detection, and the formal model of Fellegi and Holt
(1976) which generally contains other types of models as
special cases. The main advantages of the Fellegi-Holt
model are that: (1) it allows the systematic checking of
a system of edits for logical consistency prior to the
receipt of data, (2) it determines the minimum amount of
information that must be changed in a record so that the
revised record satisfies all edits, and (3) it 1s table-driven
with edit restraints residing in tables and the main edit
routines being reusable. For items that need to be
changed, an imputation algorithm is integrated into the
system that satisfies the edit checks and which can be
used to replace entries found inconsistent.

The current general Fellegi-Holt systems that run on
a variety of computers consist of Statistics Canada's
GEIS (Generalized Edit and Imputation System) for
linear inequality edits (e.g, Kovar, Whitridge, and
MacMillan 1991); the Census Bureau's new SPEER
(Structured Programs for Economic Editing and
Referral) system for ratio edits of continuous data (e.g.,
Winkler and Draper 1996), and the Census Bureau's
DISCRETE system for edits of general discrete data
(e.g.. Winkler and Petkunas 1996). Imputation is via
now standard techniques (e.g., Little and Rubin 1987) --
often a vanant of the "Hot Deck."

2.2. Record Linkage

A record linkage process attempts to classify pairs
in a product space A x B from two files A and B into
M, the set of true links, and U, the set of true nonlinks.
Making rigorous concepts introduced by Newcombe
(e.8., Newcombe et al., 1959), Fellegi and Sunter (1969)
considered ratios R of probabilities of the form



R=Pr(yeI'|M)/Pr(yeT'|U) (2.3)
where y is an arbitrary agreement pattern in a
comparison space I". For instance, I' might consist of
cight patterns representing simple agreement or not on
surname, first name, and age. Alternatively, eachy € T’
miught additionally account for the relative frequency
with which specific surnames, such as Scheuren or
Winkler, occur. The fields compared (sumame, first

name, age) are called matching varjables.
The deciston rule is given by:

If R > Upper, then designate pair as a link.

If Lower < R < Upper, then designate pair as a
possible link and hold for clerical review. (2.4)

If R < Lower, then designate pair as a nonlink.

Fellegi and Sunter (1969) showed that this decision
rule is optimal in the sense that for any pair of fixed
bounds on R, the middle region is minimized over all
decision rules on the same comparison space I" The
cutoff thresholds, Upper and Lower, are determined by
the error bounds. We call the ratio R or any
monotonely increasing transformation of it (typically a
logarithm) a matching weight or total agreement weight.

Like EI methods, RL techniques have made major
advances as an offshoot of cheap, available computing.
Over about the last decade, there has been an outpouring
of new work on record linkage techniques (e.g., Jaro,
1989; Newcombe, Fair, and Lalonde, 1992). Some of
these results were spurred on by a series of conferences
beginning in the mid 1980s (e.g., Kilss and Alvey, 1985;
Carpenter and Fair, 1989); a further major stimulus in
the U.S. has been the effort to study undercoverage in
the 1990 Decennial Census (e.g, Winkler and
Thibaudeau, 1991). The seminal book by Newcombe
(1988) has also had an important role in this ferment.

3. SIMULATION SETTING

For our simulations, we considered four matching
scenarios as in our earlier work (Scheuren and Winkler
1993). The basic idea was to generate data having
known distributional properties, adjoin the data to two
files that would be matched, and then to evaluate the
effect of increasing amounts of matching error on
analyses. We started with two files (of size 12,000 and
15,000) having good matching information and for
which true match status was known. About 10,000 of
these were true matches (before introducing errors) --
for a rate on the smaller or base file of about 83%.
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We then generated empirical data with known
distributional properties and adjoined the data to the
files. As we conducted the simulations, a range of error
was introduced into the matching variables, different
amounts of data were used for matching, and greater
deviations from optimal matching probabilities were
allowed. These variations are described below and
shown in figure [. For each scenario in the figure, the
match weight, the logarithm of R, is plotted on the
horizontal axis with the frequency, also expressed in
logs, plotted on the vertical axis. Matches (or true links)
appear as astenisks (*), while nonmatches (or true
nonlinks) appear as small circles (o):

Good Scenario (figure 1a). -- Previously, we had

concluded that no adjustments for matching error
are necessary here. This scenario can happen in
systems designed for matching, having good
matching vanables, and that use advanced matching
algorithms. The true mismatch rate here was under
2%.

i 10 (fi . --The mediocre
matching scenario consisted of using last name, first
name, muddle imtial, two address variations,
apartment or unit identifier, and age. Minor
typographical errors were introduced independently
into one seventh of the last names and one fifth of
the first names. Matching probabilities were chosen
to deviate from optimal but considered consistent
with those that might be selected by an experienced
computer matching expert. The true mismatch rate
here was 6.8%.

Eirst Poor Scenario (figure 1¢). -- The first poor
matching scenario consisted of using last name, first
name, onc address vanation, and age. Minor
typographical crrors were introduced independently
into one fifth of the last names and onc third of the
first names. Moderately severe typographical errors
were made in onc fourth of the addresses. Matching
probabilities were chosen that deviated substantially
from optimal. The intent was for them to be
selected in a manner that a practitioner might choose
after gaining only a little experience. The true
mismatch rate here was 10.1%.

Sccond poor Scenario (figure 1d). --The second
poor matching scenario consisted of using last
name, first name, and one address variation. Minor
typographical errors were introduced independently
into one third of the last names and one third of the
first names. Severe typographical errors were made
in one fourth of the addresses. Matching
probabilities were chosen that deviated substantially



from optimal. The intent was to represent situations
that often occur with lists of businesses in which the
linker has little control over the quality of the lists.
The true mismatch rate was 14.6%.

With the vanous scenarios, our ability to distinguish
between true links and true nonlinks differs significantly.
For the good scenario, we see that the scatter for true
links and nonlinks is almost completely separated
(Figure la). With the mediocre scheme, the
corresponding sets of points overlap moderately (Figure
Ib); with the first poor scenario, the overlap is
substantial (Figure lc); and, with the second poor
scheme, the overlap 1s almost total (Figure 1d).

RL true mismatch error rates can be reasonably
well estimated by the procedure of Belin and Rubin
(1995), except 1n the second poor scenario where the
Belin-Rubin procedure would not converge. In practice,
for this scenario there is almost no part of the data for
which true link status would be known without followup
operations. Until now an analysis based on the second
scenario would not have been seemed even remotely
sensible. As we will see in Section 4, something of value
can be done, even 1n this case.

Having specified the above linkage situations, we
then used SAS to generate ordinary least squares data
under the model Y =4 X + €. The X values were chosen
to be uniformly distributed between 1 and 101 and the
error terms € are normal and homoscedastic with
variance 4000 -- all such that the regression of Y on X
has an R? value in the true matched population of 78%.
Only the results for the second poor scenario are
presented here in detail. It's results were far and away the
most dramatic.

4. RECURSIVE PROCESSES AND RESULTS

Graphs of the recursive process for the second poor
scenario are discussed here. The regression results are
given for two cycles. Furthermore, to help sort out what
is happening the plots are displayed in separate panels at
each step.

4.1 First Cycle Results

4.1.1 True regression (for reference). -- Figure 2 is a
scatterplot of X and Y as they would appear if there
were no matching errors. Note all of the mismatches are
plotted but only 5% of the true matches are being used.
This has been done to keep the true matches from
domunating the results so much that no movement can be
seen. Second, in this figure and throughout the remaining
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ones, the true regression line is always given for
reference. Finally, the true population slope or beta
coefficient (at 3.99) and the R? value (at 78%) are
provided for the data being displayed.
4.1.2 Regression after Initial RL =RA Step. -- In figure
3, we are looking at the regression on the actual
observed links -- not what should have happened in a
perfect world but what did happen in a very imperfect
one. Unsurprisingly, we seec only a weak regression
relationship between Y and X. The observed slope or
beta cocfficient differs greatly from its true value (1.18
v. 3.99). The fit measure is similarly affected, falling to
7% from 78%.

10N r Combi
Step. - Figure 4 completes our display of the first cycle
of our recursive process. Here we have edited the data in
the plot displayed as follows. First, using just the 183
cases with a match weight of 3.00+, an attempt was
made to improve the poor results given in figure 3.
Using this provisional fit, predicted values were obtained
for all the matched cases; then outliers with residuals of
100 or more were removed and the regression refit on
the remaining pairs. This new equation was essentially
Y = 3X + € with a standard deviation of 3000. Using our
earlier approach (Scheuren and Winkler 1993), a further
adjustment was made in the beta coefficient from 3.0 to
3.4.1f a pair of matched records yielded an outlier, then
predicted values using the equation Y = 3.4X were
imputed. If a pair does not yield an outlier, then the
observed value was used as the predicted value.

4.2 Second Cycle Results

421 ion (for r . -- Figure 5
displays a scatterplot of X and Y, as they would appear
if they could be true matches based on a second RL
step. The second RL step employed the predicted Y
values as determined above; hence it had more
information on which to base a linkage. This meant that
a different group of linked records was available after
the second RL step. In particular, since a considerably
better link was obtained, there were fewer false matches;
hence our sample of all false matches and 5% of the true
matches dropped from 1606 in figures 2 thru 4 to 1104
for figures 5 thru 7. In this second iteration, the true
slope or beta coefficient and the R? values remained,
though, virtually identical for the slope (3.94 v. 3.99)
and fit (77% v. 78%).

R ! n = RA . == 1In
figure 6, we see a considerable improvement in the
relationship between Y and X using the actual observed
links after the second RL step. The slope has risen from



18 initially to 3.64 here. Still too small but much
improved. The fit has been similarly affected, rising
from 7% to 65%.

Step. -- Figure 7 completes the display of the second
cycle of our recursive process. Here we have edited the
data as follows. First, using just the 185 cases with a
match weight of 7.00+, an attempt was made to further
improve on the results obtained in figure 6. Using this
fit, another set of predicted values was obtained for all
the matched cases. This new equation was essentially Y
= 3.8X + € with a standard deviation of about 2000.
Using our earlier approach (Scheuren and Winkler
1993), a further adjustment was made in the beta
cocfficient from 3.8 to 4.0. Again, if a pair of matched
records yields an outher, then predicted values using the
equation Y = 4.0X were imputed. If a pair does not yield
an outlier, then the observed value was used as the
predicted value. The plot in figure 7 gives the adjusted
values.

5. CONCLUSIONS AND AREAS
FOR FUTURE STUDY

In principle, the recursive process outlined above
could have continued. Indeed, in a real problem, we
would have had to continue until the Y v. X relationship
(1.e, the beta coefficient in this example) ceased to
change appreciably.

At first it would seem that we should be happy with
the results. They take a seemingly hopeless situation and
give us a fairly sensible answer. Would this always
happen? We think so but this is an area we will be
looking at in our future work. A closer examination,
though, shows a number of places where the approach
taken 1s weaker than it needs to be or simply unfinished.

5.1 Overfitting

The algorithm we are using has overfit the
relationship between X and Y. The R? value after the
second cycle was 84% versus 77% 1n the population.
This 1s a common problem in regression when outliers
are removed and we might be willing to be simply
philosophical about it. However, there are several things
that could be done at the EI step to improve our
procedure.

The one we are most attracted to is to employ an
1dea of Howard Newcombe's and use a sample of known
nonmatches. In our earlier work (Scheuren and Winkler
1993) on this problem, the matching we proposed
involved getting two links for each case in the base file.
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The second link would be a next best and usually could
be assumed to be a false match. How could these second
matches be used to help with the overfitting problem?

Assume first that the matching is good enough so
that the Belin-Rubin algonthms work (Belin and Rubin
1995) and we can calculate a true link probability for
each match. We would then be able to cstimate the
number of false links among our best matched cases.
This number of cases could be selected from the second
best match file -- perhaps simply at random or better in
a balanced way (such that, say, the means of X and Y in
this false matched sample file agreed with the
corresponding values in the oniginal or best match file).
A possible next step here would be to match the false
matched sample to the original best matched cases and
remove the "closest" pairs. This would be done instead
of looking for outliers and removing all those at some
distance from the center of the data (as was described in
41.3).

Even if the Belin-Rubin algonthms do not converge
on the first cycle, Newcombe's idea of using a file of
nonmatches might still be tried once the recursive
process yielded matches of sufficient quality to employ
it. In the present example this would have been possible
at the second cycle, even though it was not possible
initially.

5.2 Diagnostics

Under the assumptions, so far implicit, in our
simulations, we are treating the matching vanables and
their relationship from file to file as independent of the
(X, Y) relationship. A fuller discussion of this has been
given in our earlier work (Scheuren and Winkler 1993).
It is enough here to indicate that sample diagnostics
should be tracked to check on this assumption. At each
stage, it makes sense to calculate certain univariate
statistics from the cases being treated as matched at that
stage -- means and medians for X and Y, even the mean
squares and mean deviations for X and Y. Using these
quantities to protect against overfitting might even be
possible. This will be an area for future study.

5.3 A Sampling of Open Issues

In the detailed working out of our approach, several
ad hoc fixes were built into the EI step. How would one
decide, for example, where to cutoff the matched cases
50 as (o get a provisional regression? What about using
a median trace as the starting point against which to
identify outliers? Why was the outlier cutoff set where it
was? Would a looser bound have helped appreciably in
reducing the overfitting?
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Figure 2. 2nd Poor Scenario, 1st Pass
Al Faise & 5% True Maiches, True Regression Deta
1606 data points, beta =399, R-square=0.78
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Figure 4. 2nd Poor Scenario, 1st Pass
A False & 5% True Matches, Outiier - Adusted Data
1606 data points, beta=3.46, R - square =0.75
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Figure 5. 2nd Poor Scenario, 2nd Pass
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1104 data points, beta=3.94, R - square=0.77

Figure 6. 2nd Poor Scenario, 2nd Pass
All False & 5% True Matches, Observed Data
1104 data poirts, beta=3.64, R square =065

Figure 7. 2nd Poor Scenario, 2nd Pass

1104 data points, beta=4.01, R - square=0.84
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There were also ad hoc clements in the RL step.
Already discussed was trying to introduce the Belin-
Rubin algorithm as soon as possible. A lot more
reflection is needed on the way the RA results were used,
too, from the first cycle in the second RL step. For
example, why not use the fitted regression value in every
case not just for the outliers?

5.4 Generalizability Concerns

We have looked at a simple regression of one
variable from one file with another variable from
another. What happens when this is generalized to the
multiple regression case? We are working on this now
and feel sensible results will emerge but stay tuned.

On some other 1ssues we are less sure about how to
generalize. For example, what happens when the
relationship between Y and X 1s weak 1n the population.
Maybe then we cannot improve the match enough to
make all the work being done here worthwhile? What
happens when the overlap between the two files is very
low (it was high in our example)?

5.5 Statistical Technology and Statistical Theory

This paper has been about technological
possibilities. Our discussion has not been independent of
theoretical ~considerations; but, conversely, the
theoretical underpinnings of the ideas being explored
have not all been worked out either. This early, intuitive
approach is not unexpected of work in progress. We do
not apologize for it; rather, in some ways it allows you,
the listener (or reader), to become a player. One of our
goals m our earlier work was to get others involved. It is
our goal again.

5.6 From Data to Information

At the presentation, there was a lot more discussion
than has been given here of the need for a recursive
process that united housckeeping efforts, like getting
good links, with analysis ones, like fitting a regression
relationship. We feel strongly that now that the computer
power and related software are becoming available the
data producer and data user roles both need to change.
Each needs to become much more interactive -- a real
team effort. There is a price to pay for this change but
there 1s an even bigger price to pay if we continue to be
as separate as we are.
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SOCIO-ECONOMIC STATISTICS AND PUBLIC POLICY:
A NEW ROLE FOR MICROSIMULATION MODELING

M.C. Wolfson!

ABSTRACT

Users of socio-cconomic statistics typically want more and better information. Often, these needs can be met simply by
more extensive data collections, subject to usual concerns over financial costs and survey respondent burdens. Users,
particularty for public policy purposes, have also expressed a continuing, and as yet unfilled, demand for an integrated and
coherent system of socio-economic statistics. In this case, additional data will not be sufficient, the more important
constraint is the absence of an agreed conceptual approach.

In this paper, we bricfly review the state of frameworks for social and economic statistics, including the kinds of socio-
cconomic indicators users may want. These indicators are motivated first in general terms from basic principles and
intuitive concepts, leaving aside for the moment the practicalities of their construction. We then show how a coherent
structure of such indicators might be assembled.

A key implication is that this structure requires a coordinated network of surveys and data collection processes, and higher
data quality standards. This in tum implies a breaking down of the “‘stovepipe” systems that typify much of the survey work
in national statistical agencies (i.¢. parallel but gencrally unrelated data “production lines”). Moreover, the data flowing
from the network of surveys must be integrated. Since the data of interest are dynamic, the proposed method goes beyond
statistical matching to microsimulation modeling. Finally, these ideas are illustrated with preliminary results from the
LifePaths model currently under development in Statistics Canada.

KEY WORDS:

1. INTRODUCTION

It is an eminently reasonable expectation that a
nation’s statistical system provide reliable, coherent, and
salient views of central socio-economic processes (e.g.
Garonna, 1994; OECD, 1976). To an important extent,
this is accomplished by the System of National Accounts
(SNA). However, it has also long been appreciated that
the SNA suffers from many serious limitations,
particularly from the viewpoint of social concerns and
policy. These limitations are implicit in the history of

Microsimulation; Social statistics; Statistical frameworks.

attempts to create sets or systems of internationally
agreed social indicators.

To date, nothing has emerged from efforts to
construct social indicators that compares to the SNA in
breadth, coherence, and international acceptance. As a
result, fundamentally new approaches appear necessary
to meet these needs for socio-economic statistics,
including the needs that have long motivated efforts in
the area of social indicators.

Broadly speaking, three main strategies have been
proposed for developing a statistical framework for the

' Michael C. Wolfson, Statistics Canada, Institutions and Social Statistics, 24th floor, R.H. Coats Bldg., Ottawa,
Ontario, K1A 0T6, Canada, e-mail:wolfson@statcan.ca.
Staustics Canada and the Canadian Institute for Advanced Research. The work reported here is very much a team
effort principally by members of the Socio-Economic Modeling Group of the Analytical Studies Branch, Statistics
Canada. Geoff Rowe and John Armstrong led the empirical analysis, while Steve Gribble created the ModGen
software environment within which the LifePaths microsimulation model is written, and provided continuing
leadership to the team. I remain responsible for any errors or infelicities in this paper.
A paper prepared for the 50th Session of the International Statistical Institute, Beijing, 1995.
This paper represents the views of the author and does not necessarily reflect the opinions of Statistics Canada.



social sphere. One is extensions of the SNA, most
prominently in either the form of Social Accounting
Matrices (SAMs, e.g. Pyatt, 1990), or Satellite Accounts
(e.g. Vanoli, 1994; Pommier, 1981). The second
proposed strategy is construction of a framework
designed specifically for social statistics -- the best
known and most clearly articulated being Stone’s
System of Social and Demographic Statistics (SSDS;
UN, 1975; Stone, 1973). The third approach foregoes
the structure and coherence of an explicit framework,
secking only consensus on an ad hoc collection of
statistical indicators. This is exemplified by the set of
social indicators recommended by the OECD (Moser,
1973; OECD, 1976).

All three strategies have failed to achieve broad
implementation within advanced countries, and have as
a result failed to provide a basis for internationally
comparable data. Three reasons can be identified for
these failures. One is concern about feasibility, a second
is lack of priority from national governments or
statistical agencies; and a third is lack of salience .
(Obviously, these reasons may be related.) The Social
Indicators experience (OECD, 1982) did result in a
completely specified and operational list of indicators --
based on agreement among both experts and senior
govenment representatives of member countries.
However, for many of the agreed indicators (e.g.
healthfulness of life, use of time, income), the requisite
data collection systems have still not been created in an
internationally comparable manner. Since data systems
for these purposes exist within some countries, it is
clearly not a question of technical feasibility.

This leaves some mix of lack of salience and lack of
sufficient priority - including unwillingness to invest the
necessary resources in statistical data collection -- as the
main explanations. To the extent there is a lack of
salience for social indicators, it is more likely in the area
of international comparability than in domestic
usefulness. Most countries do have a wide range of
social statistics; the problem is that they are generally
not comparable from one country to another. This
revealed lack of interest in a comprehensive set of
internationally comparable social statistics may simply
be a result of the fact that economic concerns (as
reflected in the successful efforts to create an
internationally agreed SNA) are broadly seen as much
more important than social concerns, at least from a
comparative point of view. Another might be that a
handful of basic social indicators (e.g. life expectancy,
unemployment rates) are already available on an
internationally comparable basis, and these are felt
sufficient.
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One source of relevance of internationally
comparable data is that countnes feel strong connections
with one another in the given domain. In the economic
sphere, it is obvious that countries are tied together
substantively by trade and international financial flows,
and by shared intellectual roots in macro-economic
theory. These connections form a basis for the SNA,
Corresponding substantive connections in the social
sphere may simply be seen to be weaker (though cultural
and intellectual flows via mass media and coincident
international patterns of terrorism, unemployment,
marriage breakdown, fertility decline, growing wage
inequality, etc. make this view tenuous). In addition, if
there is no shared theory, the basis for international
comparability 1s weaker -- both at the level of individual
statistical series (e.g. household income distribution),
and how various social statistics series are put together
(if at all). In short, countries’ failures to invest in
creating the data collection systems necessary for the
OECD’s Social Indicators may be the result of a lack of
interest in comparability among an ad hoc collection of
indicators.

However, the failures of implementation of the
SSDS or Satellite Accounts in the social area must be
due to more than a lack of interest in internationally
comparable data; they must also derive from a lack of
interest in therr implicit underlying theoretical
frameworks. The failures here are more profound
because even within countries, it is difficult to find
coherent and comprehensive structures for social
statistics that come anywhere close to the SNA in scope
and implementation.

The decades of failure of all of these strategies
suggests that new approaches are required in order to
provide a coherent structure for social statistics. Such
coherence would help meet the needs of a growing
segment of users. On one side, it would provide the basis
for generalist needs, for example summary indications of
broad trends. On the other side, bringing coherence to
the complex of social statistics should help more
specialized users who can currently become confused
(ustifiably) when they find several inconsistent
estimates for the same item from different data sources.

2. STARTING FROM FIRST PRINCIPLES

As a first step in thinking about new approaches to
the construction of a framework for social statistics, it is
useful to set out a series of basic measurement
objectives. There are three which hopefully command
broad support.



a. overall outcome -- A primary objective is to
tell whether or not “things are getting better all the time”
(in the words of the Beatles). Are people better off than
they were last year, than a decade ago? Answering this
question is difficult, primarily because there is no widely
agreed summary approach to measuring how well off
individuals are. Money income, health status,
educational attainment, and social deprivation are all
ingredients for such a measurement. But there is no
agreement as to what other ingredients are essential, nor
how the ingredients should be combined into an overall
index. Moreover, there is lack of agreement on the
appropriate outcome concept within various domains
such as health and education.

The character of this partial consensus has major
implications for statistical framework development. One
is that flexibility is required. To the extent that there is
agreement on some of the ingredients in measuring
overall well-being, these ingredients must be included in
the underlying statistical program. But given that there
is no single “right answer” as to how they should be
combined, users should have flexibility in combining
them. It should be possible to assemble alternative
summary indices from the basic ingredients -- both at the
level of domains like health and education, and overall.

A second implication is that social statistics should
be neither subservient to nor separate from economic
statistics, as has characterized the three main strategic
approaches so far. Economic status is clearly a central
ingredient in any broad measure of whether or not people
are becoming better off. Thus, it is better to think of a
statistical framework for socio-economic statistics than
for social statistics alone. In turn, and in contrast to the
views of some national accountants (e.g. Vanoli, 1994),
the prospects for frameworks for social statistics that
build out from SNA concepts are not good. Completely
fresh approaches are required. They should build on new
premises, taking the whole of the “social economy” as
the domain. The SNA would then become an important
component of a broader “System of Social and
Economic Statistics” (Wolfson, 1994; Ruggles and
Ruggles, 1973).

Yet a third implication is that summary methods for
comparing two or more social economies -- either over
time or between countries -- must be found that go
beyond simple linear aggregation. The concepts of
interest are not always amenable to aggregation based on
a single numeraire as is the case with money values in
the SNA. Fortunately, work in arcas like methods for
comparing houschold income distributions, or
distributions more generally using graphical methods
(e.g. Easton and McCulloch, 1990), and flexible data
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base architectures allowing set-theoretic and pointer-
based anthmetic over complex multivariate, longitudinal
micro data sets -- which are now readily feasible with
modern informatics -- indicate that SNA-style
aggregation is not essential. Indeed, such approaches
complement and support the second following objective.

b. variety- Another basic measurement objective
is to enable users to see the variety in the social
economy. Vaniety covers all kinds of heterogeneity -- for
example going beyond aggregates and -averages to meet
the long-standing criticism of the SNA that it conveys
nothing of the rich, the poor, and the degree of incquality
in the size distribution of income. Variety is also
reflected in the dispersion of educational attainments and
household structures in a country’s population.

Capturing variety has fundamental implications for
a statistical system. Essentially, it requires explicit micro
data foundations. The SNA, as the pre-eminent
statistical framework, predates the revolution in
computing. This has evidently constrained creative
thinking for social and socio-economic statistical
frameworks. In the pre-computer era in which the basic
structure of the SNA was developed, aggregation was
not only part of the theoretical foundation, it was also a
practical necessity. Today with modern database
technology, aggregation is not only inimical to accurate
reflection of variety, it is also practically unnecessary.

(The idea of explicit micro data foundations in such
statistical endeavors is certainly not new, e.g. United
Nations, 1979; Ruggles, 1981. On the other hand, the
pervasiveness of the “aggregation culture” is evident in
the OECD Social Indicators efforts wherein it was felt
necessary to define a set of a priori “basic
disaggregations of main social indicators”; OECD,
1977. Such agreement, while helpful, is certainly not
essential when appropriate and internationally
comparable micro data sets are readily available to
analysts.)

¢.  what if -- The third fundamental measurement
objective is to provide the basis for the careful posing of
and answering "what i questions. There are two basic
motivations. The obvious one is that government policy
departments and private sector decision-makers, as
major users of socio-economic statistics, want answers
to these kinds of questions. For example, what would the
distribution of disposable incomes be if such and such a
tax/transfer policy change were implemented; or what
would spending on such and such commodities be in five
years if current trends prevailed?

Less obvious but equally important is that key



statistical indicators are in fact answers to such “what if”’
questions. The best example is life expectancy. Life
expectancy in 1990, say, is the answer to the following
hypothetical question, “how long could a birth cohort
expect to live if all its members were always exposed to
the mortality rates that were observed in 1990?” Thus,
life expectancy is not a datum that is directly observed
like counts of deaths by age and sex. Rather, it is the
outcome of a numerical simulation, one that is tightly
coupled to disaggregated numerator and denominator
count data on deaths and populations at risk
respectively.

While life expectancy is a hypothetical construct
that is not directly measured, it is also an intuitive and
broadly accessible concept that can provide the
framework for related families of indicators. This is
clearest in the health area, where an ad hoc group of
researchers has come together in the REVES (reseau
pour esperance de vie en sante; Mathers and Robine,
1993) to develop and seck consensus on just such a
related family of health indicators.

Drawing this discussion together, three basic
measurement objectives have been proposed:

broad indicators of the extent to which individuals
are becoming better off;

capacity to display variety and heterogeneity in the
population; and

tools for posing and answering “what if”” questions.

In turn, in order to meet these objectives, the
underlymg statistical framework must:

be flexible;

encompass both social and economic aspects;

have explicit micro data foundations;

utilize modern informatics and database technology;

and

incorporate simulation models that are tightly

coupled to data.

Given these premises, what might serve as the key
elements of a framework for socio-economic statistics?
The following points are apt:

at any point in time, the population is best

represented by a sample of individuals, each of

whom is charactenized by a set of attributes and
relationships;

attributes include income, educational attainment,

consumption, various aspects of health status, and

time use patterns of activity;

relationships include conventional kinship ties as

well as cohabitation (i.e. in database or graph-
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theoretic terms, such relationships can be
represented by various kinds of pointers to other
individuals -- each of whom is also in the database);
relationships also include interactions with the
major institutions of society -- school, work and
government programs. These contacts, relationships
or transactions between individuals and major
institutions can also be considered part of the set of
individual attributes. They can take the form of
pointers to descriptions of the institutions -- schools,
workplaces, and government programs -- with which
the individuals were interacting;

this individual database can then easily be viewed as
comprised of a hierarchy of various types of units -
e.g. individuals, nuclear families, extended families,
and households;

each unit (individual, family or household) can be
described by any onc of a number of summary
attributes such as disposable income, leisure time, or
self-reported satisfaction;

measures of variety can then be defined by summary
statistics over this multivariate joint distribution of
units (e.g. Gini coefficients, quantile shares);

over time, the population is best represented by a
series of individual biographies, the equivalent of a
broad and deep longitudinal panel survey;

given this longitudinal representation, a coherent
family of summary indicators can be constructed
from generalizations of the notion of life expectancy
-- including partitions of life expectancy into
cumulative sojourn times in various life states;

In essence, this socio-economic framework would
contain a complete longitudinal micro data sample, a
microcosm of the actual population and its relationships
to major social and economic institutions. From this
microcosm, a wide variety of statistical indicators could
be readily constructed -- effectively with no more effort
than pressing the ubiquitous <Enter> on a computer
keyboard to launch the appropriate software algorithm
and have it pass through the microcosm data.

By construction, all such summary indicators would
be coherent because they would be derived from the
identical underlying micro data base. The summary
indicators would not obscure the population’s vaniety
and heterogeneity, because the underlying micro data
base would always be open (at the click of a mouse
button, say, in terms of contemporary informatics
functionality) for detailed inspection.

The main question is from where would this
microcosm come? For the very practical reasons of cost,
respondent burden, and concerns for individuals’



privacy, it could not come from an omnibus longitudinal
household survey. Moreover, there is not time to wait
half a century or more for such a longitudinal survey to
be substantially completed, by which time many things
will have likely changed dramatically. The unavoidable
conclusion is that the microcosm will have to be
synthesized.

Such synthesis would be an extension of the
synthesis of a population cohort already implicit in
indicators such as life expectancy. It would differ
methodologically, because the semi-aggregate or cell-
based approach inherent in the underlying life table is
incompatible with explicit micro data foundations.
Instead, microsimulation is required.

In effect, what is being proposed is a weaving
together of the ideas in Stone’s SSDS (UN, 1975), with
the idea of explicit integrated micro data bases proposed
by a subsequent international expert group (UN, 1979).
The first step is the recognition that the SSDS implicitly
rests on longitudinal micro data. Indeed, Stone (1973)
notes that,

“Of course, if statistics are collected by means

of a linked system of compatible records or,

better still, by a continuously updated,

comprehensive system of individual data (i.e.

longitudinal micro data), a discussion of

sequence (i.e. representations in terms of
discrete time, first order Markov chains)
becomes largely irrelevant since the information

in a vast, computerized data bank can be

combined in any desired manner. But while

thess may be the methods of statistical
collection in the future, they are not, with very
limited exceptions, in operation at present, and

so 1t makes sense to discuss the systematization

of social statistics in terms of more familiar

methods of collection.” (p152, italics added)

In this sense, the future has arrived, so Stone’s matrix
algebra, restrictive first order Markov assumptions, and
“familiar methods of data collection” need no longer be
constraining.

The second step is extension of the ideas of creating
integrated data bases (IDBs) synthetically, by means of
statistical matching methods, so clearly articulated
almost two decades ago by the UN’s IDB working group
(UN, 1979). They recognized the great utility of more
highly multivariate micro data, as well as the practical
limitations of collecting such data directly. As a result,
they recommended that the desired micro data be
synthesized, even if it meant that the underlying micro
data records were artificial. The IDBs in that earlier
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work referred generally to cross-sectional micro data.

The bndge between these two broad ideas -- a
Stone/SSDS-style framework based on longitudinal
dynamics, and synthetic statistical matching of micro
data -- is synthetic longitudinal micro data. The
difference is that creation of synthetic longitudinal micro
data requires more than techniques of statistical
matching, since this matching idea does not carry over
well to combining disjoint longitudinal micro data sets.
The synthetic longitudinal micro data must instead be
generated by dynamic microsimulation modeling (again
not a new idea; see Ruggles, 1981). In essence, what is
being “matched” across longitudinal micro data sets by
microsimulation is not the character of individual
observations, but rather observed patterns of dynamic
behaviour for groups of observations in each micro data
set (e.g. as sketched in a later section).

Furthermore, the synthesis of the microcosm using
microsimulation means that the marginal cost of
developing a “what if” capacity is negligible. For
example, once a life table has been constructed,
relatively little extra work is required to compute cause-
deleted life expectancy. The analogous situation applies
to a microsimulation basis for constructing the
population microcosm. Once the investment has been
made in the capacity to synthesize a “bascline”
microcosm, synthesis of “variant” microcosms is
relatively straightforward.

Finally, as will become evident in the description to
follow, this lifecycle microanalytic approach means that
one need no longer be faced with a choice between time-
based and demographic styles of social accounting as
discussed in Juster and Land (1981). The approach
being developed here encompasses both.

3. IMPLICATIONS FOR
DATA COLLECTION SYSTEMS

Consideration of a socio-economic statistical
framework along the lines sketched above has major
implications for both conceptual and operational aspects
of data collection systems in a national statistical
agency. These implications may not be that costly
(relative to primary data collection costs), and most are
relanvcly straightforward:

data collection processes cannot exist as

“stovepipe” systems, in isolation from one another;
one kind of coordination across data collection
processes is use of common concepts and definitions

(e.g. identical definitions and methods for eliciting

educational attainment);



the other kind of coordination is assuring
appropriate overlap in content -- basically to
anticipate the need for synthetic statistical matching
(or equivalent methodologies); and

microanalytic uses of raw data are far more
demanding of data quality than aggregative uses.

In effect, this means that data collection systems
must be jointly planned, and that micro level data quality
standards must be more stringent.

The joint planning requirement is not new.
Construction of the SNA also requires some
coordination of data feeder systems, not least to assure
that there is some method to cover all sectors of the
economy. However, this coordination is much less
onerous than that entailed by microsimulation. The
reason is that inconsistencies across data collection
systems uncovered by the SNA can be resolved at the
high level of “macro editing”. Adjustments are made to
broad aggregates, notwithstanding the fact that this
introduces inconsistencies between various SNA
aggregates and their source micro data. However, for the
microsimulation purposes here, a key objective is
internal consistency across source data sets at the micro
level.

The micro level data quality requirement is also not
new. It has been faced most acutely whenever a public
use micro data set is produced. Knowing that users will
subject the data to intensive inspection and analysis, for
example as part of assessing regression “outliers”,
extensive editing and imputation is applied to these data.
Similar but weaker micro level data quality concerns are
faced with population census micro data files that, while
not publicly available, are open to generalised ad hoc
cross-tabulation requests.

Still, micro level data quality concerns will be much
more acute in the context of an integrative microanalytic
framework such as that about to be described. It is one
thing for a process of edit and imputation to assure that
each record in a given micro data set is plausible and
internally consistent. It is quite another to assure that
multiple micro data sets are mutually consistent -- for
example that a health survey and a disability survey
yield the same age- and sex-specific distributions of
disability by severity, or that a longitudinal survey on
labour dynamics produces cross-sectional estimates of
labour force participation that agree with those generated
by the mainline labour force survey, or that a time series
of administrative data on school enrollments is
consistent with census data on educational attainment by
age and sex.

This requirement for mutual consistency highlights
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a concern raised by Wilk (1987), namely the relative
weakness of statistical methods for addressing non-
sampling error. For example, item non-response or bias
in household surveys typically causes serious under-
reporting of selected income sources. However,
conventional edit and imputation processes usually
address this in only a limited manner (e.g. income
components falsely reported as zero are not changed). It
is only the community of microsimulation modelers for
tax/transfer policy who have, of necessity, had to
grapple with this problem (Citro and Hanushek, 1991;
Bordt et. al., 1990; Wolfson et al., 1989). Moreover,
household survey editing does virtually nothing about
response rounding (e.g. giving income to the nearest
$100 or $1000) -- even though there is evidence that
such respondent behaviour can cause errors in some
statistics (e.g. quantiles) of the same magnitude as
conventional sampling error (Rowe and Gnbble, 1994).
Finally, there is a growing recognition of the importance
of longitudinal surveys, which are clearly fundamental to
developing descriptions of dynamics, and to
disentangling causal pathways. Using longitudinal micro
data for these purposes will entail the use of more
sophisticated inferential methods than statistical
agencies typically encounter, for example hazard
regression as compared to cross tabulation. This in turn
should expose the data to far more critical scrutiny.

4. THE LIFEPATHS PROJECT

We tumn now to an illustration of these general
points. The LifePaths project is an effort to construct a
prototype socio-economic statistical framework. The
project is being undertaken by Statistics Canada on
behalf of the Canadian Ministry of Human Resources
Development, the recently created “‘super-ministry”
responsible for welfare, pensions, unemployment
insurance, and labour market policies, among others.

The basic objective of the LifePaths statistical
framework is to provide a coherent and multi-faceted
series of “views” of the socio-economic status of the
Canadian population. This framework is designed to
have the general characteristics indicated earlier, namely
acapacity to indicate overall outcomes and variety, and
to provide answers to “what if” questions. The
substantive domain includes how Canadians are
spending their time in various activities such as working,
learning, famuly roles, participating in government
programs, and leisure.

Generalizations of working life tables form one of
the central views or facets to be provided. Table 1, for



example, shows for Canadian male birth cohorts, not
only conventional life expectancies, but also the average
ages at which men could expect their first entry and last
exit from the paid labour force. By examining a series of
these (period) birth cohorts, cach representing a
successive decade, the analysis vividly displays the long
run trends of more time spent in schooling, ever earlier
ages of retirement, and a general reduction in working
years for men. The final column also gives a clear
indication of the impacts of these trends on public
pension costs. (Note that while old, these are apparently
the most recent working life table estimates available.)

The LifePaths framework extends these basic
working life table results in several directions. Annual
work patterns are considered in more detail, going
beyond a two-way breakdown between working and non-
working years. For example, part-time work, increased
duration of paid holidays and vacations, changes in
typical hours worked per week, sub-annual spells of
unemployment or withdrawal from the labour force,
periods where work and schooling are simultaneously
pursued, and more participation in self-employment are
all taken into account. In addition, the time aspects of
work are combined with the economic aspects,
particularly income.

Other major forms of activity are also included. One
is formal schooling; another is familial context (e.g.
living alone or with other family members). Thus,
involvements with the major institutions of society --
work, school, and family -- are covered. The LifePaths
framework therefore combines both the “active”

(learning and eaming) and “passive” sequences
(“succession of family groupings to which individuals
are attached in the course of their life”, p145) in Stone’s
(1973) demographic accounting SSDS proposal. This is
a capacity that in practice becomes combinatorially
intractable with the matrix methods he used.

Additionally, participation in major social programs
is planned -- for example, Social Assistance (SA),
Unemployment Insurance (UI), and Workers
Compensation (WC) disability pensions. Generally, a
more fine-grained account of time use is included, based
on data from time use surveys -- the time-based
accounting proposed, for example, by Juster et. al.
(1981). Thus, major categories of activity include not
only work and school, but also unpaid housework,
personal care, care for others, sleep, commuting, TV,
other passive leisure, active leisure, interaction with
family members, and other social interactions.

The LifePaths framework encompasses all these
human activities, from a complete life cycle perspective,
in a coherent and integrated manner -- thereby
combining and nesting both time-based and
demographic accounting approaches as debated in Juster
and Land (1981). Constructing the LifePaths framework
is challenging, and the results to be presented here are a
prototype.

Methodologically, the LifePaths framework is
premused on several major statistical innovations.

First, no single data set contains all the required
information, for example detailed data on human
activities from both economic and social perspectives.

Table 1 -- Historical Stationary Male Life and Working Life Expectancies at Age 15

average age at

Year entry to retirement  dealth
labour force
1921 16.5 63.7 67.6
1931 17.0 64.0 68.4
1941 W2 64.1 69.1
1951 17.5 63.9 70.4
1961 18.2 64.0 71.2
1971 19.8 63.3 713

number of
working retirement working years

years years per year of

retirement
472 3.9 12.1
47.0 44 10.7
46.9 5.0 94
46.4 6.5 Al
458 .2 6.4
435 8.0 54

Source: Gnanasekaran and Montigny (1975) and Wolfson (1979)
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Current and planned data sets in this domain are partial
and fragmentary. Moreover, as already noted,
considerations of cost, respondent burden, and privacy
suggest that fully integrated household survey data will
never be practical. Thus, processes of synthetic
integration, utilizing multiple data sets, are inevitably
required.

Second, the framework is intended to cover
individuals’ full life cycle histories. Doing so with actual
longitudinal data would require decades of survey
follow-up, by which time many things will have
changed. Thus, the basic idea is to build on and
generalize the concept of period life expectancy and its
underlying life table. In turn, this means that the analysis
will focus on realistic, but hypothetical, population
cohorts.

A third part of the basic objective is the detailed
reflection of individual variety or heterogeneity, and in
turn, a capacity to view distributional phenomena such
as income inequality. This capacity requires explicit
micro data foundations. Since data on the actual life
paths of a representative sample of individuals is
infeasible, the underlying micro data must be synthetic.
Yet at the same time, these data must be sufficiently
realistic to be essentially indistinguishable from the
partial sets of characteristics observed in real data from
actual population samples, including longitudinal
surveys.

These requirements imply that the heart of the
LifePaths statistical framework must be a
microsimulation model. In other words, the core of the
statistical framework is a sample of realistic, but
synthetic, individual life paths.

5. ONSYNTHETIC DATA

Before presenting initial results, it is important to
explain the sense in which the LifePaths framework is
based on synthetic data, and the extent to which these
synthetic results are a reasonable reflection of current
realities.

Human lifetimes typically span about three-quarters
of a century. However, given the relatively rapid pace of
change over a wide range of human activities, it is
almost impossible to have consistent and stable socio-
economic observations for this length of time. Statistics
that have been well accepted for decades simply did not
exist 75 years ago -- for example the unemployment
rate, GDP per capita, and measures of leisure time.
Correspondingly, it is quite possible that 75 years from
now, in 2070, these basic statistics, whose importance is
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taken for granted today, will have been superseded by
new kinds of statistics we can barely imagine.

Yet there is a very broad interest in statistical
indicators that do reflect processes spanning a human
lifetime. The most obvious is life expectancy. Other such
statistics are the proportions of marriages that can be
expected to end in divorce, the number of different jobs
an individual can expect to have over his or her working
career, the expected adequacy of public pensions relative
to pre-retirement earnings, and the portion of life
expectancy that will be spent in good or ill health.
Clearly, such lifetime statistical indicators exist and are
more or less widely accepted. The LifePaths framework
generalizes such indicators.

While it may not be widely appreciated, life
expectancy is a “made up” statistic. It is analogous to a
statement about where a car is heading based on its
position and velocity while ignoring any acceleration.
Life expectancy is based on current age- (and sex-)
specific death rates so, like vehicle speed, it is based on
real data. But (period) life expectancy applies to a
hypothetical individual who has been taken out of
calendar time, and spends his or her entire lifetime
exposed to the mortality rates of the carly 1990s. In
essence, any acceleration or deceleration of mortality
rates is ignored.

It is, of course, well known that mortality rates have
generally fallen over past decades, and it is widely
anticipated that these declines will continue. Thus, while
life expectancy itself ignores these trends in mortality
rates, trends in life expectancy provide very convenient
summary indicators of these changes in underlying
mortality rates, since they track a form of weighted
average of age- (and sex-) specific mortality rates, all of
which are changing over time. The underlying age-
specific mortality rates are always available for
inspection, but trying to make sense of the evolution of
even one hundred numbers is a complex task. (More
numbers are involved if mortality is broken down by sex
and marital status as well as by single year of age.) Life
expectancy is a helpful indicator precisely because it
collapses these hundred numbers into a single intuitively
accessible indicator -- one whose changes over time
correspond reasonably to the changes over time in the
underlying age-specific mortality rates.

The LifePaths framework is designed to be
completely analogous. However, it builds on a much
richer variety of processes and statistical descriptions of
individuals’ transitions among various life states. For
example, in addition to mortality, explicit account is
taken of demographic states such as marital status, and
the associated transitions of entering a common law or



legal union, and leaving a union to a separated or
divorced state. Similarly, other socio-economic status
classifications like working or engaging in learning have
been included, based on real data on recent distributions
and transition rates amongst these states.

In order to achieve this kind of generalization of life
expectancy, the underlying concept of a life table has
had to be generalized as well. In a life table, the finest
level of detail is a group of individuals -- for example as
defined by sex and single year of age. Within such a
group, all individuals are assumed to be homogeneous.
In LifePaths, this level of detail is insufficient. Explicit
consideration of heterogeneous individuals characterized
by multiple attributes is essential in order to make the
best use of, and to reflect most accurately, results
emerging from analyses of dynamic behaviour pattens
in rich longitudinal micro data sets.

In an important sense, this implies that LifePaths
produces results that are much more realistic than life
expectancy produced from a conventional life table. For
example, in LifePaths, mortality rates are broken down
by marital status as well as age and sex; and in turn
manital status depends in a complex way on factors like
educational attainment, fertility history, and labour force
activity durations.

On the other hand, the synthetic character of the
“data” underlying LifePath results is inevitably more
explicit than in the case of a life table. While a
population of individuals underlies any conventional life
table, the individuals themselves are only implicit -- all
that is calculated is the numbers of individuals in each
cell or category, e.g. by age and sex. In contrast, in the
LifePaths framework, all individual life paths must be
explicit.

So what meaning should be attached to a LifePath
result such as a breakdown of life expectancy into the
number of years an individual can expect to spend in the
paid labour force and in learning? The interpretation
should be analogous to conventional life expectancy --
a kind of summary of recent population flow rates.
LifePaths results show how things would be if recent
rates of transitions among socio-economic states
(conditional on attributes for heterogeneous individuals)
were constant.

6. INITIAL RESULTS

The LifePaths statistical framework consists,
fundamentally, of a sample of complete (synthetic)
individual life cycle histories. However, this longitudinal
micro data base of sampled life histories is far too
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complex to be examined directly, so we offer here only
a few summary “views” of the underlying microcosm.
The specific views start from conventional demographic
analysis.

Note that these “views” stop short of summary
scalar indicators like GDP; they show simultaneously a
number of basic population attributes. This need not be
seen as a weakness, as the inability to make the last step
to a single overall measure as in the SNA. Rather, a
given “view” can be seen as a demonstration of the
power of contemporary computer graphics to facilitate
more textured appreciations of social economies than is
possible with a single index.

To start, one of the most basic demographic images
1s the population pyramid. Figure 1 shows such a
pyramid for the base case life table population, with
counts of females along the horizontal axis to the right,
male counts to the left, and age to 100 along the
common vertical axis. It is based on period (late 1980s
and early 1990s) transition probability functions, which
are sketched in a later section. As expected, at higher
ages, the survival curve for females falls more slowly
than that for males, a counterpart to (or more accurately
the underlying reason for) females’ higher life
expectancy. (The blip in the age 99 interval reflects the
fact that this is actually the age >99 interval.)

Figure 1 -- LifePaths Population (person-years) by
Major Activity, Age and Sex

Figure 1 also shows the population broken down
into three socio-economic categories -- “employed”, in
“school”, and “other”. “School” starts at grade 1, so
daycare and kindergarten are part of “other”. Since the
LifePaths framework tracks individuals through time



continuously, some arbitrary decisions have been applied
in years where individuals engage in more than one
activity. Specifically, to be considered “employed” in
this diagram, the individual had to be working at least 15
hours per week, and the plurality of time during the year
had to be spent working at this rate. Thus, someone who
spent 5 months as a student, 4 months working at least
15 hours per week, and the remaining 3 months of the
year working less than 15 hours per week (including not
working at all) would be considered in “school” that
year; while if the 5 and 4 were reversed, they would be
considered “employed”. (Definitions such as these are
under the control of the LifePaths user.) The diagram
shows that virtually everyone is in school by age 8, a few
start leaving at age 16, most have left by age 20, but
there is a tail of both males and females who are in
school through their twenties.

No one appears to make a transition directly from
school to employment, though we return to this point in
a later figure. Instead, perhaps a surprising proportion of
individuals are in the “other” category, which includes
the unemployed as well as those not in the labour force
(e.g. homemakers, the retired). As expected, males are
more likely to be employed at various ages than are
females. The employed portion of the population shows
a dip in the age-related trend to higher participation for
women in the prime child-bearing years 20-25, and then
something of an acceleration in the 25-35 age range.
Men show a relatively sharp decline in participation in
the age 60-65 age range.

Figurel corresponds to Stone’s “active sequence”
(i.e. transitions among working and leaming states),
while Figure 2 gives an overview of his “passive
sequence”. It uses the same population pyramid graphic
form, and refers to exactly the same underlying
LifePaths synthetic population, but classifies individuals
along a different dimension, family status. By definition,
all individuals under age 18 are classified as “growing
up” unless they are married or have a child. Also,
whenever a marriage breaks down, any children are
assumed to remain with the mother. This assumption
explains why there are female, but no male lone parents.
(Future versions will incorporate more realistic data on
custody arrangements. )

Comparing the male and female curves for the
married states (couples with and without children) shows
the male curves displaced a few years toward higher
ages. This is a reflection of the general pattern where
husbands tend to be a few years older than their wives.
The diagram also shows there are many more widows
than widowers. This is a consequence of both the
positive average age difference between husbands and
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wives, and the greater life expectancy of women. Finally,
the diagram indicates the much higher rates of
nstitutionalization of women (principally in nursing or
chronic care facilities), due in turn to their greater
longevity and higher prevalence of health problems at
older ages, and the fact that similarly incapacitated
males more often have a wife who can care for them at
home.

couples
with kids

growing up

Figure 2 -- LifePaths Population (person-years) by
Family Status, Age, and Sex

Figures 1 and 2 show only the beginnings of the
LifePaths framework; they are simply two “views” (in
this case cross-tabulations) of the full underlying
microcosm -- a longitudinal micro data set for a
synthetic “early 1990s” period birth cohort. Exactly this
same underlying longitudinal micro data set can be
tabulated to generate the view in Figure 3, which shows
flows between states rather than stocks of individuals
within each state. In this case, Figure 3 graphs the flows
corresponding to the stocks in Figure 1. The horizontal
axis shows the number of individuals making each kind
of transition each year, again in population pyramid style
with age along the common vertical axis, females on the
right horizontal axis, and males on the left. (The
extremes of the horizontal axis span 18% of the
population, so that for a cohort of 100,000 the maximal
male and female flows shown are each 9,000 per year.)

The first transition is from “other” (early childhood
or pre-school) to “school”. Figure | indicates that all
male and female children make this transition by ages 6
and 7. The next major transition is at the end of
“school”, where the peak flow rate to “employed” occurs
around age 20 for both males and females. A smaller
number, also peaking at about age 20, move from school
to “other” activity. Recall that the “other” category is



any person-year where the plurality of the year (i.e. at
least a tiny bit more than one-third) was spent neither as
a student nor working more than 15 hours per week.

From carly adult ages to the 60s, the main flows are
between the “employed” and “other” categories. Note
that all these flows are gross rather than net. It is notable
that the net flow between employed and other (based on
comparing the gross flows) shifis direction toward
“other” in the 40-45 age range for females, but remains
quite small for males through age 50. This is followed
by retirement peaks in the 55- 65 age range, the one for
males being more pronounced.

Figure 3 -- LifePaths Gross Flows Between Major
Activities (persons per year) by Age and Sex

In addition to stocks and flows of individuals in
various categories of activity, the LifePaths framework

non-
TV
lelsure

also supports data views showing sojourn times --
lengths of time individuals spend in various states. Such
sojourn times have already been illustrated in Table 1
above, giving carlier estimates of working life
expectancy. A major additional capability in LifePaths,
given its explicit micro data foundations, is views of uni-
or bivariate distributions of durations or sojourn times
across the population - for example the joint
distribution of years of school and employment for
males and females. (Space limits preclude showing any
of these graphs.)

Figure 4 gives one more image from the basic
LifePaths simulation -- but this time showing another
classification of activities, and using a different
horizontal axis. Instead of person-years from a period
life table birth cohort as in Figures 1 and 2, in Figure 4
the horizontal axis shows major activities in terms of the
number of hours spent in each activity during an average
week (1.¢. 168 hours) -- for each sex and single year of
age. Thus, for example, market work here is shown
averaging about 40 hours per week for males age 30 to
55.

Superficially, Figure 4 looks exactly like data that
could be produced directly from a time use survey, and
as a matter of validation, it should be very close.
However, it was generated by the LifePaths simulation,
and differs somewhat from the underlying time use
survey data principally because the data have been made
coherent. For example, the underlying annual labour
force participation rates by age and sex in Figure 4 are
consistent with those underlying Figure 1, and the
demographic patterns with Figure 2 -- by construction.

non-TV
lelsure

employed
(market
work)

male

female

Figure 4 -- LifePaths Time Use (average hours per week) by Major Activity, Age and Sex



One impression left by the diagram is the relatively
small proportion of average male and female lifetimes
spent in “market work” -- the ostensible domain of the
SNA. When viewed from the perspective of average
weekly hours (rather than whether more than a third of
the year was spent working more than 15 hours per
week, as in Figure 1), market work is a very small
portion of a total (or even waking) lifetime. Of course,
non-market work and the consumption aspects of
personal care and use of leisure time also have important
economic aspects, but they are not captured in the SNA
beyond aggregate dollar measures of personal
consumption by commodity.

This figure also indicates the limitations of
conventional demographic dependency ratios -- which
use raw counts of individuals of working age (e.g. age 20
to 64) as the denominator. In the context of Figure 4,
such ratios clearly understate the degree of economic
dependence of many individuals in society. The diagram
also suggests the need to represent more explicitly the
mechanisms by which purchasing power, generated
principally by time spent in “market work”, is made
available to the rest of the population. These
mechanisms include intra-family transfers, and
govermnment tax/transfer programs. More generally, this
combination of a time use with the more conventional
demographic framework in LifePaths offers the
opportunity to construct a coherent series of statistical
views that provide a much more comprehensive
accounting of social and economic activity.

LifePaths images such as Figure 4 clearly show
there is much more to life than is captured in the market
economy focus of the SNA. It follows that regular
publication of this kind of statistical framework could
have an important effect on public policy discussion. It
would place economic factors in a broader context, and
draw attention to a much wider range of impacts of
policies directed toward unemployment, retirement,
income redistribution, education, childcare, de-
institutionalization, and the work week -- to name a few.

It should be emphasized again that these results
from the LifePaths statistical framework are still
substantially illustrative. The underlying synthetic
longitudinal micro data set is still under development. As
will be described in the next section, these underlying
data are based on a range of recent surveys and analyses
-- L.e. real data. But the underlying analyses in part still
involve preliminary results.

)

7. UNDERLYING METHODS

The LifePaths framework just illustrated draws
particularly on two recent data sets, and almost a decade
of development of related microsimulation models. The
recent data sets are the 1992 General Social Survey
(GSS), which includes detailed questions on time use
based on 24 hour recall, and the Labour Market
Activities Survey (LMAS), which provides detailed
longitudinal data on labour market dynamics over the
1988 to 1990 period. The LifePaths microsimulation
model in turn is a combination of the results of the GSS
and LMAS analyses, the DEMOGEN microsimulation
model (Wolfson, 1989) as it has recently been re-
implemented in the newly created ModGen C++
microsimulation software environment, and the new
post-secondary education Income Contingent Repayment
Loan (ICL) model being developed for the Human
Resources Development Ministry of the Government of
Canada.

This section gives a very brief overview of the
processes involved in synthesizing a LifePaths birth
cohort, the core of the LifePaths statistical framework.
Generally, the synthesis process involves an overall
architecture connecting a series of economic and socio-
demographic processes, and detailed data analysis to
develop empirically based statistical descriptions of each
process (i.e. behaviour dynamics).

As in a conventional life table, LifePaths starts with
a specified population of individuals, say 100,000 births.
Unlike a life table, however, each individual is followed
over time until his or her death. (A life table, in contrast,
follows groups of individuals, all of whom are
considered homogeneous.) At any moment in time, an
individual faces a chance of making a transition.
Depending on his or her current state or set of attributes,
this could be a transition into the labour force, or into a
marital union. Which transitions are possible depends on
the range of states that are explicitly considered. In the
current version of LifePaths, individuals are jointly
characterized by the following basic attributes at each
point in their lives:

* age-- as a continuous variable

fertility -- ages at the birth of children, presence of

children in the familial home

nuptiality — unattached, in a common-law or marital

union, separated, or divorced

work status -- including labour force participation

and employment status (hours per week, weeks in

the year)

school status -- grade and type of institution if

attending, educational attainment



work income -- hourly rate, weekly and annual
carnings

time use -- categories shown in Figure 4 plus finer
disaggregations

program participation including welfare,
unemployment insurance, public pensions

spouse attributes -- including age, educational
attainment, labour market experience

In addition, a wide range of denived attributes can be
constructed from these basic attributes such as the
vaniables shown in Figures 1 to 4.

Given this listing of attributes, the next step in
describing LifePaths is the processes by which the
trajectories for each attribute is generated. A brief sketch
is given in the following paragraphs.

Demography -- Fertility is modeled as the sequel to
conception, which in tumn is modeled as a series of
piecewise constant hazard rates, conditional on age,
marital status, and number of previous live births. The
main data source is birth registrations, supplemented by
data from the 1983 Family History Survey to account for
biases arising from conception while single or in a
common law union, followed by marriage before the
birth of the child. Mortality rates are conditional on age,
sex and mantal status, and are based on death
registrations. In both cases, the population census
provides the denominators.

Union formation and dissolution are represented by
a series of hazard functions. From the single state, there
are competing risks of entering a common-law union or
a legal marriage. Marriage breakdown involves risks of
separation and subsequent divorce. These hazards have
been separately estimated for men and women, and
depend in a complex way on previous history. For
example, females’ “risk” of entry to a union is positively
related to being pregnant, and is highest shortly
following labour force entry. Risks of separation for
females are higher if there are no young children at
home, if the woman was a teenage bride, and if the
woman has recent work experience.

Educational Progression -- Transition rates for
progression through elementary and secondary school
were constructed to be as close to jointly consistent as
possible with the 1986 and 1991 population census data
on the school attendance rates of children of the relevant
ages. Progression through post-secondary institutions
(colleges, trade schools, universities) is based on hazard
rates jointly estimated from the National Graduates
Survey (NGS), administrative data on school
enrollments, and the Labour Market Activities Survey
(LMAS) for cases where young people quit work to
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return to and continue their studies.

Labour Market -- Labour market experience is
simulated in two main parts -- whether or not employed,
and eamnings from employment. The first of these,
transitions into and out of employment, is estimated
from the LMAS separately for males and females, and
also separately for first entry, second and subsequent
entry, and exit from employment. First entry is
represented by waiting time distributions, while the other
transitions are represented by multivariate hazard
functions. Sex and educational attainment are important
determinants of the waiting time to first employment.
Re-entry hazards depend on sex, educational attainment,
and duration of the current spell of non-employment, and
for women the presence of infant children has an
additional depressing effect.

Eamings are in tum based on employment status as
Just described, and separate models for weekly hours of
work, and hourly wages. Upon first entry to
employment, a weekly hours value is randomly assigned
drawn from an age-, sex- and educational attainment-
specific distribution, in tum based on data from a
combination of the NGS, LMAS, and the Survey of
Consumer Finances (SCF -- the annual household
income distribution survey). Subsequently, the weekly
hours variable is updated as a function of age, sex, last
year’s weekly hours, and educational attainment. At the
same time that weekly hours is assigned, each individual
is assigned a percentile rank for hourly earnings. The
hourly eamings rate is then “looked up” from age-, sex-
and educational attainment-specific distributions.
Percentile ranks are adjusted from year to year based on
estimates of rank order “churning” from the LMAS.

Daily Time Use -- The 1992 General Social Survey
(GSS) collected 24 hour time use diary data for about
9,000 individuals, evenly distributed by age, sex, day of
the week, and month of the year. The GSS also collected
basic data on educational attainment, employment status,
and family status. After extensive analysis of these data,
a LifePaths module was created which imputes to every
simulated person-day one vector of time spent over a 24
hour period in each of a series of activities, including at
the highest level of aggregation the categories shown in
Figure 4. (Special assumptions have been made for
children under age 15 and those elderly living in
institutions, since they were not covered by the GSS.)

The statistical analysis indicated that age, sex, day
of the week, marital status, presence of young children,
educational attainment, and main activity (i.e. student,
employed or self-employed, other) were all significantly
associated with these vector patterns. Thus, all of these
attributes, as generated by other LifePaths processes,



were used in the imputation. The imputation process the
observed varnability in time use patterns amongst
individuals with the same attributes, essentially by using
the distribution of vector residuals from a multivariate
regression analysis.

8. VALIDATION AND DATA QUALITY
CONCERNS

Validating the LifePaths model is fundamentally
impossible. The reason, simply, is that its intent is to
create an instance of a sample from a hypothetical birth
cohort. Thus, no comparison with “reality” is ever
possible. However, the synthetic microcosm of
individual life paths should, by construction, reproduce
the major marginal joint distributions from which it was
built -- for example, labour force participation rates ,
fertility rates, mortality rates, union formation and
dissolution rates, educational enrollment rates, and
age/sex-specific distributions of labour market earnings.

During the course of constructing the LifePaths
prototype described in this paper, all these comparisons
have been continually checked. By and large, agreement
is good. The main instances of disagreement arise when
the underlying data sources are not themselves consistent
with each other. If anything, this is a signal of error in
the source data. In effect, LifePaths has provided a
framework for socio-economic micro data, in part
analogous to the SNA framework, wherein data from
diverse sources are rendered coherent, and
inconsistencies thereby highlighted.

9. CONCLUDING COMMENTS

This paper started with users’ needs for more
comprehensive and coherent socio-economic statistical
information, and offered a diagnosis of the failures of
carlier international efforts to address these needs. A
new approach is suggested, based on much more
extensive use of a range of multivariate micro data sets,
and microsimulation methods. Initial features of the
approach -- particularly comprehensiveness and
coherence -- have been illustrated with preliminary
results from the LifePaths model under development at
Statistics Canada.

Space has not permitted other features to be
graphically illustrated, such as the explicit micro data
foundations and hence the capacity to display variety.
Further work is required to illustrate other key features
such as summary indicators (e.g. lifetime income
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distributions), and “what if”’ simulations. Still, the
results presented constitute a substantial “proof by
construction” of the practical and technical feasibility of
the approach.

At the same time, the approach highlights gaps and
weaknesses in existing socio-economic statistical data,
particularly from a microanalytic perspective. The
LifePaths approach would place much stronger demands
on the coherence and quality of underlying socio-
economic surveys and data collection systems. Given a
measure of acceptance of the benefits for socio-
economic statistical reporting of something like the
LifePaths approach, it can provide the basis for strategic
planning in national statistical agencies.
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DEVELOPMENT, USE AND MODIFICATION OF HEALTH RISK
APPRAISAL FUNCTIONS: THE FRAMINGHAM STUDY

R.B. D'Agostino’

ABSTRACT

Health Risk Appraisal functions are mathematical functions or models which relate risk factor variables to the probability
of developing an event such as coronary heart discase. The Framingham Study has been a leader in developing functions
for cardiovascular discases. This article reviews the history of the development and some of the uses of these functions.
It also presents some recent modifications to accommodate specific mathematical and practical concerns.
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1. INTRODUCTION

The Framingham Study is an ongoing major
prospective cohort epidemiological study begun in 1948
whose primary objective is to investigate and establish
the relation of cardiovascular disease (CVD) to risk
factors such as age, sex, blood pressure, cholesterol,
cigarette smoking, hematocrit, obesity and diabetes
(D'Agostino and Kannel, 1990). CVD encompasses
coronary heart disease (myocardial infarction, unstable
angina and stable angina), stroke, congestive heart
failure, intermittent claudication, and cardiovascular and
cardiac deaths. The study enrolled 5,209 subjects, 28 to
62 years of age (2336 males and 2879 females).
Subjects retum every two years for a physical
examination and history in which the CVD risk factors
are updated and information on the status and
development of cardiovascular disease since the last visit
are obtained. In addition, the study maintains an
extensive surveillance of the subjects at all times to note
and obtain information on death and the development
and course of CVD.

Over the years the Framingham Study has developed
mathematical predictive models which relate the risk
factors to the probability of developing CVD events or
subsets of CVD events such as coronary heart diseasc.
The models or functions are today called health risk
appraisal functions. In the following we present a brief

Prediction models; Risk factors; Risk profiles; Epidemiological studies.

history of the development and use of these functions
along with some recent advances in them.

2. INITIAL YEARS (1948 - 1976)

During the first decade of the study data were
accumulated and presentations in the literature focused
mainly on study design and objectives (Dawber,
Meadors, Moore (1951) and Dawber, Kannel, Lyell
(1963)). The first paper in which predictive functions
were presented appeared in the mid 1960s (Truett,
Cornfield and Kannel, 1967).

Table 1 displays two of the original functions. These
are Fisher's linear discriminant functions and they relate
the major CVD risk factors to the development of a first
coronary heart disease (CHD) event. The risk factors
are: age in years (AGE), total serum cholesterol
(CHOL), systolic blood pressure (SBP), metropolitan
relative weight (MRW), hematocrit (HEM), cigarette
smoking as a yes or no (CIG) and left ventricular
hypertrophy as measured by the electrocardiogram
(LVH). The variable MRW is computed by dividing a
subject's actual weight to an ideal weight given by the
Metropolitan Life Insurance tables of ideal weights. All
the nisk factors were significant at the p = 0.05 level
except those identified by an (NS).

' Ralph B. D’Agostino, Professor of Mathematics/Statistics and Public Health, Boston University, 111 Cummington

Street, Boston, MA 02215, USA
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Table 1

Fisher's Linear Discriminant Functions for Relating
Risk Factors to the Development of First Coronary
Heart Disease (CHD) Event Within a 12 Year Period

Subjects were free of CHD at Examination 1, some of
which develop CHD within 12 years of follow-up
from Examination 1 (MEN: n=2187 with 258 CHDs
and FEMALES: n=2669 with 129 CHDs)

Men Women
Coefficients

Constant  -10.8986 -12.5933
AGE 0.0708 0.0765
CHOL 0.0105 0.0061
SBP 0.0166 0.0221
MRW 0.0138 0.0053 (NS)
HEM -0.0837 (NS) 0.0355 (NS)
CIG 0.3610 0.0766 (NS)
LVH 1.0459 1.4338

NS = Non-significant at 0.05 level. All other variables
were significant at least at the 0.05 level.

These functions could be used for classification
purposes as follows. Let F represent the Fisher Linear
Discriminant Function defined as

F=A+ B »X)+B,*X,+ . +B,y*xX, (1)
where X, ..., X, represent the values of the risk factors
and B, .., B, are the coefficients whose numerical
values are given in Table 1. For a given individual,

obtain the risks factors of Table 1 and compute the F
value of equation (1). The classification rule is:

IfF > 0, then classify subject as CHD
If F <0, then classify subject as non-CHD

Further, the investigators noted that the probability
of developing CHD within 12 years could be estimated
by exponentiating the function F of (1). In particular,
this estimates the conditional probability of developing
a CHD given the data consisting of the risk factors
X, ..., Xy Insymbols this is

P(CHD X) = [1 +exp(-F)]" @)

As displayed in (2) the function is often called the
logistic function form.

The Framingham investigators were concerned that
the use of Fisher's discriminant analysis theory to
estimate the regression coefficients of (1) and (2) might
produce biased and inappropriate estimates since the
formal assumption for that method is that the vector of
nisk factors X are multivariate normal. An assumption
clearly not met since dichotomous variables such as
cigarette smoking (CIG) and LVH were included in the
models of Table 1. The decision was to shift from
discriminant analysis and estimate the coefficients B
conditional on the observed values of X. This gave rise
to logistic regression and a weighted least squares
procedure was generated for the estimation (Walker and
Duncan, 1976).

Table 2 contains prediction functions, called risk
profile functions by the Framingham investigators at that
time, which relate risk factors to the development of a
first CVD event over an 8 year period (from Kannel,
McGee and Gordon, 1976).

Table 2

Logistic Regression Functions for Relating Risk Factors to
the Development of First Cardiovascular Disease (CVD)
Event over an 8 Year Period (All risks factors are
significant, p < 0.05)

Men Women
Coeflicients
Constant -19.7710 -16.4598
AGE 0.3743 0.2666
AGE? -0.0021 -0.0012
CHOL 0.0258 0.0161
SBP 0.0157 00144
CIG 0.5583 0.0395
LVH 1.0529 0.8745
GLUC 0.6020 0.6821
CH*AGE -0.0004 -0.002
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In the profile functions (or health nisk appraisal
functions) of Table 2 the hematocnit variable (HEM) of
Table 1 has been dropped. The square of the age (AGE?)
and the interaction of age and total serum cholesterol
(CH*AGE) have been added. The selection of risk factor
variables of Table 2 became the standard set of variables
for many Framingham predictive functions. Important



references were published discussing the above
mentioned issues, two of which are Halperin,
Blackwelder and Verter (1971) and Gordon, Kannel and
Halperin (1979).

3. THE USE OF MULTIPLE MEASUREMENTS
ON A SUBJECT - METHOD OF POOLED
REPEATED MEASURES (1968-1989)

As the Framingham study progressed a large amount
of data accumulated from the biennial examinations
(exams every two years). These data allowed the
possibility to update risk factors for an individual and
incorporate these into logistic regressions. The statistical
method of pooled repeated measures was developed to
achieve this (Cupples, D'Agostino, Anderson and
Kannel, 1988). The method is basically a person
examination approach and Table 3 indicates how it
proceeds.

Table 3

Illustration of the Pooled Repeated Observation Method
Observations on Risk Factors taken every two years

PERSON EXAM APPROACH
Examt 1 2  sample
free of CHD 100 92 83 275 total
developed CHD 5 8 6 19CHD
lost to follow up 3 1 2

PERFOM ANALYSIS with 275 subjects and 19 events

At exam ¢ there are 100 subjects free of CHD. Of
these 5 develop CHD by exam ¢+1 and 3 are loss to
follow-up. This leaves 92 subjects for exam r+1. Of
these 8 and 1, respectively, develop CHD or are lost to
follow-up by exam #+2, leaving 83 for exam ¢+2. Of
these 83, 6 and 2, respectively, develop CHD or are loss
to follow-up. Now summing the number of person
exams we get 275 (= 100+92+83) and the number of
events we obtain 19 (=5+8+6). In the context of the
Framingham study, examinations would be separated by
two years. The 275 and 19 are used as the data for say a
logistic regression relating nisk factors to the
development of CHD within two years of the exam.
Note the nisk factors used in the analysis would be those
obtained on the most recent examination.

The method of pooled repeated measures became a
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standard procedure in the Framingham study (Shurtlefl
(1974) and Cupples and D'Agostino (1987)).
D'Agostino et al. (1990) showed that when used with the
logistic regression, this method called in this context the
pooled logistic regression, was asymptotically (i.e., for
large samples) related to the Cox proportional hazard
regression with time dependent covariates (D'Agostino,
et al., 1990).

Robert Abbott and Daniel McGee (1987) employed
this method of pooled repeated measures using an eight
year windows rather than two years as discussed above
and generated health risk appraisal functions for a
number of CVD events including myocardial infarction,
CHD, CHD deaths, intermittent claudication,
cerebrovascular accidents (strokes) and CVD.

These functions became extreme popular and heavy
demands were made on the Framingham study to
develop functions for specific purposes. For example,
the Carter Center at Emory University asked the study to
develop functions for mortality, while a number of drug
companies asked for functions explicitly looking at
blood pressure or cholesterol.

Also during this period Framingham publications
appeared that clarified further the concept of these
predictive functions (Gordon and Kannel (1982) and
Kannel and McGee (1987)).

4. THE USE OF TIME TO EVENT ANALYSES
(1987 - 1993)

4.1 Decision to Produce Authorized Functions

During the mid 1980s concemn arose that too many
health risk appraisal functions were developed and that
the development was not undertaken in a systematic
fashion with appropniate oversight control. Further, there
was available newer statistical methods such as Cox
proportional hazard regression that appeared ideally
suited for these predictive functions but had not as yet
been used. These methods were superior to the logistic
regression in that they could take into account the time
to event and also deal with drops outs and other forms of
censoring. The study made the decision to generate
"authorized" functions which would utilize the new
methods.

4.2 Professional Functions and the American Heart
Association
The first results of the above decision was to
produce functions for professional use (Wolf e al,
(1991) and Anderson et al., (1991)). The first function
was a predictive function for stroke (Wolf et al,



(1991)). It employed a Cox proportional hazard model
and can be used for estimating the probabulity of first
stroke up to 14 years based on risk factors measured at
baseline (i.e., time point 0). The mathematical model
employed here 1s

S(t). = | -1 Sp~=e) (3)
where S¢t) is the survival function at time 7 (that is, the
probability of survival to at least time #) and

F=A+ B xX +B, xX,+.. +B, =X, (4)

The function S () is called the underlying or
average survival function and is the probability of
survival at ime ¢ for a subject whose risk values at time
0 are equal to the mean values for all nsk factors.

The second professional use function was for CHD.
Unfortunately the proportionality assumption of the Cox
regression did not hold for CHD and so a Weibull
accelerated failure model incorporating a non-
proportionality component was employed. The
mathematical model for this function is given as

S(1)=EXP[-EXP{(In ()-F)/J)}]  (5)
where S(1) is the survival function at time ¢ and F'is a
linear function such as (4)
and

In (J)=A4 +CxF (6)

The modelling of J as a function of the risk factors
X accommodates non-proportionality. This CHD
function can be used for estimating the probability of
first CHD for 4 to 14 years following the measurement
of the risk factors.

The CHD function was a single function employing
8 risk factors (sex, age, systolic blood pressure, total
cholesterol, HDL cholesterol, cigarette smoking,
presence of diabetes and LVH) and transformations of
these. Sex specific stroke functions were produced,
which included the above risk factors, except for total
and HDL cholesterol, in addition to the existence of a
previous CVD (but not a previous stroke), atrial
fibrillation and the use of anti-hypertensive drugs.

The American Heart Association has distributed
both the CHD and stroke functions to physicians to
assess patients presenting to them with CVD risk
factors. The presentation 1s devised in such a manner
that 10 year probability estimates can be obtained
directly once the risk factors are available. These can be
compared to the average risk for someone of the same
age and sex. These functions can also be used to
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estimate the effect of an intervention, because they can
be use to estimate the change in probability if a nsk
factor is altered. For example, if a person quits smoking
or if systolic blood pressure is reduced by, say, 20
mmHg.

4.3 Layman Functions for the American Heart
Association
The American Heart Association also asked the
Framingham study to produce health risk appraisal
functions more suitable for the layman than the
professional. This has been done for CVD and stroke.
The CVD function goes under the label of RISKO.

5. SECOND EVENT MODELS
(1994 - PRESENT)

Up to this point all the described health risk
appraisal models have been for first event, first CVD,
first CHD or first stroke. Current work has focused also
on developing models for secondary events. By
secondary event we mean an event that occurs in
someone who already has had an event, such as the
occurrence of a second myocardial infarction in a person
who already has had a myocardial infarction. The
Framingham work has focused on those who have
survived the acute stage of the initial event. One set of
sex specific Cox proportional hazard regression
functions for predicting CHD or stroke in those with an
initial CVD is as follows:

Male Female
Coefficients
In(AGE) 1.006029 2.383863
In(T-C/HDL-C) 0.957359 0.750673
CIG 0.0 0.764838
In(SBP) 1.278776 1.157384
DIAB 0.229595 0.799036

the vanable T-C/HDL-C is the ratio of total cholesterol
to HDL cholesterol and the variable DIAB is the
dichotomous vanable for the presence or absence of
diabetes. All other variables have been defined
previously.

6. VALIDATION OF THE FRAMINGHAM
FUNCTIONS

There is a substantial literature on the validation of
the Framingham health risk appraisal functions, too



broad to review here. However, it is worth mentioning
that two recent articles reaffirm that they can be
transported validly to other settings (Laurier, ef al.,
(1994) and Grover et al., (1995)).

7. SUMMARY AND ISSUES CURRENTLY
UNDER INVESTIGATION

The Framingham study has been extremely
successful in producing health risk appraisal functions.
Much work continues. Some summary statements and
issues still under investigation and development are as
follows.

1. Health risk appraisal functions for CVD, CVD
mortality, CHD, CHD mortality and stroke for
follow-up periods extending from 2 to 14 years have
been developed and are in use or ready for use.

New state of the art statistical methods have been
incorporated into the development of these
functions.

The stroke functions have incorporated hypertension
medication. The incorporation of this into CHD
functions is currently underway.

Approved professional models have been developed
for CHD and stroke.

Layman model have also been developed for CVD
and stroke.

Framingham models for secondary events have been
recently developed. Preliminary functions will be
published by the American College of Cardiology.
Much further work is needed.

New vanables such as triglycerides and fibrinogen
are being incorporated into the models.

Functions are now being developed for different
events such as cancer.

The Framingham health risk appraisal functions
have proven to be valid in settings beyond
Framingham.

61

REFERENCES

Abbott, R.D., and McGee, D. (1987). Section 37: the
probability of developing certain cardiovascular
disease in eight years at specific values of some
characteristics, in Kannel, W.B., Wolf, P.A._ and
Garrison, R.J. (ed), The Framingham Study, an
Epidemiological Investigation of Cardiovascular
Disease, DHHS PHS NIH Pub 87-2284.

Anderson, KM., Wilson, PWF., Odell, PM., and
Kannel, W.B. (1991a). An updated coronary risk
profile: a statement for health professional.
Circulation, 83, 356-362.

Anderson, KM., Odell, P.M., Wilson, PW.F., and
Kannel, W.B. (1991b). Cardiovascular risk profiles.
American Heart Journal, 121, 293-298.

Cupples, L.A., and D'Agostino R. B, (1987). Section 34:
some risk factors related to the annual incidence of
cardiovascular disease and death using repeated
biennial measurements: Framingham heart study,
30-year follow-up, in Kannel, W.B., Wolf, P.A ., and
Garrison, R.J., (ed), The Framingham Study. an
Epidemiological Investigation of Cardiovascular
Disease, DHHS PHS NIH Pub 87-2703 (NTIS
PB870177499), Washington, DC.

Cupples, L.A., D'Agostino, RB., Anderson K., and
Kannel W.B. (1980). Comparison of baseline and
repeated measure covariate techniques in the
Framingham heart study, Statistics in Medicine, 7,
205-218.

D'Agostino, Ralph B., and Kannel, W. B. (1990).
Epidemiological background and design: the
Framingham study, Proceedings of the American
Statistical Association Sesquicentennial Invited
Papers Sessions - 1989 & 1988, 707-718.

D'Agostino, R.B., Lee, M., Belanger, A., Cupples, LA,
Anderson, K. and Kannel, W B. (1990). Relation of
pooled logistic regression to time dependent Cox
regression analysis: the Framingham heart study,
Statistics in Medicine, 9,1501-1515.

D'Agostino, R.B., Wolf, P.A., Belanger, A.J., and
Kannel, W.B. (1994). Stroke risk profile:adjustment
for antihypertensive medication, Stroke, 25, 40-43.



Dawber, Thomas R., Kannel, W.B., and Lyell, L.
(1963). An approach to longitudinal studies in a
community: the Framingham study, Annals of the
New York Academy of Sciences, 107, 539-556.

Dawber, Thomas R., Meadors, Gilcin F., and Moore,
Felix E. (1951). Epidemiological approaches to
heart disecase: the Framingham study, American
Journal of Public Health 41,279-286.

Gordon, T., and Kannel, W.B. (1982). Multiple risk
functions for predicting coronary heart disease: the
concepts, accuracy and application, American Heart
Journal, 103, 1031-1039.

Gordon, T., Kannel, W.B., and Halperin, M. (1979).
Predictability of coronary heart disease, Journal of
Chronic Diseases, 32, 427-440.

Grover, S.A., Coupal, L., and Xiao-Ping, H. (1995).
Identifying adults at increased risk of coronary
disease, Journal of the American Medical
Association, 274, 801-806.

Halperin, M., Blackwelder, W., and Verter, J. (1971).
estimation of the multivariate risk function: a
comparison of the discriminant function and

maximum likelihood approach, Journal of Chronic
Diseases, 24, 125-128.

Kannel, W.B., and McGee, D.L. (1987). Composite
scoring - methods and predictive validity: insights
form the Framingham study, Health Services
Research, 22, 499-535.

62

Kannel, W.B., McGee, D., and Gordon, T. (1976). A
general cardiovascular risk profile: the Framingham
study, American Journal of Cardiology, 38, 46-51.

Launer, D., Chau, N.P., Cazelles, B., Segond, P., and the
PCV-METRA Group. (1994). Estimation of CHD
risk in a French working population using a
modified Framingham model. Journal of Clinical
Epidemiology, 47, 1353-1364.

Shurtleff D, Section 30: some characteristics related to
the incidence of cardiovascular disease and death:
Framingham Study 18-year follow-up, in Kannel
WB, Gordon T (eds), The Framingham Study: an
Epidemiological Investigation of Cardiovascular
Disease, US Government printing Office, DHEW
publication (NIH) 74-599, 1974,

Truett, J., Comnfield, J., and Kannel, W. (1967). A
multivariate analysis of the risk of coronary heart
disease in the Framingham study. Journal of
Chronic Diseases, 20, 511-524.

Walker, S .H., and Duncan, D.B. (1967). Estimation of
the probability of an event as a function of several
independent variables, Biometrika, 54, 167-179.

Wolf, P.A., D'Agostino, R.B., Belanger, A.J., and
Kannel, W.B. (1991) Probability of stroke: a risk
profile from the Framingham study, Stroke, 22,
312-318.



Proceedings of Statistics Canada Symposium 95
From Data to Information - Methods and Systems
November 1995

INTERPRETING MULTIVARIATE TESTS
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ABSTRACT

This paper discusses some of the procedures described in the literature for interpreting significant MANOVA tests. The
focus is on measures that only require access to standard software packages such as SAS and SPSS. The measures
recommended in this paper are the discriminant ratio cocfficients introduced by Thomas (1992). They can be used to
assess the relative importance of individual response variables to a significant multivariate test, and they can be used to help
identify the underlying constructs associated with individual discriminant functions. Examples of their application are

given.

KEY WORDS:

1. INTRODUCTION

1.1 Problem Description

This paper is concerned with the interpretation of
significant multivariate tests arising from comparisons
of group means, i.c., from the multivariate analysis of
vanance (MANOVA). Many statistics texts describe in
detail the formulation and distributional properties of
procedures for testing the equality of means of a set of
response measures across two or more groups. These
classical MANOVA tests, and corresponding p-values,
are readily available to practitioners via statistical
packages such as SAS and SPSS. Practitioners are also
interested in procedures that will enable them to interpret
those MANOVA tests that were declared significant.
For example, they may wish to assess the relative
importance of the response variables to a significant
MANOVA, or they may wish to interpret the linear
combinations of response variables, called discriminant
functions, that are associated with each MANOVA test.
Texts on multivaniate analysis, particularly those written
by statisticians, pay far less attention to this aspect of
MANOVA. Whenever the topic is discussed, the
recommendation is usually to examine individual
discriminant function coefficients, or to examine the
correlations between individual response variables and
the discnminant functions. The continuing debate in the
behavioural literature regarding methods for interpreting
MANOVA tests has been reviewed by Thomas (1992).

Variable importance; MANOVA,; Discriminant functions, Interpretation.

Some of the main issues in this debate will be
summarized i this paper, and the shortcomings of
existing approaches will be identified. Alternative
measures of variable importance proposed by Thomas
(1992) and Thomas and Zumbo (1995) will be described
and illustrated on some real data sets. It will be shown
that these measures, called discriminant ratio coefficients
(DRC's), can be used to measure variable importance
and can also be used to identify underlying constructs
that may give rise to the linear discriminant functions.
Recent unpublished work will be outlined in which
multiple discriminant functions are rotated to maximise
“simple structure” in the vectors of DRC's. An example
will be presented to show that this technique can clarify
the interpretation of the constructs that discriminate
between the study groups.

1.2 Empbhasis of the Paper

The emphasis throughout the paper will be on
informal, or data analytic, procedures. In other words,
there will be no discussion of the standard errors of the
various cocfficients that will be introduced. Also, it will
be assumed that all sampled observations are
independent and identically distributed within groups,
i.e., there will be no discussion of weighted data or data
drawn from clustered samples, though extensions to
such complex samples are possible. With the exception
of the experimental work on discriminant function
rotation, the emphasis will be on methods of

' D. Roland Thomas, School of Business, Carleton University, Ottawa, Ontario, Canada, K18 2T9.
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interpretation that can be implemented by practitioners
having access only to the standard MANOVA software
provided by SAS, SPSS and similar statistical packages.
Finally, the paper has been written to be accessible to
practitioners who have no extensive knowledge of
multivaniate analysis. Some knowledge of basic matrix
notation, plus a familiarity with the two-group #-test and
the ANOVA F-test, should suffice.

2. MULTIVARIATE COMPARISONS:
TWO GROUPS

2.1 Statistical Background

The necessary statistical background will be
introduced in this section using a two-group example.
Let y.,3,, ..., ¥, denote p response variables which can
be represented as a p x / observation vector y. Consider
two groups from which n, and n, observations are
independently sampled, and let y., represent the K'th
observation vector (k = I, fﬁ’om the j'th group
(/=1,2). Under the classncal assumptions, the
observations from the two groups will follow
multivariate normal distributions with means p, and p,,
respectively, and common covariance matrix . The
multivariate group comparison then amounts to testing
the equality of the mean vectors pand u,, ie, to
testing the multivanate null hypothesis

Hyp =p, (1)

where =(Hyo iy st j=1,2, and the
elements p‘ » 1=L,.., p represent the means of the
individual response vanablcs ie. » By = E(y;). Here
E denotes expectation under the assumed multlvanate
normal model.

2.2 Example 1

This example is based on data from an investigation
by Sénéchal, LeFevre, Hudson and Lawson (1995) of
the relationship between children's verbal ability and
their literacy environment. The subjects in the study
were children aged from four to six, and for the purposes
of this example they will be divided into two groups, one
with high verbal skills (n,=60), the other with low
verbal skills ( n,=59). It will be assumed that the two
groups conform to the above statistical model, i.e.,
problems relating to misclassification will be ignored.
In the original study, the data were analyzed using
regression analysis so that grouping was not required.
Four of the original study variables will be considered,
each a measure of some aspect of a child's literacy

environment. These are:
PRINTEXP A measure of the primary adult
caregiver's print exposure, measured
by the proportion of the book titles on
a given list that are recognized;

A measure of the primary adult
caregiver's knowledge of children's
books, again measured as a proportion
of titles recognized;

The number of children's books in the
home;

The number of times the child is read
to per week.

KNTTLSKB

NUMKBKS

NUMKREAD

The analysis reported below is actually based on the
square roots of these vaniables, since the distributions of
the transformed variables were noticeably closer to
normality than the those of the original variables. The
names of the vaniables will not be changed.

2.3 Hotelling's T? Test

The appropriate test of hypothesis (1) is Hotelling's
T?. For the verbal ability data, the 72 test results in a
p-value less than .001, which, together with an effect
size of 0.92 (see Stevens 1992, page 178), indicates a
large difference between the vectors of group means.
Separate univariate tests (Table 1) reveal significant
group differences between the means of each of the
individual response variables.

Table 1. Univariate Tests for the High and Low
Verbal Ability Groups

Variable t-statistic  d.f.  p-value
PRINTEXP 3.78 117 <.001
KNTTLSKB 3.96 117 <.001
NUMKBKS 1y - L17 <.001
NUMKREAD 3.22 I .002

T? tests, and the measures used for interpreting
them, can be best understood by posing the multivariate
problem in univaniate terms. For the verbal ability
example, consider a new variable Z which is a linear
combination of the four study variables, where for
convenience the four variables PRINTEXP through
NUMKREAD are denoted y, through y,, respectively.
Thus

Z=ay, +ay,+ a3y, +a,y,, 2)



where the a, are fixed weights. The additional suffices
representing groups and subjects within groups have
been omitted from equation (2) for convenience. A
specific weight vector a=(a,,a,,a,a,) generates a value
of Z for each subject in each of the two groups. Let t(a)
denote the two-group f-statistic corresponding to this
specific set of a's. For example, when a = (.25, .25, .25,
.25)', t(a) corresponds to a t-statistic computed using
the average of each subject's scores on variables N
through y,. Each value of @ maps the multivariate data
into a specific value of t(a), or equivalently, of 12 (a),
since it is more convenient to work with positive
quantities. It is natural to seek the weight vector a that
yields the maximum value of ¢2 (a), and the maximum
value of ¢? (a) so obtained is Hotelling's 72. The
weights that yield the maximum are called discriminant
coefficients, and the linear combination Z corresponding
to the optimizing weights is usually referred to as
Fisher's linear discriminant function. Because t-statistics
are scale free, it is clear that 72 is not affected if the
vector @ of discriminant weights is multiplied by a
constant k. 1t is customary to chose & such that a £ =kq
satisfies aE'SEa E =1, a process referred to as
normalization (Thomas and Zumbo, 1995). Here Sgis
the pooled within-groups estimate of the common
covariance matrix . As will be shown in the next
section, the elements of the discriminant coefficient
vector a £ and related coefficients are frequently used as
aids to interpreting significant T 2tests.

3. INTERPRETING A SIGNIFICANT 12

3.1 Relative Importance of Variables

For many analysts, the first step in interpreting a
significant multivanate test is to determine the relative
contribution, or importance, of the individual vaniables.
The term "relative importance”, or simply "importance”,
of vanables is often used in the applied literature, but is
rarely defined with any precision as documented in the
review by Kruskall and Majors (1989). A striking
exception is Pratt's (1987) axiomatic development of a
unique measure of variable importance for multiple
regression. In the MANOVA context, an attempt at
definition was made by Huberty and Wisenbaker (1992),
whose "views" of wvariable importance included
“contribution to discriminant function scores" and
"contnibution to grouping variable effects". Their
recommended measures of variable importance will be
discussed later in this section, as will competing
measures that were introduced by Thomas (1992) and
explored further by Thomas and Zumbo (1995).
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3.2 Measuring Variable Importance

It is generally agreed that the univariate t-statistics
of Table 1 do not provide useful multivariate measures
of the importance of individual response variables to a
significant multivariate test because they do not account
for the correlations between the response variables.
Instead, a number of multivariate methods have been
proposed for measuring vanable importance in
MANOVA, several of which will be described in this
section. The discussion will focus on the two-group 72
case, while the multigroup case will be discussed in
Section 4.

3.3 Discriminant Coefficients

It is natural to consider the discriminant coefficients
as candidates when seeking multivariate measures of
vanable importance. For example, if coefficient a, in
equation (2) is "large" in some sense, then it might be
argued that the second variable is important because it is
heavily weighted in the discriminant function that
maximally discriminates between the groups. However,
because different variables may be measured on different
scales, discriminant coefficients must be interpreted with
care. To make discriminant coefficients comparable, it is
customary to standardize them, e.g., by writing equation
(2) in the form

Z:(alkl)(yl/kl)+...+(a4k4)(y4/k4)’ (3)

where the &, are chosen to have the same scale as the i'th
vaniable. The terms a, k appearing in equation (3) are
referred to as standardized discriminant coefficients
(SDC's) ,and denoted b =a, &, i=1, .., p. The choice
of the scale quantities &, has been the subject of
considerable debate in the literature, reviewed recently
by Thomas and Zumbo (1995). The most common
choice 1s the standard deviation of Vb Wi
k=(Sg,)%i=1,..,p, where S;,, denotes the i'th
diagonal element of the within-groups sample covariance
matrix 8, Thomas and Zumbo (1995) denoted the
corresponding vector of SDC's 577, where the first
superscript refers to the standardization and the second
subscript refers to the normalization.  They also
introduced an alternative set of SDC's, denoted b £E . for
which normalization and standardization is based on
"total" quantities instead of the within-groups quantitics
used to define 5EE.  These are preferable to b £E (see
Thomas and Zumbo, 1995), but must be calculated
separately from the output provided by standard
packages. The unstandardized and standardized forms
are shown in Table 2 for the verbal ability data.



Table 2. Discriminant Coefficients for Comparing
the High and Low Verbal Ability Groups

Variable at Ny W
PRINTEXP 2.133 0.440 0419
KNTTLSKB 2368 3P, w337
NUMKBKS 1.070 0.342  0.325
NUMKREAD 0410 0.287  0.269

Many authors mmplicitly assume that SDC's,

suitably standardized, measure "contribution to
discriminant function scores”. Rencher and Scott (1990)
explicitly recommended that the absolute values of the
within-group standardized SDC's, %%, be used to
assess the relative importance of variables to a two-
group discrimination, i.e., to a significant 72 test.
However, Thomas and Zumbo (1995) argued that SDC's
are not ideal measures of variable importance,
irrespective of the standardization used. Different
standardizations can lead to different importance
orderings, an observation that sparked the earlier debate
in the literature. For this and other reasons, Thomas
and Zumbo (1995) recommended that SDC's be
replaced as measures of importance by the discriminant
ratio coefficients (DRC's) introduced by Thomas (1992).

3.4 Structure Coefficients

Most software packages routinely print the values
of the within-group sample correlations between each
response vanable and each discriminant function. These
correlations, referred to in the applied literature as
structure coefficients (SC's), have also been proposed
as measures of vanable importance. However, their
use in this regard has been discredited by the observation
that, in the two-group case, the vector of structure
coefficients, r £, is proportional to the vector of -
statistics resulting from univariate tests of the individual
response variables. Values of the SC's for the verbal
ability example are shown in Table 3. It can be verified
that these are proportional to the r-statistics shown in
Table 1. Thus structure coefficients provide no
multivaniate information and are not useful measures of
variable importance.

3.5 F-to-Remove Statistics

F-to-Remove statistics, denoted F TN 18 =D
were originally recommended by Huberty (1984) as
measures of variable importance in MANOVA. They
were subsequently adopted by Huberty and Wisenbaker
(1992) as the operationalization of their "contribution to
grouping effects” view of variable importance. For the
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i'th response vanable, F{i) can be obtained from an
analysis of covanance of variable y,, with all remaining
p-1 response variables treated as covariates. F,, is thus
equivalent to Rao's (1973, page S551) test for the
additional information contributed by y,. F, is
certainly a valid measure of variable importance.
However, in multi-group cases, where there may be more
than one significant discriminant function, Fy, provides
only an overall measure of importance. It cannot
describe the contribution of individual variables to each
dimension of group difference.

3.6 Discriminant Ratio Coefficients

DRC's were originally proposed as measures of
variable mmportance by Thomas (1992), based on a
geometric interpretation of discriminant functions.
Thomas also noted that DRC's are analogous to Pratt's
(1987) axiomatically derived measures, an observation
that further justifies their use as measures of importance.
Thomas and Zumbo (1995) showed that DRC's are free
of the deficiences listed above for SDC's, SC's and the
F-to-Remove statistics, F,. In the two-group case
which features only a single discriminant function, the
DRC's, denoted by d,,i=1, ..,p, can be defined
algebraically as

d=bFrE-0TrT, @)
where 7" denotes a structure coefficient defined using
“total" quantities in place of the within-groups quantities
used to define r,E . Equation (4) states that DRC's can
be defined using either total or within-groups quantities.
Thus, using DRC's in place of SDC's as measures of
importance  sidesteps the debate  regarding
standardization of SDC's. Values of the DRC's for the
verbal ability example are shown in Table 3, together
with values of the F(i)'s, SDC's and SC's.

It can be seen from Table 3 that the DRC's sum to
one, a property that provides an automatic scale for
Judging their relative magnitude, i.¢., for deciding on the
relative importance of the variables. It was shown by
Thomas (1992) that each DRC can be interpreted in
terms of lengths, e.g.,, PRINTEXP accounts for 31.7%
of the length of the discriminant function, when the latter
1s viewed as a vector in the space of the observations.
It can be seen from Table 3 that for the verbal ability
data, the F-to-remove indices, the within-groups SDC's
and the DRC's all yield the same importance ordering,
i.e., the variable that contributes most to the significant
multivariate group discrimination signalled by the
significant 72 test is PRINTEXP, followed by variables
KNTTLSKB and NUMKBKS, with NUMKREAD



providing the smallest contribution. The importance
orderings obtained using these different measures will
not be the same in general.

Table 3. DRC's (and Other Measures) for the
Verbal Ability Data
E

Variable e HE DRG ,  Rank
(b, xr

PRINTEXP 369 440 719 317 1

KNTTLSKB 199 352 753 265 y,

NUMKBKS 197 342 708 242 2

NUMKREAD 152 287 613 _l76 4
1,000

3.7 Further Notes on DRC's

Thomas and Zumbo (1995) discuss other aspects of
the use of DRC's. First, though DRC's can be negative,
negative DRC's of large magnitude signal the presence
of highly correlated response variables. Large negative
DRC's can therefore be removed either by using a
“ridge” adjustment (sec Thomas, 1992) or by dropping
one or more of the highly correlated variables. Thus
negativity of DRC's is no impediment to their use as
measures of importance, an assertion also made by Pratt
(1987) in the regression context. Second, DRC's can be
used to identify suppressor variables, namely variables
that make their contribution to the significant group
discrimination through their relationship to the other
response vanables. A small DRC in conjunction with a
relatively large value of |b | signals a suppressor
vanable.

4. MULTIVARIATE COMPARISON:
MORE THAN TWO GROUPS

4.1 Statistical Background

Let g >2 represent the number of groups from
which n.,j= l. ..., g observations have been
mdependently samplcd The multigroup assumptions
are a straightforward extension of those described in
Section 2 for two groups, namely that observations in
each group will follow multivariate normal distributions
with mean vectors m, j=1, .., g, and common
covariance matrix 3. The multwanate null hypothesis
in this case is givenby Hjp, =p,=.. = M, where the
elements of the mean vectors arc dcfmed as in the text
following equation (1).

Multivanate tests of the multigroup null hypothesis
can be denved by considering a linear combination Z
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of the p response variables, with p-vector of weights
a. Forfixed a, aunivariate ANOVA on Zyields an
F-statistic denoted F{a), and as in the two-group case,
multivaniate procedures are cbtained by maximizing
F{a) over all possible a. Maximization leads to the
canonical equation

Ha = A Wa, 5)
where H and W are hypothesis and between-groups
SSCP matrices, respectively. Equation (5) admits
g* = min (p, g-1) solutions. When the given values
Aj, Jj=1,...g"° are labelled in decreasing order, the
weights a, comresponding to A, are the discriminant
coefficients corresponding to the principal discriminant
fumction, i.¢., to the linear combination of variables that
yields the maximum "univariate” F value.

Quotation marks are used here because the
maximized F value does not follow the classical F-
distribution. The second vector of weights "
corresponding to the eigenvalue A, , yields the maximum
value of F{a) among all linear combination of response
variables uncorrelated with the first, and so on. The
eigenvalues are proportional to the g* maximized
values of F{a). For the two-group case g = 2, equation
(5) yields only one eigen-solution, with
A,=1=T?/( N-2),and N=n, +n,. For the multigroup
case g > 2, equation (5) admits two or more eigen-
solutions. In this case, a number of multivariate test
statistics are available, all of which are functions of the
eigenvalues AO (see Stevens 1992, page 226). A
sequential test proccdure 1s also available to determine
how many of the possible g* discriminant functions
must be retained in order to fully describe the group
differences (see, for example, Stevens 1992, page 275).

All measures of variable importance introduced in
Section 3 for the two group case can applied in the
multigroup case, with g* > 2 discriminant functions.
SDC's, SC's and corresponding DRC's can be defined
separately for each discriminant function, the latter
based on equation (4) as in the two-group case. SC's
yield univariate information only and must therefore be
discarded (Rencher, 1992). The previous criticisms
levelled against SDC's still apply, leaving DRC's as the
importance measures of choice whenever the
contribution of individual variables to each significant
discriminant function is of interest,

4.2 Example 2

This example is taken from an international
marketing study carried out by Papadopoulos, Heslop
and Bennett (1990). The subset of the data examined



here relate to the perceptions of Russia and its people
expressed by three groups of 150 respondents each from
Canada, the United States and Australia. The six
response variables that will be examined are:

ALIGN Think we are (are not) aligned with
Russia

IMMIG  Would (would not) welcome
immigration from Russia

INDUS Think Russia is (is not) industrialized

INVEST Favour (do not favour) further
investment in Russia

TIES Should (should not) have closer ties
with Russia

TRUST Think Russians are (are not)

trustworthy people

Responses are scored from one (negative) to seven
(positive). A routine MANOVA test using the Wilks' L
procedure (Stevens 1992, page 191) showed significant
differences (p < .001) between the means of the three
consumer groups, and a test of the residual effect
attributable to the second discriminant function showed
both dimensions of group difference to be important
(p =.008). Thus the maximum number of discriminant
functions (g* = 2) will be retained in this example.

4.3 "Naming" the Two Dimensions of Significant

Group Differences

DRC's can be used to determine the relative
importance of the individual response variables to each
dimension of group difference, i.e., to each discriminant
function. For many analysts, the next step in the
interpretation of a significant multivariate test is to
identify the underlying constructs represented by the
retained discriminant functions. Many authorities, e.g.,
Huberty and Wisenbaker (1992), recommend using the
structure coefficients for this purpose. However,
Thomas (1992) suggested that DRC's should be used
instead, and the DRC approach will be illustrated here
using the consumer perception example. Table 4
displays SDC's and DRC's for both significant
discriminant functions. It can be seen that variables
ALIGN, IMMIG, INDUS and INVEST are the
important contributors to the first discriminant function,
while TRUST, ALIGN and IMMIG are, in order, the
important variables contributing to the second
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discriminant function.

From the signs of the SDC's corresponding to the
important vanables, it can be seen from Table 4 that
respondents will score highest on the first discriminant
function if they:

think we ARE aligned with Russia

WOULD welcome immigration from Russia
think Russia IS NOT an industrialized country
FAVOUR further investment in Russia

Respondents will score highest on the second
discriminant function if they:

think we ARE NOT aligned with Russia
WOULD welcome immigration from Russia
think Russians ARE trustworthy people

Thus the first discriminant function might be
interpreted as a "political/economic” construct, while the
second discriminant function might be interpreted as a
"political/social" construct.

Table 4. SDC's and DRC's for the Consumer
Perception Example

First Disc. Second Disc.

Function Function
Variable b€ DRC b»%® DRC
ALIGN 410 .204 -479 .160
IMMIG 556 368 450 278
INDUS -465 .209 211 061
INVEST 366 .233 -096 -024
TIES 148 062 -330 -.040
TRUST -264 -076 .803 564

However, the presence of the vanables ALIGN and
IMMIG in both discriminant functions means that there
is no clear separation between these two constructs. In
factor analysis, a corresponding overlap between factors
might be resolved by rotation of the factor loadings.
Thomas (1995) investigated the merits of rotation of
discriminant functions in MANOVA. He found that
though rotation does destroy the maximization property
of discriminant functions, it does preserve le /(1 +}) ),
i.e., it preserves the value of the Pillai-Bartlett criterion,



one of the standard MANOVA test statistics. Thomas
(1995) designed a rotation algorithm to maximize the
"simplicity" of the DRC's, analogous to maximizing
factor loading simplicity in factor analysis. Results for
the consumer perception example are given in Table 5.

Table 5. DRC's After Discriminant Function
Rotation for the Consumer Perception Example

First Disc. Second Disc.

Function Function
Variable DRC Sign DRC Sign

(DRC) (DRC)

ALIGN 366 + -002 -
IMMIG 047 + 599 +
INDUS 269 - o1 -
INVEST .145 + 064 +
TIES 090 + -068 -
TRUST 084 - 405  +

Simple DRC structure has clearly been attained.
The important contributors to the first rotated function
are, in order of importance, ALIGN, INDUS and
INVEST, and for the second function, IMMIG and
TRUST. As a result of the rotation, the two
discriminant functions can be associated with two
substantively separate constructs, i.e., there is no
overlap. The first construct can be interpreted as
"political economic contact”, the second as "social
contact”.

4.4 Displaying the Dimensions of Group Difference

Methodologists usually recommend that group
averages of the discriminant function scores (group
centroids) be plotted in the "discriminant plane”, see for
example Stevens (1992, page 277). A plot of the
unrotated discriminant function centroids is shown in
Figure 1, where the two discriminant functions are
represented as orthoginal axes. This is not strictly
correct. Figure 1 represents a two-dimensional
subspace of the space of the response variables, so that
the two disciminant axes are not orthogonal because the
discriminant  weight vectors a, and a, are not
orthogonal. Nevertheless, this plotting scheme is
frequently used and usually gives a reasonable
interpretion of group differences. It can be seen that
Canadian and US consumers rate Russia similarly on the
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"political/economic” dimension, in contrast to the
Australians. On the "political/social" dimension,
Canadian ratings are much higher than those of the
Americans, while the Australians tend towards
neutrality.

“Political/Social™

Z
A
|
|
| X Canada
!
l
X Australia | %
>

: “Political/Economic"
|
: X United States
|
|

Figure 1.  Group Centroids for the Consumer

Perception Example in the Discriminant Plane

An accurate representation of group differences can
be generated through a geometrical interpretation of
MANOVA in the N-space of the observations, as
described by Thomas (1992). Discriminant functions in
the space of the observations provide orthogonal axes
with respect to which the groups can be plotted as
vectors. For the consumer perception example, this
approach yields a two dimensional graph which confirms
the interpretation of Figure 1. A similar approach
provides a display of group differences with respect to
the rotated discriminant functions, and again the
conclusions for the consumer perception data are similar
to the above. Further details are omitted for lack of
space.

5. SUMMARY AND CONCLUSIONS

This paper has provided an overview of methods for
interpreting significant 72 and MANOVA tests. The
focus has been on methods that only require access to
standard MANOV A software. Following a review of
the methods commonly described in the literature, the
case for using discriminant ratio coefficients (DRC's)
has been reviewed and illustrated. It has been shown
that DRC's provide a basis for: (1) measuring the



importance of response variables to each of the retained
disciminant functions; (2) identifying possible
underlying constructs associated with the discriminant
functions; (3) defining a crterion for discriminant
function rotation. A bnef outline has also been
presented of strategies for displaying group differences
in relation to the discriminant functions. Sufficient
detail has been provided to enable an analyst to explore
the application of DRC's to the interpretation of any 7"
or MANOVA example. Analysts wishing to experiment
with disciminant function rotation will find the required
technical details in Thomas (1995).
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INFORMATIONAL PRIVACY AND DATA PROTECTION
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ABSTRACT

Higher volumes of information about people can now be processed at much higher spccds which has lead to a growing
concern among Canadians about their informational privacy. The federal government is the largest repository of personal
information about Canadians. The Privacy Act sets out the rights of individuals to control their own personal information
held by the federal government. While in some cases it may scem that privacy principles reduce efficiency, numerous
government programs require personal information which will only be provided in an atmosphere of trust.

KEY WORDS:

It has become a truism to say that recent
developments in information technology have had a
profound effect on information processing and
management, especially on the volume of information
and the speed at which it can be processed.

Recent surveys have shown that as technology
evolves, and as the public becomes more aware of the
potential for the collection, retention and manipulation
of personal information, Canadians are growing more
concerned about the possible consequences for their
informational privacy.

I am using the term “informational privacy" to
describe the principle of control over one's personal
information which has elsewhere been called
"informational self-determination”. Simply put it is the
principle that individuals should know what information
1s being collected about them, by who and for what
purpose and that (with few exceptions) they consent to
the collection and use.

In addition to being a major collector, user and
manager of information in general, the federal
government is the largest repository of personal
information about Canadians. Canadians provide a large
volume of their personal information to the federal
government for many purposes; for example, to apply
for a variety of entitlements and benefits, to obtain a
Social Insurance Number or a passport, in support of
income tax payments, to obtain licenses, and, of course,
in reply to the census.
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The Canadian govemment first formally recognized
the public's concern with the handling of their personal
information by adding a section to the Human Rights
Act which dealt with the handling of personal
information by the federal government. In 1983 the
general principles for the protection of personal
information under the control of the federal government
were expanded and clarified in the provisions of the
Privacy Act. In addition, other pieces of legislation
(such as the Income Tax Act, the Statistics Act and the
Unemployment Insurance Act) contain provisions
specifically governing the handling of personal
information within particular programs or institutions.

Recent surveys have shown that the greatest concern
individuals have about the collection and use of their
personal information relates to the possible inaccuracy
or misuse of information when making a decision
concerning the subject individual. The collection and
use of personal information for strictly statistical
purposes 1s therefore not generally seen as a threat to
individuals' privacy and is therefore not controlled as
carefully.

The principles contained in the Privacy Act which
relate most closely to the collection of statistical data
would be:

- the requirement to inform individuals of the purpose
for which information is being collected;

David C.G. Brown, Executive Director, Information, Communications and Security Policy Division, Treasury
Board Secretariat, Ottawa, Ontario, Canada, K1A ORS.



- the prohibition on using personal information for a
purpose other than the purpose for which it was
collected;

- the requirement to provide individuals with access
to their identifiable information upon request;

- the requirement to dispose of personal information
In a manner consistent with its security
classification; and

- the requirement to protect personal information
from unauthorized disclosure.

I would like you to consider each of these principles
in turn,

The requirement to inform individuals of the
purpose for which their information is being
collected. People fear a loss of control over their
personal information if they do not believe that they
know how their information will be used and how that
use will affect them. This implies, of course, that those
seeking information have to do their homework and
define how the collected information will be used prior
to beginning the collection. In addition to being
informed as to the purpose of the collection, an
individual who is asked to provide information for a
government program must be informed as to the
authonity for requesting the information, whether the
provision of the information is mandatory or voluntary
and the possible consequences of refusing to provide the
information.

The prohibition on using personal information
for a purpose other than the purpose for which it
was collected means that you cannot tell subjects that
their information will only be used for statistical
purposes (for example, to study the percentage of
licensed pilots who also have a radio operator's license)
and then decide to use the information for other purposes
(possibly enforcement). The procedures which allow for
new uses which are consistent with the original purpose
include notification of the Pnvacy Commissioner, who
determines whether it is appropriate to notify the subject
individuals of the new use.

In order to satisfy the requirement to provide
individuals with access to their identifiable
information upon request, there has to be a method of
tracing the distribution of identifiable information and of
assigning accountability for that information so that it is
clear who is responsible for responding to requests or
complaints.

The requirement to dispose of personal
information in a manner consistent with its security
classification is an extension of the general principle of
good information management which requires
institutions to properly dispose of all government
information holdings and supports the principle listed
last here which is security for personal information.

The requirement to protect personal information
from unauthorized alteration or disclosure means
that you need appropniate security measures to ensure
that your information is not vulnerable to access by
people without authority and that the information is not
improperly disclosed, altered or destroyed.

While most of the federal government programs
which collect and process personal information have
verification and enforcement mechanisms of some sort,
they are still largely dependant on the willingness of the
public to supply complete and accurate information
about themselves. At present, members of the public are
largely willing to entrust the federal government with
their personal information with the expectation that their
information will not be abused, or used for purposes
they are not aware of. If, for some reason, the public
trust were to decline, it could be expected that the quality
of the information supplied voluntarily by the public
would suffer. Federal programs would then need a great
deal more resources for verification and enforcement and
the predictive ability of the statistics drawn from these
programs would decline sharply.

It is worth noting that some technological
developments provide a means for the collection of some
types of personal information without the knowledge of
the individual. For example, the use of the "Number
display” or "Name display” options offered by the
telephone companies along with a "reverse directory"
can allow businesses (or government institutions) to
know who (or what household) has called. Among other
uses, this information could be useful to a business in
developing its marketing strategy.

The increasing number of "on-line" services may
also result in the user being identified without their
knowledge or in the tracking of their use of the system or
services. These "transactional data" allow a data
collector to develop a profile of an individual which may
be useful for a variety of purposes. Federally, the
Privacy Act prohibits such "data profiling" by
government institutions without the knowledge of the
subjects. The Treasury Board Manual on Privacy and
Data Protection contains a chapter which specifically
deals with data-matching by government institutions and
describes the criteria for assessing and establishing a
matching program.



As the data collection and manipulation capabilities
of institutions have grown, there has been a growing
temptation to attempt to amalgamate databases in order
to achieve ever greater efficiency, however there is a
delicate balance which needs to be maintained in order
to benefit from the potential efficiencies while respecting
the privacy principles I outlined earlier. Another factor
to keep in mind is, of course, public perception. While
there are some advocates for one centralized database of
personal information (or even for a national identifier),
such proposals are presently unacceptable to Canadians
and seem to awaken the public's fear of "big brother".

Over the years Statistics Canada has demonstrated
a sensitivity to the privacy concerns of Canadians which
has served to reassure the Canadian public and keep
unimpeded the flow of personal information needed by
the department, not an easy feat in these days of growing
public distrust of both government and technology, and
I congratulate them on their achievements.
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Those of us in the Information, Communications
and Security Policy division of Treasury Board are
happy to offer whatever assistance we can to any
department which is facing the challenge of balancing
the value of efficiency with the value of informational
privacy, since we do not view these two values as
necessarily being in competition. It is possible to
achieve one without sacrificing the other, it may just take
a little extra planning during the design of your
information systems.
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POPULATION REGISTERS AND PROTECTION OF PRIVACY:
THE EXPERIENCE OF THE BALSAC REGISTER SINCE 1972
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ABSTRACT

The BALSAC register is a computerized database created from the linkage of parish records (births, marriages, deaths).
The register covers the 19th and the 20th century and is now completed for the Saguenay and the Charlevoix regions. The
work is continuing on the other regions of the province of Quebec, the whole of which is targeted (although at this scale,

the data entry mostly involves marmiage certificates only).

Owned by a consortium of Universitics and managed by the Inter-University Institute for Population Research (IREP),
BALSAC is only used for purposes of scientific research. Projects arc being carried out within three programs relating to
a) demographic and social structures, b) population genetics, ¢) cultural dynamics.

As is expected, the cxploitation of the database is governed by a major set of controls and restrictions intended to secure
an adequate protection of the confidentiality regarding data entry, storage, and utilization (such as: surveillance by the
Quebec Commission of information access, public accountability, access permissions granted by external, independent
bodies, users swearing in, contractual obligations, physical and computer restrictions and controls, etc).

KEY WORDS:

1. RIGHTS OF INDIVIDUALS AND
NOMINATIVE DATA

The development and use of computerized
nominative databases can to varying degrees cause
problems with respect to protection of the confidentiality
of the information and protection of the privacy of
individuals. As used here, the term “confidentiality”
refers to the character of some nominative data, the
uncontrolled disclosure or dissemination of which (such
as without the consent of the individuals concerned) may
cause harm or infringe individual rights. By privacy, we
mean the universe of personal or family information,
over which each individual has a primary say. Thus,
medical information is confidential insofar as its
inappropriate disclosure may stand in the way of a
promotion at work, tarnish a reputation, compromise a
family situation, etc. While more inoffensive in

Database; protection of confidentiality;, population studies; IREP.

appearance, personal information of an economic or
cultural nature can have similar effects when
disseminated in a specific context. In addition, linkage
operations can change the nature of the data, making
information confidential whereas it was originally not.
A good example of this 1s the reconstituting of families
from vital records: once linked, marriage and birth
certificates can be used to calculate marriage and birth
intervals and identify cases of premarital conception. In
some circumstances, such linked records can also make
it possible to detect so-called illegitimate births, identify
persons related to subjects with hereditary diseases®, etc.

Consequently, the management of a computerized
nominative database should normally provide for a
system or protocol for ensuring the protection of
privacy. Such a protocol consists in a set of instructions
or procedures setting out the conditions for collecting,
storing, accessing, using and disseminating data. It must

Geérard Bouchard, Director, IREP (Institut interuniversitaire de recherches sur les populations - inter-university

institute for population research), 555 boul. de I'Université, Chicoutimi, Quebec, Canada, G7H 2B1.

these are matters of some concem.
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These examples may seem harmless, but our experience has shown us that for some of the individuals concerned,



be constituted in such a way as to take into account,
firstly, the legal and legislative framework of the
community in question, and secondly, community moral
and ethical standards regarding issues or matters not yet
dealt with by lawmakers.

On the scale of Canada as a whole, the legal frame-
work 1s determined in part by federal legislation, but also
in part by provincial legislation, and hence there is
considerable diversity. As to community sensibilities in
ethical matters, they are also quite varied, as might be
expected. Consequently, in the framework of the present
document, 1t is completely impossible to propose a
model that would apply throughout Canada, as the
vanety of contexts and situations calls for a variety of
solutions. However, in order to provide food for thought
and offer a sort of reference point among the various
ones possible, it seemed useful to describe a specific
approach, in this case the one followed by our Institute
since it began its operations in 1972°. From it, everyone
can draw at least an idea of the problems that are posed
and the type of measures to take to overcome them.

2. THE BALSAC POPULATION REGISTER

The BALSAC register (which owes its name to the
first letters of the names of several regions that it covers)
is a particular type of computerized nominative
database. By definition, a population register is a
database that has the following characteristics:

2.1 the information that it contains (on occupations,
places of residence, deaths, etc) must be explicitly
attached to individuals;

2.2 such nominative data are connected through linkage
programs, so as to bring together, at least
theoretically, data relating to the same person;

2.3 to varying degrees depending on the records used,
the data accumulated have a historical or
retrospective dimension;

IREP (Institut interuniversitaire de recherches sur
les populations - inter-university institute for
population research) is operated jointly by
Université du Québec a Chicoutimi, Université
Laval, McGill University, Université de Montréal,
Concordia University and Université de Sherbrooke.
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2.4 through genealogical filiation, the content of the
register may be automatically scanned historically,
over several generations;*

2.5 the register is supported by multiple-access
softwares that can be used to "navigate" its various
components (tables, fields, etc).

From a technical standpoint, such a structure can be
created through the use of DBMS (database
management systems) software.  Concretely, the
BALSAC register consists of a central register, which
contains the description of all individuals involved
(modules A, B and C of Figure 1; also Figure 2) and an
indeterminate number of so-called sectoral registers
containing specialized information of an economic,
social, cultural or other nature. Implemented by using
the INGRES management system, BALSAC now
contains nearly 2 million baptism, marriage and death
certificates from throughout the nineteenth and twentieth
centuries. It currently covers the entire population of the
Saguenay and Charlevoix regions (capture, linkage and
validation completed), and it is now being extended over
all regions of the province of Quebec (G. Bouchard,
1992) (Map 1).

This register, the construction of which began in
1972, is used in three research programs. The first is in
the sphere of general social science (including geography
and demography), the second is in the field of human
genetics, while the third concerns cultural phenomena.
In the first program, many surveys have been or are
being carried out on subjects such as migratory
movements, the decline in the birth rate, urban-rural
relationships, the training of industrial manpower, family
reproduction, socio-economic inequalities, etc. These
surveys seck to reconstitute regional community
dynamics and identify their disparities and
discontinuities. In the second program, the work is
divided between population genetics (kinship, founder
effects, gene flow, etc) and genetic epidemiology. In the
latter area, the work focuses on the dissemination and
spatial distribution of genes, gencalogical transmission
chains, and the demographic, economic and social
parameters of the risk of genetic disorders in
populations. The objective pursued in this program is to
determine the nature and tendency of the risk at the
regional and interregional scale and thus help to prevent
genetic diseases and diseases with a genetic component.

‘  On the above, see G. Bouchard ef al., 1985, 1989;
G. Bouchard, 1988, 1992.



In the third research program, the work focuses on
cultural dynamics (religious beliefs and behaviours,
literacy, child-naming patterns, etc)”.

3. PROBLEMS OF LAW AND ETHICS

Ethical and legal problems assume different forms.
Our enumeration of these problems here is admittedly
not exhaustive, and once again it reflects a specific
approach, namely that of IREP, in a specific context.
However, it may be seen that the issues identified are
basically framed in fairly general terms.

3.1 Access to data and dissemination of information

The most basic concern relates to access to
information and disclosure. There must be very strict
controls to ensure physical protection of data (access to
termunals, passwords, subregisters, ctc). As a parallel
measure, rules and procedures must be put in place for
determining the accreditation of users and specifying the
terms and conditions for data access and use. Most of
the physical controls are standardized, but the rules for
user accreditation may be quite variable, depending on
the context.

3.2 Consent of individuals

As a rule, all nominative (and hence personal)
information included in the database must have been
authorized in advance by the persons concerned. But
this principle does not apply when the data are public
(for example, baptism, marriage and death certificates,
land ownership data from registry offices, nineteenth-
century Canadian census manuscrpts, etc).

The problem of consent becomes more complex
when (a) non-public nominative data are used without
consent for research purposes; (b) public data are used
for research purposes without having been created or
authorized for those purposes; (c) by automatic linkage
or another means, public data are converted to
confidential data which are then used without the
consent of the persons concerned; (d) two nominative
databases or registers are linked in order to produce a
third register, of a different nature.

3.3 Inference and interference
The construction of genecalogies may make it

*  For all the preceding, see IREP Documents,
Nos. I-C-126, 1-C-134, I-C-138. Also see the
annual reports published by the Institute.
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possible to reconstitute harmful gene transmission
circuits or estimate (by "genealogical inference") the
probability that such genes will be disseminated among
offspring and families. The use of this knowledge may
lead to serious breaches of privacy, where the researcher,
acting in the interests of prevention, could be tempted to
interfere.

3.4 Wrongful uses of registers

A register constructed for research purposes may
later lend itself to use by commercial or industrial firms
for other purposes (e.g. personnel sclection), or by
government departments. Such possibilitics give rise to
the fear that data will be re-used or even retrieved or
"perverted” in unforeseen ways, possibly to the
detriment of human rights. One need only think of the
potential for linking a register with a set of prospective
clients of insurance companies.

3.5 The citizen's right to participate in decisions
Thus the use of a population register, like any
nominative database, lends itself to forms of use which
were not necessarily foreseen at the outset and which can
violate society's ethical principles. Operating within the
closed confines of their universities, researchers are
tempted to make, without public involvement or
consultation, scientific decisions that are in fact social
choices of the highest order, for which they have no
mandatc whatsoever. This poses the problem of
collective responsibility for formulating research goals.

3.6 Long-term guarantees

The construction of a population register is the work
of a generation of researchers endeavouring to achieve
clearly defined scientific objectives. Once those
objectives are achieved, the oniginal team is dissolved,
but the scientific infrastructure that has been set up
remains. Thus it is not impossible that under the certain
circumstances, the infrastructure will continue its
"career" in a different, less secure environment, at the
mercy of initiatives prejudicial to the rights of the
individuals concerned.

All nominative databases arc of a nature 1o give rise
to one or another if not all of the problems described
above. For this reason, it is important for the scientific
community to help build general awareness of the issues
and contribute to a process of reflection which in any



event has been under way for several years®.

4. THE IREP PROTOCOL

With a view to providing an adequate solution to
each of the problems identified, IREP and Université du
Québec a Chicoutimi have established a relatively
complex protocol that now governs the management of
the BALSAC register. Its main features are as follows.
It should be noted at the outset that four universities
(Université du Québec a Chicoutimi, Université Laval,
McGill University, Université de Montréal - hence four
public bodies) own the population register and are
responsible for its management. Back in 1977, with the
help of legal experts, IREP’ and Université du Québec
a Chicoutimi instituted a protocol governing data access,
storage and use. This first protocol was made up of
instructions and procedures providing for physical or
technical measures (passwords, access to premises,
system features providing for restricted access and
compartmentation of computerized files, etc), as well as
contractual obligations imposed on persons working for
IREP (e.g. the rule of anonymity in published or
disseminated findings or data)®. On the latter point in
particular, the protocol stipulated that research staff and
register users be sworn to secrecy and that various types
of contracts (for hiring of assistants, construction of
subregisters, loaning of data, etc) provide for various
penalties in the event that the rules were breached. It
also gave a ten-member committee, independent of
IREP, the responsibility for managing access to the data
and generally applying the protocol. Lastly, it prohibited
the use of the register for commercial purposes.

In 1980-82, this operating framework underwent an
in-depth reevaluation and revision, this task having been
assigned to a team of legal scholars led by Professor
Jean Goulet of the Faculty of Law of Université Laval.

¢ Among the contnibutions worthy of note are those of
our colleague David Flaherty of Western University
(London, Ontario). As regards IREP, see in
particular J. Goulet (1992), C. Laberge, B.-M.
Knoppers (1992), B.-M. Knoppers, C. Laberge, Loic
Cadiet (1992), G. Bouchard (1993).

7 IREP was then known as SOREP (Société de
recherches sur les populations -- society for
population research).

®  For the system of physical protection, see IREP
Document I-C-148.
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The new protocol that resulted from these efforts
retained the previous provisions and expanded on them.
It also ensured that the new regulations conformed to the
quite recent federal and Quebec legislation’. As a result
of these changes, the management of the register with
respect to matters of ethics and law was under the
purview of three bodies: a umiversity-wide ethics
committee operating at arm's length from IREP, the
board of directors of Université du Québec a Chicoutimi
(through the office of the secretary general), and the
Quebec government's Commission d'accés a
I'information (J. Goulet et al., 1983). From that point
on, any request for access to data, the creation of
subregisters or the launching of research projects had to
be approved by those three bodies'®. In tumn, this second
protocol was amended several times during the 1980s
(IREP, 1989).

With respect to the matter of consent, the protocol
obliges researchers to obtain the consent of all persons
providing information. Where it is impossible to satisfy
this obligation (for example in the case of a body of data
concerning thousands of persons, some of whom are
deceased), IREP is authorized to take exceptional
measures contemplated for this purpose by the
legislation of Quebec and Canada''.

As regards more specifically the use of the register
in the field of human genetics, in particular for the
purposes of genetic epidemiology, it seemed justified to
develop a subset of rules appropriate to the type of
problems posed in this sphere. The basic question may
be posed as follows: when and insofar as the database,
through genealogical analysis or otherwise, may yield
information of a quasi-medical nature on individuals
(e.g. information regarding the risk of carrying a given
harmful gene), how and under what conditions may this
information be used? The policy developed is based on
the following guidelines. First, there can be no question
of tracking down carriers of mutant genes by using the

For example, the 1982 Quebec Act respecting
access to documents held by public bodies and the
protection of personal information (RSQ, ¢ A-2.1).

A modus operandi was established with the
Commission d'accés in order to simplify the
authorization process.

For Quebec, see section 19 of the Act respecting
health services and social services. Also see section
59 (subsection 5) and 125 of the Act respecting
access to documents held by public bodies and the
protection of personal information (RSQ, ¢ A-21).



register in operations focusing on offspring identified as
being at risk on the basis of genealogical inference. The
researcher would then be breaching the basic rules of law
and ethics by intruding in the lives of individuals and
families without having been expressly requested to do
so by the persons involved. Second, the dissemination
and use of information regarding risk or any other
personal information of a medical or quasi-medical
nature drawn from the register must be handled by
authorized medical authorities, in the framework of
genetic counselling consultations between health
professionals and individuals requesting such
consultations.

Lastly, a request for access to the register from an
individual for any purpose other than scientific research
is acceptable only if the information sought concerns
only the individual making the request and on condition
that the information has no medical or genetic
connotation. Under the existing protocol, such a request
must then be directed to the office of the secretary
general of Université du Québec i Chicoutimi for
approval. However, a request of this nature is not
approved if it involves information of a medical or
genetic nature. In the latter event, the individual making
the request is referred to a competent medical unit.

Theoretically, the BALSAC register could make it
possible to assemble all the information concerning a
given person. But in practice, there is no such thing as
an "individual file." In computer terms, such a file is
only virtual, since the information concerning a given
individual is distributed among a number of subregisters
(or "tables") that have deliberately been structured in
such a way that it is impossible for the user to interrelate
them all. This operation, which could be performed only
by the managers of the register, would require complex
computer manipulations and would have to have first
received outside authorizations.

For the past two years, IREP has been involved in a
thorough revision of the confidentiality protocol, which
is now undergoing its third redesign. The operation,
once again carried out under the supervision of legal
scholar Jean Goulet, is to be completed during 1996.
The new protocol takes up the principles and the main
rules of the old one, adapting them and makes various
additions and refinements to them. The guidelines that
underlie the protocol are set out in Table 1. The
structure of the system is illustrated in Figure 3.

A final point deserves attention, namely the matter
of collective nghts. Here we are referring to researchers’
obligation to protect the image of the groups which they
are studying. This question is especially delicate when
it comes to research on genetic diseases. In the absence
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of appropniate precautions surrounding the terms and
conditions for dissemination of findings, it is dangerous
to generate negative stereotypes that long afterward
remain associated with the population groups in
question. An awareness of this problem led IREP to
take the initiative of drafting a sort of code of ethics
which has been proposed to the members of the
scientific community and various groups involved in the
field of hereditary diseases; it has also been brought to
the attention of media professionals'®.

5. CONCLUSION

As a general rule the IREP protocol favours
transparency in research operations and decisions.
Regularly, IREP announces important upcoming
developments via the media. Regularly too, the policy
adopted with respect to confidentiality is the subject of
presentations and discussions in symposiums and
semunars which are open to the public and which bring
together experts in law, ethics and various disciplines.
Thus the multidimensional structure for decision-making
and consultation, grounded in the university, provides
protection against the possibilities of commercialization
or "perversion" of the register. Supported by public
institutions, the register is reasonably sheltered from
unforeseen developments that could endanger its long-
term future. We also believe that the protocol provides
adequate protection on each of the six points enumerated
above (Part 3). On that score, it is worth noting that
over a period of twenty years, the operation of the
register has not resulted in any incident involving harm
to individuals or breach of privacy, nor has it given rise
to any complaints by aggrieved individuals. However,
it is important to recall that the situations created by
nominative databases are constantly evolving, owing to
ongoing technological change, changes to the legal and
legislative framework, and changes in collective
sensibilities in favour of respect for human rights. It
goes without saying that the scientific community must
wholeheartedly support the latter trend and show a
willingness to continually alter its scientific practices in
order to make them conform to the fundamental
principles of collective morality. For all these reasons, it
must be clearly recognized that protocols on the
protection of privacy are always provisional and must be
regularly subject to review, in a spirit of inquiry that is
as open as possible.

12

On this subject see G. Bouchard (1994) and IREP
Document No. I11-C-94,



Figure 1

Structure and Content of the BALSAC Population Register
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Figure 2
STRUCTURE AND CONTENT OF THE BALSAC POPULATION REGISTER
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Table 1
CONFIDENTIAL PROTECTION SYSTEM GOVERNING

THE USE OF THE BALSAC REGISTER
(MAIN FEATURES)

1 - CONTENT OF REGISTER: PUBLIC DATA
2 - OWNERSHIP OF REGISTER: OWNED BY FOUR UNIVERSITIES
3 - NO INTRUSION ON PRIVACY

4-NO USE OF THE REGISTER TO OBTAIN PROFIT FOR EITHER ITS OWNERS OR MANAGERS
(SCIENTIFIC RESEARCH ONLY, APPROVED BY AN ETHICS COMMITTEE)

5 - EXTERNAL MECHANISMS FOR AUTHORIZING ACCESS
« UNIVERSITY-WIDE ETHICS COMMITTEE ‘
* SENIOR MANAGEMENT OF UNIVERSITE DU QUEBEC A CHICOUTIMI
» COMMISSION D'ACCES A L'INFORMATION DU QUEBEC

6-  REGISTER DOES NOT RETAIN MEDICAL DATA®

7-  RESTRICTED-ACCESS SOFTWARE (DATA COMPARTMENTATION MECHANISM)

8 - IN PRACTICE, THERE IS NO SUCH THING AS AN "INDIVIDUAL FILE" (FRAGMENTATION OF
DATA)

9- DISSEMINATION OF RESEARCH FINDINGS: RULE OF ANONYMITY
10- CONTRACTS FOR SWEARING-IN OF USERS AND EMPLOYEES, ACCOMPANIED BY PENALTIES

11- CONSTANT MONITORING OF OPERATIONS BY A CONTROL COMMITTEE (25 - 30 MEETINGS
PER YEAR)

12- CONCERN FOR PROTECTING BOTH THE IMAGE OF GROUPS COVERED AND INDIVIDUAL
REPUTATIONS

: See IREP document No. I-C-153.
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Figure 3

Structure of Confidentiality Protocol
Types of protection controls governing access to and use of the BALSAC register network
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Act respecting access to documents held by public bodies and the protection of personal information (RSQ, ¢ A-2.1).
The register is jointly owned by four universities, and as the latter have the status of public bodics, its management comes

under this Act.
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LEGAL/POLICY ASPECTS OF CONFIDENTIALITY AND PRIVACY

L. Desramaux’

ABSTRACT

The presentation will describe the legislative/policy framework which governs Statistics Canada's activities with respect
to collection, use and disclosure of information with particular emphasis on personal information. It will focus on the legal
basis for this framework as found in the Statistics Act, the Privacy Act and the Access to Information Act. Tt will also
descnibe the policics that the Agency has developed to support the requirements of legislation such as the Record Linkage
Policy, the Policy on Informing Survey Respondents and the Microdata Release Policy.

KEY WORDS:
Microdata Release Policy.

1. INTRODUCTION

The purpose of this presentation is to provide an
overview of the legislative/policy framework that
Statistics Canada has adopted to help ensure that the
Agency properly discharges its responsibilities with
respect to data collection, protection and disclosure.

Statistics Canada has two fundamental
responsibilitics. One is to inform the public, to the best
of its ability, and the other is to ensure the confidentiality
of individual information provided to it.

These two responsibilities are intimately linked. To
respond to information requests, what is required is a
stable information source, which can only be ensured if
the commitment to respondents to protect the
information they provide is respected.

Not only are these responsibilities inextricable; they
can sometimes conflict. Society needs more information
to understand increasingly complex problems, and to
accomplish this, it needs increasingly detailed
information. On the other hand, it should be noted that
public attitudes are changing with respect to information
collection. Individuals appear to be more concermed
about the accumulation of information collected in their
regard, and about the use made of this information.
They are also concemed about the power of technology,
which among other things makes it possible to link
information from a number of sources, thus creating

Statistics Act, Privacy Act, Access to Information Act ; Policy on Informing Survey Respondents;

massive data banks on individuals. Additionally, they
are increasingly aware of the rights vested in them by
federal and provincial legislation on privacy.

To be responsibly and consistently responsive to the
public's concerns about increased accumulation of
information, particularly personal information, and to
legitimate pressures to provide more detailed
information, Statistics Canada has put in placc a
legislative/policy framework that focuses exclusively on
questions of confidentiality, privacy and security.

The legal basis for this framework is the Statistics
Act, the Privacy Act and the Access to Information Act.
It is supplemented by a number of well-documented
policies and procedures which support compliance with
the legal requirements.

2. THE STATISTICS ACT

The comerstone of Statistics Canada's
legislative/policy framework is the Statistics Act. This
act was first proclaimed in 1918. It was extensively
revised over the years, the last major revision occurring
mn 1971, It sets out Statistics Canada's mandate which
1S to:

*

collect, compile and publish information;

' Louise Desramaux, Data Access and Control Services, Statistics Canada, Ontario, Ottawa, Canada, K1A OT6.
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 take the census of population and agriculture;
» collaborate with departments of government;

» promote and develop integrated social and economic
statistics;

» promote avoidance of duplication with other
government departments.

To effectively carry out such a mandate, there must
be three legislative requirements: the authority to collect
information, the obligation on the part of the respondent
to provide the information, and the protection of the
confidentiality of the information once provided.

2.1 Authority to Collect Information

The Statistics Act gives the Chief Statistician broad
powers of collection, covering a wide array of subjects.
It allows for collection directly from respondents as well
as for accessing administrative records held by
departments of government, federal, provincial and
municipal as well as records held by any corporation.

2.2 Obligation to Respond

Since it was first proclaimed in 1918, the Statistics
Act required that response to any Statistics Canada
surveys be mandatory. During the 1970s, information
required by governments and researchers to address
emerging social issues necessitated the collection of
information that respondents considered to be intrusive.
Some of these surveys were becoming more complex
and at times required lengthy responses. The Agency
was fully aware that the more sensitive nature of some of
1ts statistical enquiries called for surveys that allowed for
a voluntary response. Consequently, in 1981, the
Statistics Act was amended to allow the Minister, by
order, to authorize the taking of a survey to which
response is voluntary. The Minister, however, according
to these provisions cannot make the Census of
population or the Census of agriculture a voluntary
survey.

2.3 Secrecy

As a counterbalance to the extensive collection
powers and the obligation in some instances on the part
of respondents to provide information, the Staristics Act
contains very stringent confidentiality provisions. There
are two parts to the section of the Act concerned with
secrecy. The first part deals with access to identifiable
returns collected under the Stafistics Act. No one can
have access to individual information unless he/she has

been sworn in under the legislation.

The second part deals with what information can be
disclosed. The wording is rather awkward but what is
important to retain is that it is very constraining. In a
nutshell, the requirements are that when information 1s
released, it must not be possible to relate anything on a
retum to an individual respondent. They have led to the
development of a number of disclosure control methods
to deal with the practical aspects of ensuring
confidentiality. Release of individual information has
been permissible only since the Stafistics Act was
revised in 1971. Prior to that, Statistics Canada could
only disseminate aggregate data. There had been
exceptions to this, even as far back as 1918. For
example, there was some discretion then in releasing
individual transportation returns. Over the years
exceptions were broadened to include returns of carriers
and public utilities, returns of institutions such as
hospitals, mental institutions, libraries, educational
institutions as long as individual patients, inmates or
other persons in the care of such institutions could not be
identified. There was also some discretion in releasing
returns of any respondent, be they a business or an
individual with the written authorization of the
respondent and in releasing lists of businesses that
would contain the name and address of businesses, the
type of business, the size of the business as expressed by
the range of number of employees. This discretion can
only be exercised by the Chief Statistician, requires him
to issue an order and is governed by an internal policy.

While these provisions allow some flexibility in
releasing information that would otherwise be
suppressed, by and large, the confidentiality provisions
are, as previously mentioned, very strict. There is
mounting frustration, particularly in the area of business
data, that in many case, they are providing protection to
information, that, by any reasonable standards, do not
appear to need to be protected from disclosure because
it is considered to be public information or not sensitive
In nature.

Another exception to the rule of secrecy is data-
sharing. In 1971, the mandate of Statistics Canada was
expanded to include the promotion of avoidance of
duplication in the information collected by departments
of govemment. The mechanism to carry out this part of
the mandate is the provisions in the Act to enter into
data-sharing agreements with any other department,
municipal or other corporation. When a data-sharing
agreement is struck, the legislation requires that
respondents be informed of the agreement and that they
be given the right to object to the sharing of their
information.



3. ACCESS TO INFORMATION ACT

The Access to Information Act gives the public the
right of access to documents held by federal government
institutions, with certain limited and specific
exemptions. One of these exemptions expressly
prohibits third-party access to information collected
pursuant to the Statistics Act which could identify a
respondent. Moreover, all of the information which
Statistics Canada puts or can put at the disposal of the
public is excluded from the Act.

4. PRIVACY ACT

Last, but definitely not least in the triumvirate of
legislation governing Statistics Canada activities is the
Privacy Act. It contains explicit requirements pertaining
to collection of personal information. More specifically,

» government institutions may collect personal
information only if it relates to their own operation
programs or activities,

 individuals from whom personal information is
collected must be informed of the purpose to be
served by the collection and

e government institutions may use personal
information only for the purpose for which it was
collected or for a consistent purpose unless the
individual gives consent to another use.

The Privacy Act also gives the authonty to
govermnment institutions covered by this legislation to
disclose personal information without consent of the
individuals if another Act of Parliament such as the
Statistics Act authorizes its disclosure. This allows our
continuing access to administrative records containing
personal information. These provisions are also found
in provincial privacy legislation.

5. INTERRELATIONSHIP

From STC's point of view, the three pieces of
legislation work well together. From a collection
perspective, since data are gathered for statistical
purposes only and since personal as well as other
identifiable information is protected from access and
disclosure, compliance with the Privacy Act has not
required major adjustments.

In carrying out its dissemination role, the Agency's
emphasis is in full congruence with the basic thrust of
the Access to Information and Privacy Acts in that it
provides maximum availability of statistical information
at levels of detail which do not disclose individually
identifiable data provided by the respondents.

Of the two Acts, the Privacy Act has had more of an
impact on how we carry out our business. In fact, two of
the internal policies that are part of our legislative/policy
framework have been developed specifically to deal with
privacy concems.

6. RECORD LINKAGE
POLICY

Departmental policy covering data linkage was
developed almost ten years ago in response to concerns
expressed by the public and the Office of the fedcral
Privacy Commussioner regarding the possible linkage of
personal information from a multitude of sources,
actualized as a result of technological progress, without
the individuals concemned being aware of it.

Although the concerns expressed were focused
primarily on linked information being used for
administrative or regulatory purposes, Statistics Canada,
very much aware of the importance of the data linkage
technique for a statistical agency, wanted to ensure that
its utilization for statistical and research purposes would
not be unduly restricted, or worse, prohibited.

STC record linkage policy permits this activity only
if it satisfies numerous conditions, including the
following:

the linkage must be used for statistical or research
purposes consistent with STC's mandate;

dissemination of linkage products must satisfy
Statistics Act confidentiality provisions;

the linkage must not be used for purposes that
would be detrimental to the respondents involved:;
obviously, the resulting benefits must serve the
public interest; and

the linkage must be consistent with a prescribed
review and approval process.

The review process is multilayered. The first layer
Is a senior management committee which analyzes all
linkage proposals to formulate a recommendation for the
Policy Committee, which is made up of the Chief



Statistician and Assistant Chief Statisticians. If the
Policy Committee supports the recommendation of the
Junior Policy Committee, the Chief Statistician submits
the proposal to the Minister responsible for Statistics
Canada. Parenthetically, depending on the sensitivity of
the linkage, the Chief Statistician may decide to expand
the review policy to include consultation with external
agencies.

7. POLICY ON INFORMING SURVEY
RESPONDENTS

Another policy that addresses privacy concems is
the Policy on Informing Survey Respondents, the thrust
of which is to apprise respondents of the reasons for
taking a given survey. By doing this, Statistics Canada
not only meets the requirements of the Privacy Act when
collecting personal information, it also encourages the
cooperation of respondents since informed respondents
are more apt to collaborate if they understand the
purpose of an information collection. They are also
more likely to provide better quality information.

All survey instruments used by STC in its collection
activities are reviewed centrally. In the review process
statements of use and purpose of the surveys are
assessed as well as statements assuring respondents of
confidentiality protection. The review also ensures that
all legal requirements are met, that surveys are properly
authorized and that when a voluntary survey is
undertaken, an enabling order is obtained.

A survey submitted for review is also scrutinized
from a privacy perspective e.g. if identifiers are retained
after collection, a personal information bank must be
created and registered. ~ This conforms with a
requirement of the Privacy Act to identify personal
information banks and to have those banks described in
an index of personal information which is published by
Treasury Board.

In occurrences where an information collection
raises a number of privacy issues, a meeting will be
arranged with officials of the Privacy Commissioner's
Office. The purpose of the meeting is not to obtain their
seal of approval since it is understood that they have to
retain their impartiality but more to brief them and to
obtain their views on whether STC has covered all the
bases in complying with the provisions of the Privacy
Act.
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8. MICRODATA RELEASE POLICY

The implementation of the policy on release of
micro-data has been assigned to the Microdata Release
Committee which is probably the longest-standing STC
committee concerned with confidentiality of information.
It was created in the early 1970s when the Statistics Act
was revised and one of the changes made allowed the
release of anonymous individual information.

Under the current policy, releases of micro-data are
authorized only if they substantially enhance the
analytical value of the data collected and when the
Agency is satisfied that all reasonable steps have been
taken to prevent the identification of particular survey
units. To minimize the risks of disclosure, the policy
requires that all micro-data files considered for release
be reviewed by a group of experts who use established
criteria and their judgement in the assessment of files.

Screened microdata files of household data have
been released for some time now. There is increasing
pressure to produce this form of output, and to include
more detail on them. Concurrently, users are becoming
more sophusticated and access to more powerful
hardware and software 1s making it easier to potentially
link the files to other survey and administrative files.
Compounding the problem are some of the new
longitudinal surveys that have been undertaken by
Statistics Canada. In principle, the risk of identification
from longitudinal data increases the potential risk of
disclosure. However, microdata are the only form of
output that can properly exploit the potential of
longitudinal surveys and these surveys were justified on
the expectation that their analytical potential could be
realized by a wide variety of users.

This is an issue that is causing much concern and is
currently under discussion by members of the Microdata
Release Committee and the Confidentiality and
Legislation Committee. It is also the subject of active
methodological research.

9. SECURITY POLICIES

The main objective of STC's established security
policies is the protection of all sensitive information
including  machine-readable  information  from
unauthorized access.

There is a growing concern with respect to the real
capacity to protect computerized information. Media
reports of hackers breaking into supposedly well
protected computer systems have made the public more
sceptical about assurances that information provided is



secure.

The basic feature of our EDP policies is the
requirement that sensitive statistical information be
processed, stored and transmitted only on a network to
which public access is not allowed.

Our secunity policies also require that sensitive
statistical information must be controlled at all times.
Only authorized employees with a need to know can
access this information, an audit trail on the movement
of that information within STC is mandatory and micro-
information cannot be removed from the workplace
unless specific dispensation is obtained from the Chief
Statistician.

10. CONCLUSION

It would seem that the legislative/policy framework
has been an effective tool. There is a very clear relation
between STC's ability to ensure confidentiality of
information collected, to be sensitive to the privacy
rights of respondents, to provide appropriate security
measures and the success the Agency has in obtaining
information from the public.
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Thus has been substantiated over the years by good
response rates to our surveys. It has been further
substantiated by the results of a survey on privacy
undertaken three years ago. Even though 92% of survey
respondents indicated at least a moderate level of
concern about privacy only 14% expressed concern
about providing personal information to Statistics
Canada.

We know that concerns about privacy will continue
to grow as the collection, accumulation and use of
personal information flourishes. In order to keep on
providing the information a society must have to
effectively address its economic and social problems, it
is essential that the climate of trust that currently exists
between STC and its respondents is nurtured. Not only
1s this a challenge of some dimension it is also a
responsibility
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TAKING UNCERTAINTY AND ERROR IN CENSUSES AND
SURVEYS SERIOUSLY

S.E. Fienberg'

ABSTRACT

Government statistical agencies release extensive amounts of micro-data from censuses and surveys but the users of such
data releases are often perplexed as to how to use “sampling weights” and other information about uncertainty and error
which the agencies provide. Sampling weights represent only one component of such uncertainty and error, and they play
different roles in anatyses depending on the perspective of the user. Nonsampling errors are typically of greater concern
yet play a diminished role in agency reports and users’ modeiling. Finally, agency-injected error to preserve confidentiality
represents one further level of uncertainty. One way to get both the agencies and the users to take all of these levels of
uncertainty and error seriously is to think about the reporting of microdata in a new way. This paper outlines a new
integrated approach to the release of micro-data and the reporting of uncertainty and error, consistent with modem
statistical methodological practice, that should aliow both agencies and users to take the error and uncertainty in ccnsus

and survey data seriously.

KEY WORDS:

Bootstrap;, Confidentiality, Contingency tables, Cumulative distribution function; Data disclosure

avoidance; Loglinear models, Multiple imputation; Regression models.

1. INTRODUCTION

1.1 Goals

In moving from raw census and survey data to
information, the theme of this symposium, we often
speak about the need to separate the signal from the
noise. Understanding the implications of uncertainty
and error is crucial to this task and survey statisticians
have developed an elaborate set of tools for examining
error and vaniability and for using this information to
shape the limits of inference about various underlying
social phenomena. But the job becomes much more
complex when the goal of a statistical agency is to share
information in the form of one or more data releases that
are intended to enable a wide variety of users to analyze
the released data and to move from these data through
information to wisdom. A key argument advanced in
this paper is that the broad use of statistical
methodology, in an integrated fashion, can facilitate the
attempt to achieve wisdom.

The producers of census and survey data, the
statistical agencies, often lament the fact that the users
of the data fail to pay attention to the information on

uncertainty and error which they regularly provide. The
users, in turn, argue that the agencies fail to take their
analytical goals and concerns into account. Getting
users to take vanability senously, the essence of the title
of this paper, thus involves bridging this divide. The
core of the paper argues that to get users to take
uncertainty and error seriously we need to take a ncw
integrated approach to the entire survey uncertainty and
error enterprise, from collection through editing and data
disclosure avoidance adjustments, via a model-based
estimation approach. While adopting such an approach
will not solve all problems, it might well eliminate some
of the most problematic aspects of survey weighting and
survey analysis. The approach we suggest would
represent a radical departure from current agency
practice, but would have the salutary effect of integrating
modem survey approaches with mainstream statistical
methodology as it is practiced outside the survey realm.

The goal of this paper is to address the implications
of uncertainty and error in the context of censuses and
surveys from three different perspectives: that of the
producers (€.g., statistical agencies), that of the users,
and that of statistical methodologists. In the process, we

' Stephen E. Fienberg, Maurice Falk Professor of Statistics and Social Science, Department of Statistics, Carnegic

Mellon University, Pittsburgh, PA 15213-3890.
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provide commentary on current practice and suggest
methodological strategies for the development of a
unified framework to address uncertainty and error.

We begin with two assertions:

e Government statistical agencies are doing an
excellent job of census/survey design, data
collection, and measurement, including the
documentation of the various sources of survey
error,

® The users of government statistical data, both

academic users and those using statistical data for
policy purposes, tend to have well-defined analytical
objectives, and they are more than willing to reflect
the uncertainty associated with the data in
addressing these objectives.

1.1 The Problem

If statistical agencies are doing such a good job and
the users are so willing, what is the problem? To our
mind one of the problems is that survey statisticians are
often left to define the scope and form of substantive
problems and what measures of them are important. As
Fred Gault and Martin Wilk (1995) recently suggested
in the context of science and technology statistics for
Canada:

Like it or not, statisticians and accountants
specify measures and indicators that often
preempt the arenas of policy focus. . . [that is]
measurement schemes implemented by
statisticians may have a profound influence on
[policy, and this work] ... is far too important to
be left to the statisticians.

Traditionally the survey statisticians have thought in
terms of general goals for survey data collection and
descriptive uses of survey data. They have developed
statistical methodologies that are in accord with this
perspective. The users, on the other hand, more often
than not think in terms of focused analytical and policy
goals, and they typically have in mind a framework that
fits with standard statistical models of a regression-like
variety. Such models have there own inherent variability
and error built into them, but do not necessanly reflect
the sample survey features that were important in the
data collection. As a consequence, there is a mismatch,
or at least a gap, between what agencies provide in way
of information on uncertainty and error for the data that
they release, and what the users would like to do with the
released data, including their capacity to cope with the
information on uncertainty and error.
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To resolve this apparent mismatch, we suggest that
both parties need do things differently! Agencies need
to report data and information in a different form and
users need to have a systematic approach to fully reflect
the inherent uncertainty and errors in their analyses of
released data.  Our prescription builds on recent
developments in statistical methodology in order to
integrate sources of error at agency level, and to provide
users with data in form that makes it easy to take error
into account in modeling and inferences. The framework
for our prescription is still in its formative stages, and
many technical details require attention. Nonetheless,
we believe that a discussion of these issues is timely and
that the current version of the framework does provide
the basis for first steps towards a unified statistical
approach to data collection, data release, and data
analysis.

1.2 Organization of Paper

The remainder of the paper is structure as follows.
In Section 2, we outline in a somewhat more detailed
form the contrary positions of the producers and the
users. Then, in Section 3, we present the elements of our
unified framework including a new approach to data
disclosure avoidance and the release of public use micro-
data files. In section 4, we explain how this new
approach allows the users to take error and uncertainty
more seriously and we point out several key research
questions, the answers to which are crucial for real-
world implementation. In an Appendix, we outline the
relationship between some popular disclosure avoidance
procedures for sets of categorical variables and the class
of loglinear models, and we sketch some of the elements
of a model-based implementation of the strategy
proposed in this paper.

2. PERSPECTIVES ON SOURCES OF ERROR
AND THE ANALYSIS OF SURVEY DATA

2.1 The Agency’s Perspective

What I use to characterize the agency perspective
begins with the traditional approach to survey design
and measurement as described in books and articles on
sampling and nonsampling error, and then proceeds
through the key elements of data processing and release
that are part of agency practice. The sources of error
from this perspective typically include the following
clements:

® Frame error (c.g., differential census undercount);



e Sampling error (complex survey design);

® Nonresponse error (bias and variability),

e Editing error (e.g., imputing missing values);
® Matching error (for merged data files);

® Other nonsampling error (¢.g., mode of interview,
questionnaire design, etc.);

® Confidentiality edit error (e.g., due to error injected
into the data as a result of top-coding, cell
suppression, added noise, data swapping).

The standard approach to such an array of errors and
uncertainty is one of “divide and conquer,” with agencies
addressing each component or even subcomponent, but
almost always separately from the rest. We do not use
the phrase “divide and conquer” here in any pejorative
sense, but rather as a reflection of the need that
government statistical agencies have to get on with the
tasks at hand, yet take seriously the multiplicity of
problems beset real survey data (cf Patz 1996,
Fienberg, Gaynor, and Junker, 1996). Once each
component is conquered, statisticians need to focus on
how to put it together with other components in an
integrated form (e.g., see Groves, 1989; Lessler and
Kalsbeek, 1992). It is rare to find an integrated model
for error that can actually be used for analytical

purposes.

2.2 The Users’ Perspective

Typical users of government statistical data are
interested in relationships and causal connections for
policy choices. They use statistical models to describe
such relationships. Often their view of “error” is akin to
including an error component in an analytical model
(e.g., such as a regression error term € in the equation
Y=5b, + b X+€). Otherwise, the typical user has
limited ways to address the multiplicity of information
on uncertainty and error coming from the statistical
agency that produces the data.

For decades, samplers and survey statisticians (with
some notable exceptions) have attempted to convince
social scientists and government policy makers that the
objectives for most government sample surveys and
censuses were descriptive rather than analytic (for an
early discussion of the differences seec Deming, 1978).
One of the consequences of the perpetration of this
“descriptive” myth has been a gulf between what the
survey takers and government agencies produce, on the

one hand, and what the users of their products attempt to
do with released data, on the other hand. Survey
sampling weights (usually reflecting the probabilities of
selection, as well as selected non-response adjustments)
and instructions on sample variances typically provide
the interface between the producers and users, with some
naive users doing weighted analyses simply because the
weights are reported on the released tape and because
they believe (erroncously) that this is the correct way to
take into account the eccentricities of the survey design
in their model-based analyses.

2.3 Articulating the Users’ Objective

As we noted above, the typical user is interested in
analytical models and especially ones with causal
implications. Thus we can think of the users’ objectives
as involving the linking of response variables, Y, and
explanatory variables, X, through a statistical model that
attempts to represent some underlying substantive
phenomenon. Unfortunately we rarely get to observe or
measure Y and X directly. What is produced through a
census or a survey questionnaire is often a related but
fallible measure of the quantities of real interest. These
we label Y* and X*.

The user is interested in models for the conditional
distribution of Y given X and thus we can take as the
user’s objective the estimation of a multivariate
cumulative distribution function (c.d.f), of the forms
F)nr or Fy| X8 for various values of X, or at least
characteristics of such a multivariate c.d.f Here the
parameter & might be a population mean or variance, u
or 0% or a parameter(s) in a statistical model such as a
regression coefficient, £, likely multidimensional in
form. While there has been some interest in the survey
literature in the problem of estimation distribution
functions (e.g., see Rao, 1994, and the references
contained therein), although this literature has been
concerned primarily with univariate ¥. In the ensuing
discussion we ignore those sources of measurement error
in X beyond those forms captured in the agency’s own
evaluation and data preparation activities.

Estimation of a multivariate c.d.f. is a general
statistical problem that includes a number of interesting
special cases. For example, suppose that all of the
varniables in the user’s model and in the data set are
categorical in nature, as is often the case in censal and
survey settings. Then the c.d.f. is essentially equivalent
to the table of conditional probabilities (for ¥ given X)
that correspond to the cross-classification of the
variables in contingency table form (c.f, Bishop,
Fienberg, and Holland, 1975). We refer to this special
case again in the Appendix and provide an extended set



of references and notes on this special case. Fienberg ,
Makov, and Steele (1996) provide further details.

2.4 The Current Agency Approach

At the nsk of oversimplification, we can
charactenize the standard approach to data collection,
processing and release roughly as follows:
® Collect and “clean up” the raw data. This includes
editing, matching and all other preliminary
processing.

Protect the data by applying some form of data
disclosure avoidance methodology.

Then release the resulting data in one or perhaps
both of the following forms:

— as set of marginal tables for some larger cross-
classification (i.e, selected marginal cross-
classifications - - see the discussion in the Appendix
regarding the relationship between marginal tables
and loglinear models).

- as micro-data files for the variables related to the
ones of user interest (Y*, X*).

Estimate 0 directly using a sample-based quantity,
0.

In effect, the user then follows the agency’s lead
and estimates the c.d f, F,. 0 Fy.x- ¢, directly from
the released data using the ‘empirical” ¢.d.f. (suitably
weighted to take into account the impact of the survey
design), Fy.y. or possibly a more elaborate and
smoother parametric estimate based on the estimated
parameter, 8 i.e, Fy.y. .

2.5 Shortcomings of The Current Approach

While this approach might make considerable sense
for some descriptive statistical problems, the fact is that
Fyuy- and Fy. .5 rarely reflect fully aspects of
sampling design error that many believe to be important,
such as clustering, and they almost never reflect the
other sources of error listed above that typically dwarf
sampling error. Further, given the relatively primitive
statistical state of disclosure avoidance methodology, the
user may still be able to “identify” individuals in the
released data. One way to overcome these shortcomings
is to continue to address the various components of error
and to separately improve the approach to data
disclosure avoidance. Alternatively, we can attempt to
reconceptualize the data reporting problem in a new and
integrated fashion.
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3. ANEW STRATEGY AND FRAMEWORK

In this section, we propose a new approach to the
release of survey data. We begin with the goals of the
users and ask how agencies should organize the data of
interest in order to provide data releases that fit with the
users goals.

3.1 Generating “Pseudo” Micro-Data Files for

Public Use

Our new approach is cast in terms of the release of
a public-use micro-data file that is intended to support
analyses for the conditional distribution of ¥ given X.
the first step in our prescription is:

1. Combine the census or survey data that the agency
would normally have chosen to release, in form
Fy.y- and Fy. .5, with formal statistical
information on error ¢.g., from editing, matching,
nonresponse, etc, and apply some form of
parametric or semi-paramietric technique to estimate £,
and F, . o by £, yix and Fy o respectively, where é
iIs a new estimate of é cast in terms of the
distribution of the variables of actual user interest,
Yand X.

For non-parametric estimation of F, we can either
think in terms of a classical statistical approach using
some type of kemnel density estimator or a related type of
“smooth” estimate (e.g., see Scott, 1992), or a Bayesian
approach based on the mixture of Dirichlet processes
(e.g., see West, Miiller, and Escobar, 1994; Gelfand and
Mukhopadhyay, 1995) or the use of Polya trees (Lavine,
1992). These tools, however, have been used primarily
in low-dimensional problems and thus there needs to be
additional research to study their adaptation to the high-
dimensional censal and survey problems which are the
focus of this paper. Even if these methods are not
especially efficient for statistical estimation purposes,
they may serve the needs of data disclosure avoidance
which are crucial to the strategy outlined here.

In what ways this new smoothed estimate of F,
differs from the one that is explicit or implicit in the
current approach? We offer three examples. First,
consider the release of census data, In both the US and
Canada, there has been extensive documentation of the
extent of census undercoverage and how the resulting
undercount is distributed across groups in the population
and across geographic areas. Failure to correct for such
undercoverage in the release of data of the form FY “x
leads to biased estimates of the true quantity of interest,
Fyy. Second, by smoothing data to reflect regression-



like relationships we can typically achieve improved

estimates with much lower variances, although at the

price of some potential bias. Finally, by incorporating

agency information on components of error (which tends

to increase variances) into the statistical estimation

process, we produce a new smoothed estimator of Fp,.
The next steps in our prescription are:

Instead of releasing the c.d.f. estimated in step 1
above, the agency now “samples™ from it to create
a “psgudo’ micro-data file which we label as F
and Frxe (We use the overbar to mdxcate a
sample from the smoothed ¢.d.f.’s, in accord with
our earlier notation for the empirical ¢.d.f, which
corresponds to a sample).

The agency repeats the process of “sampling” and
then releases the resulting replicate “pseudo’” micro-
data files.

3.2 Features of Pseudo Micro-Data File

The “pseudo” micro-data files created in the
approach outlined above have_several interesting
features. First, if we think of F, and F“,e as
consisting of a set of released reco As for mdmduals
then the these “individuals” do not necessarily
correspond to any of those individuals in original sample
survey. This enhances the public notion of the
protection of confidentiality of responses even if an
intruder might still be able to indirectly make inferences
about individuals in the original sample.

This point is especially important from the
perspective of data disclosure avoidance. Since the
individuals in the pseudo micro-data file are not
necessarily those from the onginal sample, we have at
least in part addressed confidentiality concerns. After
all, we no longer even appear to be releasing data for any
individual from the original sample. But this discussion
of data disclosure avoidance is somewhat illusory. It
remains possible that individuals, whose values on ¥ and
X are far from those for the rest of the sample, may still
in effect be regenerated through this complex statistical
estimation process and reemerge virtually intact in the
pseudo micro-data file. Thus we would argue that
empirical checks on the effectiveness of data disclosure
avoidance are still necessary and, in particular, we would
advocate examining the issue from the perspective of an
intruder (e.g., see Fienberg, Makov, and Sanil, 1994).

Second, there is close connection here with two
recently developed statistical methods: (1) the bootstrap
(Efron 1979, Efron and Tibshirani 1993, Hall 1992)
which is a classical method involving repeated sampling
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(with replacement) from an empirical distribution
function; (2) multiple imputation (Rubin 1987, 1993)
which is a Bayesian method for generating values that
are sampled from a posterior distribution. Our
preference is to think about the estimation implicit in the
approach outlined here from a Bayesian point of view.
Thus, in effect, we are proposing that agencies should
first estimate the empirical distribution function,
generating the full posterior distribution of Fy . or
Ffl x¢ and then sample from it using Rubin’s mu}uplc
imputation approach. From this perspective, the
bootstrap can be viewed as a way to sample from
something approximately akin to the mean of the
posterior distribution.

Third, the sample design for the released records
need not be same as that for original sample survey.
Thus, at least in principle, the agency could use simple
random sample or even sampling with replacement from Fyx
or K 1/x8 Rubin (1993) emphasizes this point w1thout
explaining exactly how to determine what we might call
the “equivalent” sample size for the released data files.
The heuristic idea is that there is only so much in
formation available in the data and the resampling
process cannot increase this. To preserve the
appropnate level of accuracy in the data we need to have
a bootstrap sample size that at least is conceptually
equivalent to the “effective sample size” of the complex
sample design, thus reflecting a design effect. This
notion is somewhat problematic, however, as the
“effective sample size” might well vary from one
analytical setting to another!

But perhaps the most important feature of the
approach is that users can now analyze pseudo micro-
data files to estimate specific quantities of interest, e.g.,
6 using standard staristical methodology. In essence
the idea is that we can use a standard statistical method
such as regression analysis or something more elaborate
and thus will produce consistent estimates of the
cocfficients of interest. What we cannot do, however, is
use the usual estimates of standard errors that result
from the standard analysis tools. One of the lessons
from both the bootstrap and multiple imputation is that
while we can estimate @ using standard statistical
methodology applied to the generated bootstrap or
multiple imputation sample, we cannot get a proper
handle on the variability of our estimates without using
replicate versions of the pseudo micro-data file.
Generating multiple replicates, however, is a relatively
simple task and estimating variances using the multiple
versions of estimated parameters is then straightforward
and requires no special computer programs.



4. TAKING VARIABILITY SERIOUSLY

We believe that it is important for us to distinguish
between the idea of generating public-use micro-data
files based on real people and real data through a
statistical simulation process, such as we have outlined
in this paper, and the typical micro-simulation model,
which may rely on related statistical models but which
does not correspond to data on real people. There is a
serious difference between “pseudo people” who
resemble individuals from whom we have actually
collected data of interest, and “imaginary people for
whom we have invented data through a stochastic or
nonstochastic modelling process. In this paper we
propose the former, not the latter.

4.1 Virtues of Proposed Framework

There are several virtues of the proposed framework
outlined above. First, we believe that it would force
agencies to take their own data and their sources of error
more seriously, as these are key inputs to the modeling
effort outlined in Section 3. Second, we believe that it
would solve a large part of the data disclosure avoidance
problem. Third, the framework would generate public-
use micro-data files of a form that would allow users to
apply standard statistical methodology and model search
methods. All of these benefits or virtues would thus
move both parties toward more effective and simple-to-
use method of variance estimation, thus addressing the
title of this paper.

4.2 Examples of Research to Be Done

There are a number of formidable technical details
that need to be addressed before an agency could
properly implement the proposed framework. Examples
of these include:

® How should an agency combine the multiple sources
of error and uncertainty?

® What smoothing methods should be used and how
much smoothing is appropriate?

How do we determine “effective” sample size for
pseudo micro-data files? The application of
bootstrap ideas relies on certain series expansions
(e.g., see Hall, 1992), and these typically require the
use a bootstrap sample of the same size as the
onginal sample. What is the equivalent notion here?

How many replicates are required for variance
estimation? Rubin (1987, 1993) suggests the use of
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four or five replicates in the multiple imputation
context. Efron and Tibshirani (1993) uses large
numbers of bootstrap replications. Will a smaller
number suffice for either approach?

Further the actual implementation of algorithms for
the highly multidimensional situations involved in censal
and survey data may require new statistical methods and
theory. For example, as we suggest in the Appendix, the
problem of simulating from distributions for
multidimensional contingency tables subject to marginal
constraints has been implemented primarily for two and
three-dimensional tables. Implementation for higher
dimensions requires new strategies and algonithms.
These are at the forefront of current statistical and
mathematical research.

Finally, we may need to think about the statistical
estimation problems outlined hear in a form different
from that which we usually find in the methodological
literature. Be cause of the multiplicity of goals that we
are attempting to address, we may need to think in terms
of providing the users with data that enable them to
approximate the conditional distributions £}, and
Fy ¢ rather than reproduce them in a more precise
statistical fashion.

4.3 Summary

In this paper, we have tried to suggest that both
government agencies and users bear responsibility when
it comes to utilizing census and survey data. It is no
longer enough for agencies to prepare public-use files
and extensive sets of tabulations as they have in the past.
Nor can they continue to ignore the analytical goals of
the users of their data. At the same time, the users must
learn how various sources of survey error affect their
analytical goals, and to build such information into the
statistical procedures they use.

We have argued that, by looking to and utilizing
recent developments 1n statistical methodology, we may
be able to develop an integrated approach to the release
and analysis of survey data which will help us all learn
to take uncertainty and error seriously. Perhaps the
framework proposed in this paper will be the first step
towards this goal.

APPENDIX: NOTES AND REFERENCES FOR
THE CATEGORICAL DATA CASE

This appendix provides an annotated outline of the
estimation and simulation process of Section 3 for the
special case of categorical variables and cross-



classifications. Our focus is on parametric estimation of
the c.d.f which as we note above in equivalent to
estimating the cell probabilities in a contingency table.
Fienberg, Makov, and Steele (1996) provide further
details and description.

The most common class of statistical models used in
connection with contingency table data is the loglinear
model and for a set of basic sampling schemes (e.g., see
Bishop, Fienberg, and Holland, 1975) there is a direct
relationship between a specific hierarchical loglinear
model and a set of marginal tables that correspond to the
minimal sufficient statistics associated with the model.
If we report only those marginal totals appropriate for a
log-linear model that fits the data well, then another
investigator can, in effect, reconstruct the cell
probabilities for the full contingency table (c.f,
Fienberg, 1975). Further, reporting only a specific set of
marginal tables is saying that these are the only totals
needed for inference and thus is implicitly suggesting the
appropriateness of a specific log-linear model.

The two most commonly used methods for data
disclosure avoidance in categorical variable settings are
(1) cell suppression (e.g., see Carvalho, Dellaert, and
Osorio, 1994; Cox 1980, 1995; Robertson, 1993; and
Subcommittee on Disclosure-Avoidance Techniques,
1994) and (i) data swapping (e.g., see Dalenius and
Reiss 1982; Griffin, Navarro, and Flores-Baez, 1989;
and  Subcommittee on  Disclosure-Avoidance
Techniques, 1994). Unfortunately there seems to be a
total disconnect between the literature on disclosure
avoidance for categorical variables and the now standard
literature on loglinear models for categorical data. This
is rather unfortunate since the notion of margin
preservation is fundamental to both cell suppression and
data swapping. In the former, cells are suppressed
subject to marginal constraints and, in the latter,
individuals with one set of margins fixed are swapped
between cells thus preserving other totals. Thus key
features of these methods can be embedded in the
loglinear model framework thus suggesting alternative
ways to approach disclosure avoidance. Further results
from the log-linear model literature may well be of value
in understanding the properties of methods such as cell
suppression and data swapping (c.f. the discussion in
Fienberg, 1995).

Finding a cross-classified table of counts that
satisfies a given set of marginal constraints is a problem
which has occupied the attention of a substantial number
of statisticians in recent years (¢.g., see Agresti, 1993;
Zelterman, Chan, and Mielke, 1995). An number of
algorithms have been proposed but they have been
implemented primarily for two- and three-way cross-
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classifications. New ideas from the literature on
graphical loglinear models suggest that implementation
for higher dimensions may at last become feasible (e.g.,
see Diaconis and Sturmfels, 1993 for a proposed
algorithm and Lauritzen, 1996 or Whittaker, 1990 for
details on graphical models). The framework we outline
in Section 3 requires us to produce a smooth c.d.f, and
then sample from it. In the present context, this seems
to suggest, at least heuristically, that we should consider
making draws from the exact distribution conditional on
a fixed set of marginal totals. But that we might also
choose to use only those a generated table if it at least
satisfies some higher-order loglinear model importance
of graphical models Lauritzen and Whittaker, Diaconis
and Sturmfels. Alternatively we can generate a full
posterior distribution of the cell probabilities in the
table, e.g., using the methods of Epstein and Fienberg
(1992), and then sample from that posterior distribution.

For further development of the issues and
approaches described in this appendix, see Fienberg,
Makov, and Steele (1996).
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PROBLEMS OF RESOURCE ALLOCATION

T.M.F. Smith'

ABSTRACT

Resource allocation is a problem which has received little attention in the literature. The discrete decision theory
framewaork of Felligi and Sunter (1973), as implemented by Linacre and Trewin (1993), offers a way forward. Various
loss functions are discussed and the total MSE is proposed as a suitable measure of total quality. The procedure can only
be implemented if estimates of variances, biases and of marginal costs can be made in numerical terms, using, if neccssary,
professional judgement. The formal framework focusses attention on the areas where more information is needed.

KEY WORDS:

1. INTRODUCTION

Oskar Morgenstern (1963), in his book on the
Accuracy of Economic Observations, which should be
compulsory reading for all who produce and use
economic statistics, demonstrates how spurious are most
of the measures of accuracy attached to official statistics.
The quality of official statistics has been of concern
since the earliest days of sampling, and the ISI report on
the representative method, ISI (1926), contains the
following paragraph which could serve as a mission
statement for any statistical agency:

"The greatest importance must be attached to
the existence of a state of mutual confidence
between the institution which exercises the
official statistical service and the population
which both supplies the material for the
statistics and for whose sake all the work is
done. The official statistics ought of course to
be exceedingly cautious of its reputation, ‘it is
not sufficient that Caesar's wife is virtuous, all

"

the world must be convinced of her virtue'.

In sample surveys the ultimate virtue is accuracy,
and this can be achieved only by following procedures
that minimise errors for a given cost. Error minimisation
in its turn has error measurement as a prerequisite, and
cost control requires adequate information on the costs
of the underlying procedures. With this information it is

Decision theory; Loss functions; Survey errors; Survey costs.

then possible to consider the efficient allocation of
resources.

The ISI report includes the following caveat which
will be instantly recognized by all official statisticians
today:

“It would be imprudent to shut one's eyes to
the fact that official statistics just now are
Jaced by a period of difficulty. While
constantly increasing demands are made of
the statistical service, both in regard to the
extension of the statistics to new domains and
to the investigations going more deeply into
things, public finances are everywhere so
heavily strained that there will be a tendency
rather to reduce than to increase the budgets
of the Stanistical Offices. Under these
circumstances there is nothing left but to
exploit every means of doing more without
increasing the available personnel and
economical resources.”

Plus ¢a change, plus c'est la méme chose! Seventy
years later statisticians still face the problem of how to
allocate their limited resources to achieve high quality
results in the presence of a variety of errors. Although
the ISI report also recognized the potential importance of
non-sampling errors on the accuracy of survey estimates,
it was not until the 1940's that systematic studies were
made in India and the USA on the effects on estimates of

' TMF. Smith, Department of Mathematics, University of Southampton, Southampton, United Kingdom, S09 SNH.
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nonresponse and of response and coding errors. The
development by Hansen er al., (1961) of the census
model for total survey error provided a theoretical
framework for investigating overall accuracy.
Subsequent work has refined aspects of the model, has
measured individual sources of error, and has provided
methods for the adjustment of analyses in the presence
of specific non-sampling errors. However, there has been
little research on overall accuracy and on the related
problem of resource allocation.

One agency which has worked on the problem,
needless to say, is Statistics Canada, and in a paper read
at the ISI Session in Vienna, Fellegi and Sunter (1973)
provide a framework within which resource allocation
can be discussed. The meeting was chaired by Tore
Dalenius who, since the 1950s, has consistently
championed the study of total survey design in the
context of total survey error. The other papers at the
meeting, by Jabine and Tepping (1973) and Nathan
(1973), also address aspects of the problem of resource
allocation but do not provide a general theoretical
framework. The policy statement, Statistics Canada
(1987), lays down cnteria for the presentation of
information about errors, and Groves (1989), explores
the under-researched area of survey costs. I have found
only one paper, Linacre and Trewin (1993), which has
addressed the resource allocation problem in practice.

2. TOTAL SURVEY ERROR

The components of total survey error are now well
understood. Every part of the survey process, from
concept formulation, through frame construction, to data
collection and analysis, has the potential for error.
Groves (1989, p.17) gives a diagram which illustrates
the components of total error broken down into biases
and variances. Variances can frequently be estimated
from within the survey, or from special studies carried
out within the survey process, but biases often require
information extemal to the survey for their estimation. It
i1s not surprsing, therefore, that the great bulk of
research has concentrated on the more easily measurable
variance components. It is mainly for censuses, where
there are no sampling errors, that one finds extensive
studies of biases. This allocation of research effort by
survey methodologists does not reflect the perceived
wisdom that the contribution to total survey error of
biases may be of the same order of magnitude as that of
variances.

If T estimates some population value, 8 say, and k
sources of error have been identified, then a model for
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the total error of estimation can be written as:

k
T=0+L4, (1)
J=1
where 4, is the error from source j. The structure of the
errors is complex, with sampling errors being
conditional on the frame, non-response on the sample,
response errors on the respondents, and coding and
editing on the responses. Training and management may
affect errors at all levels of the collection hierarchy.
Despite, or possibly because of, the complexity of the
error structure, the usual assumptions about the errors
are:

EA4)=B,

Vid) =,
cov(Aj,A,.)=0, Jwi,

)

the latter assumption being the most dubious. For any
particular error we may have of =0, 0r Bj =0, but not
both. For example frame errors give biases, sampling
errors usually result only in variances, any biases usually
being of a small order which can be ignored in this
context, while response and editing errors may lead to
both biases and variances. The magnitude of the errors,
and their relative sizes, will depend on the particular
survey. Studies have shown that in many surveys
response variances can be as large, or larger, than
sampling variances, and that coverage and non-response
biases have the potential to swamp the variance terms.
Although variances usually reduce with increasing
sample size, most biases remain constant, so that the
relative importance of biases tends to increase with
increasing sample size. Despite this most surveys still
only measure the sampling errors and rely on qualitative
statements about the non-sampling variances and biases.
Often reports include confidence intervals based on
estimates of the sampling errors alone, which in the
presence of biases can be meaningless. Honest reporting
requires that an attempt be made to measure the total
survey error for every survey.

The impact of errors depends not only on the
particular survey but also on what is being estimated.
Although the bias in an aggregate may be small, the bias
in the estimate of a domain of study for the same
variable may be large. Luckily the converse is not true.
If the biases at the unit level are all small then the
relative biases of aggregates will also be small. Jabine
and Tepping (1973) point out that although the bias on
a net change may be small if the survey conditions on the
two occasions are similar, the corresponding biases on
gross changes may be large. Biases can vary over both



time and space, and they do not necessarily cancel when
differences are taken, as in measures of change. The
appalling failure of the public opinion polls in the UK
1992 general election has been attributed to many
factors, but none of these explain the success of the polls
1n previous elections. The most likely explanation is that
all the polls have been subject to a wide variety of errors
and that in 1992 all the errors stacked up in the same
direction. Opinion polls can be validated against election
results. How many official surveys can be validated as
rigorously? Can official statisticians be sure that the
errors in their surveys don't sometimes all stack up in the
same direction?

My thesis is that statisticians have failed to set up
systems for the routine measurement of the major
sources of survey error. Without those measurements it
iIs impossible systematically to improve survey
processes. In addition without those measurements, and
the corresponding costs of survey operations, it is
impossible to allocate survey resources effectively.

3. RESOURCE ALLOCATION

Resource allocation is a decision problem.
Statistical decision theory starts with a loss function
which measures the consequences of alternative
decisions. The difficulty of defining a loss function for
a complex multivariate multipurpose survey has deterred
many from employing formal methods, but in any
existing survey the current allocation of resources
implies some judgement about the relative importance of
various survey operations on survey quality. To make no
change is still a decision. It seems from some of the
other papers at the symposium that the allocation of
resources in Statistics Canada is far from the optimum,
in particular excessive resources appear to be devoted to
editing in some surveys.

3.1 Loss functions

The choice of loss function should depend on the
user. There are many possible users of survey data, and
it would be impossible to satisfy them all. In this
situation it is reasonable for a professional statistician to
suggest a statistical loss function. In sample surveys,
where second moments dominate, the mean square error
(MSE) is usually chosen. The MSE of T, equation (1),
is

MSE(T)=E (T-0)?

= K1) +B? 4

where,

k
B=%L B, , 4)

i=1
is the overall bias. The MSE varies for every variable,
and for every domain of study, and the choice of which
MSE, or combination of MSEs, to use as a loss function
will depend on the objectives of the users of the survey.
One possible approach is to specify a range of loss
functions and to evaluate the consequences of different
allocations (decisions) over the whole range. The
distribution of losses will then inform the final decision.
Is the MSE an appropriate loss function for
problems of resource allocation? Although most authors
use it without question there are some variations. Nathan
(1973) represents the total MSE as the sum of a
sampling MSE and a non-sampling MSE, while Fellegi
and Sunter (1973) refer to their loss function as a MSE

but in fact employ an expression of the form

k k
LT)-Xa + LB} . )
1 1

This could be described as the total MSE rather than
the MSE of a total, since it is the sum of the component
MSEs.

For resource allocation decisions L(T) would appear
to have many advantages over MSE(T). Consider a
survey with two errors, 4,,4,, with variances of .
0; ,andbiases B, and B, . If B> 0 and B, <0, with
B =B, + B,>0,then B could be reduced by increasing
the size of the negative bias B, . In this case MSE(T)
will be reduced whereas L(7) will be increased. It is
difficult to argue that a procedure which has increased
the bias of one error, leaving all other errors the same,
has increased the total quality of the survey. This
argument can be extended by recognising that errors at
high levels of aggregation are sums of errors at lower
levels. In the limit total quality can only be guaranteed
by minimising the MSEs of components of error at the
level of the individual unit. This can only be achieved by
moving the problem upstream in the survey process and
improving the procedures for data collection,
measurement and processing.

Official statisticians encourage the users of their
statistics to compute confidence intervals in order to take
into account survey errors. The US Bureau of the Census
source and accuracy statements, see Alexander (1994),
are a good example. This suggests that confidence
intervals could be used as loss functions. The effect of
biases on the coverage properties of normal theory
confidence intervals are well known, Kish (1965) has a
plot of the separate tail areas and the total tail area for
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various nominal levels of confidence, expressed as
functions of the bias ratio R = B/ag. For R = 1.0, and
95% confidence, the left-hand tail is 0.0015, the right-
hand tail is 0.1685, with a total coverage of 0.1700. As
would be expected the impact of a bias is most
pronounced in the individual tails. The real problem with
using the coverage level as a loss function is that the
coverage can be improved by reducing the size of the
ratio B/o. This can be achieved by reducing the total
bias, as above, or by increasing the variance relative to
the bias. Neither represents an improvement in total
quality. Coverage alone is not an adequate description
of the properties of confidence intervals and is not
suitable as a measure of total quality.

My conclusion is that a measure of total survey
quality should be based on a sum of component
measures, such as L(7) in (5), rather than an overall
measure, such as MSE(T) in (3). The measure L(T)
implicitly assumes that the component errors are
uncorrelated, and Groves (1989) gives examples where
this is not true. The measure could be modified to
include correlations by using some form of Mahalonobis
distance. An alternative to L(7), which uses the original
scale of measurement, is

k k
LX(T)=X o +Slj B . (6)
1

For either L(7) or L*(I), a reduction in any
component of error leads to a reduction in loss and hence
to an improvement in quality.

3.2 Feasible Actions

Once a loss function is chosen the next step in the
decision process is to consider the set of feasible actions
from which the final action, the decision, will be
selected. An action is a change in the allocation of
resources over the set of survey activities. Moving to a
dual frame and simultaneously reducing sample size is
a possible action. Operational statisticians, the managers
of the survey process, can list the activities which can be
changed, and the manner in which they can be changed.
Let Dj, j=1, ..., M beM identified survey activities,
and let A D, be the possible changes, which will usually
be discrete. Activities consume resources and this
consumption can be costed. Groves (1989) details cost
functions for various survey activities. Let C. be the cost
of activity D, at its present level, and A C, be the change
in cost of the change A D, If the level of an activity
increases then the cost increases, and vice versa.

A feasible action is defined to be any set of actions
that satisfies a budget constraint. For a given budget any
set of changes
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AD = (AD,,..,AD,) )

such that

M
.? AC, 50, (8)
is a feasible action. So a feasible action cannot increase
cost, although it could reduce cost. Operational
statisticians should have information on the total costs
of survey activities. For decisions they also need the
marginal costs. If they don't have this information it is
difficult to see how they can ever advise on change. All
they can do 1s to defend the status quo.

When we consider the complete set of survey
activities then listing possible changes appears to be an
enormous task. In practice there are some major
activities, such as the decision to use one less call-back
in an interview survey, or to reduce the sample size by
reducing the number of interviews per PSU, or to change
the method of editing, which have a major impact on
cost and a large potential impact on L(7). By
concentrating first on these major areas and by forming
the activity changes for various key combinations AD,
the task can be managed as the case study in Section 4
shows.

The framework proposed is the same as that of
Fellegi and Sunter (1973), however, they went a step
further and examined the implications of continuous
changes. This enabled them to find conditions for an
optimal allocation of resources, but these conditions
were unrealistic and they concluded that optimal
decisions were impractical. Their negative arguments
undermined the basic simplicity of the original structure
and appear to have discouraged further work. The best
1s often the enemy of the good, and in my view the
systematic framework for discrete changes is workable
and could lead to useful improvements in survey quality
if adopted.

3.3 The operational decision

The next step is to evaluate the effect on survey
errors of the feasible actions represented by the changes
A D. This feeds into the loss function which we can now
denote by L(T, A D). The resource allocation problem
is solved by choosing the action, A D, which minimises
L(T. AD). Each feasible action affects a subset of the
survey errors and the problem facing the operational
statistician is the evaluation of the effects. Basically
they have to fill in the entries in the matrix of actions
errors. For changes in sample size the effects can be
computed from knowledge of the structure of sampling
errors; for improved coverage due to frame changes the



effect is more difficult to compute, but crude estimates
should be possible. These estimates can be varied using
a sensitivity analysis. The effects of response and
measurement  errors can be assessed through
experiments conducted within the ongoing survey, and
this 1s an area for collaboration between the
methodological and operational statisticians. If there are
no studies available then the statisticians must use their
professional expertise to make subjective judgements
about the effects on the errors. Again sensitivity
analyses can be employed to allow for a range of
subjective judgements.

A source of error that is sometimes overlooked is
that due to the timeliness of the publication of the
results. All aspects of the survey process take time as
well as money. From the point of view of the agency
producing the data 1t is relatively easy to cost time in
person-years, and hence to convert time into cash. For
the user this is more difficult. How should timeless of
data impact on the loss function, L(7) ? One approach
is to assume that a user at time ¢ + s, s> 0, employing
data collected at time ¢, will make a forecast, (¢ + s|7),
from the data up to and including time ¢, of the actual
value of 7'at time ¢t + s. The estimated forecasting error
can then be added as an extra component to L(7).
Typically the forecasting error will increase with s, and
the more rapid the changes in the variable over time, the
larger the forecasting error. Thus this approach should
give a reasonable measure of the penalty to be attached
to the delay in producing data.

Once the entries in the action by error matrix have
been computed, the final step is to evaluate the loss
function for each feasible action. The action, or actions,
with the smallest value of the loss function can then be
considered as a possible action to improve survey
quality. If the action with smallest loss is rejected, then
the implication is that either the wrong loss function has
been chosen, in which case an alternative should be
proposed, or that some of the entries in the matrix are in
error, in which case they should be identified and
changed.

The beauty of the decision framework is that it
enables problems to be identified explicitly; it is no
longer possible to hide behind general statements about
the difficulties of making any changes. Questions about
the amount of editing or the effect of non-response,
which are the concern of operational statisticians, can
now be addressed directly. The search for the best
answer will rarely be worthwhile and in most cases
approximate answers will provide adequate guidance
about the most useful changes.
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4. A CASE STUDY

Linacre and Trewin (1993) provides an example of
the application of the above principles and is the only
published case study that I could find which addresses
total survey error in a coherent framework. They
consider how various evaluation studies carried out in
conjunction with the 1984/5 Construction Industry
Survey in Australia could be used to advise on the
redesign of the survey for 1988/9. They note that the
results can be indicative only, and that subjective
assessments must be used when only qualitative
information is available. They employ sensitivity
analyses when they have doubts about the reliability of
their estimates of error. It is worth quoting the
introduction to their case study in full:

“Evaluation studies are often used to
determine effective methods to reduce non-
sampling error. A question that frequently
arises in practise is how much of the
resources available for a collection should be
spent on each facet of the collection. How
much should be spent on setting up a good
quality frame, how much on pilot testing, on
field enumeration in preference to mail
enumeration, in intensive non-response follow
up etc. Each of these ‘error reduction’ tasks
takes resources and the problem is to minimise
the total overall error for a collection given
one or more fixed resource constraints.”

The paper then considers the operation of the survey
and discusses alternative strategies from which they
identify a set of possible options for the new survey.
Instead of restricting themselves to feasible options they
evaluate both the cost and the loss function for each of
their options. The loss function chosen is the root mean
square error of one key estimator. The options are then
plotted on the cost by RMSE graph shown in Figure 1.

The spread of the results i1s remarkable. Options
costing $300k can have the same RMSE as options
costing ten times as much. The option originally chosen
reduces the cost to one third of the 84/5 cost at the
expense of doubting the RMSE. (Note that reducing the
sample size to 25% of the 84/5 sample would also
double the sampling error). However, another option
which reduces costs to one third leads to only a small
increase in RMSE, and is approximately twice as
effective as the option chosen before the evaluation
study.



RMSE%

% 7T\
10 -
9 _ ] 5 5 « ‘ C .o..'. % s .,
S T i g TR i )
7 K

(0] ’ e | ] -.. u. b ‘00'- P Y (T3
6 - 8889 . b 0_.: " . .
5 = o. . %
™ | ~ :

e = o 84/85
3 _ @ G- ‘ee & . oo
2 -
1 -
0 T T T T T T T T T T T >
0 @8 06 Al.24S5 1.8.21 24-27 3.0 33
TOTAL COST ($M)

© Potential ‘Optimum’ design
[+] Actual designs

Fig. 1. RMSE% v, total cost for a number of resource allocation options

(Reproduced, with permission, from Linacre and Trewin (1993), Total Survey Design - Application to a Collection of the Construction
Industry, Journal of Official Statistics, 9, 611621, Figure 1, p. 618).
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This example demonstrates that the systematic
structuring of the decision process for the redesign of a
survey can lead to dramatic changes in the perceived
choice of options. Without this study the first option
chosen would have been far from the optimum. The
range of options studied could have been considerably
reduced by considering only the set of feasible options
that met some cost constraints.

5. CONCLUSIONS

The framework suggested by Fellegi and Sunter, as
amplified in this paper, provides a mechanism for the
systematic consideration of the consequences of
alternative options for the allocation of resources over
survey operations. Carrying out all stages of the
decision process is not easy, but just because something
is hard does not mean it should not be attempted. Only
by adopting such am approach can those areas be
identified where more or better information is required.
Statisticians should use their training as statisticians in
the management of statistical operations.

It is interesting to conjecture why so little progress
has been made to date on the problem of resource
allocation. The most obvious explanation is that it is a
very difficult problem and that there is tremendous
Inertia in most systems that mitigates against any
change. But surveys are redesigned periodically, and
budgets are reduced regularly, so some decisions about
change are being made. Why has so little been written
about the problem? One issue appears to be that
methodologists are frequently used as fire-fighters to fix
up analyses after the errors have been perpetrated. In the
terms of Groves (1989) they are measurers of errors
rather than reducers of errors. Although this is
understandable for those working on the secondary
analysis of survey data, it also appears to be true for
many operational statisticians, and the bulk of the
published work on survey errors by official statisticians
relates to error estimation in analysis rather than error
reduction in design. There also seems to be a culture
gap between the operational statisticians, the survey
managers, with their concemns about the day to day
practical problems of running surveys, and the
methodologists, with their interests in statistical theory.
The two groups need to come together, not only for
survey redesign, but also to improve the routine
operations of ongoing surveys. Only when ermor
experiments are imbedded into the routines of all
surveys is this likely to happen; and only then will we
have the type of information about survey errors that
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will lead to the desired improvements in survey quality.

The decision theory approach to resource allocation
should be particularly useful for handling changes in
survey operations brought about by budget changes.
Decision theory can also be useful as an instrument for
introducing major changes in procedures. The ideas of
total quality assurance tell us that the reduction in errors
will only come about by changes to the survey system,
by moving the problem upstream in the survey process.
Arguably the greatest contribution to the improvement
in survey operations, with the greatest potential for
reducing a range of survey errors, has been the
development of computer assisted interviewing. CAPI
and CATI have helped to reduce response errors, editing
and coding errors, and a host of data processing errors.
A qualitative assessment of the impact of the new
procedures on both costs and losses should accompany
the first introduction of these methods. A systematic
statistical analysis can be used to validate the impact of
the system changes.

Finally, to quote Linacre and Trewin’s conclusion:

“If we are to progress further on appropriate
allocation of resources to minimise total
error, effort must be put into determining and
testing these relationships between error and
resources for all sources of ervor. This might
be done firstly through identifying other key
parameters for these sources of error and then
by setting up the models relating these
parameters to resource usage. This study has
provided a step in this direction. It is hoped
that information on any progress made by
other statistical organisations in optimal
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