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PREFACE

Symposium 99 was the sixteenth in the series of international symposia on methodological issues sponsored
by Statistics Canada. Each year the symposium focuses on a particular theme. In 1999, the theme was:
“Combining Data from Different Sources”.

The 1999 symposium was held from May S to May 7 1999 in the Simon Goldberg Conference Centre in
Ottawa and it attracted over 300 people from 11 countries. A total of 29 papers were presented. Aside from
translation and formatting, the papers, as submitted by the authors, have been reproduced in these proceedings.

The organizers of Symposium 99 would like to acknowledge the contribution of the many people, too
numerous to mention individually, who helped make it a success. Over 30 people volunteered to help in the
preparation and running of the symposium, and 22 more verified the translation of papers submitted for this
volume. Naturally, the organizers would also like to thank the presenters and authors for their presentations
and for putting them in written form. Finally, they would like to thank Lynn Savage for processing this
manuscript.

In 2000, the symposium will be replaced by the International Conference on Establishment Surveys, as was
the case in 1993. This conference will be held in Buffalo, New York from June 17 to June 21 2000. The next
Statistics Canada symposium will be held in Ottawa in 2001.

Symposium 99 Organizing Committee

Christian Thibault
Jean-Marie Berthelot
Milorad Kovacevic
Pierre Lavallée
Jackie Yiptong

Extracts from this publication may be reproduced for individual use without permission
provided the source is fully acknowledged. However, reproduction of this publication in
whole or in part for the purposes of resale or redistribution requires written permission
[from Statistics Canada.
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Proceedings of Statistics Canada Symposium 99
Combining Data from Different Sources
May 1999

OPENING REMARKS

Gordon Brackstone, Statistics Canada

Good morning and, on behalf of Statistics Canada, a very warm welcome to Symposium 99. This is the 16"
in the series of annual methodology symposia organized by Statistics Canada. We are pleased to see a strong
international character to the Symposium again this year with speakers from Australia, France, Germany, the
Netherlands, New Zealand, the United Kingdom, and the United States. Altogether we have participants from
11 countries on 3 continents. We also have participants from a wide range of institutions including national
statistical agencies, universities, industry, and several organizations in the health field.

The Statistics Canada Methodology Symposium series started in 1984 as an annual international event aimed
at addressing issues of statistical methodology - issues which were, on the one hand, relevant to the work of
a government statistical agency, but which would, on the other hand, benefit from exposure to a broader
spectrum of interested individuals working in other sectors including universities, industry, and other
government organizations. A wide range of topics has been covered at previous symposia. They have included
specific topics within survey methodology: design of establishment surveys, longitudinal surveys; dealing with
missing data; non-sampling errors. But they have also included broader topics such as the impact of high
technology on survey taking; re-engineering; and quality improvement.

The theme of this year’s symposium is: combining data from different sources. The program of this symposium
1s, to say the least, impressive, and will be looking at the problems and challenges, new theoretical
developments and their practical applications, and a range of other subjects related to the need to combine data
from different sources. The symposium will also touch on concerns about privacy protection and
confidentiality when combining data.

Several of our symposia have broached subjects related to the theme of this symposium - for example,
Statistical Use of Administrative Data in 1987, and Data to Information - Methods and Systems in 1995, but
we have never before focussed expressly on this theme. Allow me to explain briefly the reason for choosing
this subject, which has evidently drawn so much interest.

Combining data from different sources is not a new idea. Compiling the National Accounts, a task which has
been around for many decades now, is an example par excellence of combining data from many different
sources. Producing population estimates between censuses is another old example of utilizing many sources
of data to produce estimates. In fact, several countries are now using several sources of information to produce
population estimates in census years too - and our keynote talk will elaborate on that. So what’s new about
Combining data from different sources?

Well, I think there has been a quite significant change, over the past two decades, in the way we think of a
survey, or for that matter any other data collection exercise, as a source of information. The traditional view
was perhaps that each survey produced a set of outputs - publications, tables, special requests, maybe a public
use microdata file. Each survey was a stovepipe (to overuse a cliché) that transformed a set of responses into
a set of statistical outputs and spewed them out separately from every other survey. And that was the end of
the survey. Some systems, such as the national accounts, existed for taking aggregate results from surveys and
integrating them into a coherent picture of broader phenomena than those measured by a single survey. But
the survey microdata themselves were rarely seen as an asset to be used in combination with other datasets.



Today there is much more emphasis on the survey as a supplier of microdata to be used for further analysis
in combination with data from other sources. The survey - and [ use the term “survey” to denote any data
collection exercise - is seen as a feeder system that will add to an existing stock of data that can be analysed
more broadly, or that will add data within a framework that integrates information pertaining to a common
aspect of society or the economy. I do not claim that we have made that transition successfully yet, but that
is the direction of change.

Integration of the outputs of different surveys into a common analytic framework is one example of Combining
data from different sources. This integration may be aimed at reconciling different datasets to produce
improved information, or at obtaining deeper analytic insights than can be obtained from any of the datasets
individually, or at assessing the quality of one source of data against another. The techniques that are now
referred to as meta analysis also fit in here.

These are examples of combining aggregate data from different surveys after the surveys are completed. But
there are also many examples of combining microdata from different sources, both within and between
surveys. The use of record linkage techniques to combine data about the same individual from different sources
can provide a richer database than any of the individual sources. Or it can provide a basis for assessing one
source against another. Record linkage raises some important privacy issues, as well as technical challenges,
some of which will be covered during this Symposium. Different aspects of record linkage, statistical matching
(or data fusion as it is called in some places), and imputation techniques will be tackled, including comparisons
of existing methods and related software. Linking data from different surveys is a special challenge in the
presence of survey weights. Several speakers will address this problem.

In addition to direct record linkage where we are trying to find matches between records that relate to the same
individual, there are more recent methods of statistical linkage or synthetic linkage where we try to combine
records that typically relate to different individuals, but in a way that results in a set of composite records that
in total reflect the statistical properties of the population under study. The statistical properties of data resulting
from such linkages deserve attention.

So we have examples of combining data from surveys both at the micro level and at the macro or aggregate
level.

But there are also many examples of combining data from different sources during the design and execution
of surveys. Multiple frames; substitution of administrative data for survey responses; use of auxiliary data in
imputation or estimation; assessment of survey data, - these all involve combining data from different sources
in different ways.

Most of these examples are driven by one or both of two complementary motivations: to derive maximum
information from data already collected, and to optimize the use of resources spent on new data collection

The theme of this year’s symposium is very timely for Statistics Canada, since there is a growing demand for
and an increasing supply of a wide range of rich information on the one hand, and growing concems regarding
respondent burden and privacy problems on the other. In response to these demands, the practice of combining
available data has become very common, especially with the availability of fast and versatile software for
record linkage. The number of papers at this symposium containing examples from real applications reflects
the increasing popularity of combining data from different sources.

However, certain pre-conditions and requirements have to be satisfied to combine data meaningfully and to
benefit from their joint use. The use of comparable variables and classification systems, consistent methods
of editing and processing, full understanding of quality and methodology underlying the data, attention to
privacy concemns are all needed if one is to combine data from different sources in a way that is going to inform
and not mislead. Although we have a session specially devoted to the issues of prerequisites and benefits, these
preconditions will become evident in many of the applications to be discussed.



We included in the program methods and techniques such as meta analysis, which essentially combines the
outcomes of different statistical tests across studies believed to be homogeneous, and combined analysis,
where, besides the test results, the data from many experiments are still available for possible pooling and
combined analysis. Although these methods were mainly developed in epidemiology and biostatistics, they
inspired further development and modifications to applications elsewhere.

Although the symposium covers many important issues, there are plenty of methodological problems that still
need to be addressed in the context of combining data. One such issue is linear regression modelling of data
assembled via record linkage or statistical matching techniques. The problem is how to evaluate the matching
error and its impact on the estimation of the coefficients in the subsequent regression model. That is, how does
one account for the fact that some variables in the combined data set have never been observed together on the
same subject?

Needless to say, many other topics related to combining information, such as benchmarking of time series,
hierarchical modelling, data augmentation, and small area estimation, could not be included due to time
constraints. They may perhaps be a challenge for a future symposium. For now, we have a rich list of
stimulating statistical issues.

I believe that Christian Thibault and his organizing committee have developed an impressive program which,
over the next three days, will prompt us to examine many aspects of the subject of this symposium.

Thank you for attending this symposium, and I hope that these three days will be interesting and useful. Every
year, | say that we, at Statistics Canada, benefit inestimably from the presentations and exchanges that take
place in the context of these symposia. [ hope you will all find that you and your organization benefited greatly
from your time spent here.

I wish you all well in these discussions. [ am sure that we in Statistics Canada will benefit from the exchanges,
and I trust that by the conclusion of the symposium, everyone will have gained useful new insights and ideas.
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COMBINING CENSUS, SURVEY, DEMOGRAPHIC AND
ADMINISTRATIVE DATA TO PRODUCE A ONE NUMBER
CENSUS

Ray Chambers, Ian Diamond' and Marie Cruddas’
ABSTRACT

The focus of Symiposium’99 is on techmgues and methods for combining data from different sources and on
analysis of the resulting data sets. In this 1alk we illustrate the usefulness of taking such an “integrating”
approach when tackling a complex statistical problem. The problem itself is easily described - it is how to
approximate, as closely as possible, a “perfeet census™, and in particular, how to obtain census counts that are
“free” of underenumeration. Typically, underenumeration is estimated by carrying out a post enumeration
survey (PES) following the census. In the UK in 1991 the PES failed to identify the full size of the
underenumeration and so demographic methods were used to estimate the extent of the undercount. The
problems with the “traditional” PES approach in 1991 resulted in a joint research project between the Office for
National Sutistics and the Department of Social Statistics at the University of Southampton aimed at
developing a methodology which will allow a “One Number Census” in the UK in 2001. That is,
undcrenumeration will be accounted for not just at high levels of aggregation, but right down to the lowest
levels at which census tabulations are produced. In this way all census outputs will be intemally consistenl,
adding to the national population estimates. The basis of this methodology is the integration of information
from a number of data sources in order to achieve this “One Number”.

Int this paper we provide an overview of the vanous stages in such a “One Number Census™, and how they allow
this integration of information

KEY WORDS: Census; Underenumeration; Coverage Survey;

1. INTRODUCTION TO THE ONE NUMBER CENSUS METHODOLOGY

A major use of the decenntal UK census ts in providing figures on which to rebase the annual population
estimates. This base needs to take into account the level of underenumeration in the census; this has
traditionally been measured from data collected in a post-enumeration sample survey (PES) and through
comparison with the national level estimate of the population based on the previous census. In the 1991
Census, although the level of underenumeration was comparable with that observed in other developed
countries (estimated at 2.2 per cent), it did not occur uniformly across all socio-demographic groups and
parts of the country. There was also a significant difference between the survey-based estimate and that
rolled forward from the previous census. Further investigation showed that the 1991 PES had failed to
measure the level of underenumeration and its degree of variability adequately.

For the 2001 Census maximising coverage is a priority. To help achieve this a number of initiatives have been
introduced, for example:

O the Census forms have been redesigned to make them easier to complete;
. population definitions for the Census have been reviewed;

' Southampton University, Highfield, Southampton, Hampshire, SO17 1BJ, UK. Email:
rc@alcd.soton.ac.uk

® Office for National Statistics, Segensworth Road, Titchfield, Fareham, Hampshire, PO15 SRR, UK.
Email: marie.cruddas@ons.gov.uk




S postback of Census forms will be allowed for the first time: and
= resources will be concentrated in areas where response rates are lowest.

Despite efforts to maximise coverage in the 2001 Census, it is only realistic to expect there will be some degree
of underenumeration. The One Number Census (ONC) project was established as a joint research project
between the Office for National Statistics (ONS) and the University of Southampton. The aim of the project is
to develop a methodology which measures this underenumeration, provides a clear link between the Census
counts and the population estimates, and adjusts all Census counts (which means the individual level database
itself) for underenumeration.

The main aspects of the ONC methodology are:

1. The design of the PES in 2001. This will be in the form of a very large area-based household
survey (known as the Census Coverage Survey or CCS) which will re-enumerate a sample of
postcodes (area-based units which average around 15 households) and collect data on a small
number of key variables central to estimating underenumeration;

2% The matching of the CCS data and the census data using both clerical and probability matching
methods;

R The use of combined dual system/regression-based methods to produce population estimates by
age and sex for regions, each with a population of around one-half million;

4. The integration of demographic information from administrative registers and small area
estimation methods to “cascade” these regional estimates down to Local Authority District (LAD)
level;

S The use of donor imputation methods which are calibrated to the LAD estimates to create a census

microdata file that includes imputes for people missed by the census. All “One Number Census”
tabulations will then be based on this file.

Figure 1. A schematic overview of the one number census process
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Table 1 sets out the various data sources used in the ONC process. Figure 1 illustrates the various stages of
this process and shows how the information provided by these data sources are integrated. In the remainder
of this paper we describe each of these stages in more detail.

Table 1. The various data sources used in the ONC process.

Data Source Use of data source in ONC process
Demographics: e  Making ‘rolled forward’ population
* Birth/Death data estimates
e  Migration estimates
Previous Censuses ¢  Making ‘rolled forward™ population
estimates

#  Design information for the CCS

2001 Census ¢ The main individual data source

¢  Provision of aggregate level data for
benchmarking estimates
« Imputation data

2001 CCS * Population estimates
Undercount models

Administrative records, e.g. ¢ Quality assurance of population estimates

®  Health Service Records

® ONSBirth Registration data

2. THE CENSUS COVERAGE SURVEY

Following the 1991 Census, a Census Validation Survey (CVS) was carried out in England, Scotland, and
Wales. This survey aimed to estimate net underenumeration and to validate the quality of Census data
(Heady er al., 1994). The second of these aims required a complete re-interview of a sample of households
that had previously been enumerated in the Census. This requirement was costly, due to the time required
to fill out the complete census form, resulting in a small samiple size. It also meant that the ability of the
CVS to find missed households was compromised, since no independent listing of households was carried
out.

An alternative strategy was required for 2001. Administrative records were found not to be accurate enough
to measure Census quality to the required precision. It was therefore concluded that a PES was needed with
a clear objective and different design. The CCS (as the PES will be known in 2001) is designed to address
coverage exclusively. Focusing on coverage allows for a shorter, doorstep questionnaire. Savings in time
can be translated into a larger sample size. Information on question response error in the Census data will
be obtained from other sources, particularly the question testing programme, the 1997 Census Test and
through a separate quality survey carried out in 1999.

The CCS will be a postcode-unit based survey, re-enumerating a sample of postcode units rather than
households. It is technically feasible to design a household-based CCS by sampling delivery points on the
UK Postal Address File, but the incomplete coverage of this sample frame makes it unsuitable for checking
coverage in the Census. Consequently, an area-based sampling design has been chosen for the CCS, with
1991 Census Enumeration Districts (EDs) as primary sampling units and postcodes within EDs as
secondary sampling units. Sub-sampling of households within postcodes was not considered since coverage

11



data from all households in a sampled postcode is necessary for estimation of small area effects in the
multilevel models proposed for the final stage of the ONC.

Subject to resource constraints, the CCS sample design will be optimised to produce population estimates
of acceptable accuracy within sub-national areas called Design Groups. Each such area will correspond to a
group of contiguous local administrative areas (Local Authority Districts or LADs) with an expected 2001
population of approximately half a million people. The population estimates will be for the 24 age-sex
groups defined by sex (male/female) and 12 age classes: 0-4, 5-9, 10-14, 15-19, 20-24, 25-29, 30-34, 35-
39, 40-44, 45-79, 80-84, 85+. The ages 45-79 have been combined since there was no evidence of any
marked underenumeration in this group in 1991. This age grouping will be reviewed prior to finalising the
CCS design.

Underenumeration in the 2001 Census is expected to be higher in areas with particular characteristics. For
example, people in dwellings occupied by more than one household (multi-occupancy) have a relatively
high probability of not being enumerated in a census. In order to control for the differentials, EDs within
each Design Group are classified by a ‘Hard to Count’” (HtC) score. A prototype version of this score has
been produced. This represents social, economic and demographic characteristics that were found to be
important determinants of 1991underenumeration by the Office for National Statistics (ONS) and the
Estimating With Confidence Project (Simpson et al., 1997). The variables making up the HtC score will be
reviewed prior to finalisation of the CCS design. The prototype HtC score was used in the CCS Rehearsal,
which was undertaken as part of the 1999 Census Rehearsal, and was based on the following variables from
the 1991 Census:

. percentage of young people who migrated into the Enumeration District in the last year;
2 percentage of households in multiply-occupied buildings; and
$ percentage of households which were privately rented.

For sample design purposes, the HtC score has been converted to a five point HtC index, with each quintile
assigned an index value from 1 (easiest to count) to S (hardest to count). At the design stage, the role of the
HtC index is to ensure that all types of EDs are sampled. Further size stratification of EDs within each level
of the HtC index, based on a derived size measure which reflects key 1991 age-sex counts in EDs improves
efficiency by reducing within stratum vanance.

The second stage of the CCS design consists of the random selection of a fixed number of postcodes within
each selected ED. The proposed sample size for the CCS was investigated through a research project more
fully described in Brown er a/ (1999). The research used anonymised individual level 1991 Census data
which was assumed to constitute the ‘true’ population. Using a sequence of Bemnoulli trials based on 1991
underenumeration probabilities, individuals were randomly removed from the data set. CCS samples were
simulated and estimates of the ‘true’ population count for each age-sex group in each HtC stratum made.
The results of these simulations suggest that a sample of around 20,000 postcodes (approximately 300,000
households) with five postcodes per ED and sphtting the country up into Design Groups each with a
population of around 500,000 would give an acceptable degree of precision. For England and Wales with a
population of 52 million these simulations indicate a 95% confidence interval for the true population count
has a width of +/- 0.13%.

3. MATCHING THE CENSUS COVERAGE SURVEY AND CENSUS RECORDS

The ONC estimation strategy requires the identification of the number of individuals and households
observed in both the Census and CCS and those observed only once. Underenumeration of around two to
three percent nationally means that, although absolute numbers may be large, percentages are small. Thus
the ONC process requires an accurate matching methodology. This is more fully described in Baxter
(1998).



The independent enumeration methodologies employed by the Census and CCS mean that simple matching
using a unique identifier common to both lists is not possible. Furthermore, simple exact matching on the
variables collected by both methods is out of the question as there will be errors in both sets of data caused
by incorrect recording, misunderstandings, the time gap between the Census and the CCS, errors introduced
during processing etc. The size of the CCS also means that clerical matching is not feasible. Thus a largely
automated process involving probability matching is necessary.

Probability matching entails assigning a probability weight to a pair of records based on the level of
agreement between them. The probability weights reflect the likelihood that the two records correspond to
the same individual. A blocking variable, e.g. postcode, is used to reduce the number of comparisons
required by an initial grouping of the records. Probability matching is only undertaken within blocks as
defined by the blocking variables.

Matching variables such as name, type of accommodation and month of birth are compared for each pair of
records within a block. Provided the variables being compared are independent of each other, the
probability weights associated with each variable can be summed to give an overall probability weight for
the two records. Records are matched if, for the Census record that most closely resembles the CCS record
in question, the likelihood of them relating to the same household or individual exceeds an agreed
threshold.

A key use of the CCS data will be to enable the characteristics of underenumeration to be modelled in
terms of variables collected in the Census. This will allow adjustments based on such models to be applied
to the whole population. In order that this process is not biased by application of matching rules, the
variables underlying matching and modelling should be as independent as possible.

The initial probability weights used in 2001 will have been calculated from the data collected during the
1999 Census Rehearsal. These weights will be refined as the 2001 matching process progresses.

4. ESTIMATION OF DESIGN GROUP AGE SEX POPULATIONS

There are two stages to the estimation of Design Group populations within age-sex groups, see Brown et al
(1999). First, Dual System Estimation (DSE) is used to estimate the number of people in different age-sex
groups missed by both the Census and CCS within each CCS postcode. Second, the postcode level
population cstimates obtained via DSE are used in regression estimation to obtain final estimates for the
Design Group as a whole.

For matched Census/CCs data, the simplest estimate of the total count for a postcode is the union count (i.e.
the total of those counted in the Census and/or CCS within the postcode). However, this will be biased low
because it ignores the people missed by both counts. DSE methodology gives an estimated count which
adjusts the union count for this bias. DSE assumes that:

(i) the Census and CCS counts are independent; and
(1) the probability of ‘capture’ by one or both of these counts is the same for all individuals in the area
of interest.

When these assumptions hold, DSE gives an unbiased estimate of the total population. Hogan (1993)
describes the implementation of DSE for the 1990 US Census. In this case assumption (i) was
approximated through the operational independence of the Census and PES data capture processes, and
assumption (ii) was approximated by forming post-strata based on characteristics believed to be related to
heterogeneity in the capture probabilities.

In the context of the ONC, DSE will be used with the Census and CCS data as a method of improving the

population count for a sampled postcode, rather than as a method of estimation in itself. That is, given
matched Census and CCS data for a CCS postcode, DSE is used to define a new count which is the union
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count plus an adjustment for people missed by both the Census and the CCS in that postcode. This DSE
count for the sampled postcode is then used as the dependent variable in a regression model, which links
this count with the Census count for that postcode.

The regression model is based on the assumption that the 2001 Census count and the DSE count within
each postcode satisfy a linear regression relationship with a zero intercept (a simple ratio model). However,
for some age-sex groups there is the possibility of a non-zero intercept, as in some postcodes the Census
can miss all the people in particular age-sex groups. In such cases an intercept term oty will be added to the
ratio model described below. This issue is currently being researched.

It is known from the 1991 Census that undercount varies by age and sex as well as by local characteristics,
therefore a separate regression model within each age-sex group for each HtC category within each Design
Group 1s used. Let Yiy denote the DSE count for a particular age-sex group in postcode i in HtC group d in
a particular Design Group, with X;3 denoting the corresponding 2001 Census count. Estimation is based on
the simple zero intercept regression model:

E{Yid‘Xid}z BaX
b ot

COV{Y,d , jf \X,d s }=0 foralli# jd, f=1,.,5

Substituting the weighted least squares estimator for 34 into (1), it is straightforward to show (Royall, 1970)
that under this model the Best Linear Unbiased Predictor (BLUP) for the total count T of people in the age-
sex group (within the Design Group) is the stratified ratio estimator of this total given by:

where Tgq is the total DSE count for the age-sex group for CCS sampled postcodes in category d of the HtC
index in the Design Group; and Ry is the set of non-sampled postcodes in category d of the HtC index in the
Design Group. Strictly speaking, the ratio model above is known to be wrong as the zero covariance
assumption ignores correlation between postcode counts within a ED. However, the simple ratio estimator
remains unbiased under this mis-specification, and is only marginally inefficient under correlated postcode
counts (Scott and Holt, 1982).

The variance of the estimation error T — T can be estimated using the ratio model specified above.
However this variance estimator is sensitive to mis-specification of the variance structure (Royall and
Cumberland, 1978). Consequently, as the postcodes are clustered within EDs, the conservative ultimate
cluster variance estimator will be used. This is given by:

V(E-T)- Z—l—Z(T“’ af

md(md —1)e ]

where Tc{le) denotes the BLUP for the population total of category d of the HtC index based only on the
sample data from ED e and my is the number of EDs in HtC group d.

The above estimation strategy represents a regression generalisation of the Horvitz-Thompson DSE
estimator proposed in Alho (1994). As a postcode 1s a small population in a generally small geographic
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area, and with the counts split by age and sex, the DSE homogeneity assumption should not be seriously
violated. In the situation where people missed by the Census have a higher chance of being missed by the
CCS than those counted by the Census, one would expect the regression estimator based on the DSE count
to underestimate, but to a lesser extent than the regression estimator based on the union count. When the
reverse happens and the CCS is very good at finding the missed people (the requirement for getting
unbiased estimates when using the union count in the regression estimator) one would expect the DSE
count regression estimator to overestimate. However, unless these dependencies are extremely high, one
would not expect a gross error.

5. ESTIMATION FOR LOCAL AUTHORITY DISTRICTS

Direct estimation using the CCS produces estimates by age and sex for each Design Group. In the case of a
LAD with a population of approximately 500,000 or above this will give a direct estimate of the LAD
population by age and sex. However, for the smaller I.LADs clustered to form Design Groups, this will not
be the case — even though all LADs will be sampled in the CCS. For these LADs it will be necessary to
carry out further estimation, and to allocate the Design Group estimate to the constituent LADs.

Standard small area synthetic estimation techniques will be used for this purpose. These techniques are
based on the idea that a statistical model fitted to data from a large area (in our case the CCS Design
Group) can be applied to a smaller area to produce a synthetic estimate for that area.

A potential problem with this approach is that, while the estimators based on the large area model have
small variance, they may be biased for any particular small area. A compromise, introduced in the 1980s,
involves the ntroduction of random effects for the small areas into the large area model. These allow the
estimates for each small area to vary around the synthetic estimates for those areas. This helps reduce the
bias in the simple synthetic estimate for a small area at the cost of a slight increase 1n its variance (Gosh
and Rao, 1994).

As described in the previous section, direct Design Group estimation is based on the linear regression
madel (1) linking the 2001 Census count for each postcode with the DSE-adjusted CCS count for the
postcade. This model can be extended to allow for the multiple LADs within a Design Group by writing it
in the form

Yu =PyXiy+04+&y

where the extra index | = 1...L denotes the LADs in a Design Group, 84 represents an LAD ‘effect’
common to all postcodes with HtC index d, and g represents a postcode specific error term. The addition
of the §y term above represents differences between LLADs that have been grouped to form a Design Group.

This two level regression model can be fitted to the CCS data for a Design Group, and the LAD effects &y
estimated. For consistency, LAD population totals obtained in this way will be adjusted so that they (i) sum
to the original CCS Design Group totals; and (ii) they are always at least as large as the 2001 Census counts
for the LAD. Research is currently underway to determine whether the potential bias gains from this
approach outweigh the variance increase relative to that of the simple synthetic estimator.

6. DEMOGRAPHIC ESTIMATES AND QUALITY ASSURANCE

A key aspect of the One Number Census process is the availability of the best possible comparable
demographic estimates as well as data from other administrative sources which can serve as a reliable
check on the national level estimates that will be produced by aggregating the Design Group estimates
produced from the CCS. How these sources will be used is part of an on-going development of a quality



assurance strategy for the 2001 Census that acknowledges the qualitative rather than quantitative nature of
the data for this purpose.

Comparable demographic estimates will be obtained by ‘rolling forward’ information from a previous
census, using registration data on births and deaths, and migration information from a number of sources.
Different levels of error are associated with these sources. Thus in year t the population P, is given by:

Py=Po+ Zi(Bi-D; +I; = E;),

where P, is the base population and B, D, I and E are respectively the Births, Deaths, Immigrants and
Emigrants in each subsequent year.

Cohort analysis carried out by the Office for National Statistics (Charlton et a/, 1998) indicated that the
national level population estimates produced by “rolling forward” the 1991 Census counts, even when these
are adjusted for undercount by the Census Validation Survey, were less reliable than the demographic
estimates rolled forward from the 1981 Census counts. This means that in 2001, the rolled forward
estimates, which will be used as a check on the census count, will still be based on the 1981 Census.

Further work is being done to estimate the ‘margin of error’ in these rolled forward estimates of the
population taking into account sampling and non-sampling errors in the source data (Charlton and
Chappell, 1999). This will provide the ‘plausibility range’ for assessing the adjusted 2001 census figures.
Whilst death registration data are believed to be virtually complete, the sources of migration data are
subject to error.

6.1 Migration data sources

International migration data are produced from the International Passenger Survey (IPS), a sample survey
of international arrivals and departures at ports and airports. The IPS covers all travellers and, as only a
small proportion of these are migrants, the number of migrants included in the sample is relatively small.
Therefore, relatively high error rates are attached to these international migrant figures. Persons travelling
between the UK and the Irish Republic are not currently included in the IPS. Net Irish migration is
estimated from the UK and Irish Labour Force Surveys (which include a question on address 12 months
previously) and counts of Irish citizens registering with the National Health Service.

Migration within and between the constituent countries of the UK (England and Wales, Scotland, Northern
Ireland) is estimated from the reporting to the NHS of re-registrations with General Practitioners. However
some people, particularly young adults, do not register promptly (or at all) following a change of address.
The geographical information from this source is limited, showing only the equivalent of the county or
borough of origin or destination.

It is thought that the majority of asylum seekers are not recorded in the IPS migrant sample. Improved data
on these persons are being received from the Home Office to be incorporated in the estimates. Similarly the

Home Office is supplying improved information on the numbers of persons who enter the UK as short term
visitors but later apply to remain as residents.

6.2 Using administrative records
As an additional independent source against which to compare the rolled forward estimates, use of
Department of Social Security data on the number of Retirement Pension and Child Benefit claimants is

being investigated. This administrative source is believed to offer almost complete coverage of the elderly
and of young children - these two groups have been relatively poorly enumerated in past censuses.
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7. IMPUTATION OF MISSED HOUSEHOLD AND INDIVIDUALS

This final stage of the ONC process creates a ONC database which includes all individuals and households
enumerated in the Census as well as imputed individuals and households missed by the Census. This
process is described more fully in Steele er al (1999). The imputation procedure is based on the fact that
there are two processes that cause individuals to be missed by the Census. First, when there is no form
received from the household and therefore all household members are missed. Second, when contact with
the household fails to enumerate all household members and therefore some individuals are omitted from
the form. These two processes are treated separately by the methodology.

The first step in the process models the probability of either an individual or a household being counted in
the Census in terms of the characteristics of that individual or household. This is possible in CCS postcodes
where there are matched counts of the population. The second step estimates a Census coverage probability
for every individual and household counted in the Census by applying the fitted model from step 1 to all
Census enumerated individuals and households. Each such probability is then inverted to obtain a weight
that reflect the corresponding individual's or household’s propensity to be enumerated. These coverage
weights are calibrated to agree with the total population estimates by age-sex group and by household size
for each LAD. Finally a controlled imputation step that generates imputed individual and household level
data consistent with the weighted counts of these data is carried out.

The aim of this process is to eventually create an individual level database that will represent the best
estimate of what would have been collected had the 2001 Census not been subject to underenumeration.
Tabulations derived from this database will automatically include compensation for underenumeration and
therefore all add to the ‘One Number’.

8. SUMMARY

I'he One Number Census process is an example of what is possible when data from a number of statistical
sources are integrated. In particular, integration of data from the 2001 Census data collection and the
subsequent Census Coverage Survey will provide a base for creating a final UK Census in 2001with a
“built-in” underenumeration adjustment. Integral to this process is the need to match the data collected
from these two sources, as well as to quality assure the estimates subsequently generated using data from
alternative demographic and administrative systems. This leads to extra complexity, but also to a much
more useful Census product, and one expected to be more acceptable to the majority of Census data users
in the UK.

In this paper we have attempted to distil the “flavour™ of the ONC process, focussing in particular on the
data inputs to the various steps in this process. These lead from a traditional Census collection at the start to
the final creation of a ONC Census individual and household level data base that includes an
underenumeration adjustment consistent with all the different data sources that have been used as inputs at
earlier stages in the process.

However, such integration comes at a cost — and in this case this cost is reflected in the complex nature of
the ONC process and the need to ensure that all input data sources are accurately matched, particularly
where the methodology is based on a comparison of how good these sources are at enumerating individuals
and households in the UK. A considerable amount of research has been carried out into assessing the
robustness of the methodology, and this work is continuing. In particular, data obtained from the 1999
Census Dress Rehearsal will allow further refinement of this methodology and further assessment of its
potential reliability in 2001. Provided the results of this analysis continue to indicate that the methodology
described in this paper offers a significant improvement over a “standard” Census collection, we expect
that the Office for National Statistics will carry out a One Number Census in the UK in 2001,
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ABSTRACT

This paper states how SN is preparing for a new era in the making of statislics, as it is triggered by technological
and methodological developments. An essential fealure of the tum to the new era is 1he farewell ta the stovepipe
way of data processing. The paper discusses how new technological and methodological tools will affect
processes and their organization. Special emphasis is put on one of the major chances and challenges the new
tools offer: establishing coherence in the content of statistics and in the presentation to users.

KEY WORDS: metadata; stovepipe; integration; EDI; StatLine; output data warehouse.

1. INTRODUCTION

The rapid developments in information technology have a huge impact on statistical production processes
of statistical institutes. Traditionally, the latter carry out a wide range of surveys. Implementation of new
developments exceeds the mere replacing of paper questionnaires and publicattons by electronic ones, or
the shift from manual to automated cditing and imputation. There is a fundamental change in the
organization of statistical production processes as well. Two types of integration can be observed:
integration of the various activities within a survey process, vs integration of various survey processes as a
whole. The benefits of integration are manifold and affect different players involved: a lower response
burden for respondents, cheaper, faster and more sophisticated processing for statistical institutes, and more
reliable, consistent and accessible information for users.

This paper states how SN is preparing for this new era in the making of statistics. By passing through all
phases of the statistical process, it will be described how new technological and methodological tools affect
the processes and their organization. Special emphasis is put on one of the greatest challenges for SN’s:
establishing coherence in the content of statistics and in the presentation to users.

2. NEW TECHNOLOGIES FOR DATA COLLECTION

The traditional approach towards making statistics is based on data collection by means of (sample) surveys
using paper questionnaires. Developments in IT have triggered a change from paper data streams to bit
data streams. The paper form is gradually being replaced by an electronic one, or data are collected
electronically without questionnaires and interviewers (EDI, i.e. Electronic Data Interchange). This new
way of data collection has a fundamental impact on the way statistical agencies operate. This impact
reveals itself in two directions, as figure | shows. First there is task integration (here denoted as horizontal
integration), and secondly survey integration, i.e. vertical integration.

' Statistics Netherlands, PO Box 400, 2270 JM Voorburg, The Netherlands
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Figure [. Horizontal and vertical integration of survey processes

Traditional:

Data » Data » Data > Imputation g | Weighting - Tabulation » Publication
collection entry editing

Data » Data » Data 4| Imputation Hpp | Weighting |_p,| Tabulation —p{ Publication
collection entry editing

Horizontal integration

CALED! || Imputation |_p,| Weighting » Tabulation ! Publication

CAl, EDI » Imputation +» Weighting > Tabulation » Publication

Vertical integration

CAI, EDI »> Imputation » Weighting »> Tabulation » Publication

After successfull introduction in household surveys, vertical integration is now being implemented in
business surveys as well. SN gives priority to integrate data collection for business surveys that use EDI.
This approach focuses on data sources (i.e. book keeping systems) instead of surveys: there is one
(electronic) questionnaire for orne book keeping system. Data collected from these systems may serve
several statistics. Vertical integration means an important step towards the realization of one of the future

goals of Statistics Netherlands, i.e. the one-counter concept: a respondent communicates with only one unit
in SN.

In persons/households surveys the share of EDI has evolved form 24% in 1987 to 90% in 1997. For 2007
this percentage will approach 100, while two third of the EDI will refer to secondary sources, i.e. existing
administrative registers. In business statistics, the paper share is higher: 70% in 1987 and an estimated
25% in 2007. Here, we expect that the secondary sources will account for less than half of the EDI-share.

The introduction of EDI triggers the tendency towards integration of the organizational units involved in
data collection. Anticipating on this development, SN created in 1993 a separate data collection division.
This division takes care of all surveys among persons and households. Integration of the major part of data
collection for business surveys will take a number of years. The speed of this development heavily depends
on the pace with which the implementation of primary and secondary EDI evolves.

It should be stressed that EDI has beneficial effects on the qualiry of statistics as well, in particular with
respect to consistency of concepts and data. Concentration of data collection leads to standardization of
questionnaire concepts, and by that of statistical concepts. And it leads to a more consistent reporting by
respondents, which in tumn creates better chances for consistent and relatable statistics. This is especially
true for large and complex businesses.

22



3. NEW METHODOLOGIES FOR DATA PROCESSING

3.1 Editing

The introduction of EDI has a substantial effect on data processing activities of statistical institutes, Some
kind of administrative editing is needed at the input stage. This type of editing relates to detecting and
correcting conceptual and processing errors. It is characterized by batch-oriented error detection
procedures. Detected errors are analyzed and corrected on a form-by-form basis. Correction may involve
contact with the information supplier. The result of administrative editing is an administratively clean input
database. This input database is the data source for the subject-matter departments. For them, the database
can be viewed as a set of virtual respondents. The subject-matter departments focus on statistical editing.
Statistical editing focuses on finding distribution errors in the data, like outliers, and unusual yearly shifts.
Typically, graphical macro-editing and output editing will be applied. Errors are corrected without contact
with the information supplier. Statistical editing may very well be integrated in the imputation and
estimation procedures.

3.2 Imputation: the micro-database

As stated earlier, more and more electronic data will become available as secondary sources for statistics.
Important sources will be administrative (public) records in registers like those of the tax authorities and the
social security administration, but also records from private sources. It is to be expected that in the future
those registers will become the main data sources for statistical institutes. Combining this abundant amount
of (cheap) register data with the sparse amount of (expensive) survey data in such a way that the results
meet high quality standards will become a major challenge for survey methodology.

Figure 2. Survey and register data

- Variables

i
Objects

Figure 2 explains the differences between register and survey data. The columns denote the variables to be
observed and the rows are the units (persons, businesses, etc.) or objects for which the variables are
measured. Most surveys are samples that tend to cover many variables and a limited number of objects. U
and V denote the sets of variables observed where U refers to variables that also appear in registers. Both
sets of variables are defined by the statistical institute. For administrative registers, the opposite tends to be
the case: they cover many objects (most often the whole target population) and a limited number of
variables. This part is denoted by the sets U and W. Neither definition nor observation is under control of
the statistical institute.

Combining survey data with register data means linking the survey records to the corresponding register
records. Links must be established on the basis of the common part of the records, 1.e. the measurements on
the variables in the set U. Due to definition differences of the variables appearing both in the register and in
the survey, this may prove to be not an easy task.

After linking of registers, statistics can be compiled on the basis of the complete dataset. For statistics
relating to variables in the set U + W data are available on all population elements. So, there is no sampling
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error. The situation is more complex with respect to the variables in the set V. Here, only partial
information is available. It is the challenge of survey methodology to predict the missing information in X
using a model for the relationship between the variables in U and V. This prediction can take two forms:

e  Mass imputation. Based on models, synthetic values are computed for the missing data in X, and these
values are actually included in the data file.

e  Weighting. Based on models, weights are computed and assigned to the complete records in U + V. In
the computation of statistics only the weighted records in U + V are used.

Modeling of the relationship is a vital part of both approaches. Methodologies like record linkage,
imputation, synthetic estimation, and calibration estimation will become dominant once the potential of this
approach is better understood.

The example above illustrates the idea of combining one register with one survey. In practice, focus should
be on the more general case of combining many surveys with several registers, all containing measurements
on the same objects. This situation is graphically shown in figure 3. For each object-type (person,
business), the comresponding population is enumerated. Starting with an empty file or database table, all
available data from surveys and registers is filled in. Since the database table covers all objects in the
population, the resulting fully imputed or weighted table will be called a synthetic population or micro-
database.

Figure 3. The Synthetic Population
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Two micro-databases are important: one for the object-type person (with households as an aggregate). and
one for the object-type establishment (with enterprise as an aggregate). Besides these two obvious object-
types, also others, like dwellings, cars, jobs, etc can be considered.

3.3 Aggregation: the reference database StatBase

Whatever approach is used to construct a micro-database (mass imputation or weighting), the resulting
database cannot be used at the micro level: imputation might result in nonsense micro data. This occurs
when the number of records in surveys (corresponding to U and V) is small compared to the population,
while the correlation between the variables in U and V is weak, even with multiple surveys/registers
available. To avoid these problems, the data must be aggregated to a suitable higher level. Also, there will
be aggregates that fail to meet confidentiality standards. Therefore, an additional database is needed,
containing all publicable aggregates of the micro- database. It is a Reference Database and we call it
StatBase.

In the future, surveys should be designed such that the result of combining survey data with secondary
source data is optimal. Again, it should be noted that developments towards integration have positive
effects on the quality of the statistics. Needless to say that the combined treatment of various data sources,
both surveys and registers, enhances relatability of statistical results. Matching operations reveal
inconsistencies between different sources and provide the opportunity to solve them in an early stage of the
process, instead of having to wait until the integration in National Accounts or other integration frames.
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Moreover, bringing together all variables for a specific object-type in one micro database and subsequently
in one reference database requires standardization of concepts, in particular classifications. The major tool
for achieving this standardization is a set of so-called meta-servers surrounding StatBase. This is the topic
of the next subsection.

3.4 Meta-servers around StatBase

No data without metadata. Therefore, the reference database StatBase is surrounded by a set of meta-
servers, which label and define all data that enter StatBase. The meta-servers are designed according to a
data model based on Sundgren (1992). Very simplified it goes as follows: Statistical data describe (sets of)
objects, e.g. enterprises. For these objects certain count variables are observed (e.g. turnover). The
population of objects may be subdivided into sub-populations using a classification variable that constructs
a classification (e.g. size). This is generally done for a certain period of fime. There is a meta-server for
each of the components of the data model: a classification server (including time), an object server and a
(count) variable server. Data retrieved from a micro-database or directly from a survey can only be read
into StatBase by reference to the meta-servers. This means that each data item in StatBase is exclusively
and exhaustively described in terms of an object-type, a class and a count variable of the set of meta-
servers.

There is no reason to confine the use of the data model as described above to the meta-servers surrounding
StatBase. Indeed, meta-servers can serve input and throughput processes as well. In order to establish a
perfect link between micro-databases and StatBase, the two should make use of the same metadata. This
uniformity will become general policy and in the end there will be no boundaries as to its scope.
Eventually, all metadata throughout the whole statistical process should be drawn from the meta-servers
described above.

The metadata discussed so far are still rather static. They describe the meaning of the statistical concepts,
not the way the data have been obtained. Therefore, SN aims at activating meta-data as well. Metadata will
then describe operations on data in a way that can be understood by the processing tools. The tools are
stecred by this meta-data and the resulting documentation is generated automatically. See also Bethlehem
et al (1999).

4. TECHNOLOGIES AND DATA DISSEMINATION

4.1 Introduction

The reference database is the starting point for the dissemination stage. As StatBase contains all publicable
aggregates produced by whichever survey, it is in principle possible to derive a/l publications, both paper
and electronic, both general and specific, from StatBase. The scope of these publications is never confined
to the boundaries of individual surveys or organizational units. This enables the design of tables and
publications that really cover an area of interest from the user perspective, instead of merely describing the
outcomes of a specific survey. Indeed, the new concept will definitely finish with the stove-pipe era, where
users looking for consistent information on a topic, say housing, were forced to consider many different
(paper) publications (e.g., on production, labor, use of houses). There is, however, one important condition
for successfully combining data from different sources: their concepts, i.e. their object-types, classifications
and variables should be harmonized, in such a way as to allow data from different surveys to fit in one and
the same table. The meta-servers around StatBase are the appropriate tools to fulfill this harmonization
task.

This section discusses how the data in StatBase are used for dissemination. The output data warehouse
StatLine is at the heart of the dissemination process.
4.2 Content of StatLine: datacubes

StatBase is the one and only source for StatLine, which contains a number of multi-dimensional datacubes,
each covering a theme and together providing a comprehensive and coherent picture of the society. As
themes may overlap, the same data may appear in several cubes under different themes. StatLine can be
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characterized as a set of standard views on StatBase. These views are defined in the tabulation server.
Designing a datacube such that it both covers a whole area of interest and shows a minimum number of
blank cells and is easily accessible by users, requires new and specific skills of statisticians, which SN
refers to as the art of cubism.

Datacubes can be very extended, both in length, width and depth. Unlike paper tables, this does not lead to
inconvenient presentations to the user. For, he is not confronted with a (huge) table, but with a menu, from
which he can select the ranges of the table he is interested in. The challenge for the “artists” comes down to
designing and structuring the menu, in such a way that the user can easily find and select what he looks for.

4.3 Publications based on StatLine

StatLine is the spider in the dissemination web of SN, be it alone because it is deemed to become the one
and only source from which all SN publications are derived, either electronic, telephone or paper.

Most publications will be selections from StatLine. For the major part they coincide with the content of one
or more datacubes, but they may combine parts of datacubes as well. There are two publications that cover
the whole content of StatLine, i.e. contain all datacubes: StatWeb on the Internet en StatLine on a CD-
ROM.

S. TECHNOLOGIES AND COHERENCE: TOOLS, NO RULES

5.1 Introduction

It was repeatedly stressed that new technologies trigger consistency of data and co-ordination of concepts.
This final section provides a synopsis and a further elaboration of this issue, which is one of the most
outstanding goals in SN's long term business survey strategy. Since StatLine we are able to define more
precisely and more concrete than before what is to be understood by the rather vague notion of
“coherence”. It denotes a situation where StatLine provides a comprehensive and coherent picture of
society. This implies that there is consistency within datacubes and among datacubes. There is another
difference with the past, and that refers to the way coherence is to be achieved. Before StatLine we used to
enforce co-ordination by (paper) rules, which did not work very well. Now we try to obtain the goal by
offering the statistical divisions attractive fools.

5.2 Logical steps towards coherence

The state of uitimate coherence has a number of features that can be described as logical steps on the way

to the ideal, where each step represents a certain level of ambition:

1. The first step is as trivial as important: establish well-defined concepts. It makes no sense to discuss the
comparability between concepts if one does not know where they stand for.

2. The second step relates to uniform language: if we know what our terms mean, we have to make sure
that the same terms have the same meaning throughout StatLine, and conversely, that the same
concepts are named with the same terms.

3. The third step concemns co-ordination, which comes down to attuning (well-defined) concepts in such a
way that they can be meaningfully related. Somewhat simplified, and with the StatLine datacube in
mind, there are mainly two “directions” of relatability:

»  Horizontally: for two count variables (e.g. tunover and number of staff) to be relatable, they have to
refer to the same populations, and thus to the same object-type and the same classification(s);

»  Vertically: for a count variable (e.g. number of staff) to be addible over the full range of a classification
(e.g. for agriculture, manufacturing industry, trade etc.), it must be equally defined for all classes of the
classification.

The co-ordination step results in a set of coordinated concepts, but it does not prohibit statistics to maintain

their own “nearby-concepts”.

4. The fourth step therefore involves standardization. In order to protect users against a too broad and
subtle - and hence confusing - assortment of nearby-concepts, these are eliminated as far as justified.
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Now that the concepts are clear, coordinated and sparse, we move to data:

S. The fifth step consists of establishing consistency among data throughout StatLine. The most eye-
catching expression of inconsistency occurs when for the very same concept different figures show in
StatLine. But also more hidden forms of inconsistency are possible.

6. The final step relates to the presentation of the data. They should be offered to the user in such a way
that their relationships become maximally apparent. This step is implemented by the structuring of
datacubes such that they describe areas of interest and consequently in the ordering of the cubes in a
thematic tree structure describing society.

These are logical steps indeed, each next step standing for a higher and more difficult to achieve ambition

level. In practice the order may be less rigid than suggested here, depending on specific circumstances.

5.3 Organizational steps towards coherence

Different places in the organization play different parts in the coordination process. Leading principle is
that those who cause inconsistency are responsible for solving the problems.

The Division for Presentation and Integration maintains StatLine. However, the statistical divisions that
supply the data remain fully owners of and thus responsible for their data: they “hire” rooms in the
warehouse where they display their products. A Council of Editors, in which all statistical divisions are
represented, advises with respect to matters of common interest, such as editorial guidelines, the thematic
tree structure and a centrally maintained list of synonyms. The responsibility for co-ordination of concepts
and consistency of data has recently been assigned to Directors of Statistical Divisions, in the
understanding that the total field of statistical concepts has been distributed over them. E.g., the Director of
the Division for Labor Statistics has been assigned responsibility for (the co-ordination of) all concepts and
data relating to labor, wherever in the Bureau such concepts may occur.
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THE LONGITUDINAL IMMIGRATION DATABASE (IMDB)

Jane Badets and Claude Langlois'

ABSTRACT

The Longitudinal immigration Database (IMDDB) links immigration and taxation administrative recordsinto a
comprehensive source of data on the labour market behaviour of 1he landed immigrant population in Canada. It
covers the period 1980 to 1995 and will be updated annually starting with the 1996 tax year in 1999. Statistics
Canada manages the database on behalf of a federal-provincial consortium led by Citizenship and Immigration
Canada.

The IMDB was created specifically to respond to the need for detailed and reliable data on the performance and
impact of immigration policics and programs. 1t is the only source of data at Statistics Canada that provides a
direct link between immigration policy levers and the economic performance of immigrants.

The paper will examine the issues related to the development of a longitudinal database combining
administrative records to support policy-relevant research and analysis.  Discussion will focus specifically on
the methodological, conceptual, analytical and privacy issues invalved in the creation and ongoing development
of this database. The paper will also touch briefly on research findings, which illustrate the policy oulcome
links the IMDB allows policy-makers to investigate.

1. INTRODUCTION

Dectailed, reliable and policy-relevant information is needed to assess the impact and performance of the
tmmigration program governing admissions to Canada. The Longitudinal Immigration Database (the
IMDB) was created in response to a growing need on the part of policy-makers for such information. The
following paper will examine the issues related to the development of a longitudinal database combining
administrative records to support policy-relevant research, analysis and evaluation. Discussion will focus
specifically on the methodological, conceptual, analytical and privacy issues involved in the creation and
ongoing development of this database. The paper will also touch briefly on research findings, which
llustrate the policy outcome links the IMDB allows policy-makers to investigate.

2. BACKGROUND
2.1 What is the IMDB?

The longitudinal Immigration Database links administrative records of immigrants at landing with their
subsequent taxfiles into a comprehensive source of data on the economic behaviour of the immigrant
population (including refugees) in Canada. It covers the tax and landing years of 1980 to 1995 and will be
updated annually.

The IMDB was created to respond to the need for detailed and reliable data on the performance and the
impact of the immigration program in Canada. It allows, for the first time, the analysis of relative labour
market behaviour of different categories of immigrants over a period long enough to assess the impact of
immigrant characteristics, such as education and knowledge of Canada’s official languages, on their

! Jane Badets, Housing, Family & Social Statistics Division, Statistics Canada, Jean Talon, 7 floor,
Ottawa, Ontario. Claude Langlois, Citizenship & Immuigration Canada , Jean Edmonds Tower South, 18th
Floor, 365 Laurier Avenue West, Ottawa, Ontario.
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settlement pattern. It permits the investigation and measurement of the use of social assistance and (un)
employment insurance by different categories of immigrants. The database also permits the analysis of
secondary inter-provincial and inter-urban migration of newcomers to Canada. It shows promise as a
source of data on job creation by immigrant businesses.

The IMDB is the only source of data at Statistics Canada , which links economic outcomes to immigrant
policy levers. For the researcher, the IMDB is the only source of labour market data which permits the user
to distinguish between categories or classes of immigrants, and to distinguish between cohort, period of
arrival, aging, location and program effects when analyzing immigrant economic behaviour.

2.2 Management of the Database

The IMDB is managed by the Housing, Family & Social Statistics Division, Statistics Canada (SC), on
behalf of a federal-provincial consortium led by Citizenship & Immigration Canada (CIC). CIC has been
the lead department in terms of the development of the database.

The IMDB consortium was created to ensure that all government departments with a direct interest in
immigration policy have access to a shared body of information to support research and analysis on the
performance of the immigration program. In addition to CIC, the founding consortium members are the
federal departments of Canadian Heritage, Human Resources Development Canada, and Industry Canada
and the provincial departments with immigration and/or immigrant settlement responsibilities from Quebec
west to British Columbia. The consortium meets annually to discuss the ongoing development of the
database, status of projects and to share members’ research on the immigration program based on results
from the database.

2.3 Contents

The IMDB combines two data sources: (1) administrative records on immigrants obtained from the landing
record of immigrants entering Canada each year (the Landed Immigrant Data System a.k.a. LIDS); and (2)
selected fields from the personal income tax return (a.k.a. the T1). The landing record contains:

- demographic data on immigrants (age at landing, gender, countries of origin, mother tongue,
intended destination);

- program data (e.g. immigrant category or class, special program codes principal applicant or
spouse — dependent status);

- personal attributes at the time of landing (e.g. intended occupation, years of schooling, level of
education, self-assessed knowledge of an official language).

The database includes information from the tax return, such as province of residence at the time of
taxation, employment earnings, (un)employment insurance benefits, earnings from self-employment.

Geographical variables based on postal code are available to permit geo-coding. Also, information on the
points assessed against selection criteria of immigrants entering Canada under the economic class (known
as the CIC—Immigration Data System Overseas -IDSO) have been recently added to the database. Future
development plans include adding the industry of employment information (SIC from the income tax form
know as the T4 supplementary), and information from the tax T4 summary form to provide information on
immigrant businesses. Other data elements from the federal immigration files may also be added.

3. COVERAGE AND REPRESENTATIVENESS

3.1 Coverage and Capture Rates

Currently, the database contains data on over 1.5 million records, or 58%, of the 2.6 million immigrants
who landed in Canada between 1980 and 1995. In terms of age, over 66% of immigrants 18 years of age
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or more and 21% of those under 18 who were admitted from 1980 to 1995 are captured in the IMDB.
According to the categories of admission, the lowest overall capture rate is 63% for the family reunification
category, followed by 64% for economic spouses and dependants. The highest rate is 74% for the
humanitarian (refugees) category, while 70% of economic principal applicants who came between 1981-
1995 are captured in the IMDB at least once.

Individuals included in the database are immigrants who were landed during the period and for whom at
least one tax return was filed since their ammival in Canada. All immigrants do not necessarily file tax returns
in each year after their arrival. Some do not enter the labour market immediately and some leave the labour
market temporarily or permanently. For example, if an individual arrived in 1980, but did not file a return
until 1990, they would be included in the 1990 tax year. Others may be absent from the database because
they have left the country or because of mortality. Overall, for the 1995 tax year, the capture rate for all
immigrants who were landed from 1980 to 1994 and were at least 18 years of age at landing was 58%.

It should be also noted immigrants who filed taxes prior to receiving their landed or permanent resident
status in Canada will be also included in the database. Over 17% of immigrants in the IMDB filed tax
returns prior to their year of landing, although this figure varies and in some years is as high as 43%. The
database also allows for the monitoring of the labour market behaviour of persons who immigrate as
children. As these children age, enter the labour force and begin filing taxes, they will be included in the
database.

Table I shows that the percentage of working age immigrants ‘ever present’ for the 1981 to 1987 cohorts is
about six points higher than the percentage for the 1989 to 1993 cohorts. The reason for this differential is
the recourse to a supplementary SIN retrieval process which was applied to the earlier group: all doubtful
matches were submitted to the Social Insurance Register for confirmation and the results incorporated in a
subsequent re-extraction process. For the latter period, all doubtful matches were written to a separate file
that is yet to be processed.
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Charts | & 2 illustrate the overall representativeness of the population captured in the IMDB. The upper
panel shows the percentage breakdown by immigrant category of the target population: adult immigrants
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by immigrant category by year of landing. The lower panel shows the same breakdown for the immugrant
taxfiler population captured in the IMDB. The fact that one is the mirror image of the other ‘demonstrates’
representativeness. The fact that the same correlation of capture rates to target population - with
allowances for differential labour force participation - holds true for other characteristics such as age at
landing, gender, level of education, knowledge of official languages, etc further reinforces this conclusion.
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3.2 Representativeness

An analysis of the representativeness of the population included in the IMDB, 1980-1988, was carried out
by the Quebec Ministry responsible for citizens and immigration (MRCI). The study concluded that the
IMDB “appears to be representative of the population most likely to file tax returns. Therefore, the results
obtained from the IMDB should not be inferred to the immigrant population as a whole, but rather to the
universe of tax-filing immigrants”. (Carpentier & Pinsonneault, 1994)

The characteristics of the immigrant taxfiler population will differ from those of the entire foreign-bom
population because the tendency or requirement to file a tax return will vary in relation to a person’s age,
family status, and other factors. One would expect a higher percentage of males to file a tax return, for
example, because males have higher labour force participation rates than females. The extent to which
immigrants are “captured” in the IMDB will also be influenced by changes to the income tax. For
example, the introduction of federal and provincial non-refundable tax credit programs encourage
individuals with no taxable income to file a retumn to qualify for certain tax credits.
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The formal study of the representativeness of the 1980 1o 1988 version of the IMDEB was done hefore the
incorporation in the database of additional records of doubtful matches were confirmed by the SIN Register
(see description of this activity below). A descriptive analysis was then carried out for the entire timeframe
of the current database. This analysis has shown that the degree of representativeness apparent for the
earlier period is maintained in the later period. The conclusion of these later studies remains that the
population captured in the IMDB is representative of the immigrant taxfiling population.

4. METHODOLOGY & DEVELOPMENT

The IMDB is created by a file linkage process, which matches individuals from the landing files to
individuals on the personal income tax forms. As no individual identifier is common to both sets of files,
personal data must be used to link these two files. The IMDB linkage process matches the first and last
names, date of birth and gender of immigrants from the landing file to records on the taxation file for a
particular tax year. All four personal attributes must be successfully matched a single time only on both
files for an individual record to be “captured” in the database. Once an individual is “successfully” tound
in both files, then his/her corresponding social insurance number is retained for referencing in future tax
years.

The IMDB is built on a foundation of administrative data from two separate sources produced over a
sixteen-year period, which witnessed numerous policy, program, and administrative changes. This
evolution and the nature of the programs - faxation and immigration - have major methodological
implications for both the linkage and extraction processes underlying the construction of a longitudinal
database.

One major peculiarity is the multiplicity of Social Insurance Numbers (SINs) which can be assigned to a
foreign born resident. Temporary residents are assigned temporary SINs. Permanent residents are assigned
permanent SINs. And, temporaries who become permanent are assigned new permanent SINs to replace
their temporary SIN. The Social Insurance Number is therefore not unique.

As a result, the linkage process - which serves first to obtain a SIN - must be followed by a search for
alternate SINs before the appropriate records can be extracted. And, the extraction of records must be done
retrospectively in the event that the SIN obtained through linkage was not the first SIN assigned to that
person.

The linkage process is also complicated by the occurrence of multiple records for the same individual
within one of the data sources and the occurrence of records for the same individual with different names
(married vs. single females ) within both data sources.

Fortunately, it has been observed that foreign-born taxfilers have a strong tendency to use the name
spellings recorded on their visas to fill out other official documents. It is because of this practice that the
linkage and SIN assignment processes have been largely successful.

On the extraction front, the situation is complicated by the evolutionary formatting of the tax records. One
of the major challenges was to standardize the formatting of the tax records over the entire 1980 to 1996
period, taking into account the changes in position as well as the changes in definition for tax purposes of
the fields that were either changed or introduced over time.

5. ISSUES & CHALLENGES

The following are some of the ongoing challenges in developing and managing a database of this sort, as
well as issues researchers should consider when contemplating to use information from the database. Some
of the issues involved in constructing the database based on a record linkage process have already been
discussed.
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5.1 Conceptual limitations of the database

One of the conceptual weaknesses of the database for analytical purposes is the lack of a reference or
comparison group of non-immigrant taxfilers. Limited comparison of certain categories of eamnings broken
down by gender, age groups and province of residence for the entire Canadian taxfiling population are
possible based on the annual statistics published by Revenue Canada. It may also be possible to use
Statistics Canada’s longitudinal administrative database (LAD) as a reference group of resident (including
immigrant) taxfilers,

For researcher who wish to compare the labour market behaviour of immigrants to their Canadian —bom
counterparts, however, it is not possible to do this with the IMDB. The creation of a reference group of
taxfilers is being considered for future development of the database. However, it should be noted that
information on the taxation files does not permit the clear identification of foreign-born individuals from
the entire taxfiling population. If a reference group of taxfilers were created for the IMDB, then it would
necessarily include both non-immigrants and immigrants who came to Canada prior to 1980.

The IMDB also does not contain information on the skills, education or language ability of immigrants
acquired since arrival. There is no way of knowing this from the personal taxation form. Nor is
information on the degree of labour force attachment known. This can only be inferred from the level of
eamnings. Finally, the IMDB is constituted of records and data on individual immigrants, so there is no
family or household level information in the database, as of yet.

5.2 Technical Issues

Increasingly powerful personal computers and software have made it technically easier to build, store, and
manipulate a database such as the IMDB, as well as to extract information from it for dissemination and
rescarch purposes. Personal computers have also made it possible to create the required source files to the
IMDB, in particular the landing files. In the initial stages of the database, all of the processing, storage and
extraction were done on the mainframe — which greatly added to the cost of the project, not to mention the
limitations in extracting and processing information. Fortunately, enhanced desktop-computing power
now make it possible to create anonymized copies of microdata files of the database and store this off the
mainframe. This has also meant that requests for data from the IMDB can be done now at relatively
reasonable costs to the researcher.

Another technical issue has been how to structure the files that make-up the database in order that cross-
sectional and longitudinal analyses can be supported. At the same time, a structure was needed to support
future expansion and development, and to have a database relatively easy to store, manipulate and extract
information. The present structure of one file for all landing years and a file each for taxation year, with a
unique record identifier, seems to be fulfilling these requirements.

5.3 Confidentiality & Privacy of the Information

The very idea of linking administrative data from different sources — even for the strict purposes of research
— raises concerns about the protection of privacy. Any proposal to create and maintain a longitudinal
database of information from administrative data sources about a target sub-population in Canada must
weigh the benefits to be gained from this statistical information with adequate controls to protect this
sensitive information,

To create a database such as the IMDB, the database must satisfy the requirements of the Statistics Act, the
Privacy Act and the Income Tax Act. The confidentiality provisions of the Statistics Act provide strong
protection of any personal or sensitive information in the IMDB. The Statistics Act prohibits the disclosure
of identifiable information from the IMDB to anyone. No one, other than Statistics Canada’s employees,
may have direct access to the microdata records. All aggregate data (for example, in the form of cross-
tabulations) from the database are screened for confidentiality and subject to random rounding. In addition,
one of the conditions of approval of the linkage proposal to create the IMDB was that no public access
micro-data file be created from the database.
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The proposal to create the IMDB by means of linking two administrative files was reviewed and approved
within Statistics Canada, according to the Agency’s policy on record linkage. For example, it had to be
demonstrated that the purpose of the linkage activity resulting in the IMDB was solely for
statistical/research purposes and consistent with the mandate of Statistics Canada as described in the
Statistics Act. It had to be demonstrated that the record linkage activity for the IMDB would not be used
for purposes that could be detrimental to the individuals involved and that the benefits to be derived from
such a linkage had to be clearly in the public interest. As well, the record linkage activity had to have
demonstrable cost or respondent burden savings over other altemnatives, or be the only feasible option; and,
it had to be judged that the record linkage activity would not jeopardize the future conduct of Statistics
Canada's programs. The IMDB project will be reviewed in the year 2000 to ensure that the continued
benefits of developing such a database meet these conditions.

5.4 Accessibility & Dissemination

The database has been publicly available since August 1997. Requests can be made to Statistics Canada
for cross-tabulations or other statistical queries to the database on a cost-recovery basis.  As noted
previously, the use of the IMDB is subject to the privacy and confidentiality constraints of the Statistics Act
to prevent the release of personal information. All data released from the IMDB is screened for
confidentiality and subject to random rounding.

One of the challenges for Statistics Canada is to make the information accessible to researchers. The
database is relatively new among the research community. There is a need on the part of researchers to
become familiar with both immigration and taxation policies and programs in order to exploit the database
to its potential. Statistics Canada is also currently developing analytical capabilities and services for
researchers who wish to do more in-depth analysis with the IMDB, for example, in the form of multivariate
regression analysis. One possibility is to create a test file replicating the structure of the variables in the
database, but with dummy data, in order for researchers to test their regression code.

6. POWER OF THE IMDB FOR POLICY-RELEVANT RESEARCH

The IMDB is the only source of information that links immigration policy levers with labour market or
economic outcomes. It allows the researcher to ‘target” a cohort admitted under a specific program and to
compare that cohort's behaviour to other cohorts — at a point in time or over time. A researcher can
identify immigrant specific characteristics that contribute to settlement success and identify immigrant
groups that are encountering barriers..

This policy-related cohort targeting is illustrated in the series of charts showing the employment earnings
patterns for different categories of immigrants (Charts 3).
{ T

Wt=TalRs eevs.
© R B B BB g e o 0 B g
Ove tarraneisnermy

mesent hearegs P maman) Bamgnat

ha s avaege PmgmamentGommgant mereatdrnmen Bmpacman Bemayest i
" PTLN AR ALY R ¢ Py ers T g ter
i Seemaberasim . . Vermemeiiaede,

e A0 at 22 s s M o s

e = = =

—m——-as : T a5 i 3 mies eri-ciags bmeispmest beamgtar
S uriseems Reg it Bmsm ymast B mags B P 2 N

»
hesea taseny

t et tdoziql

= i i

“ e N oW o &8 e o om
Laadng venr

[ s—enrr e en i A




7. CONCLUSION

The Longitudinal Immigration Database is an example of administrative files combined to provide detailed
and policy-relevant information on the economic behaviour of immigrants in Canada’s labour market. [t
serves as a model for other possible projects using administrative files to inform the policy-making
process, as well as a challenge to researchers who wish to undertake longitudinal analysis based on
administrative files.
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COMBINING ADMINISTRATIVE DATA WITH SURVEY DATA:
EXPERIENCE IN THE AUSTRALIAN SURVEY OF EMPLOYMENT
AND UNEMPLOYMENT PATTERNS

Mel Butler'

ABSTRACT

One method of enriching survey data is to supplement information collected directly from the respondent with
that obtaincd from administrative systems. The aims of such a practice include being able to collect data which
might not otherwise be possibie, provision of better quality information for data items which respondents may
not be able 10 report accurately (or not at all) reduction of respondent load, and maximising the utility of
information held in administrative systems. Given the direct link with administrative information, the data set
resulting from such techniques is potentially a powerful basis for policy-relevant analysis and evaluation.
However, the processes involved in effectively combining data from different sources raise a number of
challenges which need to be addressed by the parties involved. These include issues associated with privacy,
data linking, data quality, estimation, and dissemination.

KEY WORDS Adnunistrative data: Linking: Longitudinal: Survey.

1. THE SURVEY OF EMPLOYMENT AND UNEMPLOYMENT PATTERNS

The main purpose of the longitudinal Survey of Employment and Unemployment Patterns (SEUP)
conducted by the Australian Bureau of Statistics (ABS) was to assist in the evaluation of the government's
labour market assistance programs and the survey design was therefore focused towards this aim. However,
the design also allowed for the provision of general information about the dynamics of the labour market.

The main features of the survey were:
annual collection of data from the same respondents by personal interview over three years;
an initial total sample size of 8600 individuals aged 15 to 59 years;

a multi-panel design - jobseekers, people known to have participated in labour market assistance
programs, and a cross section of the general population;

a strong focus on episodal (spell) data describing respondents’ labour market activities (that is,
whether they were working, looking for work, or absent from the labour market) and, most
importantly in the context of this paper;

with respondents’ consent, the supplementation of data collected direct from them with
information from the administrative systems of two other government departments.

! Australian Bureau of Statistics

37



More detailed information about the SEUP can be found in Australians' Employment and Unemployment
Patterns 1994 - 1997 (ABS Catalogue no. 6286.0) or on the Internet at http://www.abs.gov.au.

2. DATA LINKING - WHY DO IT IN THE SETUP?

Given the main purpose of the SEUP, it was important that the data set contain high quality information
about respondents' participation in labour market assistance measures (referred to as Labour Market
Programs, or LMPs). Also, there was strong interest in the relationship between a person's receipt of
income support (government benefits) and their labour market behaviour.

At the time of the survey, administrative data bases on these two topics were maintained by the
Department of Employment, Education, Training and Youth Affairs (DEETYA) and the Department of
Social Secunty (DSS). Given known difficulties in collecting such information from respondents, it was
decided that, with individual respondents’ consent, the required information about LMP participation and
income support would be best sourced from these administrative systems. There were three main reasons
for this:

to minimise both respondent load (particularly given that SEUP was longitudinal) and interview
costs;

to provide more comprehensive and more accurate data than would be possible with a normal
survey approach; and

a desire to increase the use of administrative data for official statistical purposes.

The proposed combination of data collected direct from the respondent in a household survey with that
from the administrative systems of government departments was a new approach for the ABS to adopt and
it was to be expected that many substantive issues of policy, logistics, and methodology would be raised.
However, given the context of this paper it is appropriate to focus mainly on two issues - the success rate
in obtaining respondents’ consent to such data linking, and some of the implications of combining data for
estimation and analysis.

3. PROCEDURES

3.1 Level of respondent consent

There was naturally some concern about the likely reaction from respondents to the ABS seeking their
consent to data linking of this type, which could range from refusal to agree to release information required
to effect a link, through non-participation in the SEUP, to public distrust of the ABS's confidentiality
pledges which might potentially affect all collections. However, following careful consideration of privacy
issues, and appropriate interviewer training, by the third and final wave of the survey these worries proved
to be unfounded and consent rates for the various panels were as follows.

Table 1: Consent rates

Percentage consenting to linking

with:

Panel DSS records DEETYA records
Jobseekers 84.8 83.5
LMP participants 90.4 93.4
General population 50.7 39.7
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Two observations can be made about these data. First, for the Jobseeker and LMP panels, the consent rates
were very high. The significantly lower rate of consent from the General population panel was almost
certainly because many of the people in this panel had never been clients of either department (for
example, because they were 'long term employed'), and hence they perceived the whole idea as irrelevant
and an invasion of privacy. Conversely, those in the LMP panel had all been clients of DEETYA (and
probably a high proportion had been clients of DSS too), and saw the appropriateness of giving consent to
allow access to information about them. Second, the higher rate of consent from two panels (and
particularly from the General population) to DSS linking is interesting, given that DSS records contain
financial information, which is normally a sensitive area for respondents, leading to higher item non-
response in direct questioning.

3.2 Linking to administrative data

The information collected from respondents in order to effect a link with administrative data was: full
name, date of birth, sex, address and, if known, the identification (client) number used by each department.
Linking with the relevant data bases (both very large) was undertaken by each of the two departments. The
success rates (ie, client records located within a defined three year period) are shown below.

Table 2: Link rates for consenters

Percentage linked with:

Panel DSS records DEETYA records
Jobseekers 65.6 90.0
LMP participants 66.3 98.8
General population 403 48.6

The absence of a link being made could be either because of imperfections in the linking routine (a
concern) or because the respondent had not been a client within the reference period (not a concern). While
the availability of the client reference number was a very useful linking tool, it was not foolproof - for
example, instances of transposed digits, and respondents providing their partner's number were not
uncommon. However, given the combination of variables used as a linking key, and clerical intervention to
resolve 'near links' (such as misspelling of non-english names), it is considered that the procedure used
resulted in a very high link rate for people who had been clients of the departments.

The almost 100% link of the LMP group to DEETYA records was to be expected given that these records
were the original source of the sample for this panel (the small amount of non-link is because this panel
was identified before the start of the three year reference period). Similarly, a high proportion of people in
the Jobseeker panel would have been DEETYA clients because of registration with the Commonwealth
Employment Service administered by that department. However, because they might not meet eligibility
requirements for income support, there are lower link rates with DSS for both these panels. The much
lower link rates for the General population were also to be expected given the relatively low incidence in
the wider population of receipt of both DEETYA and DSS services.

4. ASUMMARY OF ISSUES ARISING
4.1 Logistics and data quality

Obtaining the information from administrative sources proved to be a time consuming and non-routine
process, which was largely outside the control of the ABS (an added complication for any statistical
agency).
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Typically such data bases are not designed to facilitate the extraction of statistical information. They are
subject to changes in service delivery policies and practices over time (such as eligibility for benefit
payments), to changes in information technology platforms (necessitating reprogramming of linking
routines), and the priority ascribed to the task was not always high, given more mainstream demands.

As a result, administrative data received by the ABS from the departments was far from perfect. For
example, it was relatively common to receive, initially, records that had episode start dates after the end
dates, incomplete records, invalid codes, implausible values, and theoretically impossible combinations of
episodes. This may be due to tumover of staff, data recording not being the principal objective in workers'
jobs, and changes in policy and administrative procedures. Also, because of lags in administrative
processing, a link undertaken at one point in time may yield different outcomes to one undertaken at a
subsequent point. Traditional editing by the ABS, together with cooperation in solving queries by the
departments involved, was essential in ‘cleaning up' the data, including the generation of a 'seamless’ data
set over a contiguous three year reference period.

4.2 Treatment of non-consent

An important statistical issue was the question of how to deal with records where there was no consent to
link with administrative data, a key question being whether these people had different characteristics to
those who did consent. From the point of view of being able to reliably and simply incorporate the data
sourced from DEETYA and DSS in tabulations and analyses it was most desirable that estimates using the
administrative data could be made in respect of the total population, rather than having a 'not known'
category because of a lack of consent.

[n order to achieve this, new weights were attached to the records of respondents who consented to account
for those who did not consent. These were derived by a two-stage process. First, modelling was undertaken
to establish which variables were most related to consent - all variables available were correlated against
the consent flag, and those with the highest correlations (that were suitable) were put through a stepwise
logistic regression. Second, calibration was used to adjust the original or "input" longitudinal weights so
that they met a number of benchmark constraints. This was done in a way that minimised the change in the
input weights, through the SAS macro CALMAR. This process was undertaken for each of the panels, and
for each type of consent (that is, consent to linking to DSS, to DEETYA, and to both). As an example of
the result, the following graph shows how much the calibration changed the input weights; the x-axis are
the imtial weights, and the y-axis are the new calibrated weights.

Figure 1: Plot of DSS consent weights (CALWGT) and input weights (JSWT3) for the jobseeker
panel
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Estimates using administrative data therefore aligned, at broad benchmark levels, with population estimates
produced from other data collected in the survey. However, when analysing vanables other than those used
in the calibration exercise some relatively minor differences in estimates will be observed for individual
characteristics.

However, analysts wishing to work with unweighted observations in modelling applications need to make
their own decisions as to how to treat non-consent.

4.3 Data confrontation

Combining the data obtained from the respondent with that sourced from administrative systems raised a
number of data confrontation issues which, as well as posing statistical challenges, enabled new light to be
shed on old issues.

One example is the ability to compare, at an individual level, labour force status (collected at each
interview according to the International Labour Organisation standard) and LMP participation (obtained
from administrative data) for the same point in time - in effect, to answer the often asked question 'How do
people on labour market programs report their labour force status?'. Summary results of this comparison
are shown below.

Table 3: Relationship between LMP participation and labour force status

Labour force status (%)

LMP type Employed Unemployed  Not in labour Total
force

Traiming 25.6 50.6 238 100.0
programs
Jobskills 95.1 0.0 49 100.0
New work 98.3 1.7 0.0 100.0
opportunities
Jobstart 98.8 08 0.6 100.0
National 100.0 0.0 0.0 100.0
training wage
Other 78.8 4.5 16.7 100.0

Close to 100% of participants in the major employment programs reported that they were employed while
on the program and the majority of participants in other employment programs also stated that they were
employed (79%). However, participants in training programs had quite different labour force status
patterns - half stated they were unemployed, a quarter were not in the labour force and the remaining
quarter were employed, mostly part-time. Intuitively, this is the type of result that would be expected, and
hence there is no conflict between the two data sources.

Related to this was the extent to which the self-reported episodal data about labour market activity (LMA -
‘working', 'looking for work', or 'absent from the labour market') could be related to the data on LMP
participation obtained from DEETYA. This was important from at least two perspectives - being able to
distinguish between 'normal’ work episodes and those work episodes that were in some way associated with
a LMP (such as a subsidised job), and because of a requirement, for some analyses, to be able to treat as
non-concurrent those episodes of LMP participation which were undertaken within a spell of looking for
work.

Exact matches, date-wise, between directly collected data and administrative data were infrequent. This

was partly because participants often did not report a change in their labour market activity while on an
LMP; it inay also have been because many respondents did not recall the precise dates when they started or
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finished a particular activity, and/or because the dates on the administrative files were not the exact dates of
participation.

An algorithm was therefore developed to assess the degree of relationship between the differently sourced
data. Two ratios were calculated. The first expressed the period of overlap as a percentage of the
participant's time in the LMA, and the second expressed the overlap as a percentage of the participant's
time on the LMP. The algorithm used these percentage figures to determine which labour market activity
best matched the LMP, and identified two kinds of association between LMP and LMA.

A direct association was established when the LMP and the LMA coincided very closely in time. For
example:

Case |: A person in wage subsidised employment stopped looking for work while in that LMP. Here the
participant was on a program in January, February and March and reported in the survey that they were
working for those months, The working episode could therefore be directly associated with the LMP. The
respondent looked for work both before and after they were on the program.

Figure 2: Case 1

Episode Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

LMP XXX XXX XXX

Looking for XXX XXX XXX XXX XXX XXX XXX XXX XXX
work

Working XXX XXX XXX

Case 2: A person was on a wage subsidised employment LMP in January, February and March and
reported that they were working for those three months. The working episode was directly associated with
their LMP. However this person also reported that they were looking for work for the whole twelve month
period (the model adopted in the SEUP allowed overlap of 'working' and 'looking for work' episodes).

Figure 3: Case 2
Episode Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug
LMP XXX XXX XXX
Looking for XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX
work
Working XXX XXX XXX

An indirect association was established where the respondent did not report a change in LMA while on an
LMP. For example:

Case 3:A respondent had a long period of looking for work during which they participated in two month
training program. The respondent did not report any change in their 'looking for work' labour market
activity.

Figure 4: Case 3

Episode Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

Training XXX XXX

program

Looking for XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX
work

Working XXX XXX
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This indirect association was the most commonly reported pattern for training programs.
Only a minority of respondents had LMA/LMP patterns which did not fit these typologies.
4.4 Impact on microdata release

The combination of data from different sources also had an impact on the dissemination of microdata from
the survey. The concern from the ABS was that the administrative data would be able to be readily
matched with the source data bases held by the two departments (which were likely to be the major clients
for the survey data!), and, further, that the potential existed for third parties to also match the data if they
had access to these departments’ data bases. These concerns were addressed by:

excluding all the administrative data items from the main microdata file, but providing a set of
500 records with synthesised administrative data items to facilitate analysts developing and testing
models, which could subsequently be run by the ABS against the main file;

notwithstanding the above step, not allowing ecither DEETYA or DSS access to the public
microdata file on their own premises; but

providing a 'data laboratory' facility so that DEETYA and DSS officers could access the
equivalent of the public microdata file, and the data sourced from their departments, on ABS
premises under secure conditions.

S. SUMMING UP

Notwithstanding the issues that arose in combining the data from three different sources, and some lengthy
delays in the availability of data from administrative sources, the resultant longitudinal data set is unique in
Australia and offers considerable scope for analysis of a range of social and economic topics over and
above what would have been possible with a 'single source’ approach.

At the same time, the data set is complex, and the relationships (and inconsistencies) between the different
types of data require considerable thought on the part of analyst in order to maximise its potential.

Two specific research projects are presently benefiting from the availability of the combined longitudinal
data set:

an investigation into labour market programs, unemployment and employment hazards (by
Thorsten Stromback and Michael Dockery, Centre for Labour Market Research); and

a study of the dynamics of welfare receipt and labour market transitions (by Guyonne Kalb, Social
Policy Research Centre).

However, it is only in recent times that analysts are starting to intensively use the data so it will be some
time before there can be a fuller evaluation of the exercise.
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PROJECT OF LINKAGE OF THE CENSUS AND MANITOBA’S
HEALTH CARE RECORDS

Jean-Marie Berthelot', M.C. Wolfson', C. Mustard*

ABSTRACT

The current economic context obliges all partners of health-care systems, whether public or private, to identify
those factors that determine the use of health-care services. To increase our understanding of the phenomena
that underlie these relationships, Statistics Canada and the Manitoba Centre for Health Policy and Evaluation
have established a new daiabase. For a representative sample of the province of Manitoba, cross-sectional
micro-data on the level of health of individuals and on their socioeconomic characteristics, and detailed
longitudinal data on the use of health-care services have been linked. In this presentation, we will discuss the
general context of the linkage of records from various organizations, the protection of privacy and
confidentiality. We will also present results of studies which could not have been performed in the absence of
the hinked databasc.

1. INTRODUCTION

Socio-economic status - as measured by income, cducation or occupation - is a complex phenomenon used
to describe social inequalities. Since the end of the 1980s, it has been shown that people n lower socio-
economic categories experience higher mortality rates and poorer health than those further up the social
ladder (House, 1990 ; Mackenbach, 1992 ; Adler, 1994). To improve our understanding of the
phenomena underlying the relationships between SES and health, Statistics Canada and the Manitoba
Centre for Health Policy and Evaluation (MCHPE) took the necessary steps in 1989 to create a new
database with administrative health records from different sources and data from the 1986 Census of
population. From 1991 to 1993, matching operations allowed the linkage, for a representative sample of
Manitoba’s population, of detailed tongitudinal data on the use of health care services with cross-sectional
microdata on the health status and sociocconomic characteristics of individuals. This initiative also
satisfies an important recommendation of the 1991 report of the National Task Force on Health
Information (Wilk report), produced by the National Council on Health Information: “Capacities to link
data elements are of crucial importance for health information development and those capacities must be
expanded and exploited”.

2. CONFIDENTIALITY AND PRIVACY

In creating a database from both administrative and survey data, it is of the utmost importance to ensure the
confidentiality of the data and prevent any invasion of individual privacy. In accordance with the policies
of the collaborating organizations, several procedures were undertaken prior to matching these data sets.
They included consultations held in 1989-90 with the Privacy Commissioner of Canada, the Faculty

1 Jean-Marie Berthelot, Statistics Canada, R.H.Coats building, 24th floor, Ottawa(Ontario), Canada K1A
0T6 ; e-mail : berthel@ statcan.ca

2 Dr Cameron Mustard, Institute for Work and Health, 250-Bloor Street East, Toronto (Ontario), M4W
1E6
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Committee on the Use of Human Subjects in Research at the University of Manitoba, and Statistics
Canada’s Confidentiality and Legislation Committee. In addition, Manitoba Health’s Committee on
Access and Confidentiality was made aware of the project.

Following these consultations, the proposal was submitted to the Minister responsible for Statistics Canada,
as required by the agency’s official policies’, and ministerial approval was obtained in 1991. It was to be a
pilot project to assess the feasibility and analytical benefits of matching. Individuals’ names and addresses
were not used for matching purposes and were not included in the database. The matching process was
carried out entirely on Statistics Canada premises by persons who had taken the Statistics Act oath. Only a
sample of 20,000 matched units was used for research and analysis. Access to the final data is tightly
controlled in accordance with the provisions of the Statistics Act. All uses of the new file generated by the
matching process are covered by a tripartite agreement signed in 1993 between the University of Manitoba,
the Manitoba Ministry of Health and Statistics Canada. Consequently, solid safeguards to prevent privacy
violations and release of confidential information are entrenched directly in the pilot project’s modus
operandi.

3. DATA SOURCES

The detailed questionnaire (questionnaire 2B) of the 1986 Census of Population contains extensive socio-
economic information including variables such as dwelling characteristics, tenure, ethnic origin and mother
tongue, as well as a number of variables relating to income and educational attainment. Data about other
members of the household, family structure and neighbourhood are also available. The computer file used
for matching purposes consisted of 261,861 records. For a subset of 5,342 people, it was possible to
obtain health information from the 1986-87 Health and Activity Limitations Survey. Once weighted, these
files can provide reliable provincial cross-sectional estimates as of June 3™, 1986.

All contacts between an individual and the Manitoba public health care system are recorded for
administrative purposes. The Manitoba Health longitudinal files contain information on visits to
physicians, stays in hospital, diagnoses, surgical procedures, admission to personal care (nursing) home,
health care received at home, the date and cause of death, and other data on health care utilization. For this
pilot project, a register of persons covered by Manitoba health insurance was identified as of June 1986,
using the date of commencement of health insurance coverage and the date of cancellation of coverage
around the target date. The register contained around 1,047,000 records.

2 This footnote and the one on the following page describe briefly Statistics Canada policies about linkage:

The purpose of the linkage must be consistent with Statistics Canada’s mandate.

The products of the linkage will be subjected to the confidentiality provisions of the Statistics Act with any
applicable requirements of the Privacy Act.

The linkage process will reduce costs or burden, or is the only feasible option.

The linkage activity will not be used for purposes that can be detrimental to the individuals involved.

The analytical benefits to be derived from such a linkage are clearly in the public interest.

The record linkage activity is judged not to jeopardize the future conduct of Statistics Canada’s programs
The linkage satisfies a prescribed review and approval process
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4. CREATION OF THE ANALYTIC DATABASE

Data from the 1986-87 Health and Activity Limitation Survey (HALS), the 1986 Census and the files of
Manitoba Health were linked (without using names or addresses) by a software package named
CANLINK, using postal code and family structure. The linkage rate was 74% for private households. A
quality assessment based on names and addresses for a small sub-sample showed that the overall rate of
agreement among the matched pairs was 95.5%. The analytic database is made up of 20,000 units selected
from the set of matched households using modern sampling techniques. Because extending the HALS
complex sample design would force the development of specialized analytical tools and delay the analysis
itself, two different sub-bases were created.

One of these sub-bases consists of all HALS respondents who reported an activity limitation in 1986 (4,434
individuals). This database is used primarily for analysis of disability-related questions.

The other sub-base, known as the “general population database”, was selected independently of the HALS
sub-base. Since the upper limit was 20,000 households, there remained 15,566 units available to form the
general population database for Manitoba, plus the expected number of units overlapping both sub-bases.
The final database contains data about approximately 48,000 people for analysis purposes. Estimates
based on the sample accurately reflect the socio-demographic profile, mortality, hospitalization, health care
costs and health care services utilization of Manitoba residents (Houle, 1996). Following these steps, the
analytical phase of the project began in 1994.

5. OPERATIONALIZATION OF THE ANALYSIS

The analytical team for this project consists of members of the MCHPE at the University of Manitoba
(Winnipeg) and members of the Health Analysis and Modeling Group (HAMG) at Statistics Canada
(Ottawa). The MCHPE is a unit of the Department of Commumty Health Services in the University of
Manitoba Faculty of Medicine. Research activities are focused on health services and health policy
analysis and evaluation, for the most part using the Manitoba Health Data Base to describe and explain
patterns of care and profiles of health and iliness. Like other academic institutions, the MCHPE is funded
partly through a general budget and partly through grants for specific research projects.

The HAMG is a unit of Statistics Canada’s Social and Economic Studies Division which is block funded to
undertake health-related data analyses, one of which is the Census/Manitoba linkage project.

Communication between the two groups is ongoing and makes use of electronic mail, conference calls,
regular mail and ad hoc meetings. Every research proposal is reviewed by at least one member of each
research group; this enables the groups to share their expertise and avoid duplication. Special procedures
assure that no confidential data is exchanged by public electronic networks in order to protect
confidentiality. A copy of the final analytical database is stored at the Ottawa premises of Statistics
Canada, and another copy is stored at the Winnipeg regional office premises of Statistics Canada. Access
1s restricted to authorized users who have been swom under the Statistics Act. All authorized users, after
taking the oath set out in the Statistics Act have a duty of secrecy. If they divulge directly or indirectly
any confidential information, they become liable on summary conviction to a fine or to imprisonment.

6. RESULTS

The aims of the project were, in the first phase, to determine the feasibility of matching census data with
Manitoba Health files without using names and addresses, and then in the second, to initiate research into
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the relationships among socioeconomic status, health, and health care utilization.

Phase one was a success, with a match rate of 74% and an accuracy rate of over 95%. In phase two, which
is still in progress, we undertook analytical studies that exploited the database’s unique features; they could
not have been attempted without the database. Some of the studies confirmed hypotheses concerning the
relationship between socioeconomic status and use of health care services, while others quantified the
range of these inequalities for the first time, and still others produced new findings.

We studied a wide range of issues, but our findings are centered on two main themes. First, there is the
potential for improving the existing health information system. Our research yielded a profile of the
socioeconomic gradients of mortality and health care service consumption at various stages in individuals’
lives, and enabled us to quantify non-medical factors (socioeconomic status, marital status, pension
income) and disability as predictors of health care use. For example, children of poorly-educated women
consume twice as much health care in their first year as children of well-educated women; asthma is more
common in the socio-occupational groups defined by teachers, electricians and labourers ; life expectancy
is lower for individuals with less education; the risk of being admitted to a health care institution is lower
for homeowners, for men who have a spouse and for women who have investment income; and people
with severe disabilities are three times more likely to die and four times more likely to be admitted to a
nursing home than individuals with no disabilities, even after controlling for age, gender and number of
chronic conditions.

This theme raises questions about existing health care management databases which contain little or no
non-medical information. For example, could the predictive value of “case mix groupings” (CMGs)
produced by the Canadian Institute for Health Information be improved by including disability level ? If a
second phase of this project lead us to a larger sample, a more detailed analysis concerning the treatment of
specific diseases could be undertaken to determine more precisely the effects disability has on health care
service consumption.

The second theme is that while access to health care is universal when people are sick, the health care
system may not be universal for preventive care. For example, our studies have shown that access to or use
of preventive medicine in the first year of life is less frequent among children of poorly-educated women
while hospitalization is more frequent (indicating poorer health for these children). We also found that in a
four-year period, 27% of women in the lowest income or education quartile did not have a Pap test,
compared with 16% of women in the highest quartile. These differences precede the intervention of the
“formal” health care system. One of today’s biggest public health challenges is how prevention, effected
through public health policy or by changing the way patients and doctors interact, can be used to reduce the
differences. Our studies help identify some of the groups at risk.

The following summaries describe in more details the most important analytical results emerging from this
project.

. Socioeconomic gradient in the use of health care services in the first year of life. (Knighton et al.,
1998)

b , I Infants with High Frequency Ambulatory
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Thus is the first Canadian study to examine the relationship between health care use in a child’s first year of
life and the mother’s socioeconomic status. With the exception of low-birth-weight babies, no significant
differences were observed at birth. Yet, health care costs in the first year of life are about twice as high for
children of women in the first income or education quartile as for children of women in the fourth quartile.
If health care services are divided into two broad groups, “curative” hospital and ambulatory care is
inversely related to socioeconomic status, with a gradient effect relative to income and a threshold effect
relative to education. On the other hand, individuals of higher soctoeconomic status make greater use of
“preventive” health services, with the same type of income gradient effect and education threshold effect.
These findings are important for three reasons. First, since the mother’s socioeconomic status is
determined prior to the birth of her children, the study supports a cause-and-effect relationship. Second,
the study suggests an underuse of preventive care by mothers in the low socioeconomic group. Third, the
study identifies women with a low level of education as a likely target group for public-health intervention,
both during pregnancy and after delivery.

. Use of public health care services by socioeconomic status (Mustard et al., 1995 Mustard et al.,
1997)

The detailed information that would be needed to prepare a comprehensive description of the differences in
the use of state-funded health care based on socioeconomic status is almost non-existent in Canada. This
study produced a report containing a wealth of information about mortality, morbidity and health care
costs. In an article summanzing the report, ambulatory medical care and hospital visits are examined in
relation to education and income quartiles. The results indicate that the lower the income or education
level, the greater the use of hospital services, though paradoxically, there is no similar relationship between
income or education level and ambulatory care. The reasons for this paradox and the implications for the
organization, funding and delivery of public health care in Canada are also discussed in the report.

. Factors associated with senior citizen admissions to health care institutions

In this analysis, admissions are examined in relation to Andersen’s conceptual framework, which groups
variables on the basis of three factors: predisposing factors (age, education and mantal status), enabling
factors (income, rural area, social support, available services) and needs-based factors (limitation, disease,
care consumption). Using Andersen’s framework, the authors take a multivariate, structured approach to
the study of factors related to admissions. In addition to repeating known findings - 1.e. age, functional
limitations, health care use and disease play a dominant role in admissions — the study reveals factors
associated with social support and socioeconomic status. The risk of admission is lower for homeowners
(the relative risk (RR) is 0.51 for men and 0.62 for women), men who have a spouse (RR=0.61) and
women who have investment income (RR=0.69). The study identifies potential intervention points for
public-sector decision-makers: improving the social support network, diversifying retirement income and
controlling certain diseases could reduce the need for institutionalization. The analytical team has initiated
a follow-up study to take a closer look at the social support network’s impact on admissions using
information about “social services” for disabled persons in the Health and Activity Limitation Survey.

. Socioeconomic status and Pap test use among women between 21 and 65 years of age.

Early detection of cervical cancer by means of a Pap test is a major success story for disease prevention
programs in Canada. Cross-sectional data on Pap tests reported by Canadian women reveal, however, that
the test is underused by economically-disadvantaged groups. Very few analytical studies have been
conducted with longitudinal data on the actual use of Pap tests by socioeconomic status. In this study, we
analyzed longitudinal use of Pap tests over a four-year period by a sample of 10,868 women. We found
that during the observation period, 21% of the women did not undergo a Pap test, and that the percentage
was inversely related to socioeconomic status, ranging from 27% for women in the first income or
education quartile, to 16% for women in the fourth quartile. Use of the Pap test is also associated with
frequency of contact with the health care system and with area of residence (rural vs urban). The findings
suggest that an awareness campaign for economically disadvantaged women might be effective in
improving uptake for this group. In addition, disseminating this information to the medical profession
might help doctors to develop a proactive approach to women who have irregular contact with the health
care system.
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= The incidence of asthma by socio-occupational group

There is currently a major gap in Canada in the monitoring of diseases associated with or caused by
particular occupations. Because of the size of the sample, only relatively common conditions can be
studied by socio-occupational group. In this study, the analytical team examined the relationship between
asthma and socio-occupational group within the labour force. After age, education, area of residence,
marital status, income and health care service consumption are taken into account, teachers, electricians
and labourers have a significantly higher rate of treatment for asthma. The study demonstrates the value of
monitoring diseases whose causes may be linked to occupational exposures.

. Life expectancy by education quartile and income quartile

Death certificates in Canada contain no socio-economic information about the deceased. The database was
used to produce the first estimates ever made in Canada of life expectancy by education quartile. The
difference in life expectancy between the first and fourth education quartiles is 3.2 years for males and 2.2
years for females. In addition, for the first time in Canada, individual data were used to generate estimates
of life expectancy by income quartile. These estimates were compared with estimates calculated using
ecological data. The results show a surpnsing level of agreement between the individual and ecological
data. Life expectancies by education and income quartile can be used to calculate composite indicators
such as disability-free life expectancy by education and income level. Measured on a regular basis, these
indicators provide a picture of socioeconomic inequalities in health over time. The reduction of these
inequalities may become an objective for health policy.

. Exploratory use of hierarchical models in the health field

The level of agreement for life expectancy between individual and ecological data motivated us to find
analytical tools to quantify and document the neighbourhood effect. This effect, which has been studied in
some detail in education, has been largely ignored in the health field. In this exploratory study, we used
hierarchical models to study admissions to health care institutions in an attempt to answer the following
question: Does the socioeconomic environment (neighbourhood) in which a person lives have an effect on
his/her health independent of his/her individual characteristics? In this particular case, it is clear that the
neighbourhood, as we have defined it, has little or no effect on admissions. To gain a better understanding
of the neighbourhood effect on the health of individuals, we need to examine other events, such as health
care consumption in the first year of life, mortality, and accidents. Because of the sample size, the current
analysis is limited — i.e. we cannot define small size neighbourhoods. If a significant and independent
neighbourhood effect on health care utilization is ever demonstrated, data collection and dissemination
would have to be redesigned to allow health analysts to take this phenomenon into account.

. Profile of health care use by individuals with disabilities

The 1986 Health and Activity Limitation Survey (HALS) produced a highly detailed profile of the health
of persons with disabilities. However, it did not provide any information about the effects of disabilities on
health care consumption. This study is the first in Canada to document health care use and mortality
among persons with disabilities, thus complementing the HALS. It shows that annualized and age-
standardized rates for mortality, admissions, ambulatory care and hospitalization days are 30% to 150%
greater for persons with disabilities, after controlling for the other important variables. The rates vary
substantially by sex and level of disability. Surprisingly, men with slight disabilities have a significantly
smaller chance of being institutionalized or dying than men with no disabilities. No similar phenomenon
was observed among women. Severe disability shows a threshold effect, tripling mortality and
quadrupling institutionalization. Disability level has a significant effect on health care consumption, even
when the number of chronic conditions present at the beginning of the study period are controlled for. A
more detailed analysis will be possible if the sample size is increased, particularly conceming the
treatment of specific diseases to determine more precisely the effect that disability has on health care use.
This study raises important questions about the allocation of health care system resources. If the findings
of the detailed study are conclusive, should we collect raw data on disabilities at a detailed geographic
level, so that decision-makers can take the population’s disability profile into account in allocating
resources to the regional or local level?
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C Unemployment and health status.

An important question in labour market analysis is whether the unemployed subpopulation of the labour
force 1s identical 1n health status to the population of workers. Using census data, the analytical team
compared health care use by the employed and the unemployed before, after and at the time of
employment status measurement. If the hypothesis is true that the unemployed group is identical to the
labour force as a whole, then health care consumption should be similar for unemployed people and
employed people before a period of unemployment. Preliminary results contradict the hypothesis. The
unemployed appear to be chronically in poorer health than the employed. This kind of information is of
interest, not only to health policy makers concerned with the “socio-medical” aspect of the unemployed,
but also, by labour analysts involved in employment insurance.

7. DISCUSSION

We are convinced that the two original goals described at the beginning of section 6 for this pilot project
have been met and that the analytical results are important. Furthermore, there is the possibility, in a
second stage of this pilot project, of using all matched individuals instead of the 20,000 sampled units. A
larger sample size would generally allow for the study of association between socioeconomic status,
activity limitations, and health care utilization at a much finer level and would consequently improve the
capacity of the database to identify target groups for health policy interventions.

Following a new round of consultations with privacy commissioners and considering a process similar to
the pilot project, a new project is proposed. We would like a) to acquire the longitudinal health data from
1991 to 1997 ; b) to increase the sample size for the province of Manitoba to 15% of the total population
which would result in a final sample size of 150,000 individuals; c) to obtain the HALS records for the
additionnal individuals in the sample; d) to produce a similar database by linking health utilization data,
HALS data and Census data for a 15% (450,000 individuals) sample of British Columbia population; ¢) to
protect confidentiality and privacy by applying the same process as of the pilot project.

If the increase in sample size is approved, many innovative research projects could be initiated. Study of
neighbourhood eftects on health care, using ecological and individual SES measures simultaneously, could
be performed with a larger sample size, allowing an adequate definition of neighbourhood. Double
jeopardy questions of the type “Is it worse for an individual’s health to be poor in a poor neighbourhood 77
could be answered.

Detailed analyses of socioeconomic differences in treatment of specific conditions could be done.
Question of the type “To what extent is Canada’s health care system colour blind with respect to SES ?”
could be answered.

Other questions of interest ke “Small-area SES markers and individual needs should or should not and can
or cannot be used for implications for regional health funding formulae ?” and “What are the non-financial
barriers to “medically necessary” health care 7” will be of interest.

Whatever the research projects that will be achieve, the analytical benefits of linkage projects well
managed with a legal and institutional frame have been demonstrated by the pilot project. When the
process is well defined and transparent, the public does not feel threatened by unjustified intrusion into
private life.
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MODELING LABOUR FORCE CAREERS FOR THE LIFEPATHS
SIMULATION MODEL

G. Rowe and X. Lin'

ABSTRACT

We estimale the parameters of a stochastic model for labour force careers involving distributions of correlated

durations employed, unemployed (with and without job search) and not in thdabour force. 1t the model 1s to

account for sub-annual labour force pattems as well as advancement towards retirement, then no single data

source is adequate to inlorm it. However, il is possible to build up an approximation from a number of dilferent

sources. Data are being assembled for the period leading up to 1991-96:

e Short term labour force dynamics — as reflected in weekly labour force states from the 1988-90 Labour
Market Activity Survey.

e Long-term employment dynamics — as reflected in the job tenure distributions of older (i.c., aged 55+)
employed respondents to the 1991-96 Labour Force Survey.

. Distributions of labour force state by single ycar of age -- [rom both the 1991 and 1996 Censuses for the
reference week and during the 1990/199S calendar years,

Estimation is carried out by embedding initial estimates of the model parameters in thel.ifePaths simulation

model; parameter estimates are then iteratively updated to improve simulated approximations of obscrved dala

structures. The LifePaths madel provides a suitable platform for estimating ctfects of educational attainment on

labour force dynamics, because it already contains a detailed model of sccondary and post-secondary

educational careers based on survey, Census and administrative data.  Similarly, the fertility and marriage

modules of the LifePaths model will, in the future, provide for estimation of effects of family status onlabour

force dynamics.

KEY WORDS: microsimulation, education, labour foree, correlated durations

1. INTRODUCTION

LifePaths is a longitudinal microsimulation model in which individual lifetimes are simulated. The model
initializes a case by randomly generating an individual’s sex, province of residence, age at immigration and
year of birth. The year of birth can range from 1892 to 2051; but by fixing mortality and immigration
assumptions, births occurring in 1892-1991 will reproduce provincial age-sex structures as enumerated in
the 1991 Census. The set of variables that describe the demographic, social and economic circumstances of
the individual undergoes changes as he/she ages. These changes are dictated by the events in each
individual life. The model comprises a set of events that can affect each case at appropriate points in their
lifetime. These events include: entering the education system, education progresston, graduation, entering
the job market, gaining or losing a job, common law union formation, marriage, having children,
separation, divorce and death. The model chooses which event will take place by randomly generating a
waiting time to the next event for all possible types of event. The event type with the shortest waiting time
is selected. Competing waiting times are conditioned upon the individual’s current set of characteristics;
for example, a married couple is much more likely to have a child in the near future than a 18 year old
unattached male. In this way, an individual’s unfolding lifetime is not driven merely by the passage of
calendar time, but by the time intervals between events. Ultimately, the individual’s lifetime concludes
when the death event occurs.

' Geoff Rowe and Xiaofen Lin, Statistics Canada , Socio-Economic Modeling Group, 24" Floor R.H.Coats
Building, Ottawa, Ontario, Canada, K1A 0T6; e-mail - rowegt@statcan.ca
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LifePaths is, and will remain, a work in progress, since the goal of the model is to encapsulate as much
detail as possible on socio-economic processes in Canada as well as the historical patterns of change in
those processes: thus, LifePaths must undergo continuous updating and refinement. Nevertheless, to date,
LifePaths has been employed in a broad range of policy analysis and research activities. Examples of
LifePaths applications include: analysis of Canada Student Loan policy options (under contract to HRDC
and the Government of Ontario), study of returns to education (Appleby, Boothby, Rouleau and Rowe
1999), examination of time use over the life course (Wolfson and Rowe 1996; Wolfson, 1997; Wolfson and
Rowe 1998a) and simulating future prospects for the tax-transfer system and pensions (Wolfson, Rowe,
Gribble and Lin 1998; Wolfson and Rowe 1998b). In addition, the task of assembling data for LifePaths
has required new research into, for example, educational careers (Chen and Oderkirk 1997; Rowe and Chen
1998; Plager and Chen.1999).

2. OBJECTIVES

In addition to accounting for life course events, LifePaths also imputes various individual characteristics: in
particular, hourly equivalent wage rates (conditional on sex, education level, field of study and duration
since graduation) and usual hours of work (conditional on education level, sex, age and hours last year).
These characteristics together with employment status determine earnings. In the long term, one of our
objectives 1s to put together a model that will simulate realistic family income distributions and trajectories
over recent decades. A necessary component of such a model is a representation of lifetime labour force
activity which represents differences in activity patterns/dynamics by educational level and by marital
status/family composition as well as incorporating sub-annual/seasonal effects and which tracks business
cycles in the recent past.

The work presented here is the first stage in the construction of a comprehensive labour force model. Our
starting point involves modeling links between educational attainment and subsequent labour force careers
because these are largely separable stages in the life course. Subsequent refinements to the model will take
family level factors into account - bearing in mind interactions between family and labour force careers.

3. LABOUR MARKET ACTIVITY SURVEY

The Labour Market Activity Survey (LMAS, 1992) was a longitudinal survey designed to collect
information on the labour market activity patterns of the Canadian population over multiple years. We
draw our data from the 1988-90 longitudinal microdata files. These data were collected from retrospective
interviews conducted in January-February of 1989, 1990 and 1991 respectively. The reference period for
the data was January 1988 through December 1990 - the period just prior to the 1991 Census. We made
use of about 55,000 responses representing all individuals who were either not full time students as of
January-June 1988 or who ceased being full time students in that period.

We base our analysis of short-term labour force dynamics on the LMAS weekly composite labour force
status vector (i.e., variables CLFSV88, CLFSV89 and CLFSV90). The coding of these variables
distinguishes among (1) employed, (2) unemployed and engaged in job search (or on temporary lay-off),
(3) unemployed and not engaged in job search and (4) not in the labour force. We make use of this detailed
categorization anticipating that it will lead to a more appropriate model, despite the fact that our only
immediate need is for simulation of Work and Non-Work states.

Figure 1 displays scatter plots -- with plotting symbols’ area proportional to survey weight -- of completed
Work and Non-Work spells for males having exactly two such completed spells in the 1988-90 interval. In
order that two completed spells be identified within the three-year observation period, they must be
bracketed between censored spells at the beginning of 1988 and the end of 1990.
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Figure 1
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Figure 1 shows a marked difference in distribution depending on whether the completed Work spell
preceded or followed the Non-Work spell: in the former case, respondents — first observed in a censored
Non-Work spell -- are widely scattered; while in the latter case, respondents -- first observed in a censored
Work spell -- are concentrated in the region representing Non-Work spells of less than six months and
Work spells of two or more years. The concentration of relatively short Non-Work and relatively long
Work spells corresponds to cases with known labour force attachment at the beginning of the observation
period, while the remaining cases have unknown labour force attachment at the outset.

Tentative conclusions drawn from these observations set the stage for subsequent analysis of the LMAS
data: (1) there is considerable heterogeneity in the group with unknown labour force attachment and (2)
there may be ‘correlation’ in labour force attachment within individuals. We expect to account for the
heterogeneity by distinguishing among the states unemployed with and without job search and not in the
labour force. However, as a consequence we need to consider 12 event types — transitions between

pairwise combinations of the four states — and to deal with the added complexity of a competing risk
model.

4. DATA ANALYSIS AND MODEL STRUCTURE
4.1 Weibull Approximations of LMAS Spell Duration Distributions

Our analysis of the LMAS spell duration data began with a partition of the data into categories determined
by the intersection of 1988 fulltime student status, age group (i.e., <30, 30-55, 56+ in 1988), education
level (i.e., Below Secondary [<SSG], Secondary Graduate [SSG], Some Post-Secondary [SPS], Post-
Secondary Non-University [PSE-NonU], Post-Secondary University [PSE-U] in 1990) and sex. Within
each of the resulting categories, we attempt to find a parsimonious approximation to the empirical hazard
function. In order to obtain meaningful estimates from the LMAS data, we had to address the problem of
left censored, or both left and right censored spells (i.e., spells that had begun before the observation period
and so had unknown duration). The problem was ‘resolved” in two steps: (1) a duration was imputed to the
beginning of each left censored spell by randomly drawing from the right censored spells of respondents in
the same category and three years younger and (2) the focus of analysis was narrowed to a description of
the dynamics of spells initiated within the interval 1987-88 (i.e., 1987-88 labour force state entry cohorts).
The latter was accomplished by assigning weights to each spell determined by the calendar date of the first
week of the spell. These weights had a value of 1.0 for spells with observed or imputed initial week n the
mterval 1987-88. The weights for initial weeks outside of the interval were reduced progressively to 0.0 -
the value assigned to the last week of December 1990.

Calculation of empirical hazards indicated that a Weibull distribution would provide a reasonable
approximation to spell durations. The Weibull distribution is characterized by a log-linear relationship
between duration (t) and cumulative hazards (H(t)), which is expressed in terms of a Scale parameter a and
a Shape parameter B: H(t) = (ta)®. Figure 2 illustrates the fit by comparison of empirical and Weibull
cumulative hazards for Unemployed Male Secondary School Graduates Aged 30-55 who were actively
engaged in a job search. The hazards, in this case, represent the chance of finding a job and imply a
survival probability of 0.227 at six months duration (i.e., the probability of continuing in the unemployed
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state: exp(-H(t)) ). Corresponding results for Job Loss indicate median job durations in excess of 3 years.
Note that, in common with nearly all of hazard functions we estimated, hazards for short durations appear
to be larger than hazards for long durations — implying Weibull Shape parameters 3 < 1.0.

Figure 2
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4.2 Correlated Weibull Spell Durations

The Weibull models outlined above are independent.  Hougaard (1986a, 1986b, 1987) describes a
generalization of the Weibull that can account for correlated spells. In common with Clayton and Cuzick
(1985), Hougaard introduces correlation by postulating an unobserved random variable Z having a
common influence on all durations, rather than by explicitly introducing lagged regression parameters. Z is
intended to represent unmeasured personal and/or labour market characteristics that remain fixed over time.
In contrast to Clayton and Cuzick, Hougaard exploits some unique advantages of specifying Z to be drawn
from a Positive Stable distribution with parameter 8. If an individual's spell durations given Z were
Weibull with Scale a and Shape B3, then population spell durations are also be Weibull:

E (e™) - et _ o (:]
Thus, given appropriate values of 8, the Weibull models already estimated might be transformed to a
parsimonious correlated duration model. Hougaard demonstrates that 8 can be estimated by N@a-n,
where r is the product moment correlation between log spell durations. Note that the relation between 6
and r implies that only positive correlations can be accounted for in this model (i.e,, 0 <8 <1). Estimates
of median (bias corrected) correlations suggest values of 0 of about 0.87 and 0.86 for males and females

respectively. The results are not precise enough to allow an evaluation of differences among education
levels.

4.3 Model Implementation

Given the estimates obtained from the LMAS, implementation of a labour force model in LifePaths is
straightforward using randomly generated Weibull waiting times. A random waiting time t from a Weibull
distribution with Scale o and Shape 3 may be generated directly given a Uniform (0,1) pseudorandom
number U:

oo [

— s I a ) ]

However, if correlated waiting times are to be generated; we must first generate a Positive Stable random
number Z (Chambers, Mallows and Stuck, 1976) which will remain fixed, and then make an adjustment to
each subsequent random Weibull waiting time. In that case, we make use of the conditional shape
parameter B’ = B /@ :

t - exp ( "!(—'"!—(—u—)p) + In( a )] /Z e
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5. INITIAL SIMULATION RESULTS AND VALIDATION

Figure 3 compares simulated employment to population ratios (EPR) and proportions not in the labour
force (NLF) to 1991 Census data by age for selected sex and educational attainment categories. The
simulation results were obtained by tabulating the simulated person years lived and simulated person years
in the ‘Employed’ or ‘Not in the Labour Force’ states for each age interval and computing the proportion.
In both cases, independent waiting times were used (i.e., no adjustment for ). The left panel shows results
for Males with less than Secondary School (<SSG), while the right panel shows results for Female
University Graduates (PSE-U). It is evident in both cases, that level biases exist and that an auxiliary
special case model is required to generate retirement times.

Figure 3
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In order to allow retirement, an additional step was added to the simulation module. Age specific
‘permanent retirement’ hazards are not known or clearly estimable from any available data. Part of the
difficulty is that although the event clearly occurs, we can not know that an individual has permanently
retired until death. We propose to estimate the unknown parameters by calibrating the LifePaths
simulations to Census data. Age specific ‘permanent retirement’ hazards are expressed as proportional to
(approximate) age specific Long-Term Disability hazards estimated from the 1991 Census. The estimates
of relative risk of ‘permanent retirement’ are specific to educational attainment categories.

6. INITIAL CALIBRATION RESULTS

Calibration is accomplished by first evaluating the lack of fit calculated by comparing auxiliary data with
the corresponding simulated values. To this end, we read auxiliary data into the LifePaths program as
parameters, then produced an output table containing only the measure of lack of fit. The auxiliary data
that we are currently working with includes:

o 1991 and 1996 Census students (full time attenders) and non-students by sex, single year of age,
and educational attainment in each labour force state, employed, unemployed and engaged in job
search, unemployed and not engaged in job search and not in the labour force.

e 1991 and 1996 enumerated non-students by sex, single year of age and educational attainment by
weeks worked in 1990 and 1995, where weeks are categorized as 0, 1-4, 5-8, ..., 40+.

e 1991-1996 LFS annual average job tenure frequencies for employed persons aged 55+ where
years of job tenure are as <2.5, 2.5-5, 5-10, ..., 45+.

e |MAS summary data comprising weighted events and population at risk by spell type, spell
duration, sex, educational attainment and age group.

Working with these auxiliary data, we use a composite measure of lack of fit:

-2*LMAS Log Likelihood
+6*Z e |Simulated count*Zsrparum (Census proportions — Simulated proportions)zl
+6*Zygar [Simulated count*Zgrparun (LFS proportions — Simulated proportions)z]

Calibration continues using a special purpose computer program (Calibrator) that implements general (no
derivative) optimization strategies, including the Nelder-Mead Simplex algorithm and the Kiefer-
Wolfowitz random downhill search algorithm, and attempts to scale parameters appropriately. Calibrator
determines adjustments to LifePaths’ input parameters that are appropriate given the algorithm chosen,
launches new simulation runs and collects the results of simulation runs to determine further updates to
input parameters leading to further rns.
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Figure 4 presents initial calibration results corresponding to results in Figure 3. These results were
obtained by estimating relative risks and probabilities of retirement by education level and estimating 6 and
an adjustment to a for each education level. Improvements due to the retirement model are evident. The
reductions in level bias — for example, the EPR for Males <SSG aged 40 goes from a peak under-estimate
of about 15% points to an over-estimate of about 2% points — are in part due to the use of correlated
waiting times and calibrated estimates of 8. Plugging in the initial estimates of 6 — section 4.2, giving each
education category the same initial value — produced an immediate improvement. Calibration gave further

improvement with estimates of 6 being reduced from about 0.86 to values ranging between 0.67 and 0.78.
These estimates imply that the bias-corrected correlations were themselves negatively biased.

Figure 4
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7. NEXT STEPS

The results of partial calibration do not look as good when viewed in terms of either simulated weeks

worked in a year or job tenure. Figure 5 illustrates the comparison of simulated and Census weeks worked
in 1990.

Figure 5
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It is clear that we simulate too few persons with 0.0 weeks worked in a year (except at young ages) and too
many persons who work full-year. The net result is that the dispersion of simulated weeks worked is too
small. Similarly, the results for simulation of ‘job’ tenure, Figure 6, indicate that far too many employed
55+ year olds have short tenures (i.e., less than 2.5 years). Thus, although there are too many persons
working full year, there are also too few continuously employed for more than two years.

Figure 6
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At this stage, further calibration must address the problems posed by large numbers of parameters (i.e.,
about 750 LMAS based Weibull parameters) and by the fact that the ‘error’ being minimized is subject to
Monte Carlo variability. Dealing with these two problems requires efficient algorithms that do not involve
partial derivatives — which would be expensive to approximate numerically and be prone to Monte Carlo
error - and appropriate tests of convergence. Chan and Ledolter (1995) discuss the need for a special
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stopping criterion for Monte Carlo EM estimation (i.e., an estimation approach similar to ours). Booth and
Hobert (1999) discuss both stopping criteria and high dimensionality in Monte Carlo EM estimation.

More parsimonious models would be easier to fit. Consequently, we will explore ways to reduce the
number of parameters in the model by, for example, estimating common Weibull shape parameters for
males and females (section 4.1). However, at the same time, we need to consider ways of extending the
model to involve estimating: 1) Minimum age at retirement (currently 55 for all, but may be as low as 45
for some age-sex groups), 2) Marriage/Family effects, 3) Business Cycles/Seasonality/Secular Trends and
4) Improvements to representation of the transition from Education to Work.

Finally, given the complexity required of models of Labour Force careers, it is clearly useful to be able to
embed them in a microsimulation model. This gives us the means to derive implications from the model
that might not be possible otherwise (e.g., job tenure results) and also gives us the means to carry the
estimation process beyond a single data source. The value of the approach is demonstrated by the
deficiencies in our direct Weibull estimates from the LMAS. The biases revealed in Figure 6 may be due
to intrinsic limitations of short period longitudinal data, our efforts to deal with left censoring and/or
deficiencies in the regressions we chose to fit. Regardless, we would likely not have been aware of them
had our assessment of our model been limited to an evaluation of measures of agreement with LMAS data.

REFERENCES

Appleby, J., D. Boothby, M. Rouleau and ;. Rowe. (1999) “Level and Distribution of Individual Rcturns
to Post-Secondary Education: Simulation Results from the LifePaths Model” to be presented at the
1999 meetings of the Canadian Economics Association.

Booth, James G. and James P. Hobert (1999). “Maximizing generalized lincar mixed model likelihoods
with an automated Monte Carlo EM algorithm”, Journal of the Royal Statistical Society B, 61(1),
pp.265-285.

Chambers, JM., C.L. Mallows and B.W. Stuck (1976). “A Method for Simulating Stable Random
Variables™, Journal of the American Statistical Association, 71(354), pp.340-344.

Chan, K.S. and Johannes Ledolter (1995). “Monte Carlo EM Estimation for Time Series Models Involving
Counts”, JASA, 90(429), pp.242-252.

Chen, E.J. and Oderkirk, J. (1997). “Varied Pathways: The Undergraduate Experience in Ontario”, Feature
article. Education Quarterly Review, Statistics Canada, 81-003-XPB, 4, No. 3, 1998.

Clayton, David and Jack Cuzick (1985). “Multivariate Generalizations of the Proportional Hazards Model”,
Journal of the Royal Statistical Society. A, 148(2), pp.82-117.

Hougaard, Philip (1986a). “Survival models for heterogeneous populations derived from stable
distributions”, Biometrika, 73(2), pp.387-96.

Hougaard, Philip (1986b). “A class of multivariate failure time distributions”, Biometrika, 73(3), pp.671-
78.

Hougaard, Philip (1987). “Modelling Multivariate Survival”, Scandavian Journal of Statistics, 14, pp.291-
304.

Labour Market Activity Survey Profiles (1992), “Canada’s Women: A Profile of Their 1988 Labour
Market Experience”, Statistics Canada, Catalogue No. 71-205, Ottawa.

Rowe, G. and E.J. Chen (1998). “An Increment-Decrement Model of Secondary School Progression for
Canadian Provinces”, Symposium on Longitudinal Analysis for Complex Surveys, Statistics
Canada, Ottawa.

Plager, L. and E.J. Chen (1999). “Student Debt in the 1990s: An Analysis of Canada Student Loans Data™.
Education Quarterly Review, Statistics Canada, 81-003-XPB, 5, No. 4, 1999.

63



Wolfson, M.C. (1997). “Sketching LifePaths: A New Framework for Socio-Economic Statistics” in R.
Conte, R. Hegselmann and P. Tema (Eds.), Simulating Social Phenomena, Lecture Notes in
Economics and Mathematical Systems 456, Springer.

Wolfson, M.C. and G. Rowe (1996). “‘Perspectives on Working Time Over the Life Cycle”, Canadian
Employment Research Forum Conference on “Changes to Working Time"”, Ottawa.

Wolfson, M.C. and G. Rowe (1998a). “LifePaths — Toward an Integrated Microanalytic Framework for
Socio-Economic Statistics”, 26" General Conference of the International Association for Research
in Incomne and Wealth, Cambridge, U.K.

Wolfson, M.C. and G. Rowe (1998b). “Public Pension Reforms - Analyses Based on the LifePaths
Generational Accounting Framework™, 26™ General Conference of the Intemational Association
for Research in Income and Wealth, Cambridge, U.K.

Wolfson, M.C., G. Rowe, S. Gribble and X. Lin (1998). “Historical Generational Accounting with

Heterogeneous Populations”, in M. Corak (Ed), Government Finances and Generational Equity,
Statistics Canada Cat. No. 68-513-XPB, Ottawa.



Proceedings of Statistics Canada Symposium 99
Combining Data from Different Sources
May 1999

THE U.S. MANUFACTURING PLANT OWNERSHIP CHANGE
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Sang Van Nguyen'
ABSTRACT

The U.S. Manufacturing Plant Ownership Change Database (OCD) was constructed using plant-level data taken

from the Census Bureau's Longitudinal Research Database (LRD). It contains data on all manufacturing plants

that have experienced ownership change at least once duning the period 1963-92. This paper reports the status of
the OCD and discuss its research possibilities. For an empirical demonstration, data laken from the database are

used to study the effects of ownership changes on plani closure.

Keywords:  Manufacturing; Plant-level Data: Ownership Change; Data Maiching.

1. INTRODUCTION

Recently, the Center for Economic Studies (CES), U. S. Census Bureau, has constructed the U.S.
Manufacturing Plant Ownership Change Database (OCD), using plant-level data taken from the Census
Bureau's Longitudinal Research Database (LLRD). The OCD contains nine variables (listed below) for all
manufacturing establishments that changed owners at least once during the period 1963-92. Because each plant
in the OCD and LRD is assigned a unique permanent plant number (PPN), researchers can use this PPN to
merge the OCD with the LRD. In this way, data on many other variables available in the LRD --describing
cconomic activities of the plants that changed owners as well as those that did not experience any ownership
change (the control group)— may be obtained for research. The data file will be updated when new data
become available.

This paper reports the status the OCD and discusses research possibilities using the data. For an empirical
demonstration, plant-level data taken from the OCD and LRD are used to study the effects of ownership
changes on plant closing. The empirical results confirm previous finding that acquired plants are less likely
to be closed than other plants.

2. THE DATA AND METHOD FOR IDENTIFYING OWNERSHIP CHANGE
2.1 Contents of the OCD
The OCD contains data for all establishments that changed their firm IDs at least once during the period 1963-

92. There are 86,700 such establishments in the database. Because one can use PPNs and IDs to merge the
OCD with LRD to obtain data on many vanables available in the LRD, the OCD is designed to contains only

1 Sang V. Nguyen, Center for Economic Studies, U.S. Bureau of the Census, 4700 Silver Hill Road, Stop
6300, Washington D.C. 20233. Any opinions, findings or conclusions expressed here are those of the
author and do not necessarily reflect the views of the U.S. Bureau of the Census.
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the following nine variables: (1) BUYID: ID number of the buying (acquiring) firm; (2) CC: Coverage code;
(3) ID: Firm identification number; (4) IND: 4-digit SIC industry code; (5) PPN: Permanent plant number; (6)
SELLID: ID number of the selling (acquired) firm; (7) STATUS: This variable indicates whether anID change
is an ownership change; (8) TE: Total employment (number of employees); (9) TVS: Total value of shipment
(See Nguyen ,1999 for a detailed description of these variables).

2.2 Data sources

The data used to construct the OCD are taken from the LRD. At present, the LRD is an unbalanced panel that
links seven CMs for the years 1963, 1967, 1972, 1977, 1982, 1987 and 1992 and 16 ASMs for the years
between census years, starting in 1973. The LRD contains data on output, inputs, and production costs of
individual U.S. manufacturing establishments. The output data include total value of shipments, value added
and related variables such as inventories of work-in-process and finished goods. Data on inputs include
information on capital, labor, energy, materials, and selected purchased services. The employment datainclude
total employment, production workers, non-production workers, production worked hours as well as salaries
and wages. (For a more detailed description of the CM, ASM and LRD, see McGuckin and Pascoe, 1988).

An important feature of the LRD is its plant identification information, including firm affiliation, location,
products, industries, and various status codes which identify, among other things, birth, death, and ownership
changes. Two important identification numbers used in developing both the longitudinal plant linkages and
ownership linkages among plants are PPN and ID numbers.

2.3 Assessing the Data

Plant and company level data in the LRD and OCD are collected by the Census Bureau under the authority of
Title 13 of the United States Code. To protect confidentiality of the data, Title 13 and the rules and regulations
of the Census Bureau prohibit the release of micro data that could be used to identify or closely approximate
the data on a plant or a company. Thus, only swomn Census employees have direct access to these microdata.

To gain access to microdata at the CES or its Research Data Centers (RDC), non-Census researchers would
have to become special sworn employees (SSE) It is important to emphasize that while SSEs can directly
access CES’ microdata, perform analysis on the data, and include research results in papers and reports, they
cannot remove any portion of these data files from the premises of CES or its RDCs. In addition, CES reviews
all materials produced by SSEs for evidence of disclosure of sensitive information. In general, no information
that could be used to identify, or to approximate the level of activity of a plant or a company can be included
in papers and reports.’

2.4 Method of Identifying Ownership Change

The following three-step procedure is used to target ownership changes: (1) Using PPN and firm ID numbers
to identify plants that changed firm IDs between two census years; (2) Within this set of plants, using CC
codes to identify directly reasons for 1D changes (e.g., ownership change, a “multi-unit” plant becomes a
single-unit firm, reorganization, etc.); and (3) From the remaining plants, identifying further ownership

2 Most SSEs working with CES or its RDCs are employees of Federal agencies engaging in statistical work
and related activities, or are individuals affiliated with universities, research, or research-related
organizations. These individuals can provide expert advice or assistance on CES projects. For information
on access to microdata at the CES, contact Mary L. Streitwieser, Center for Economic Studies, U.S. Bureau
of the Census, Washington D.C., 20233, (301) 457-1837, e-mail: mstreitw(@ces.census.gov.
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changes indirectly by matching the firm IDs of acquired firms and acquiring firms. (All programs for
identifying and matching data on ownership changes were written in SAS, version 6.12.).

Identifying true ownership changes (mergers and acquisitions) -- step (2) -- requires additional information.
The main additional information is in the census CC codes assigned to establishments in the CM or ASM. The
CC codes are two-digit numbers that indicate the status of the establishment in the survey. For example, a CC
code equals 18 indicates that the establishment was sold to another company.® Ideally, all new firm ID and CC
codes would be recorded during the actual year that the establishment changes its status so that it would be
easy to identify ownership changes. In practice, except for a set of large ASM establishments, neither changes
in ID nor proper CC codes are systematically recorded during the years of status change. In many cases,
particularly for small establishments, a change in the firm ID of a plant appears one or more years before a
proper CC code is assigned. The reverse is also possible; the CC code can indicate an ownership change before
the ID changes.

To address these issues, for the years when ASM data were available, I examined CC codes in the years before
and after the ID change. However, this procedure leaves two unresolved problems. First, in non-census years,
not all plants are in the survey sample and, in particular, when the ASM panel changes (in years ending in 4
and 9), the set of non-certainty cases (the smaller plants) turns over completely. Secondly, for a number of
establishments, proper CC codes are not assigned at all. Nevertheless, using CC codes allows identification
of a large portion of the establishments that have ID changes due to true ownership changes.

Finally, in step 3 it is necessary to bring together initial and ending firm 1Ds for all plants that were owned by
the firm in question. For example, assume that the LRD shows that plant A belonged to firm X in 1977 and
to firm Y in 1982, but the 1982 CC code for plant A does not show this as an ownership change. But assume,
also, that firm Y acquired at least one other plant from firm X between 1977 and 1982, as confirmed by the
CC codes. In this case, it seems likely that firm Y bought plant A as well, and we code plant A accordingly.
(For a more detailed discussion on how the OCD was constructed, see Nguyen ,1999).

3. RESEARCH POSSIBILITIES: WHAT CAN WE LEARN FROM THE LRD-
ocp??

3.1 Causes and Consequences of Mergers and Acquisitions

Economists have long been interested in determining the causes and consequences of merger and
acquisition activities. However, the empirical findings based on aggregate data are controversial (see
Mutler, 1993). Thus research based upon new microdata is imperative to arrive at more definitive results
on this important topic. In what follows, I review some typical studies using the OCD/LRD to examine
issues related to ownership changes.

Lichtenberg and Seigel (1992a) are among the researchers who first used LRD data to study the causes and
consequences of ownership changes. Their empirical work is based on a matching model! that is closely

3 For a complete list of CC codcs, see the LRD documentation (U.S. Bureau of the Census, Center for
Economic Studies, 1992, a revised version of this documentation is forthcoming).

4 This review is by no means exhaustive. There are other studies that used the data, but are not discussed
here duc to the space limit. Also, currently there are a number of researchers using the database in their

research.
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related to the theory of job tumover developed by Jovanovic (1979), using an LRD panel of 20,493 plants
owned by 5,700 firms for the period 1972-81. For this sample, they identified nearly 21 percent of the
20,493 plants that experienced at least one ownership change. With these data, they found that plant TFP is
negatively related to ownership change and that ownership change is positively related to TFP growth.
They, therefore, concluded that ownership change is primarily motivated by lapses in efficiency (bad
matches).

McGuckin and Nguyen (1995) argue that Lichtenberg and Seigel’s version of the matching model is “too
restrictive” because it does not recognize the importance of the demand side of the market: purchase of a
plant or firm will be undertaken if the buyer (acquiring firm) places a higher value on the plant than does
the seller (selling firm). However, there is no reason to believe that acquiring firms purchase only poorly
performing plants. Indeed, there are many possible motives for mergers and acquisitions: monopoly power,
synergies and tax incentives are potential motives of mergers that do not require purchase of low
productivity plants. They also point out that Lichtenberg and Seigel’s study is likely to be subject to sample
selection bias because their sample includes mostly large surviving plants. To avoid this potential bias,
McGuckin and Nguyen used an unbalanced panel taken from the OCD and LRD, covering the entire
population of the U.S. food manufacturing sector (SIC 20). This panel consists of 28,294 plants owned by
all food producing firms operated during 1977-87. With these data they found that plants with high
productivity were the most likely to experience ownership change. However, for a subset of large
surviving plants, they found — consistent with Lichtenberg and Seigel — that initial productivity is
inversely related with ownership change. Finally, they found that plant productivity growth is positively
related to ownership change. They concluded that “gains from synergies between the buying and selling
firms are the most important motive for ownership change during 1977-82 period™ (p. 259). Managerial
discipline and matching motives appear to be applicable only to mergers and acquisitions that involved
large poorly performing plants.

3.2 The Impact of Ownership Change on Labor

Despite strong opposition from labor unions and widespread, often negative, press reports on ownership
changes through mergers and acquisitions, there are few studies of the impact of ownership change on
labor. The reason for this is the lack of appropnate data for empirical studies. Since the LRD became
available to researchers, economists have conducted several studies on the impact of ownership change on
labor. Lichtenberg and Seigel (1992b) used plant level data taken from the LRD to examine the effects of
ownership change on wages and employment on both central offices and production establishments. They
found that ownership change is associated with reduction in both wages and employment at central offices,
but it has little effect at production establishments. These results suggest that managers and white collar
workers suffer the most after ownership change; but overall, the effects of ownership change on labor,
particularly on production workers, appear to be small.

McGuckin, Nguyen and Reznek (1998) examined the effects of ownership changes on employment, wages
and productivity using an unbalanced panel of more than 28,000 establishments taken from the LRD and
OCD. The study covers the entire U.S. food producing industry (SIC 20). They found that (1) five to nine
years after acquisition, the growth rates of wages, employment and labor productivity for typical acquired
plants (as well as originally owned plants of acquiring firms) are higher than the typical plants of non-
acquiring firms; (2) to a lesser extent, the typical worker in either category of plants owned by the
acquiring firms also enjoyed higher growth rates of wages, employment and productivity after acquisitions;
and (3) plants that changed owners show a greater likelihood of survival than those that did not. McGuckin
and Nguyen (1999) extended this work to include data on the entire U.S. manufacturing sector for the same
period and found similar results.

In brief, the OCD/LRD data have been proven to be useful in economic research. It is important to
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emphasize that uses of the OCD are not limited to the above issues. It is a potentially valuable database that
can be used to study many aspects of the economy where mergers and acquisitions could have a real
impact.®

4. AN EMPIRICAL DEMONSTRATION: OWNERSHIP CHANGE AND PLANT
CLOSING

For demonstration, I use OCD/ LRD data to analyze the effect of ownership changes on plant closure. To do
so, following McGuckin and Nguyen (1995), I run probit regressions in which plant closing is the dependent
variable. Explanatory variables include a dummy varnable representing plants having ownership change,
initial relative labor productivity, initial employment, a variable identifying whether the plant was originally
owned by an acquiring firm (the omitted category is plants that were owned by non-acquiring firms ). Other
control vanables include type of plant (plants owned by a single-unit firm vs a multi-unit firm), plant ages,
regions, and industry (4-digit). Finally, non-linear effects of mitial productivity and employment size on plant
closure are also included. (See McGuckin and Nguyen (1995) for a detailed description of the model).

To better assess the impact of plant type on the probability of plant closure, we used the parameter estimates
of the probit models to estimate the probabilities of plant closure for plants that experienced ownership change,
plants originally owned by acquirers, and plants owned by non-acquirers in 1977. Table 1 shows the estimated
probabilities of plant closing. Column (1) reports the results based on a simple probit regression, while column
(2)

shows the probabilities based on a probit model in which ownership changes are assumed to be endogenous.
To

show the effect of plant size, I use different employment sizes (InE;;) in the evaluation of the probabilities.
These

Table 1: Probabilities of plant closure

Types of Plants Model 1 Model 11
L)) (2)

Acquired Plants

Case 1* .3009 3279
Case 2° 3676 4786
Case 3¢ 4122 5814
Acquirers' Own Plants

Case 1 5185 5424
Case 2 .5909 .5990
Case 3 .6354 .6380
Non-Acquirers' Plants

Case 1 4088 4291
Case 2 4812 4786
Case 3 .5275 5146

*Case 1: The probabilities are estimated by setting InE77 = 4.60. (E77 =99)

5 As an example, these data can be used to study the impact of ownership changes on job creation and job
destruction and their variation within and between firms.
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®Case 2: The probabilities are estimated by setting InE77 = 3.90. (E77 = 49)
¢ Case 3: The probabilities are estimated by setting InE77 = 3.50. (E77 = 33)

Note: The simple means of InE77 (log of employment in 1977) for acquired plants, acquirers’ plants, and
non-acquirers' plants are 4.60, 4.56, and 2.13, respectively.

sizes are: InE,; = 4.6 (case 1), InE;; = 3.9 (case 2), and InE,; = 3.5 (case 3). The table shows that the
probability of closing of acquired plants is smaller than that of non-acquired plants. As for Model II, in case
I where InE,; is set equal to the average size of acquired plants (InE,, = 4.60), the probability of closing for
the typical acquired plant is .3279 which is more than 10 percentage points lower than that for a non-acquirer's
plant of a similar size with an estimated probability of closing of .4291. When size is reduced to 3.9, both
acquired plants and non-acquirers’ plants had the same probability of closing at .4786. Finally, when setting
InE,, = 3.5 the probability of closing for acquired plants becomes larger than that for non-acquirers' plants.
Finally, the estimated probabilities of closing for acquirers' own plants are greater than those for the other two
types of plants. However, as the size gets larger, the difference in these probabilities become smaller. This
result indicates that acquirers are more willing to close their small plants than non-acquirers.

[n summary, the results strongly suggest that plants changing owners had a much greater chance to survive
than plants not changing owners. Acquirers' own plants, particularly small ones, are more likely to be closed
than those originally owned by non-acquirers. This latter finding contradicts the results obtained for the food
industry where acquirers' own plants were less likely to be closed than those owned by non-acquirers.

5. CONCLUDING REMARK

The OCD data are unique and valuable. A major strength of this database is that it contains plant level data
for the entire U.S. manufacturing sector over a long period (1963-92). These data allow researchers to take a
close look inside the firm and to observe the contribution of each individual component of the firm before and
after ownership change occurs. The OCD has been proven to be valuable in empirical studies such as research
on causes and consequences of owner changes that involve “control” of the firm. In particular, the data have
provided some convincing evidence on the effects of mergers and acquisitions on productivity, employment
and wages.

The OCD also has its shortcomings. First, it is biased toward large, surviving establishments. [n particular,
during the periods 1963-67 and 1967-72, when ASM data were not available, among the plants that changed
owners, only those survived to the next census year could be identified. With ASM data available beginning
in 1974, additional plants that changed owners in the years between two censuses were identified in the later
periods. However, even in these periods a large number of smaller non-ASM establishments that had
ownership changes in the years between the two censuses and were closed before the second census year could
not be identified. Similarly, a new non-ASM plant that was opened after the first census year, and changed
owner before the next census year, were identified as a “new” plant of the acquiring firm. Thus, the OCD
under-counts ownership changes and closed acquired plants, and overstates the number of acquiring firms’ new
plants. Second, the OCD covers only manufacturing. For companies that operate in both manufacturing and
non-manufacturing, the database contains information only on the manufacturing portions of these companies.
Finally, the OCD does not contain information about certain types of ownership change, such as tender offers
or hostile takeovers. These types of ownership changes are believed to perform differently after mergers.
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ABSTRACT

Objective: To create an occupational surveillance system by collecting, linking, evaluating and disseminating
data relating to occupation and mortality with the ultimate aim of reducing or preventing excess risk among
workers and the general population.

Methods: Data were combined: (i) to establish the cohort; (ii) to create longitudinal individual work histories
(the time in each occupation by occupation codes from 1965-71); (iii) to establish socio-economic status (white-
collar, blue-collar occupations); (iv) to establish the cause of death (by linkage 10 the Canadian Mortality Data
Base), and (v) to create cause of death code groupings across time from 1965-91 (by converting historic death
codes into seventy cause of death classifications). Analyses were conducted of these combined data and the
extensive results are being prepared for dissemination.

Results: A cohort was created of approximately 700,000 men and women employed between 1965 and 1971,
constituting approximately ten percent of the employed Canadian labour force covered by unemployment
insurance at that time. There were almost 116,000 deaths among males and over 26,800 deaths among females
up to 1991. Over 27,000 comparisons were made between 670 occupations and 70 specific causes of death
according to sex, age, and calendar period groupings. Relative risks and 95% confidence intervals have been
determined. Resuits have been produced in the form of tables both by occupation and by cause of death, and as
an ASCII file, and are being made available by Statistics Canada as a CD-ROM product.

Conclusions: The establishment of this occupational surveillance system has been accomplished through the
ability to combine data from different sources such as survey, national indexes and administrative data. This
has the benefit of minimising response burden, minimising cost and maximising the use of intormation to
produce a public good. Where excess mortality risk is apparent, it is intended to spark further research to gain
confirmation and ctiologic knowledge. Ultimately, the hope is that this work may lead to action to reduce or
prevent excess mortality risk associated with specific occupations.

KEY WORDS: occupation; occupational health; health surveillance; mortality; record linkage; epidemiology

1. INTRODUCTION

1.1 Introduction and Outline

Surveillance for health has evolved from watching for serious outbreaks of communicable diseases, such as
smallpox, into other areas of public health such as chronic diseases, e.g. stroke, cardiovascular disease,
cancers, occupation safety and health and environmental health. Surveillance has assumed major
signtficance in disease control and prevention.
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Work-related deaths stand out because of their large financial and personal cost. Recently, it has been
projected that the "full" costs of occupational injuries and illnesses (excluding environmental) are on a par
with each of cancer and heart disease, with the numbers around U.S.$170 billion (Leigh et al, 1997). This
would also be true for Canada normalised for the population. The development of an occupational
surveillance system is, therefore, highly needed.

This paper will describe the developments towards creating such a system for Canada. Some background
includes a current definition of occupational surveillance and describes recent interest in this subject. This
is followed by the objectives of this particular project and the methods used to create this surveillance
system in Canada. Selections from the numerous results are given to show some of the various ways the
results can be extracted, set up and viewed when the CD-ROM is available.

1.2 Definition and Demand for Occupational Surveillance

A current definition of occupational surveillance is the systematic collection, evaluation and dissemination
of data relating to workplace exposures, to disease or mortality among workers, with the ultimate aim of
reducing and preventing excess risks (Langmuir, 1963; Baker et al, 1989).

There have been many demands for more systematic information on occupational health outcomes. In the
1990's, especially, there has been a growing interest in women's occupational health with their increasing
participation in the labour force, both in Canada and internationally (Statistics Canada, 1995). A number of
national and international conferences and meetings have recently been increasing these demands for
improvements in the quality and quantity of data collected regarding occupational health. In discussions of
current issues, all these areas have emphasised the establishment of appropriate databases in occupational
health as a priority (Health and Welfare Canada, 1992; JOEM 1994/1995).

Workplace injuries and occupational illnesses exact a large toll on the health of workers and most are
preventable. Previous occupational studies show that rates of cancer mortality attributable to occupational
deaths vary from 4% to 25% for specific causes (Doll and Peto, 1981; Siemiatycki, 1991; Silverman et al.,
1990). These percentages translate into large numbers of people. Occupational injury rates rose by about
one-third in Canada from 1955 to 1987, while rates were declining in most other OECD countries (OECD,
1989).

Canadian adults spend about one-quarter of their lives at work (Health Canada, 1994). The workplace is a
major physical and social environment, so initiatives to make the workplace a safe and healthy setting is a
key element for ensuring population health.

2. OBJECTIVES

The objectives are:
e tocreate an occupational surveillance system in Canada;
e tocollect, link, evaluate, and disseminate data relating to occupation and mortality;

* to detect unsuspected associations between workplace situations and specific causes of death in
Canada; and

e to encourage further studies to identify the cause, when excess risk of mortality is found.
Ultimately the aim is to reduce or prevent any excess risk of death among workers.

3. UNIQUE FEATURES ABOUT THIS OCCUPATIONAL SURVEILLANCE
SYSTEM

There are several unique features that allowed the construction of this Canadian occupational surveillance
system (Newcombe, 1974). First, the presence and recognition of important existing centralised files of
machine-readable records for: a) job history survey information for 1942-1971 (from 1965 with Social
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Insurance Number (S.I.N.)) for a working population; b) death registrations for the whole of Canada
developed into the Canadian Mortality Data Base (CMDB) from 1950; and c) tax filing information,
developed into a summary historical file from 1984.

Second, the availability of the Generalized Record Linkage System (GRLS), a probabilistic system at
Statistics Canada, enabled these records to be brought together. Without this system there would have been
a problem, as there is no unique number available on all records. Development of computer record linkage
methods enabled the records to be brought together.

Third, the plan to make available all the results on a CD-ROM, rather than selected results only in a
publication. This will allow access to all who wish to examine and follow-up these data further. The CD-
ROM will include all the results: i) in an ASCII file and ii) in prepared tables. (See section 6. The Future
and Summary, for more details).

The major features contributing to this Qccupational Surveillance System are given in Figure 1.

Book Renewal Personal
Cards Identifiers
{Job-Titles)
1865-71 700,000
3 million
Occupational
Surveiilance System
—p
Deaths Socio-Economic
CMDB Classifications
1965-91 (Biue-Coliar,
4.8 mitlion White-Cotlar)
Analysis:
Reiative
Risk

Figure 1. Combining data for a Canadian Occupational Surveillance System

4. METHODS
4.1 Establishing the Cohort

Employment Canada (formerly the Canadian Employment and Immigration Commission, CEIC) undertook
an annual national survey of employers between 1942 and 1971. Survey results were available at Statistics
Canada in the form of "book renewal cards" giving occupation codes. Social Insurance Numbers (S.1N.'s)
were first allocated in Canada in 1964. It was, therefore, only feasible to use these data from 1965.

Employers provided information for each employee whose Social Insurance Number ended in the digit "4"
for the years 1965-1968; and ending in the digit "4" preceded by an odd number for the years 1969-1971.
The data, therefore, constituted a 10% sample of Canadian workers who were covered under the
Unemployment Insurance Act for 1965-1968 and 5% for 1969-1971. The information collected was S.LN.,
surname, occupation code and industry code, year, province and area code in which that individual was
currently employed. Additional identifiers needed to link this cohort to the national death file in Canada,
the Canadian Mortality Data Base were obtained by Statistics Canada from the S.LN. Index file, also held
at Employment Canada.
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4.2 Creating Longitudinal Individual Job Title Histories

Job title histories were collected across Canadian industry on unemployment insurance book renewal cards.
Approximately 3 million records were collected during the Employment Canada surveys for the years
1965-1969 and 1971 data (data for the year 1970 was lost before the start of this study). Records referring
to the same person needed to be brought together, since one individual could possibly have up to 6 records
on the file. This was done using S.ILN., and then cross-checking using the name and sex, to ensure the
correct records were combined for the same person. This yielded a large cohort and job histories for
699 420 individuals: 457,224 men and 242,196 women.

An individual was included in a particular occupation if employed during at least one year of the survey in
that occupation. Individuals working in more than one occupation were, therefore, counted again for each
occupation in which they worked for one year or more. There was an average of 1.06 jobs per person.
Person-years were calculated from entry into the cohort until the time of death, or to the end of 1991, if no
death occurred. Two age-at-death groups were considered: i) all ages 15 and over, and ii) ages 15 to 64.

4.3 Establishing Socio-Economic Status

The cohort was divided into two broad groups in an effort to take socio-economic status into consideration.
This was done to help control for lifestyle confounding factors, e.g. smoking, diet or alcohol consumption.

First, each occupation was classified into one of 6 levels of the Pineo scale (a scale with up to 16 levels for
classifying occupations according to income and status) (Pineo, 1985). The first 3 levels were grouped into
"white-collar" jobs. These included professional and high level managerial; semi-professional, technical
and middle managerial; supervisors, foremen and forewomen. The other 3 levels were grouped into "blue-
collar" jobs. These included skilled; semi-skilled; and unskilled workers and employees.

Each standard occupation code (SOC) included in the study was allocated a "blue" or "white" classification
code. All comparisons were made between one occupation and all occupations within the same sex and
occupational classification code (i.e. blue- or white-collar) to produce relative risks.

4.4 Combining Cohort, Death and Summary Tax Records to Establish Fact and
Cause of Death

The cohort was linked with the Canadian Mortality Data Base using the Generalized Record Linkage
System (GRLS) to determine the mortality experience of the cohort. The CMDB is a computer file of
deaths for all of Canada with date, place and cause of death from 1950 as notified by all the Vital Statistics
Registrars in each Canadian province and territory. It has been used for many record linkage health
follow-up studies in Canada since its establishment within Statistics Canada, Health Statistics Division in
the late 1970's (Smith and Newcombe, 1982). GRLS is a probabilistic record linkage system, based on
methods originally developed in Canada by Newcombe (Newcombe et al., 1959) and later developed
further to form a generalized record linkage system by Howe and Lindsay (Howe and Lindsay, 1981). The
underlying theory for these ideas was firmly established by Fellegi and Sunter (Fellegi and Sunter, 1969).

Two previous linkages have been undertaken for this cohort: i) to the end of 1973 (Howe and Lindsay,
1983), and 1i) to the end of 1979 (Lindsay, Stavraky and Howe, 1993). This new linkage follow-up
covered the whole period from 1965 to the end of 1991. This ensured consistent quality of the linkage
procedure over the entire study period and used improved computer matching techniques developed in the
interim period. The smaller size of the group of women and their relatively young age has prohibited
meaningful analysis until now (Aronson and Howe, 1994),

Another innovative procedure was also undertaken within Statistics Canada. To both complement and

verify the death search results, an "alive" search was undertaken. For this, the occupational cohort was
matched to a summary historical tax file from 1984-91 to determine if the person was alive, dead or
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emigrated. This methodology reduces the number of cases lost to follow-up and verifies the results of the
death linkage.

4.5 Combining Causes of Death Across Time from 1965-1991

Historic individual cause of death codes were combined into 70 cause of death code groups. The cause of
death on the Vital Statistics death registrations at Statistics Canada is coded and classified according to the
International Classification of Diseases (ICD). These ICD codes are classified for 1965-1967 in Revision 7
(WHO, 1957), for 1968-1978 in Revision 8 (National Center for Health Statistics, 1968) and for 1979 -
1991 in Revision 9. (WHO, 1977);

Conversions were made from these three ICD classifications to combine them into 70 grouped causes of
death for use in this study. The 70 grouped causes include infectious diseases; chronic diseases including
cancers, heart, asthma, etc.; accidents, including external causes of homicide and suicide; and combined
groups which include all leukemias, all cancers and all causes.

5. RESULTS

The results from combining the data has created a large cohort of approximately 700,000 individuals
(457,224 men; 242,196 women i.e. two-thirds men; one-third women). Individual job titles were
assembled by occupation codes to give 261 - 1961 codes and 409 - 1971 codes. Socio-economic status was
allocated for each occupation code within two classifications to produce 432 blue-collar occupations and
238 white-collar occupations.

These individuals were followed up for up to 27 years from 1965-1991. Men contributed over 11 million
person-years and women more than 6 million person-years. A total of 142,800 deaths with cause of death
{(~19% of the cohort) were found through the CMDB up to the end of 1991; 116,000 deaths among males,
26,800 deaths among females.

In addition to the ~19% deaths, the "alive" follow-up verified that an additional ~70% of the cohort was
still alive in 1991. The remainder of ~11% were not found to be dead, or among the tax filers for 1991.
This remaining percentage would be a mixture of those dying outside Canada, non-residents/emigrants who
are still alive, and/or living persons in Canada who did not file a tax return in 1991. Elsewhere, evaluations
of linking a specific cohort to the CMDB and comparing computerised linkage with more traditional
manual follow-up methods have reported about 4% of deaths not found (Shannon et al., 1989; Goldberg et
al., 1993). This is mainly due to deaths occurring outside Canada.

As mentioned, 70 causes of death groupings were created across time, for 1965-1991 from combining 1CD-
7, ICDA-8 and ICD-9 codes. There were over 27,000 comparisons made between 670 occupations and 70
specific causes of death. Relative risks and 95% confidence intervals were determined.

Selected results have been published elsewhere (Aronson et al., 1999). Some examples are shown in
Figures 2 - 4 below. Figure 2 shows 15 results that meet very stringent reporting criteria. Figure 3 shows
an example of how results can be viewed by occupation. Figure 4 shows examples of results viewed by
selected causes of death.
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Figure 2: Fifteen Potential Associations Between Causes of Death and Occupations
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Figure 3: Potential Associations With the Occupation of Truck Driver Among Men (All Ages)
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Figure 4: Potential Associations Between Causes of Death and Occupations
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6. THE FUTURE AND SUMMARY

The full results are being produced on a CD-ROM product to be released by Statistics Canada (Aronson et
al., 2000, CD-ROM). This CD-ROM will include: i) an ASCII file containing 14 vanables; 1i) full tables
by occupation (670) and by cause of death (70} giving all the results including the Relative Risk, the 95%
confidence intervals and the p-value for each case; iii) selected tables by occupation and by cause of death;
selected on the basis of Relative Risk greater than 1.0; observed deaths greater or equal to S; and p-value
less than 0.05; iv) documentation giving details of the study; v) 8 Appendices including a full list of the
1961 and 1971 Standard Occupational Codes by code number and alphabetically; cause of death codes by
code group number and alphabetically; a record layout and data dictionary for the ASCII file; and a
glossary of terms.

Through the use of a unique epidemiological study, we have consolidated information in a systematic way
to help identify both known and previously unsuspected potential associations between occupations and
cause-specific mortality risk. This is an examination of the "big picture" to help guide the generation of
hypotheses for more detailed studies for areas where excess risks are found here. Plans include providing
the information for all those who need to know, particularly those who can take further action, e.g.
occupational health researchers, management, unions and governments.
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ABSTRACT

A meta analysis was performed to estimate the proportion of liver carcinogens, the propontion of
chemicals carcinogenic at any sile, and the corresponding proportion of anticarcinogens among
chemicals tested in 397 long-term cancer bioassays conducted by the U.S. National Toxicology
Program. Although the estimator used was negatively biased, the study provided persuasive evidence
for a larger propartion of liver carcinogens (0.43, 90% Cl: 0.35, 0.51) than was identified by the NTP
(0.28). A larger proportion of chemicals carcinogenic al any site was also estimated (0.59, 90% Cl:
0.49,0.69) than was i1dentified by the NTP (0.51), although this excess was not statistically significant.
A larger proportion of anticarcinogens (0.66) was estimated than carcinogens (0.59). Despite the
negative bias, it was estimaled that 85% of the chemicals were either carcinogenic or anticarcinogenice
at some site in some sex-species group. This suggests that most chemicals tested a1 high enough doses
will cause some sort of perturbation in lumor rates.

KEY WORDS: Meta analysis; bioassay data; trend test; carcinogenesis

1. INTRODUCTION

The National Toxicology Program (NTP) has been testing chemicals for carcinogenic potential for
about 30 years. Of the approximately 400 chemicals that have been tested, about 50% have been
identtfied as carcinogens. About 25% of the tested chemicals have been found to be carcinogenic to
the liver, which is the most frequent site of carcinogenests in NTP bioassays (Huff et al., 1991).
Results from these bioassays are used by regulatory agencies charged with protection of public health
and by the scientific community concerned with carcinogenic risk assessment. Consequently. these
studies have important health and economic consequences. Chemicals identified as carcinogenic in
animal bioassays are generally regulated much more stringently than chemicals not so identified.

In this paper, data from 397 NTP bioassays are used to estimate the portion of the chemicals that were
carcinogenic to the liver, and the proportion that were carcinogenic at any site, in any experimental
animal group. Estimates are also developed of the proportion of the 397 chemicals that were
anticarcinogenic, or either carcinogenic or anticarcinogenic. A chemical that caused a dose-related
increase in tumor incidence at one site and a dose-related decrease at a different site would be
considered both a carcinogen and an anticarcinogen. More detailed accounts of this work may be
found elsewhere (Crump et al., 1998, 1999).

'ICF Kaiser, 602 East Georgia Avenue, Ruston, LA 71270 USA
*University of Ottawa, Department of Epidemiology and Community Medicine, Ottawa Ontario
CANADA
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2. METHODS

Data from 397 long-term carcinogenicity bioassays were obtained from NTP data archives (Crump
etal, 1998, 1999). Most of these studies involved mice and rats, and our analysis was restricted to
these two species. Generally, males and females of a species were tested in separate experiments,
which involved two or three dose groups of about 50 animals each, in addition to a control group of
that same size (although control groups in a few of the earlier studies contained as few as 10 animals).

The procedure used to estimate the number of carcinogens in the NTP data base is based on the
empirical distribution of p-values obtained from a statistical test applied to the individual studies
(Bickis et al., 1996; Crump and Krewski 1998), and is now briefly described. If none of the
chemicals had any effect upon tumor rates, these p-values would be uniformly distributed between
zero and one, which means that the cumulative distribution of p-values would graph as a straight line
from the point (0,0) to the point (1,1), as illustrated in Figure 1A. However, if, e.g., 60% of the
chemicals were carcinogenic—so highly carcinogenic that the corresponding p-values were
essentially zero (Figure 1B)—the cumulative distribution would still plot as a straight line, and this
line would intersect the y-axis at 0.6, the proportion of carcinogens. Figure 1C depicts a more
realistic case in which the proportion of carcinogens is still 60% but the carcinogenic responses are
weaker, so that the p-values from the carcinogens are not all zero. In this case a tangent line drawn
at any point on the theoretical cumulative distribution of p-values will intersect the y-axis at a point
that is less than 0.6 (the proportion of carcinogens), but the intersection point will be nearer to 0.6 if
the tangent line is drawn at a point closer to p = 1. Figure 1D is a modification of Figure 1C in which
the proportion of carcinogens remains at 0.6, but, in addition, 20% of the chemicals are
anticarcinogens. In this case, any tangent line will intersect the y-axis at a value that is less than 0.6.
However, as suggested by Figure 1D, the point of intersection will be largest and consequently nearer
to the true proportion of carcinogens, when the tangent line is drawn through the inflection point of
the curve.

This dlscussmn suggests estimating the proportion of carcinogens from the empirical distribution
function, F(p) (defined as the proportion of studies with p-values <p), by drawing a secant line
through two points, a and b, of the graph of F(p), and using as the estimator the y-intercept of this
secant line. This estimator is [b F(a) - a F(b))/(b - a), which under fairly general conditions, has
the following properties (Crump and Krewski, 1998), all of which are suggested by the above
discussion:

1) The estimator is biased low no matter how « and b are chosen.

2) This negative bias is smallest when @ and b are selected near the inflection point of F(p), the
expected value of F r).

3) Fora given value of 4, the value of « that minimizes the bias is on the opposite side of the inflec-
tion point from h.

4) The varnance of the estimator becomes large when @ and b are close together.

These properties suggest selecting a and b near to, and on opposite sides of, the inflection point of
the graph of F(p), but not so near to the inflection point that the variance becomes excessively large.

To use this procedure to estimate the proportion of NTP chemicals that were liver carcinogens, we
first calculated p-values from the POLY3 test (Bailar and Portier, 1988) applied to the liver tumor
data from all dose groups of each sex-species-specific experiment for each tested chemical. The
POLY3 test is an age-adjusted test of trend, and has recently been adopted by the NTP as the
statistical test of choice for the NTP carcinogenesis bioassays. The p-value for a test of the hypothesis
that a chemical was carcinogenic to the liver in at least one sex-species group was then defined as
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I (1 = ppin)*, where p,,, was the minimum POLY?3 p-value from all sex-species experiments and &
was the number of such experiments for a chemical (for the majority of chemicals, k& = 4,
corresponding to the fact that separate experiments had been performed in both sexes of mice and
rats). This p-value can be shown to be theoretically uniformly distributed in the null case (when the
exposure does not affect tumor rates in any sex-species group).

Calculation of p-values needed to estimate the proportion of chemicals that were carcinogenic at any
site in any sex and species group was somewhat more complicated. First the POLY?3 test was applied
to each of 93 tumor categories defined so that they were similar to the categories routinely analyzed
by the NTP. The test statistic, 7, for an effect in a sex-species experiment was the largest of these
POLY?3 test statistics, after application of a continuity correction, derived from any tumor category.
In order to insure that the test based on 7" had the proper false positive rate, its p-value was determined
using a randomization procedure (Farrar and Crump, 1990).

3. RESULTS

Figure 2A gives the results of the analysis used to estimate the number of liver carcinogens. The
empirical distribution of POLY3 p-values is considerably above the line y = x for small values of p,
which indicates the presence of liver carcinogens. This graph also shows some evidence of
anticarcinogenesis, as the graph lies slightly below the graph y = x for p-values close to 1.0. This
evidence for anticarcinogenesis was somewhat surprising, since this graph was based on p-values
determined from the minimum of generally four p-values, and it might be expected that, e.g.,
anticarcinogenicity in one sex-species group would have relatively little effect upon the minimum of
four p-values.

Figure 2A also shows estimates of the number of liver carcinogens among the NTP-tested chemicals
obtained for various values of the parameter @ between 0.2 and 0.55, with b selected as 1.2 - a. This
graph provides evidence for more liver carcinogens than were identified by the NTP as both the point
estimate and the 95% lower confidence bound are above the NTP estimate (0.28) for all values of .

Figure 2B presents results of the analysis to estimate the proportion of chemicals that were
carcinogenic at any site in any sex-species group. The graph of the estimate of the proportion of
carcinogens shows the estimate for all values of @ between 0 and 1, with & fixed at b = 1. Although
the point estimate of the proportion of carcinogens is higher than the proportion identified by the NTP
(0.51) for all values of @ except the smallest (where the estimator has the greatest amount of negative
bias) and largest (where the vanance of the estimator is greatest), the 95% lower bound on our
estimate is close to or below the proportion of carcinogens obtained by the NTP for most values of
a. Thus, evidence for an excess proportion of chemicals that were carcinogenic at any site over the
proportion obtained by the NTP is weaker than the corresponding evidence for liver cancer.

Figures 2C and 2D contain results of the analyses used to obtain estimates of the proportion of
chemicals that were anticarcinogenic, or either carcinogenic or anticarcinogenic, respectively, atany
site in any sex or species. Figure 2C indicates the presence of a considerable amount of anticarcino-
genesis, and Figure 2D suggests that most chemicals were either carcinogenic or anticarcinogenic at
some site in some sex-species group.

Table 1 contains representative estimates of the proportion of liver carcinogens and the proportion
of chemicals that were carcinogenic, anticarcinogenic or either. The estimated proportion of liver
carcinogens was 0.43 (90% CI: 0.35, 0.51), which was significantly larger than the proportion
identified by the NTP (0.28). Although the estimated proportion of chemicals carcinogenic at any
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site was 0.59 (90% CI: 0.49, 0.69), compared to the NTP estimate of 0.51 this excess was not
statistically significant. The estimated proportion of anticarcinogens was 0.66, which was higher than
the estimate of the proportion of carcinogens. The proportion of chemicals that was either
carcinogenic or anticarcinogenic was estimated as 0.85 (90% CI: 0.78, 0.91).

4. DISCUSSION

This study estimated that 43% of NTP chemicals were liver carcinogens and 59% were carcinogenic
at some site. Although both proportions are greater than the NTP estimate, only the excess of liver
tumors is statistically significant. We estimated that there were more anticarcinogens (0.66) than
carcinogens (0.59) among NTP chemicals. An analysis that used a conventional significance level
of 0.05 to detect effects would not have discovered this, since the proportion of chemicals having a
p-value <0.05 for anticarcinogenesis was smaller than the corresponding proportion for carcino-
genesis. Estimating a larger proportion of anticarcinogens than carcinogens was unexpected because
chemicals were selected for study by the NTP on the basis of suspected carcinogenicity, and also
because anticarcinogenesis should be inherently more difficult to detect than carcinogenesis due to
the relatively low carcinogenic background.

It was estimated that 85% of the chemicals studied by the NTP were either carcinogenic or anti-
carcinogenic at some site in some sex-species group of rodents. It should be kept in mind that the
estimator used to obtain this estimate is inherently negatively biased. This suggests that most
chemicals, when givenatsufficiently high doses, may cause perturbations that affect tumor responses,
causing increases at some sites and decreases at others.
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Table 1
Representative Estimates of the Proportion of Chemicals That Were
Carcinogenic to the Liver of Any Sex-species Group, Carcinogenic Overall
(At Any Site in Any Sex-species Group), Anticarcinogenic Overall,
or Either Carcinogenic or Anticarcinogenic Overall

Estimated 90% C.I. NTP Estimate
Proportion
Liver Carcinogenic® 0.43 (0.35, 0.51) 0.28
Carcinogenic Overall® 0.59 (0.49, 0.69) 0.51
Anticarcinogenic Overall® 0.66 (0.56, 0.75)
Carcinogenic or Anticarcinogenic 0.85 (0.78,0.91)

Overall?

* Obtained from Figure 2A using a = 0.375.
® Obtained from Figure 2B using a = 0.75.
¢ Obtained from Figure 2C using a = 0.75.
¢ Obtained from Figure 2D using a = 0.75.

Figure 1
Theoretical Distribution of P-values Under Various Conditions
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