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PREFACE 

Symposium 99 was the sixteenth in the series of international symposia on methodological issues sponsored 
by Statistics Canada. Each year the symposium focuses on a particular theme. in 1999, the theme was: 
"Combining Data from Different Sources". 

The 1999 symposium was held from May 5 to May 7 1999 in the Simon Goldberg Conference Centre in 
Ottawa and it attracted over 300 people from 11 countries. A total of 29 papers were presented. Aside from 
translation and formatting, the papers, as submitted by the authors, have been reproduced in these proceedings. 

The organizers of Symposium 99 would like to acknowledge the contribution of the many people, too 
numerous to mention individually, who helped make it a success. Over 30 people volunteered to help in the 
preparation and running of the symposium, and 22 more verified the translation of papers submitted for this 
volume. Naturally, the organizers would also like to thank the presenters and authors for their presentations 
and for putting them in written form. Finally, they would like to thank Lynn Savage for processing this 
manuscript. 

In 2000, the symposium will be replaced by the International Conference on Establishment Surveys, as was 
the case in 1993. This conference will be held in Buffalo, New York from June 17 to June 21 2000. The next 
Statistics Canada symposium will be held in Ottawa in 2001. 

Symposium 99 Organizing Committee 

Christian Thibault 
Jean-Marie Berthelot 
Milorad Kovacevic 
Pierre La vallée 
Jackie Yiplong 

Extracts from this publication may be reproduced for individual use without permission 
provided the source is fully acknowledged, However, reproduction of this publication in 
whole or in part for the purposes of resale or redistribution requires written permission 
from Statistics Canada. 
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OPENING REMARKS 

Gordon Brackstone, Statistics Canada 

Good morning and, on behalf of Statistics Canada, a very warm welcome to Symposium 99. This is the 16 '  
in the series of annual methodology symposia organized by Statistics Canada. We are pleased to see a strong 
international character to the Symposium again this year with speakers from Australia, France, Germany, the 
Netherlands, New Zealand, the United Kingdom, and the United States. Altogether we have participants from 
II countries on 3 continents. We also have participants from a wide range of institutions including national 
statistical agencies, universities, industry, and several organizations in the health field. 

The Statistics Canada Methodology Symposium series started in 1984 as an annual international event aimed 
at addressing issues of statistical methodology - issues which were, on the one hand, relevant to the work of 
a government statistical agency, but which would, on the other hand, benefit from exposure to a broader 
spectrum of interested individuals working in other sectors including universities, industry, and other 
government organizations. A wide range of topics has been covered at previous symposia. They have included 
specific topics within survey methodology: design of establishment surveys, longitudinal surveys; dealing with 
missing data; non-sampling errors. But they have also included broader topics such as the impact of high 
technology on survey taking; re-engineering; and quality improvement. 

The theme of this year's symposium is: combining data from different sources. The program of this symposium 
is, to say the least, impressive, and will be looking at the problems and challenges, new theoretical 
developments and their practical applications, and a range of other subjects related to the need to combine data 
from different sources. The symposium will also touch on concerns about privacy protection and 
confidentiality when combining data. 

Several of our symposia have broached subjects related to the theme of this symposium - for example, 
Statistical Use of Administrative Data in 1987, and Data to information - Methods and Systems in 1995, but 
we have never before focussed expressly on this theme. Allow me to explain briefly the reason for choosing 
this subject, which has evidently drawn so much interest. 

Combining data from different sources is not a new idea. Compiling the National Accounts, a task which has 
been around for many decades now, is an example par excellence of combining data from many different 
sources. Producing population estimates between censuses is another old example of utilizing many sources 
of data to produce estimates. In fact, several countries are now using several sources of information to produce 
population estimates in census years too - and our keynote talk will elaborate on that. So what's new about 
Combining data from different sources? 

Well, I think there has been a quite significant change, over the past two decades, in the way we think of a 
survey, or for that matter any other data collection exercise, as a source of information. The traditional view 
was perhaps that each survey produced a set of outputs - publications, tables, special requests, maybe a public 
use microdata file. Each survey was a stovepipe (to overuse a cliché) that transformed a set of responses into 
a set of statistical outputs and spewed them out separately from every other survey. And that was the end of 
the survey. Some systems, such as the national accounts, existed for taking aggregate results from surveys and 
integrating them into a coherent picture of broader phenomena than those measured by a single survey. But 
the survey microdata themselves were rarely seen as an asset to be used in combination with other datasets. 



Today there is much more emphasis on the survey as a supplier of microdata to be used for further analysis 
in combination with data from other sources. The survey - and I use the term "survey" to denote any data 
collection exercise - is seen as a feeder system that will add to an existing stock of data that can be analysed 
more broadly, or that will add data within a framework that integrates information pertaining to a common 
aspect of society or the economy. I do not claim that we have made that transition successfully yet, but that 
is the direction of change. 

Integration of the outputs of different surveys into a common analytic framework is one example of Combining 
data from dfferent sources. This integration may be aimed at reconciling different datasets to produce 
improved information, or at obtaining deeper analytic insights than can be obtained from any of the datasets 
individually, or at assessing the quality of one source of data against another. The techniques that are now 
referred to as mets analysis also fit in here. 

These are examples of combining aggregate data from different surveys after the surveys are completed. But 
there are also many examples of combining microdata from different sources, both within and between 
surveys. The use of record linkage techniques to combine data about the same individual from different sources 
can provide a richer database than any of the individual sources. Or it can provide a basis for assessing one 
source against another. Record linkage raises some important privacy issues, as well as technical challenges, 
some of which will be covered during this Symposium. Different aspects of record linkage, statistical matching 
(or data fusion as it is called in some places), and imputation techniques will be tackled, including comparisons 
of existing methods and related software. Linking data from different surveys is a special challenge in the 
presence of survey weights. Several speakers will address this problem. 

In addition to direct record linkage where we are frying to find matches between records that relate to the same 
individual, there are more recent methods of statistical linkage or synthetic linkage where we try to combine 
records that typically relate to different individuals, but in a way that results in a set of composite records that 
in total reflect the statistical properties of the population under study. The statistical properties of data resulting 
from such linkages deserve attention. 

So we have examples of combining data from surveys both at the micro level and at the macro or aggregate 
level. 

But there are also many examples of combining data from different sources during the design and execution 
of surveys. Multiple frames; substitution of administrative data for survey responses; use of auxiliary data in 
imputation or estimation; assessment of survey data, - these all involve combining data from different sources 
in different ways. 

Most of these examples are driven by one or both of two complementary motivations: to derive maximum 
information from data already collected, and to optimize the use of resources spent on new data collection 

The theme of this year's symposium is very timely for Statistics Canada, since there is a growing demand for 
and an increasing supply of a wide range of rich information on the one hand, and growing concerns regarding 
respondent burden and privacy problems on the other. In response to these demands, the practice of combining 
available data has become very common, especially with the availability of fast and versatile software for 
record linkage. The number of papers at this symposium containing examples from real applications reflects 
the increasing popularity of combining data from different sources. 

However, certain pie-conditions and requirements have to be satisfied to combine data meaningfully and to 
benefit from their joint use. The use of comparable variables and classification systems, consistent methods 
of editing and processing, full understanding of quality and methodology underlying the data, attention to 
privacy concerns are all needed if one is to combine data from different sources in a way that is going to inform 
and not mislead. Although we have a session specially devoted to the issues of prerequisites and benefits, these 
preconditions will become evident in many of the applications to be discussed. 

4 



We included in the program methods and techniques such as meta analysis, which essentially combines the 
outcomes of different statistical tests across studies believed to be homogeneous, and combined analysis, 
where, besides the test results, the data from many experiments are still available for possible pooling and 
combined analysis. Although these methods were mainly developed in epidemiology and biostatistics, they 
inspired further development and modifications to applications elsewhere. 

Although the symposium covers many important issues, there are plenty of methodological problems that still 
need to be addressed in the context of combining data. One such issue is linear regression modelling of data 
assembled via record linkage or statistical matching techniques. The problem is how to evaluate the matching 
error and its impact on the estimation of the coefficients in the subsequent regression model. That is, how does 
one account for the fact that some variables in the combined data set have never been observed together on the 
same subject? 

Needless to say, many other topics related to combining information, such as benchmarking of time series, 
hierarchical modelling, data augmentation, and small area estimation, could not be included due to time 
constraints. They may perhaps be a challenge for a future symposium. For now, we have a rich list of 
stimulating statistical issues. 

I believe that Christian Thibault and his organizing committee have developed an impressive program which, 
over the next three days, will prompt us to examine many aspects of the subject of this symposium. 

Thank you for attending this symposium, and I hope that these three days will be interesting and useful. Every 
year, I say that we, at Statistics Canada, benefit inestimably from the presentations and exchanges that take 
place in the context of these symposia. I hope you will all find that you and your organization benefited greatly 
from your time spent here. 

I wish you all well in these discussions. I am sure that we in Statistics Canada will benefit from the exchanges, 
and I trust that by the conclusion of the symposium, everyone will have gained useful new insights and ideas. 
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COMBINING CENSUS, SURVEY, DEMOGRAPHIC AND 
ADMINISTRATIVE DATA TO PRODUCE A ONE NUMBER 

CENSUS 

Ray Chambers, Ian Diamond' and Marie Cruddas 2  

ABSTRACT 

the focus of Syniposium'99 is on tcchniques and methods for combining data from different sources and on 
analysis of the resulting data sets. In this talk we illustrate the usefulness of taking such an "integrating" 
approach when tackling a complex statistical problem. The problem itself is easily described - it is how to 
approximate, as closely as possible, a "perfect census", and in particular, how to obtain census counts that are 
"free" of underenumeratiori. Typically, underenumeration is estimated by carrying out a post enumeration 
survey (PES) following the census. In the UK in 1991 the PES failed to identify the full size of the 
undercnumcration and so demographic methods were used to estimate the extent of the undcrcount. The 
problems with the "traditional" PES approach in 1991 resulted in a joint research project between the Office for 
National Statistics and the Department of Social Statistics at the University of Southampton aimed at 
developing a methodology which will allow a "One Number Census" in the UK in 2001. That is, 
undcrenumeration will be accounted for not just at high levels of aggregation, but right down to the lowest 
levels at which census tabulations are produced. In this way all census outputs will be internally Consistent, 
adding to the national population estimates. the basis of this methodology is the integration of information 
from a number of data sources in order to achieve this "One Number". 

In this paper we provide an overview of the various stages in such a "One Number Census", and how they allow 
this integration of information 

KEY WORDS: Census; Underenumeration; Coverage Survey; 

1. INTRODUCTION TO THE ONE NUMBER CENSUS METHODOLOGY 

A major use of the decennial UK census is in providing figures on which to rebase the annual population 
estimates. This base needs to take into account the level of underenumcration in the census; this has 
traditionally been measured from data collected in a post-enumeration sample survey (PES) and through 
comparison with the national level estimate of the population based on the previous census. In the 1991 
Census, although the level of underenumeration was comparable with that observed in other developed 
countries (estimated at 2.2 per cent), it did not occur uniformly across all socio-demographic groups and 
parts of the country. There was also a significant diflirencc between the survey-based estimate and that 
rolled forward from the previous census. Further investigation showed that the 1991 PES had failed to 
measure the level of underenumeration and its degree of variability adequately. 

For the 2001 Census rnaximising coverage is a priority. To help achieve this a number of initiatives have been 
introduced, for example: 

the Census forms have been redesigned to make them easier to complete; 
population definitions for the Census have been reviewed; 

'Southampton University, Highfield, Southampton, Hampshire, S017 1BJ, UK. Email: 
rc@alcd.soton.ac.uk  
2  Office for National Statistics, Segensworth Road, Titchfield, Fareham, Hampshire, P015 5RR, UK. 
Email: marie.cruddas@ons.gov.uk  
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postback of Census forms will he allowed for the first time: and 
resources will be concentrated in areas where response rates are lowest. 

Despite efforts to maximise coverage in the 2001 Census, it is only realistic to expect there will be some degree 
of underenumeration. The One Number Census (ONC) project was established as a joint research project 
between the Office for National Statistics (ONS) and the University of Southampton. The aim of the project is 
to develop a methodology which measures this underenumeration, provides a clear link between the Census 
counts and the population estimates, and adjusts all Census counts (which means the individual level database 
itself) for underenumeration. 

The main aspects of the ONC methodology are: 

I. 	The design of the PES in 2001. This will be in the form of a vely large area-based household 
survey (known as the Census Coverage Survey or CCS) which will re-enumerate a sample of 
postcodes (area-based units which average around 15 households) and collect data on a small 
number of key variables central to estimating underenumeration; 
The matching of the CCS data and the census data using both clerical and probability matching 
methods; 
The use of combined dual systemlregression-based methods to produce population estimates by 
age and sex for regions, each with a population of around one-half million; 
The integration of demographic information from administrative registers and small area 
estimation methods to "cascade" these regional estimates down to Local Authority District (LAD) 
level; 
The use of donor imputation methods which are calibrated to the LAD estimates to create a census 
microdata tile that includes imputes for people missed by the census. All "One Number Census" 
tabulations will then be based on this file. 

Figure 1. A schematic overview of the one number census process 
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Table 1 sets out the various data sources used in the ONC process. Figure 1 illustrates the various stages of 
this process and shows how the information provided by these data sources are integrated. In the remainder 
of this paper we describe each of these stages in more detail. 

Table 1. The various data sources used in the ONC process. 

Data Source Use of data source in ONC process 

Demographics: • Making 'rolled forward' population 
• 	Birth/Death data estimates 
• 	Migration estimates 
Previous Censuses • Making 'rolled forward' population 

estimates 
• Design information for the CCS 

2001 Census e The main individual data source 
• Provision of aggregate level data for 

benchmarking estimates 
• Imputation data 

2001 CCS • Population estimates 
• Undercount models 

Administrative records, e.g. • Quality assurance of population estimates 

Health Service Records 

ONS Birth Registration data 

2. THE CENSUS COVERAGE SURVEY 

Following the 1991 Census, a Census Validation Survey (CVS) was carried out in England, Scotland, and 
Wales. This survey aimed to estimate net underenumeration and to validate the quality of Census data 
(1-leady eral., 1994). The second of these aims required a complete re-interview of a sample of households 
that had previously been enumerated in the Census. This requirement was costly, due to the time required 
to till out the complete census form, resulting in a small sample size. It also meant that the ability of the 
CVS to find missed households was compromised, since no independent listing of households was carried 
out. 

An alternative strategy was required for 2001. Administrative records were found not to be accurate enough 
to measure Census quality to the required precision. It was therefore concluded that a PES was needed with 
a clear objective and different design. The CCS (as the PES will be known in 2001) is designed to address 
coverage exclusively. Focusing on coverage allows for a shorter, doorstep questionnaire. Savings in time 
can be translated into a larger sample size. Information on question response error in the Census data will 
be obtained from other sources, particularly the question testing programme, the 1997 Census Test and 
through a separate quality survey carried out in 1999. 

The CCS will be a postcode-unit based survey, re-enumerating a sample of postcode units rather than 
households. It is technically feasible to design a household-based CCS by sampling delivery points on the 
UK Postal Address File, but the incomplete coverage of this sample frame makes it unsuitable for checking 
coverage in the Census. Consequently, an area-based sampling design has been chosen for the CCS, with 
1991 Census Enumeration Districts (EDs) as primary sampling units and postcodes within EDs as 
secondary sampling units. Sub-sampling of households within postcodes was not considered since coverage 



data from all households in a sampled postcode is necessary for estimation of small area effects in the 
multilevel models proposed for the fmal stage of the ONC. 

Subject to resource constraints, the CCS sample design will be optimised to produce population estimates 
of acceptable accuracy within sub-national areas called Design Groups. Each such area will correspond to a 
group of contiguous local administrative areas (Local Authority Districts or LADs) with an expected 2001 
population of approximately half a million people. The population estimates will be for the 24 age-sex 
groups defined by sex (male/female) and 12 age classes: 04, 5-9, 10-14, 15-19, 20-24, 25-29, 30-34, 35-
39, 40-44, 45-79, 80-84, 85+. The ages 45-79 have been combined since there was no evidence of any 
marked underenumeration in this group in 1991. This age grouping will be reviewed prior to finalising the 
CCS design. 

Underenumeration in the 2001 Census is expected to be higher in areas with particular characteristics. For 
example, people in dwellings occupied by more than one household (multi-occupancy) have a relatively 
high probability of not being enumerated in a census. In order to control for the differentials, EDs within 
each Design Group are classified by a 'Hard to Count' (HtC) score. A prototype version of this score has 
been produced. This represents social, economic and demographic characteristics that were found to be 
important determinants of 1991underenumeration by the Office for National Statistics (ONS) and the 
Estimating With Confidence Project (Simpson ef al., 1997). The variables making up the HtC score will be 
reviewed prior to finalisation of the CCS design. The prototype HtC score was used in the CCS Rehearsal, 
which was undertaken as part of the 1999 Census Rehearsal, and was based on the following variables from 
the 1991 Census: 

percentage of young people who migrated into the Enumeration District in the last year; 
percentage of households in multiply-occupied buildings: and 
percentage of households which were privately rented. 

For sample design purposes, the HtC score has been converted to a five point HtC index, with each quintile 
assigned an index value from I (easiest to count) to 5 (hardest to count). At the design stage, the role of the 
HtC index is to ensure that all types of EDs are sampled. Further size stratification of EDs within each level 
of the HtC index, based on a derived size measure which reflects key 1991 age-sex counts in EDs improves 
efficiency by reducing within stratum variance. 

The second stage of the CCS design consists of the random selection of a fixed number of postcodes within 
each selected ED. The proposed sample size for the CCS was investigated through a research project more 
fully described in Brown ci a! (1999). The research used anonymised individual level 1991 Census data 
which was assumed to constitute the 'true' population. Using a sequence of Bernoulli trials based on 1991 
underenumeration probabilities, individuals were randomly removed from the data set. CCS samples were 
simulated and estimates of the 'true' population count for each age-sex group in each HtC stratum made. 
The results of these simulations suggest that a sample of around 20,000 postcodes (approximately 300,000 
households) with five postcodes per ED and splitting the country up into Design Groups each with a 
population of around 500,000 would give an acceptable degree of precision. For England and Wales with a 
population of 52 million these simulations indicate a 95% confidence interval for the true population count 
has a width of +/-0.13%. 

3. MATCHING THE CENSUS COVERAGE SURVEY AND CENSUS RECORDS 

The ONC estimation strategy requires the identification of the number of individuals and households 
observed in both the Census and CCS and those observed only once. Underenumeration of around two to 
three percent nationally means that, although absolute numbers may be large, percentages are small. Thus 
the ONC process requires an accurate matching methodology. This is more fully described in Baxter 
(1998). 
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The independent enumeration methodologies employed by the Census and CCS mean that simple matching 
using a unique identifier common to both lists is not possible. Furthermore, simple exact matching on the 
variables collected by both methods is out of the question as there will be errors in both sets of data caused 
by incorrect recording, misunderstandings, the time gap between the Census and the CCS, errors introduced 
during processing etc. The size of the CCS also means that clerical matching is not feasible. Thus a largely 
automated process involving probability matching is necessary. 

Probability matching entails assigning a probability weight to a pair of records based on the level of 
agreement between them. The probability weights reflect the likelihood that the two records correspond to 
the same individual. A blocking variable, e.g. postcode, is used to reduce the number of comparisons 
required by an initial grouping of the records. Probability matching is only undertaken within blocks as 
defined by the blocking variables. 

Matching variables such as name, type of accommodation and month of birth are compared for each pair of 
records within a block. Provided the variables being compared are independent of each other, the 
probability weights associated with each variable can be summed to give an overall probability weight for 
the two records. Records are matched if, for the Census record that most closely resembles the CCS record 
in question, the likelihood of them relating to the same household or individual exceeds an agreed 
threshold. 

A key use of the CCS data will be to enable the characteristics of underenumeration to be modelled in 
terms of variables collected in the Census. This will allow adjustments based on such models to be applied 
to the whole population. In order that this process is not biased by application of matching rules, the 
variables underlying matching and modelling should be as independent as possible. 

The initial probability weights used in 2001 will have been calculated from the data collected during the 
1999 Census Rehearsal. These weights will be refined as the 2001 matching process progresses. 

4. ESTIMATION OF DESIGN GROUP AGE SEX POPULATIONS 

There are two stages to the estimation of Design Group populations within age-sex groups, see Brown et al 
(1999). First, Dual System Estimation (DSE) is used to estimate the number of people in different age-sex 
groups missed by both the Census and CCS within each CCS postcode. Second, the posicode level 
population cstirnates obtained via DSE are used in regression estimation to obtain final estimates for the 
Design Group as a whole. 

For matched CensuslCCs data, the simplest estimate of the total count for a postcode is the union count (i.e. 
the total of those counted in the Census andlor CCS within the postcode). However, this will be biased low 
because it ignores the people missed by both counts. DSE methodology gives an estimated count which 
adjusts the union count for this bias. DSE assumes that: 

the Census and CCS counts are independent; and 
the probability of capture' by one or both of these counts is the same for all individuals in the area 
of interest. 

When these assumptions hold, DSE gives an unbiased estimate of the total population. Hogan (1993) 
describes the implementation of DSE for the 1990 US Census. In this case assumption (i) was 
approximated through the operational independence of the Census and PES data capture processes, and 
assumption (ii) was approximated by forming post-strata based on characteristics believed to be related to 
heterogeneity in the capture probabilities. 

In the context of the ONC, DSE will be used with the Census and CCS data as a method of improving the 
population count for a sampled postcode, rather than as a method of estimation in itself. That is, given 
matched Census and CCS data for a CCS posicode, l)SE is used to define a new count which is the union 
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count plus an adjustment for people missed by both the Census and the CCS in that postcode. This DSE 
count for the sampled postcode is then used as the dependent variable in a regression model, which links 
this count with the Census count for that postcode. 

The regression model is based on the assumption that the 2001 Census count and the DSE count within 
each postcode satisfy a linear regression relationship with a zero intercept (a simple ratio model). However, 
for some age-sex groups there is the possibility of a non-zero intercept, as in some postcodes the Census 
can miss all the people in particular age-sex groups. In such cases an intercept term Ud will be added to the 
ratio model described below. This issue is currently being researched. 

It is known from the 1991 Census that undercount varies by age and sex as well as by local characteristics, 
therefore a separate regression model within each age-sex group for each HtC category within each Design 
Group is used. Let Y id  denote the DSE count for a particular age-sex group in postcode i in HtC group d in 
a particular Design Group, with X 1d denoting the corresponding 2001 Census count. Estimation is based on 
the simple zero intercept regression model: 

E{Y,dXfd}= fidXld 

Var{Y,d X,d k crXd 

Cov{Y,.d , Y1  X (j  ,X11. 0 for all i # j;d,f = 

Substituting the weighted least squares estimator for Pd  into (1), it is straightforward to show (Royall, 1970) 
that under this model the Best Linear Unbiased Predictor (BLUP) for the total count T of people in the age-
sex group (within the Design Group) is the stratified ratio estimator of this total given by: 

1 {TSd+ 	dxd)}=td 
d=l 	ieRd 	d1 

where TSJ is the total DSE count for the age-sex group for CCS sampled postcodes in category d of the HtC 
index in the Design Group; and Rd is the set of non-sampled postcodes in category d of the HtC index in the 
Design Group. Strictly speaking, the ratio model above is known to be wrong as the zero covariance 
assumption ignores correlation between postcode counts within a ED. However, the simple ratio estimator 
remains unbiased under this mis-specification, and is only marginally inefficient under correlated postcode 
counts (Scott and Holt, 1982). 

The variance of the estimation errorT - I can be estimated using the ratio model specified above. 
However this variance estimator is sensitive to mis-specification of the variance structure (Royall and 
Cumberland, 1978). Consequently, as the postcodes are clustered within EDs, the conservative ultimate 
cluster variance estimator will be used. This is given by: 

(tT)= 	 1)Td -tj lmd (nd   

where 	denotes the BLUP for the population total of category d of the HtC index based only on the 
sample data from ED e and rn.. 1  is the number of EDs in HtC group d. 

The above estimation strategy represents a regression generalisation of the 1-lorvitz-Thompson DSE 
estimator proposed in Atho (1994). As a postcode is a small population in a generally small geographic 
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area, and with the counts split by age and sex, the DSE homogeneity assumption should not be seriously 
violated. In the situation where people missed by the Census have a higher chance of being missed by the 
CCS than those counted by the Census, one would expect the regression estimator based on the DSE count 
to underestimate, but to a lesser extent than the regression estimator based on the union count. When the 
reverse happens and the CCS is very good at finding the missed people (the requirement for getting 
unbiased estimates when using the union count in the regression estimator) one would expect the DSE 
count regression estimator to overestimate. However, unless these dependencies are extremely high, one 
would not expect a gross error. 

5. ESTIMATION FOR LOCAL AUTHORITY DISTRICTS 

Direct eslimation using the CCS produces estimates by age and sex for each Design Group. In the case of a 
LAD with a population of approximately 500,000 or above this will give a direct estimate of the LAD 
population by age and sex. However, for the smaller LADs clustered to form Design Groups, this will not 
be the case - even though all LADs will be sampled in the CCS, For these LADs it will be necessary to 
carry out further estimation, and to allocate the Design Group estimate to the constituent LADs. 

Standard small area synthetic estimation techniques will be used for this purpose. These techniques are 
based on the idea that a statistical model fitted to data from a large area (in our case the CCS Design 
Group) can be applied to a smaller area to produce a synthetic estimate for that area. 

A potential problem with this approach is that, while the estimators based on the large area model have 
small variance, they may be biased for any particular small area. A compromise, introduced in the 1980s, 
involves the introduction of random effects for the small areas into the large area model. These allow the 
estimates for each small area to vary around the synthetic estimates for those areas. This helps reduce the 
bias in the simple synthetic estimate for a small area at the cost of a slight increase in its variance (Gosh 
and Rao, 1994). 

As described in the previous section, direct Design Group estimation is based on the linear regression 
model (I) linking the 2001 Census count for each postcode with the DSE-adjusted CCS count for the 
postcode This model can be extended to allow for the multiple LADs within a Design Group by writing it 
in the form 

= fid X idI  + 8d1  + ''idl 

where the extra index I = 1. . . L denotes the LADs in a Design Group, 6d,  represents an LAD 'effect' 
common to all postcodes with HtC index d, and C,dI represents a postcode specific error term. The addition 
of the dI  term above represents differences between LADs that have been grouped to form a Design Group. 

This two level regression model can be fitted to the CCS data for a Design Group, and the LAD effects 8d, 
estimated. For consistency, LAD population totals obtained in this way will be adjusted so that they (i) sum 
to the original CCS Design Group totals; and (ii) they are always at least as large as the 2001 Census counts 
for the LAD. Research is currently underway to determine whether the potential bias gains from this 
approach outweigh the variance increase relative to that of the simple synthetic estimator. 

6. DEMOGRAPHIC ESTIMATES AND QUALITY ASSURANCE 

A key aspect of the One Number Census process is the availability of the best possible comparable 
demographic estimates as well as data from other administrative sources which can serve as a reliable 
check on the national level estimates that will be produced by aggregating the Design Group estimates 
produced from the CCS. How these sources will be used is part of an on-going development of a quality 
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assurance strategy for the 2001 Census that acknowledges the qualitative rather than quantitative nature of 
the data for this purpose. 

Comparable demographic estimates will be obtained by 'rolling forward' information from a previous 
census, using registration data on births and deaths, and migration information from a number of sources. 
Different levels of error are associated with these sources. Thus in year t the population P is given by: 

P,=P0 + 1 (B 1 —D +11 —E 1 ), 

where P0  is the base population and B, D, I and E are respectively the Births, Deaths, Immigrants and 
Emigrants in each subsequent year. 

Cohort analysis carried out by the Office for National Statistics (Charlton et a!, 1998) indicated that the 
national level population estimates produced by "rolling forward" the 1991 Census counts, even when these 
are adjusted for undercount by the Census Validation Survey, were less reliable than the demographic 
estimates rolled forward from the 1981 Census counts. This means that in 2001, the rolled forward 
estimates, which will be used as a check on the census count, will still be based on the 1981 Census. 

Further work is being done to estimate the 'margin of error' in these rolled forward estimates of the 
population taking into account sampling and non-sampling errors in the source data (Charlton and 
Chappell, 1999). This will provide the 'plausibility range' for assessing the adjusted 2001 census figures. 
Whilst death registration data are believed to be virtually complete, the sources of migration data are 
subject to error. 

6.1 Migration data sources 

International migration data are produced from the International Passenger Survey (IFS), a sample survey 
of international arrivals and departures at ports and airports. The IPS covers all travellers and, as only a 
small proportion of these are migrants, the number of migrants included in the sample is relatively small. 
Therefore, relatively high error rates are attached to these international migrant figures. Persons travelling 
between the UK and the Irish Republic are not currently included in the IPS. Net  Irish migration is 
estimated from the UK and Irish Labour Force Surveys (which include a question on address 12 months 
previously) and counts of Irish citizens registering with the National Health Service. 

Migration within and between the constituent countries of the UK (England and Wales, Scotland, Northern 
Ireland) is estimated from the reporting to the NHS of re-registrations with General Practitioners. However 
some people, particularly young adults, do not register promptly (or at all) following a change of address. 
The geographical information from this source is limited, showing only the equivalent of the county or 
borough of origin or destination. 

It is thought that the majority of asylum seekers are not recorded in the IPS migrant sample. Improved data 
on these persons are being received from the Home Office to be incorporated in the estimates. Similarly the 
Home Office is supplying improved information on the numbers of persons who enter the UK as short term 
visitors but later apply to remain as residents. 

6.2 Using administrative records 

As an additional independent source against which to compare the rolled forward estimates, use of 
Department of Social Security data on the number of Retirement Pension and Child Benefit claimants is 
being investigated. This administrative source is believed to offer almost complete coverage of the elderly 
and of young children - these two groups have been relatively poorly enumerated in past censuses. 
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7. IMPUTATION OF MISSED HOUSEHOLD AND INDIVIDUALS 

This final stage of the ONC process creates a ONC database which includes all individuals and households 
enumerated in the Census as well as imputed individuals and households missed by the Census. This 
process is described more filly in Steele et a! (1999). The imputation procedure is based on the fact that 
there are two processes that cause individuals to be missed by the Census. First, when there is no form 
received from the household and therefore all household members are missed. Second, when contact with 
the household fails to enumerate all household members and therefore some individuals are omitted from 
the form. These two processes are treated separately by the methodology. 

The first step in the process models the probability of either an individual or a household being counted in 
the Census in terms of the characteristics of that individual or household. This is possible in CCS postcodes 
where there are matched counts of the population. The second step estimates a Census coverage probability 
for every individual and household counted in the Census by applying the fitted model from step I to all 
Census enumerated individuals and households. Each such probability is then inverted to obtain a weight 
that reflect the corresponding individual's or household's propensity to be enumerated. These coverage 
weights are calibrated to agree with the total population estimates by age-sex group and by household size 
for each LAD. Finally a controlled imputation step that generates imputed individual and household level 
data consistent with the weighted counts of these data is carried out. 

The aim of this process is to eventually create an individual level database that will represent the best 
estimate of what would have been collected had the 2001 Census not been subject to underenumeration. 
Tabulations derived from this database will automatically include compensation for underenumeration and 
therefore all add to the 'One Number'. 

8. SUMMARY 

lhc One Number Census process is an example of what is possible when data from a number of statistical 
ources are integrated. In particular, integration of data from the 2001 Census data collection and the 

subsequent Census Coverage Survey will provide a base for creating a final UK Census in 200Iwith a 
built-rn" underenumeration adjustment. Integral to this process is the need to match the data collected 

from these two sources, as well as to quality assure the estimates subsequently generated using data from 
alternative demographic and administrative systems. This leads to extra complexity, but also to a much 
more useful Census product, and one expected to be more acceptable to the majority of Census data users 
in the UK. 

In this paper we have attempted to distil the "flavour" of the ONC process, focussing in particular on the 
data inputs to the various steps in this process. These lead from a traditional Census collection at the start to 
the final creation of a ONC Census individual and household level data base that includes an 
underenumeration adjustment consistent with all the different data sources that have been used as inputs at 
earlier stages in the process. 

However, such integration comes at a cost - and in this case this cost is reflected in the complex nature of 
the ONC process and the need to ensure that all input data sources are accurately matched, particularly 
where the methodology is based on a comparison of how good these sources are at enumerating individuals 
and households in the UK. A considerable amount of research has been carried out into assessing the 
robustness of the methodology, and this work is continuing. In particular, data obtained from the 1999 
Census Dress Rehearsal will allow further refinement of this methodology and further assessment of its 
potential reliability in 2001. Provided the results of this analysis continue to indicate that the methodology 
described in this paper offers a significant improvement over a "standard" Census collection, we expect 
that the Office for National Statistics will carry out a One Number Census in the UK in 2001. 
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ABSTRACT 

This paper states how SN is preparing for a new era in the making of statistics, as it is triggered by technological 
and methodological developments. An essential featurc of the turn to the new era is the farewell to the stovepipe 
way of data processing. The paper discusses how new technological and rixthodological tools will affect 
processes and their organization. Special emphasis is put on one of the major chances and challenges the new 
tools offer: establishing coherence in the content of statistics and in the presentation to users. 

KEY WORDS: 	tuetadata; stovepipe; integration. EDt; StatLine; output data warehouse. 

I. INTRODUCTION 

The rapid developments in information technology have a huge impact on statistical production processes 
of statistical institutes. Traditionally, the latter carry out a wide range of surveys. Implementation of new 
developments exceeds the mere replacing of paper questionnaires and publications by electronic ones, or 
the shift from manual to automated editing and imputation. There is a fundamental change in the 
organization of statistical production processes as well. Two types of integration can be observed: 
integration of the various activities within a survey process, vs integration of various survey processes as a 
whole. The benefits of integration are manifold and affect different players involved: a lower response 
burden for respondents, cheaper, faster and more sophisticated processing for statistical institutes, and more 
reliable, consistent and accessible information for users. 

This paper states how SN is preparing for this new era in the making of statistics. By passing through all 
phases of the statistical process, it will be described how new technological and methodological tools affect 
the processes and their organization. Special emphasis is put on one of the greatest challenges for SN's: 
establishing coherence in the content of statistics and in the presentation to users. 

2. NEW TECHNOLOGIES FOR DATA COLLECTION 

The traditional approach towards making statistics is based on data collection by means of (sample) surveys 
using paper questionnaires. Developments in IT have triggered a change from paper data streams to bit 
data streams. The paper form is gradually being replaced by an electronic one, or data are collected 
electronically without questionnaires and interviewers (EDI, i.e. Electronic Data Interchange). This new 
way of data collection has a fundamental impact on the way statistical agencies operate. This impact 
reveals itself in two directions, as figure 1 shows. First there is task integration (here denoted as horizontal 
integration), and secondly survey integration, i.e. vertical integration. 

Statistics Netherlands, P0 Box 400, 2270 JM Voorburg, The Netherlands 
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Figure 1. Horizontal and vertical integration of survey processes 
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After successfull introduction in household surveys, vertical integration is now being implemented in 
business surveys as well. SN gives priority to integrate data collection for business surveys that use EDI. 
This approach focuses on data sources (i.e. book keeping systems) instead of surveys: there is one 
(electronic) questionnaire for one book keeping system. Data collected from these systems may serve 
several statistics. Vertical integration means an important step towards the realization of one of the future 
goals of Statistics Netherlands, i.e. the one-counter concept: a respondent communicates with only one unit 
in SN. 

In persons/households surveys the share of EDI has evolved form 24% in 1987 to 90% in 1997. For 2007 
this percentage will approach 100, while two third of the EDI will refer to secondary sources, i.e. existing 
administrative registers. In business statistics, the paper share is higher: 70% in 1987 and an estimated 
25% in 2007. Here, we expect that the secondary sources will account for less than half of the EDI-share. 

The introduction of EDI triggers the tendency towards integration of the organizational units involved in 
data collection. Anticipating on this development, SN created in 1993 a separate data collection division. 
This division takes care of all surveys among persons and households. Integration of the major part of data 
collection for business surveys will take a number of years. The speed of this development heavily depends 
on the pace with which the implementation of primary and secondary EDI evolves. 

It should be stressed that EDI has beneficial effects on the quality of statistics as well, in particular with 
respect to consistency of concepts and data. Concentration of data collection leads to standardization of 
questionnaire concepts, and by that of statistical concepts. And it leads to a more consistent reporting by 
respondents, which in turn creates better chances for consistent and relatable statistics. This is especially 
true for large and complex businesses. 
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3. NEW METHODOLOGIES FOR DATA PROCESSING 

3.1 Editing 
The introduction of EDI has a substantial effect on data processing activities of statistical institutes. Some 
kind of administrative editing is needed at the input stage. This type of editing relates to detecting and 
correcting conceptual and processing errors. It is characterized by batch-oriented error detection 
procedures. Detected errors are analyzed and corrected on a form-by-form basis. Correction may involve 
contact with the information supplier. The result of administrative editing is an administratively clean input 
database. This input database is the data source for the subject-matter departments. For them, the database 
can be viewed as a set of virtual respondents. The subject-matter departments focus on statistical editing. 
Statistical editing focuses on finding distribution errors in the data, like outliers, and unusual yearly shifts. 
Typically, graphical macro-editing and output editing will be applied. Errors are corrected without contact 
with the information supplier. Statistical editing may very well be integrated in the imputation and 
estimation procedures. 

3.2 Imputation: the micro-database 
As stated earlier, more and more electronic data will become available as secondary sources for statistics. 
Important sources will be administrative (public) records in registers like those of the tax authorities and the 
social security administration, but also records from private sources. It is to be expected that in the future 
those registers will become the main data sources for statistical institutes. Combining this abundant amount 
of (cheap) register data with the sparse amount of (expensive) survey data in such a way that the results 
meet high quality standards will become a major challenge for survey methodology. 

Figure 2. Survey and register data 

- Variables 

Objects 

Figure 2 explains the differences between register and survey data. The columns denote the variables to be 
observed and the rows are the units (persons, businesses, etc.) or objects for which the variables are 
measured. Most surveys are samples that tend to cover many variables and a limited number of objects. U 
and V denote the sets of variables observed where U refers to variables that also appear in registers. Both 
sets of variables are defined by the statistical institute. For administrative registers, the opposite tends to be 
the case: they cover many objects (most often the whole target population) and a limited number of 
variables. This part is denoted by the sets U and W. Neither definition nor observation is under control of 
the statistical institute. 

Combining survey data with register data means linking the survey records to the corresponding register 
records. Links must be established on the basis of the common part of the records, i.e. the measurements on 
the variables in the set U. Due to definition differences of the variables appearing both in the register and in 
the survey, this may prove to be not an easy task. 

After linking of registers, statistics can be compiled on the basis of the complete dataset. For statistics 
relating to variables in the set U + W data are available on all population elements. So, there is no sampling 
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error. The situation is more complex with respect to the variables in the set V. Here, only partial 
information is available. It is the challenge of survey methodology to predict the missing information in X 
using a model for the relationship between the variables in U and V. This prediction can take two forms: 
• Mass imputation. Based on models, synthetic values are computed for the missing data in X, and these 

values are actually included in the data tile. 
• Weighting. Based on models, weights are computed and assigned to the complete records in U + V. In 

the computation of statistics only the weighted records in U + V are used. 

Modeling of the relationship is a vital part of both approaches. Methodologies like record linkage, 
imputation, synthetic estimation, and calibration estimation will become dominant once the potential of this 
approach is better understood. 

The example above illustrates the idea of combining one register with one survey. In practice, focus should 
be on the more general case of combining many surveys with several registers, all containing measurements 
on the same objects. This situation is graphically shown in figure 3. For each object-type (person, 
business), the corresponding population is enumerated. Starting with an empty file or database table, all 
available data from surveys and registers is filled in. Since the database table covers all objects in the 
population, the resulting fully imputed or weighted table will be called a synthetic population or micro-
database. 

Figure 3. The Synthetic Population 

-* Variables 

'I, 
Objects 

Two micro-databases are important: one for the object-type person (with households as an aggregate). and 
one for the object-type establi,rhment (with enterprise as an aggregate). Besides these two obvious object-
types, also others, like dwellings, cars, jobs, etc can be considered. 

3.3 Aggregation: the reference database StatBase 
Whatever approach is used to construct a micro-database (mass imputation or weighting), the resulting 
database cannot be used at the micro level: imputation might result in nonsense micro data. This occurs 
when the number of records in surveys (corresponding to U and V) is small compared to the population, 
while the correlation between the variables in U and V is weak, even with multiple surveys/registers 
available. To avoid these problems, the data must be aggregated to a suitable higher level. Also, there will 
be aggregates that fail to meet confidentiality standards. Therefore, an additional database is needed, 
containing all publicable aggregates of the micro- database. It is a Reference Database and we call it 
StatBase. 

In the future, surveys should be designed such that the result of combining survey data with secondary 
source data is optimal. Again, it should be noted that developments towards integration have positive 
effects on the quality of the statistics. Needless to say that the combined treatment of various data sources, 
both surveys and registers, enhances relatability of statistical results. Matching operations reveal 
inconsistencies between different sources and provide the opportunity to solve them in an early stage of the 
process, instead of having to wait until the integration in National Accounts or other integration frames. 
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Moreover, bringing together all variables for a specific object-type in one micro database and subsequently 
in one reference database requires standardization of concepts, in particular classifications. The major tool 
for achieving this standardization is a set of so-called mew-servers surrounding StatBase. This is the topic 
of the next subsection. 

3.4 Meta-servers around StatBase 
No data without metadata. Therefore, the reference database StatBase is surrounded by a set of mew-
servers, which label and define all data that enter StatBase. The meta-servers are designed according to a 
data model based on Sundgren (1992). Very simplified it goes as follows: Statistical data describe (sets of) 
objects, e.g. enterprises. For these objects certain count variables are observed (e.g. turnover). The 
population of objects may be subdivided into sub-populations using a c!ass/Ication variable that constructs 
a classification (e.g. size). This is generally done for a certain period of time. There is a meta-server for 
each of the components of the data model: a classification server (including time), an object server and a 
(count) variable server. Data retrieved from a micro-database or directly from a survey can only be read 
into StatBase by reference to the meta-servers. This means that each data item in Statllase is exclusively 
and exhaustively described in terms of an object-type, a class and a count variable of the set of meta-
servers. 

There is no reason to confine the use of the data model as described above to the meta-servers surrounding 
StatBase. Indeed, meta-servers can serve input and throughput processes as well. In order to establish a 
perfect link between micro-databases and StatBase, the two should make use of the same metadata. This 
uniformity will become general policy and in the end there will be no boundaries as to its scope. 
Eventually, all metadata throughout the whole statistical process should be drawn from the meta-servers 
described above. 

The metadata discussed so far are still rather static. They describe the meaning of the statistical concepts, 
not the way the data have been obtained. Therefore, SN aims at activating meta-data as well. Metadata will 
then describe operations on data in a way that can be understood by the processing tools. The tools are 
steered by this meta-data and the resulting documentation is generated automatically. See also Bethlehem 
et al (1999). 

4. TECHNOLOGIES AND DATA DISSEMINATION 

4.1 Introduction 
The reference database is the starting point for the dissemination stage. As StatBase contains all publicable 
aggregates produced by whichever survey, it is in principle possible to derive all publications, both paper 
and electronic, both general and specific, from StatBase. The scope of these publications is never confined 
to the boundaries of individual surveys or organizational units. This enables the design of tables and 
publications that really cover an area of interest from the user perspective, instead of merely describing the 
outcomes of a specific survey. Indeed, the new concept will definitely finish with the stove-pipe era, where 
users looking for consistent information on a topic, say housing, were forced to consider many different 
(paper) publications (e.g., on production, labor, use of houses). There is, however, one important condition 
for successfully combining data from different sources: their concepts, i.e. their object-types, classifications 
and variables should be harmonized, in such a way as to allow data from different surveys to fit in one and 
the same table. The meta-servers around StatBase are the appropriate tools to fulfill this harmonization 
task. 

This section discusses how the data in StatBase are used for dissemination. The output data warehouse 
StatLine is at the heart of the dissemination process. 

4.2 Content of StatLine: datacubes 
StatBase is the one and only source for StatLine, which contains a number of multi-dimensional datacubes, 
each covering a theme and together providing a comprehensive and coherent picture of the society. As 
themes may overlap, the same data may appear in several cubes under different themes. StatLine can be 
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characterized as a set of standard views on StatBase. These views are defined in the tabulation server. 
Designing a datacube such that it both covers a whole area of interest and shows a minimum number of 
blank cells and is easily accessible by users, requires new and specific skills of statisticians, which SN 
refers to as the art of cubism. 

Datacubes can be very extended, both in length, width and depth. Unlike paper tables, this does not lead to 
inconvenient presentations to the user. For, he is not confronted with a (huge) table, but with a menu, from 
which he can select the ranges of the table he is interested in. The challenge for the "artists" comes down to 
designing and sti-ucturing the menu, in such a way that the user can easily fmd and select what he looks for. 

4.3 Publications based on StatLine 
StatLine is the spider in the dissemination web of SN, be it alone because it is deemed to become the one 
and only source from which all SN publications are derived, either electronic, telephone or paper. 

Most publications will be selections from StatLine. For the major part they coincide with the content of one 
or more datacubes, but they may combine parts of datacubes as well. There are two publications that cover 
the whole content of StatLine, i.e. contain all datacubes: StatWeb on the Internet en StatLine on a CD-
ROM. 

TECHNOLOGIES AND COHERENCE: TOOLS, NO RULES 

5.1 Introduction 
It was repeatedly stressed that new technologies trigger consistency of data and co-ordination of concepts. 
This final section provides a synopsis and a further elaboration of this issue, which is one of the most 
outstanding goals in SN's long term business survey strategy. Since StatLine we are able to define more 
precisely and more concrete than before what is to be understood by the rather vague notion of 
"coherence". It denotes a situation where StatLine provides a comprehensive and coherent picture of 
society. This implies that there is consistency within datacubes and among datacubes. There is another 
difference with the past, and that refers to the way coherence is to be achieved. Before StatLine we used to 
enforce co-ordination by (paper) rules, which did not work very well. Now we try to obtain the goal by 
offering the statistical divisions attractive tools. 

5.2 Logical steps towards coherence 
The state of ultimate coherence has a number of features that can be described as logical steps on the way 
to the ideal, where each step represents a certain level of ambition: 

The first step is as trivial as important: establish well-defined concepts. It makes no sense to discuss the 
comparability between concepts if one does not know where they stand for. 
The second step relates to unform language: if we know what our terms mean, we have to make sure 
that the same terms have the same meaning throughout StatLine, and conversely, that the same 
concepts are named with the same terms. 
The third step concerns co-ordination, which comes down to attuning (well-defined) concepts in such a 
way that they can be meaningfully related. Somewhat simplified, and with the StatLine datacube in 
mind, there are mainly two "directions" of relatability: 

• Horizontally: for two count variables (e.g. turnover and number of staff) to be relatable, they have to 
refer to the same populations, and thus to the same object-type and the same classification(s); 

• 	Vertically: for a count variable (e.g. number of staff) to be addible over the full range of a classification 
(e.g. for agriculture, manufacturing industry, trade etc.), it must be equally defmed for all classes of the 
classification. 

The co-ordination step results in a set of coordinated concepts, but it does not prohibit statistics to maintain 
their own "nearby-concepts". 

The fourth step therefore involves standardization. In order to protect users against a too broad and 
subtle - and hence confusing . assortment of nearby-concepts, these are eliminated as far as justified. 
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Now that the concepts are clear, coordinated and sparse, we move to data: 
The fifth step consists of establishing consistency among data throughout StatLine. The most eye-
catching expression of inconsistency occurs when for the very same concept different figures show in 
StatLine. But also more hidden forms of inconsistency are possible. 
The final step relates to the presentation of the data. They should be offered to the user in such a way 
that their relationships become maximally apparent. This step is implemented by the structuring of 
datacubes such that they describe areas of interest and consequently in the ordering of the cubes in a 
thematic tree structure describing society. 

These are logical steps indeed, each next step standing for a higher and more difficult to achieve ambition 
level. In practice the order may be less rigid than suggested here, depending on specific circumstances. 

5.3 Organizational steps towards coherence 
Different places in the organization play different parts in the coordination process. Leading principle is 
that those who cause inconsistency are responsible for solving the problems. 

The Division for Presentation and Integration maintains StatLine. However, the statistical divisions that 
supply the data remain fully owners of and thus responsible for their data: they "hire" rooms in the 
warehouse where they display their products. A Council of Editors, in which all statistical divisions are 
represented, advises with respect to matters of common interest, such as editorial guidelines, the thematic 
tree structure and a centrally maintained list of synonyms. The responsibility for co-ordination of concepts 
and consistency of data has recently been assigned to Directors of Statistical Divisions, in the 
understanding that the total field of statistical concepts has been distributed over them. E.g., the Director of 
the Division for Labor Statistics has been assigned responsibility for (the co-ordination of) all concepts and 
data relating to labor, wherever in the Bureau such concepts may occur. 
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ABSTRACT 

The Longitudinal Immigration Database (IMI)B) links immigration and taxation administrative rccords,nlo a 
comprehensive source of data on thelabour market behaviour of the landed immigrant population in ('anada. U 
covers the period 1980 to 1995 and will be updated annually starting with the 1996 tax year in 1999. Statistics 
Canada manages the database on behalf of a federal-provincial consortium led by Citizenship and Immigration 
Canada. 

The lMl)B was created specifically to respond to the need for detailed and reliable data on the performance and 
impact of immigration policies and programs. It is the only source of data at Statistics Canada that provides a 
direct link between Immigration policy levers and the economic performance of immigrants. 

The paper will examine the issues related to the development of a longitudinal database combining 
administrative records to support policy-relevant research and analysis. Discussion will focus specifically on 
the methodological, conceptual, analytical and privacy issues involved in the creation and ongoing development 
of this database. The paper will also touch briefly on research findings, which illustrate the policy outcome 
links the IME)R allows policy-makers to investigate. 

INTRODUCTION 

Detailed, reliable and policy-relevant information is needed to assess the impact and performance of the 
immigration program governing admissions to Canada. The Longitudinal Immigration Database (the 
IMDB) was created in response to a growing need on the part of policy-makers for such information. The 
following paper will examine the issues related to the development of a longitudinal database combining 
administrative records to support policy-relevant research, analysis and evaluation. Discussion will focus 
specifically on the methodological, conceptual, analytical and privacy issues involved in the creation and 
ongoing development of this database. The paper will also touch briefly on research findings, which 
illustrate the policy outcome links the IMDB allows policy-makers to investigate. 

BACKGROUND 

2.1 What is the IMDB? 

The longitudinal Immigration Database links administrative records of immigrants at landing with their 
subsequent taxfiles into a comprehensive source of data on the economic behaviour of the immigrant 
population (including refugees) in Canada. It covers the tax and landing years of 1980 to 1995 and will be 
updated annually. 

The IMDB was created to respond to the need for detailed and reliable data on the performance and the 
impact of the immigration program in Canada. It allows, for the first time, the analysis of relative labour 
market behaviour of different categories of immigrants over a period long enough to assess the impact of 
immigrant characteristics, such as education and knowledge of Canada's official languages, on their 

Jane Badets, Housing. Family & Social Statistics Division, Statistics Canada, Jean Talon, 7th  floor, 
Ottawa, Ontario. Claude Langlois, Citizenship & Immigration Canada, Jean Edmonds Tower South, 18th 
Floor, 365 Laurier Avenue West, Ottawa, Ontario. 
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settlement pattern. It permits the investigation and measurement of the use of social assistance and (un) 
employment insurance by different categories of immigrants. The database also permits the analysis of 
secondary inter-provincial and inter-urban migration of newcomers to Canada. It shows promise as a 
source of data on job creation by immigrant businesses. 

The IMDB is the only source of data at Statistics Canada , which links economic outcomes to immigrant 
policy levers. For the researcher, the IMDB is the only source of labour market data which permits the user 
to distinguish between categories or classes of immigrants, and to distinguish between cohort, period of 
arrival, aging, location and program effects when analyzing immigrant economic behaviour. 

2.2 Management of the Database 

The IMDB is managed by the Housing, Family & Social Statistics Division, Statistics Canada (SC), on 
behalf of a federal-provincial consortium led by Citizenship & Immigration Canada (CIC). CIC has been 
the lead department in terms of the development of the database. 

The IMDB consortium was created to ensure that all government departments with a direct interest in 
immigration policy have access to a shared body of information to support research and analysis on the 
performance of the immigration program. In addition to dC, the founding consortium members are the 
federal departments of Canadian Heritage, Human Resources Development Canada, and Industry Canada 
and the provincial departments with immigration andlor immigrant settlement responsibilities from Quebec 
west to British Columbia. The consortium meets annually to discuss the ongoing development of the 
database, status of projects and to share members' research on the immigration program based on results 
from the database. 

2.3 Contents 

The IMDB combines two data sources: (1) administrative records on immigrants obtained from the landing 
record of immigrants entering Canada each year (the Landed Immigrant Data System a.k.a. lADS); and (2) 
selected fields from the personal incomc tax return (a.k.a. the Tl). The landing record contains: 

demographic data on immigrants (age at landing, gender, countries of origin, mother tongue, 
intended destination); 
program data (e.g. immigrant category or class, special program codes principal applicant or 
spouse - dependent status); 
personal attributes at the time of landing (e.g. intended occupation, years of schooling, level of 
education, self-assessed knowledge of an official language). 

The database includes information from the tax return, such as province of residence at the time of 
taxation, employment earnings, (un)employment insurance benefits, earnings from self-employment. 

Geographical variables based on postal code are available to permit geo-coding. Also, information on the 
points assessed against selection criteria of immigrants entering Canada under the economic class (known 
as the CIC—Immigration Data System Overseas -IDSO) have been recently added to the database Future 
development plans include adding the industry of employment information (SIC from the income tax form 
know as the T4 supplementary), and information from the tax T4 summary form to provide information on 
immigrant businesses. Other data elements from the federal immigration files may also be added. 

3. COVERAGE AND REPRESENTATIVENESS 

3.1 Coverage and Capture Rates 

Currently, the database contains data on over 1.5 million records, or 58%, of the 2.6 million immigrants 
who landed in Canada between 1980 and 1995. In terms of age, over 66% of immigrants 18 years of age 
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or more and 21% of those under 18 who were admitted from 1980 to 1995 are captured in the IMDB. 
According to the categories of admission, the lowest overall capture rate is 63% for the family reunification 
category, followed by 64% for economic spouses and dependants. The highest rate is 74% for the 
humanitarian (refugees) category, while 70% of economic principal applicants who came between 198 1-
1995 are captured in the IMDB at least once. 

Individuals included in the database are immigrants who were landed during the period and for whom at 
least one tax return was filed since their arrival in Canada. All immigrants do not necessarily file tax returns 
in each year after their arrival. Some do not enter the labour market immediately and some leave the labour 
market temporarily or permanently. For example, if an individual arrived in 1980, but did not file a return 
until 1990, they would be included in the 1990 tax year. Others may be absent from the database because 
they have left the country or because of mortality. Overall, for the 1995 tax year, the capture rate for all 
immigrants who were landed from 1980 to 1994 and were at least 18 years of age at landing was 58%. 

It should be also noted immigrants who filed taxes prior to receiving their landed or permanent resident 
status in Canada will be also included in the database. Over 17% of immigrants in the IMDB filed tax 
returns prior to their year of landing, although this figure varies and in some years is as high as 43%. The 
database also allows for the monitoring of the labour market behaviour of persons who immigrate as 
children. As these children age, enter the labour force and begin filing taxes, they will be included in the 
database. 

Table / shows that the percentage of working age immigrants sever present' for the 1981 to 1987 cohorts is 
about six points higher than the percentage for the 1989 to 1993 cohorts. The reason for this differential is 
the recourse to a supplementary SIN retrieval process which was applied to the earlier group: all doubtful 
matches were submitted to the Social Insurance Register for confirmation and the results incorporated in a 
subsequent re-extraction process. For the latter period, all doubtful matches were written to a separate file 
that is yet to be processed. 
Table I 
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Charts I & 2 illustrate the overall representativeness of the population captured in the IMDB. The upper 
panel shows the percentage breakdown by immigrant category of the target population: adult immigrants 
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by immigrant category by year of landing. The lower panel shows the same breakdown for the immigrant 
taxfiler population captured in the IMDB. The fact that one is the mirror image of the other demonstrates' 
representativeness. The fact that the same correlation of capture rates to target population - with 
allowances for differential labour force participation - holds true for other characteristics such as age at 
landing, gender, level of education, knowledge of official languages, etc further reinforces this conclusion. 
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3.2 Representativeness 

An analysis of the representativeness of the population included in the IMDB, 1980-1988, was carried out 
by the Quebec Ministry responsible for citizens and immigration (MRCI). The study concluded that the 
IMDB "appears to be representative of the population most likely to file tax returns. Therefore, the results 
obtained from the IMDB should not be inferred to the immigrant population as a whole, but rather to the 
universe of tax-filing immigrants". (Carpentier & Pinsonneault, 1994) 

The characteristics of the immigrant taxfiler population will differ from those of the entire foreign-born 
population because the tendency or requirement to file a tax return will vary in relation to a person's age, 
family status, and other factors. One would expect a higher percentage of males to file a tax return, for 
example, because males have higher labour force participation rates than females. The extent to which 
immigrants are "captured" in the IMDB will also be influenced by changes to the income tax. For 
example, the introduction of federal and provincial non-refundable tax credit programs encourage 
individuals with no taxable income to file a return to qualify for certain tax credits. 
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[he lornial study of the represenlati\cness of the 1)I) to IQXS version H the [Ml )lf 	as done before the 
Lncorporation in the database of additional records of doubtful matches were confirmed by the SIN Register 
(see description of this activity below). A descriptive analysis was then carried out for the entire timeframe 
of the current database. This analysis has shown that the degree of representativeness apparent for the 
earlier period is maintained in the later period. The conclusion of these later studies remains that the 
population captured in the IMDB is representative of the immigrant taxfiling population. 

4. METHODOLOGY & DEVELOPMENT 

The IMDB is created by a file linkage process, which matches individuals from the landing files to 
individuals on the personal income tax forms. As no individual identifier is common to both sets of files, 
personal data must be used to link these two files. The IMDB linkage process matches the first and last 
names, date of birth and gender of immigrants from the landing file to records on the taxation file for a 
particular tax year. All four personal attributes must be successfully matched a single time only on both 
files for an individual record to be "captured" in the database. Once an individual is "successfully" found 
in both files, then his/her corresponding social insurance number is retained for referencing in future tax 
years. 

The IMDB is built on a foundation of administrative data from two separate sources produced over a 
sixteen-year period, which witnessed numerous policy, program, and administrative changes. This 
evolution and the nature of the programs - taxation and immigration - have major methodological 
implications for both the linkage and extraction processes underlying the construction of a longitudinal 
database. 

One major peculiarity is the multiplicity of Social Insurance Numbers (SINs) which can be assigned to a 
foreign born resident. Temporary residents are assigned temporary SINs. Permanent residents are assigned 
permanent SINs. And, temporaries who become permanent are assigned new permanent SINs to replace 
their temporary SIN. The Social Insurance Number is therefore not unique, 

As a result, the linkage process - which serves first to obtain a SIN - must be followed by a search for 
alternate SINs before the appropriate records can he extracted. And, the extraction of records must be done 
retrospectively in the event that the SIN obtained through linkage was not the first SIN assigned to that 
person. 

The linkage process is also complicated by the occurrence of multiple records for the same individual 
within one of the data sources and the occurrence of records for the same individual with different names 
(married vs. single females ) within both data sources. 

Fortunately, it has been observed that foreign-born taxfilers have a strong tendency to use the name 
spellings recorded on their visas to fill out other official documents. It is because of this practice that the 
linkage and SIN assignment processes have been largely successful. 

On the extraction front, the situation is complicated by the evolutionary formatting of the tax records. One 
of the major challenges was to standardize the formatting of the tax records over the entire 1980 to 1996 
period, taking into account the changes in position as well as the changes in definition for tax purposes of 
the fields that were either changed or introduced over time. 

5. ISSUES & CHALLENGES 

The following are some of the ongoing challenges in developing and managing a database of this sort, as 
well as issues researchers should consider when contemplating to use information from the database. Some 
of the issues involved in constructing the database based on a record linkage process have already been 
discussed. 
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5.1 Conceptual limitations of the database 

One of the conceptual weaknesses of the database for analytical purposes is the lack of a reference or 
comparison group of non-immigrant taxfilers. Limited comparison of certain categories of earnings broken 
down by gender, age groups and province of residence for the entire Canadian taxfiling population are 
possible based on the annual statistics published by Revenue Canada. It may also be possible to use 
Statistics Canada's longitudinal administrative database (LAD) as a reference group of resident (including 
immigrant) taxfilers. 

For researcher who wish to compare the labour market behaviour of immigrants to their Canadian —born 
counterparts, however, it is not possible to do this with the IMDB. The creation of a reference group of 
taxfilers is being considered for future development of the database. However, it should be noted that 
information on the taxation files does not permit the clear identification of foreign-born individuals from 
the entire taxfihing population. If a reference group of taxfilers were created for the IMDB, then it would 
necessarily include both non-immigrants and immigrants who came to Canada prior to 1980. 

The IMDB also does not contain information on the skills, education or language ability of immigrants 
acquired since arrival, There is no way of knowing this from the personal taxation form. Nor is 
information on the degree of labour force attachment known. This can only be inferred from the level of 
earnings. Finally, the IMDB is constituted of records and data on individual immigrants, so there is no 
family or household level information in the database, as of yet. 

5.2 Technical Issues 

Increasingly powerful personal computers and software have made it technically easier to build, store, and 
manipulate a database such as the IMDB, as well as to extract information from it for dissemination and 
research purposes. Personal computers have also made it possible to create the required source files to the 
IMDB, in particular the landing files. In the initial stages of the database, all of the processing, storage and 
extraction were done on the mainframe - which greatly added to the cost of the project, not to mention the 
limitations in extracting and processing information. Fortunately, enhanced desktop-computing power 
now make it possible to create anonymized copies of microdata files of the database and store this off the 
mainframe. This has also meant that requests for data from the IMDB can be done now at relatively 
reasonable costs to the researcher. 

Another technical issue has been how to structure the files that make-up the database in order that cross-
sectional and longitudinal analyses can be supported. At the same time, a structure was needed to support 
future expansion and development, and to have a database relatively easy to store, manipulate and extract 
information. The present structure of one file for all landing years and a file each for taxation year, with a 
unique record identifier, seems to be fulfilling these requirements. 

5.3 Confidentiality & Privacy of the Information 

The very idea of linking administrative data from different sources - even for the strict purposes of research 
raises concerns about the protection of privacy. Any proposal to create and maintain a longitudinal 

database of information from administrative data sources about a target sub-population in Canada must 
weigh the benefits to be gained from this statistical information with adequate controls to protect this 
sensitive information. 

To create a database such as the IMDB, the database must satisfy the requirements of the Statistics Act, the 
Privacy Act and the Income Tax Act, The confidentiality provisions of the Statistics Act provide strong 
protection of any personal or sensitive information in the IMDB. The Statistics Act prohibits the disclosure 
of identifiable information from the IMDB to anyone. No one, other than Statistics Canada's employees, 
may have direct access to the microdata records. All aggregate data (for example, in the form of cross-
tabulations) from the database are screcned for confidentiality and subject to random rounding. In addition, 
one of the conditions of approval of the linkage proposal to create the IMDB was that no public access 
micro-data file be created from the database. 
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The proposal to create the IMDB by means of linking two administrative files was reviewed and approved 
within Statistics Canada, according to the Agency's policy on record linkage. For example, it had to be 
demonstrated that the purpose of the linkage activity resulting in the IMDB was solely for 
statisticallresearch purposes and consistent with the mandate of Statistics Canada as described in the 
Statistics Act, It had to be demonstrated that the record linkage activity for the IMDI3 would not be used 
for purposes that could be detrimental to the individuals involved and that the benefits to be derived from 
such a linkage had to be clearly in the public interest. As well, the record linkage activity had to have 
demonstrable cost or respondent burden savings over other alternatives, or be the only feasible option; and, 
it had to be judged that the record linkage activity would not jeopardize the future conduct of Statistics 
Canada's programs. The IMDB project will be reviewed in the year 2000 to ensure that the continued 
benefits of developing such a database meet these conditions. 

5.4 Accessibility & Dissemination 

The database has been publicly available since August 1997. Requests can be made to Statistics Canada 
for cross-tabulations or other statistical queries to the database on a cost-recovery basis. As noted 
previously, the use of the IMDB is subject to the privacy and confidentiality constraints of the Statistics Act 
to prevent the release of personal information. All data released from the IMDB is screened for 
confidentiality and subject to random rounding. 

One of the challenges for Statistics Canada is to make the information accessible to researchers. The 
database is relatively new among the research community. There is a need on the part of researchers to 
become familiar with both immigration and taxation policies and programs in order to exploit the database 
to its potential. Statistics Canada is also currently developing analytical capabilities and services for 
researchers who wish to do more in-depth analysis with the IMDL3, for example, in the form of multivariate 
regression analysis. One possibility is to create a test file replicating the structure of the variables in the 
database, but with dummy data, in order for researchers to test their regression code. 

6. POWER OF THE IMDB FOR POLICY-RELEVANT RESEARCH 

The IMDB is the only source of information that links immigration policy levers with labour market or 
economic outcomes. It allows the researcher to 'target' a cohort admitted under a specific program and to 
compare that cohort's behaviour to other cohorts - at a point in time or over time. A researcher can 
identify immigrant specific characteristics that contribute to settlement success and identify immigrant 
groups that are encountering barriers.. 

This policy-related cohort targeting is illustrated in the series of charts showing the employment earnings 
patterns for different categories of immigrants (Charts 3). 
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7. CONCLUSION 

The Longitudinal Immigration Database is an example of administrative files combined to provide detailed 
and policy-relevant information on the economic behaviour of immigrants in Canada's labour market. It 
serves as a model for other possible projects using administrative files to inform the policy-making 
process, as well as a challenge to researchers who wish to undertake longitudinal analysis based on 
administrative tiles. 
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Mel Butler' 

ABSTRACT 

One method of enriching survey data is to supplement information collected directly from the respondent with 
that obtained from administrative systems. The aims of such a practice include being able to collect data which 
might not otherwise be possible, provision of better quality information for data items which respondents may 
not be able to report accurately (or not at all) reduction of respondent load, and maximising the utility of 
information held in administrative systems. Givcn the direct link with administrative information, the data set 
resulting from such techniques is potentially a powerful basis for policy-relevant analysis and evaluation. 
However, the processes involved in effectively combining data from different sources raise a number of 
challenges which need to be addressed by the parties involved. These include issues associated with privacy, 
data linking, data quality, estimation, and dissemination. 

KEY WORDSAdministrattve data: Linking: Longitudinal: Survey. 

1. THE SURVEY OF EMPLOYMENT AND UNEMPLOYMENT PATTERNS 

The main purpose of the longitudinal Survey of Employment and Unemployment Patterns (SEUP) 
conducted by the Australian Bureau of Statistics (ABS) was to assist in the evaluation of the government's 
labour market assistance programs and the survey design was therefore focused towards this aim. However, 
the design also allowed for the provision of general information about the dynamics of the labour market. 

The main features oithe survey were: 

annual collection of data from the same respondents by personal interview over three years; 

an initial total sample size of 8600 individuals aged 15 to 59 years; 

a multi-panel design - jobseekers, people known to have participated in labour market assistance 
programs, and a cross section of the general population; 

a strong focus on episodal (spell) data describing respondents' labour market activities (that is, 
whether they were working, looking for work, or absent from the labour market) and, most 
importantly in the context of this paper; 

with respondents' consent, the supplementation of data collected direct from them with 
information from the administrative systems of two other government departments. 

Australian Bureau of Statistics 
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More detailed information about the SEUP can be found in Australians' Employment and Unemployment 
Patterns 1994 - 1997 (ABS Catalogue no. 6286.0) or on the Internet at http:f/www.abs.gov.au . 

2. DATA LINKING - WHY DO IT IN THE SETUP? 

Given the main purpose of the SEUP, it was important that the data set contain high quality information 
about respondents' participation in labour market assistance measures (referred to as Labour Market 
Programs, or LMPs). Also, there was strong interest in the relationship between a person's receipt of 
income support (government benefits) and their labour market behaviour. 

At the time of the survey, administrative data bases on these two topics were maintained by the 
Department of Employment, Education, Training and Youth Affairs (DEETYA) and the Department of 
Social Security (DSS). Given known difficulties in collecting such information from respondents, it was 
decided that, with individual respondents' consent, the required information about LMP participation and 
income support would be best sourced from these administrative systems. There were three main reasons 
for this: 

to minimise both respondent load (particularly given that SEUP was longitudinal) and interview 
costs; 

to provide more comprehensive and more accurate data than would be possible with a normal 
survey approach; and 

a desire to increase the use of administrative data for official statistical purposes. 

The proposed combination of data collected direct from the respondent in a household survey with that 
from the administrative systems of government departments was a new approach for the ABS to adopt and 
it was to be expected that many substantive issues of policy, logistics, and methodology would be raised. 
However, given the context of this paper it is appropriate to focus mainly on two issues - the success rate 
in obtaining respondents' consent to such data linking, and some of the implications of combining data for 
estimation and analysis. 

3. PROCEDURES 

3.1 Level of respondent consent 

There was naturally some concern about the likely reaction from respondents to the ABS seeking their 
consent to data linking of this type, which could range from refusal to agree to release information required 
to effect a link, through non-participation in the SEUP, to public distrust of the ABS's confidentiality 
pledges which might potentially affect all collections. However, following careful consideration of privacy 
issues, and appropriate interviewer training, by the third and fmal wave of the survey these worries proved 
to be unfounded and consent rates for the various panels were as follows. 

Table 1: Consent rates 

Panel DSS records 
Jobseekers 84.8 
LMP participants 90.4 
General population 50.7 

Percentage consenting to linking 
with: 

DEETYA records 
83.5 
93.4 
39.7 
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Two observations can be made about these data. First, for the Jobseeker and LMP panels, the consent rates 
were very high. The significantly lower rate of consent from the General population panel was almost 
certainly because many of the people in this panel had never been clients of either department (for 
example, because they were 'long term employed), and hence they perceived the whole idea as irrelevant 
and an invasion of privacy. Conversely, those in the LMP panel had all been clients of DEETYA (and 
probably a high proportion had been clients of DSS too), and saw the appropriateness of giving consent to 
allow access to information about them. Second, the higher rate of consent from two panels (and 
particularly from the General population) to DSS linking is interesting, given that DSS records contain 
financial information, which is normally a sensitive area for respondents, leading to higher item non-
response in direct questioning. 

3.2 Linking to administrative data 

The information collected from respondents in order to effect a link with administrative data was: full 
name, date of birth, sex, address and, if known, the identification (client) number used by each department. 
Linking with the relevant data bases (both very large) was undertaken by each of the two departments. The 
success rates (ie, client records located within a defined three year period) are shown below. 

Table 2: Link rates for consenters 

Percentage linked with: 
Panel 	 DSS records 	 DEETYA records 

Jobseekers 	 65.6 	 90.0 
LMP participants 	 66.3 	 98.8 
General population 	 40.3 	 48.6 

The absence of a link being made could be either because of imperfections in the linking routine (a 
concern) or because the respondent had not been a client within the reference period (not a concern). While 
the availability of the client reference number was a very useful linking tool, it was not foolproof- for 
example, instances of transposed digits, and respondents providing their partner's number were not 
uncommon. liowever, given the combination of variables used as a linking key, and clerical intervention to 
resolve 'near links' (such as misspelling of non-english names), it is considered that the procedure used 
resulted in a very high link rate for people who had been clients of the departments. 

The almost 100% link of the LMP group to DEETYA records was to be expected given that these records 
were the original source of the sample for this panel (the small amount of non-link is because this panel 
was identified before the start of the three year reference period). Similarly, a high proportion of people in 
the Jobseeker panel would have been DEETYA clients because of registration with the Commonwealth 
Employment Service administered by that department. However, because they might not meet eligibility 
requirements for income support, there are lower link rates with DSS for both these panels. The much 
lower link rates for the General population were also to be expected given the relatively low incidence in 
the wider population of receipt of both DEETYA and DSS services. 

4. A SUMMARY OF ISSUES ARISING 

4.1 Logistics and data quality 

Obtaining the information from administrative sources proved to be a time consuming and nonroutine 
process, which was largely outside the control of the ABS (an added complication for any statistical 
agency). 
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Typically such data bases are not designed to facilitate the extraction of statistical information. They are 
subject to changes in service delivery policies and practices over time (such as eligibility for benefit 
payments), to changes in information technology platforms (necessitating reprogramming of linking 
routines), and the pnority ascribed to the task was not always high, given more mainstream demands. 

As a result, administrative data received by the ABS from the departments was far from perfect. For 
example, it was relatively common to receive, initially, records that had episode start dates after the end 
dates, incomplete records, invalid codes, implausible values, and theoretically impossible combinations of 
episodes. This may be due to turnover of staff, data recording not being the principal objective in workers' 
jobs, and changes in policy and administrative procedures. Also, because of lags in administrative 
processing, a link undertaken at one point in time may yield different outcomes to one undertaken at a 
subsequent point. Traditional editing by the ABS, together with cooperation in solving queries by the 
departments involved, was essential in 'cleaning up' the data, including the generation of a 'seamless' data 
set over a contiguous three year reference period. 

4.2 Treatment of non-consent 

An important statistical issue was the question of how to deal with records where there was no consent to 
link with administrative data, a key question being whether these people had different characteristics to 
those who did consent. From the point of view of being able to reliably and simply incorporate the data 
sourced from DEETYA and DSS in tabulations and analyses it was most desirable that estimates using the 
administrative data could be made in respect of the total population, rather than having a 'not known' 
category because of a lack of consent. 

In order to achieve this, new weights were attached to the records of respondents who consented to account 
for those who did not consent, These were derived by a two-stage process. First, modelling was undertaken 
to establish which variables were most related to consent - all variables available were correlated against 
the consent flag, and those with the highest correlations (that were suitable) were put through a stepwise 
logistic regression. Second, calibration was used to adjust the original or "input" longitudinal weights so 
that they met a number of benchmark constraints. This was done in a way that minimised the change in the 
input weights, through the SAS macro CALMAR. This process was undertaken for each of the panels, and 
for each type of consent (that is, consent to linking to DSS, to DEETYA, and to both). As an example of 
the result, the following graph shows how much the calibration changed the input weights; the x-axis are 
the initial weights, and the y-axis are the new calibrated weights. 

Figure 1: Plot of DSS consent weights (CALWGT) and input weights (JSWT3) for the jobseeker 
panel 
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Estimates using administrative data therefore aligned, at broad benchmark levels, with population estimates 
produced from other data collected in the survey. However, when analysing variables other than those used 
in the calibration exercise some relatively minor differences in estimates will be observed for individual 
characteristics. 

However, analysts wishing to work with unweighted observations in modelling applications need to make 
their own decisions as to how to treat non-consent. 

4.3 Data confrontation 

Combining the data obtained from the respondent with that sourced from administrative systems raised a 
number of data confrontation issues which, as well as posing statistical challenges, enabled new light to be 
shed on old issues. 

One example is the ability to compare, at an individual level, labour force status (collected at each 
interview according to the International Labour Organisation standard) and LMP participation (obtained 
from administrative data) for the same point in time - in effect, to answer the often asked question 'How do 
people on labour market programs report their labour force status?'. Summary results of this comparison 
are shown below. 

Table 3: Relationship between LMP participation and labour force status 

Labour force status (%) 
LMP type Employed Unemployed Not in labour Total 

force 
Training 25.6 50.6 23.8 100.0 
programs 
Jobskills 95.1 0.0 4.9 100.0 
New work 98.3 1.7 0.0 100.0 
opportunities 
Jobstart 98.8 0.8 0.6 100.0 
National 100.0 0.0 0.0 100.0 
training wage 
Other 78.8 4.5 16.7 100.0 

Close to 100% of participants in the major employment programs reported that they were employed while 
on the program and the majority of participants in other employment programs also stated that they were 
employed (79%). However, participants in training programs had quite different labour force status 
patterns - half stated they were unemployed, a quarter were not in the labour force and the remaining 
quarter were employed, mostly part-time. Intuitively, this is the type of result that would be expected, and 
hence there is no conflict between the two data sources. 

Related to this was the extent to which the self-reported episodal data about labour market activity (LMA - 
'working', 'looking for work', or 'absent from the labour market') could be related to the data on LMP 
participation obtained from DEETYA. This was important from at least two perspectives - being able to 
distinguish between 'normal' work episodes and those work episodes that were in some way associated with 
a LMP (such as a subsidised job), and because of a requirement, for some analyses, to be able to treat as 
non-concurrent those episodes of LMP participation which were undertaken within a spell of looking for 
work. 

Exact matches, date-wise, between directly collected data and administrative data were infrequent. This 
was partly because participants often did not report a change in their labour market activity while on an 
LMP; it may also have been because many respondents did not recall the precise dates when they started or 
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finished a particular activity, and/or because the dates on the administrative files were not the exact dates of 
participation. 

An algorithm was therefore developed to assess the degree of relationship between the differently sourced 
data. Two ratios were calculated. The first expressed the period of overlap as a percentage of the 
participant's time in the LMA, and the second expressed the overlap as a percentage of the participant's 
time on the LMP. The algorithm used these percentage figures to determine which labour market activity 
best matched the LMP, and identified two kinds of association between LMP and LMA. 

A direct association was established when the LMP and the LMA coincided very closely in time. For 
example: 

Case / A person in wage subsidised employment stopped looking for work while in that LMP. Here the 
participant was on a program in January, February and March and reported in the survey that they were 
working for those months. The working episode could therefore be directly associated with the LMP. The 
respondent looked for work both before and after they were on the program. 

Figure 2: Case 1 

Episode 	Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug 
LMP 	 XXX XXX XXX 
Looking for XXX XXX XXX XXX 	 XXX XXX XXX XXX XXX 
work 
Working 	 XXX XXX XXX 

Case 2.' A person was on a wage subsidised employment LMP in January, February and March and 
reported that they were working for those three months. The working episode was directly associated with 
their LMP. However this person also reported that they were looking for work for the whole twelve month 
period (the model adopted in the SEUP allowed overlap of'working' and 'looking for work' episodes). 

Figure 3: Case 2 

Episode Sep 	Oct 	Nov 	Dec 	Jan Feb Mar 	Apr 	May 	Jun 	Jul 	Aug 
LMP XXX XXX XXX 
Looking for XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX 
work 
Working XXX XXX XXX 

An indirect association was established where the respondent did not report a change in LMA while on an 
LMP. For example: 

Case 3.'A respondent had a long period of looking for work during which they participated in two month 
training program. The respondent did not report any change in their 'looking for work' labour market 
activity. 

Figure 4: Case 3 

Episode 	Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug 
Training 	 XXX XXX 
program 
Looking for XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX XXX 
work 
Working 	 XXX XXX 
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This indirect association was the most commonly reported pattern for training programs. 

Only a minority of respondents had LMAILMP patterns which did not fit these typologies. 

4.4 Impact on microdata release 

The combination of data from different sources also had an impact on the dissemination of niicrodata from 
the survey. The concern from the ABS was that the administTative data would be able to be readily 
matched with the source data bases held by the two departments (which were likely to be the major clients 
for the survey data!), and, further, that the potential existed for third parties to also match the data if they 
had access to these departments' data bases. These concerns were addressed by: 

excluding all the administrative data items from the main microdata file, but providing a set of 
500 records with synthesised administrative data items to facilitate analysts developing and testing 
models, which could subsequently be run by the ABS against the main file; 

notwithstanding the above step, not allowing either DEETYA or DSS access to the public 
microdata file on their own premises; but 

providing a 'data laboratory' facility so that DEETYA and DSS officers could access the 
equivalent of the public microdata file, and the data sourced from their departments, on ABS 
premises under secure conditions. 

5. SUMMING UP 

Notwithstanding the issues that arose in combining the data from three different sources, and some lengthy 
delays in the availability of data from administrative sources, the resultant longitudinal data set is unique in 
Australia and offers considerable scope for analysis of a range of social and economic topics over and 
above what would have been possible with a 'single source' approach. 

At the same time, the data set is complex, and the relationships (and inconsistencies) between the different 
types of data require considerable thought on the part of analyst in order to maximise its potential. 

Two specific research projects are presently benefiting from the availability of the combined longitudinal 
data set: 

an investigation into labour market programs, unemployment and employment hazards (by 
Thorsten Stromback and Michael Dockery, Centre for Labour Market Research); and 

a study of the dynamics of welfare receipt and labour market transitions (by Guyonne Kalb, Social 
Policy Research Centre). 

However, it is only in recent times that analysts are starting to intensively use the data so it will be some 
time before there can be a fuller evaluation of the exercise. 
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PROJECT OF LINKAGE OF THE CENSUS AND MANITOBA'S 
HEALTH CARE RECORDS 

Jean-Marie Berthelot', M.C. Wolfson', C. Mustard2  

ABSTRACT 

The current economic context obliges all partners of health-care systems, whether public or private, to identify 
those factors that determine the use of health-care services. To increase our understanding of the phenomena 
that underlie these relationships, Statistics Canada and the Manitoba Centre for Health Policy and Evaluation 
have established a new database. For a representative sample of the province of Manitoba, cross-sectional 
micro-data on the level of health of individuals and on their socioeconomic characteristics, and detailed 
longitudinal data on the use of health-care services have been linked. In this presentation, we will discuss the 
general context of the linkage of records from various organizations, the protection of privacy and 
confidentiality. We will also present results of studies which could not have been performed in the absence of 
the linked database. 

1. INTRODUCTION 

Socio-economic status - as measured by income, education or occupation - is a complex phenomenon used 
to describe social inequalities. Since the end of the 1980s, it has been shown that people in lower socio-
economic categories experience higher mortality rates and poorer health than those further up the social 
ladder (House, 1990 Mackenbach, 1992 ; Adler, 1994). To improve our understanding of the 
phenomena underlying the relationships between SES and health, Statistics Canada and the Manitoba 
Centre for Health Policy and Evaluation (MCFIPE) took the necessary steps in 1989 to create a new 
database with administrative health records from different sources and data from the 1986 Census of 
population. From 1991 to 1993, matching operations allowed the linkage, for a representative sample of 
Manitoba's population, of detailed longitudinal data on the use of health care services with cross-sectional 
microdata on the health status and socioeconomic characteristics of individuals. This initiative also 
satisfies an important recommendation of the 1991 report of the National Task Force on Health 
Information (Wilk report), produced by the National Council on Health Information: "Capacities to link 
data elements are of crucial importance for health information development and those capacities must be 
expanded and exploited". 

2. CONFIDENTIALITY AND PRIVACY 

In creating a database from both administrative and survey data, it is of the utmost importance to ensure the 
confidentiality of the data and prevent any invasion of individual privacy. In accordance with the policies 
of the collaborating organizations, several procedures were undertaken prior to matching these data sets. 
They included consultations held in 1989-90 with the Privacy Commissioner of Canada, the Faculty 

I Jean-Marie I3erthelot, Statistics Canada, R.H.Coats building, 24th floor, Ottawa(Ontario), Canada KIA 
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I E6 

45 



Committee on the Use of Human Subjects in Research at the University of Manitoba, and Statistics 
Canada's Confidentiality and Legislation Committee. In addition, Manitoba Health's Committee on 
Access and Confidentiality was made aware of the project. 

Following these consultations, the proposal was submitted to the Minister responsible for Statistics Canada, 
as required by the agency's official policies2, and ministerial approval was obtained in 1991. It was to be a 
pilot project to assess the feasibility and analytical benefits of matching. Individuals' names and addresses 
were not used for matching purposes and were not included in the database. The matching process was 
carried out entirely on Statistics Canada premises by persons who had taken the Statistics Act oath. Only a 
sample of 20,000 matched units was used for research and analysis. Access to the final data is tightly 
controlled in accordance with the provisions of the Statistics Act. All uses of the new file generated by the 
matching process are covered by a tripartite agreement signed in 1993 between the University of Manitoba, 
the Manitoba Ministry of Health and Statistics Canada. Consequently, solid safeguards to prevent privacy 
violations and release of confidential information are entrenched directly in the pilot project's modus 
operandi. 

3. DATA SOURCES 

The detailed questionnaire (questionnaire 2B) of the 1986 Census of Population contains extensive socio-
economic information including variables such as dwelling characteristics, tenure, ethnic origin and mother 
tongue, as well as a number of variables relating to income and educational attainment. Data about other 
members of the household, family structure and neighbourhood are also available. The computer file used 
for matching purposes consisted of 261,861 records. For a subset of 5,342 people, it was possible to 
obtain health information from the 1986-87 Health and Activity Limitations Survey. Once weighted, these 
files can provide reliable provincial cross-sectional estimates as of June 3td,  1986. 

All contacts between an individual and the Manitoba public health care system are recorded for 
administrative purposes. The Manitoba Health longitudinal files contain information on visits to 
physicians, stays in hospital, diagnoses, surgical procedures, admission to personal care (nursing) home, 
health care received at home, the date and cause of death, and other data on health care utilization. For this 
pilot project, a register of persons covered by Manitoba health insurance was identified as of June 1986, 
using the date of commencement of health insurance coverage and the date of cancellation of coverage 
around the target date. The register contained around 1,047,000 records. 

2 This footnote and the one on the following page describe briefly Statistics Canada policies about linkage: 

The purpose of the linkage must be consistent with Statistics Canada's mandate. 
The products of the linkage will be subjected to the confidentiality provisions of the Statistics Act with any 
applicable requirements of the Privacy Act. 
The linkage process will reduce costs or burden, or is the only feasible option. 
The linkage activity will not be used for purposes that can be detrimental to the individuals involved. 
The analytical benefits to be derived from such a linkage are clearly in the public interest. 
The record linkage activity is judged not to jeopardize the future conduct of Statistics Canada's programs 
The linkage satisfies a prescribed review and approval process 
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CREATION OF THE ANALYTIC DATABASE 

Data from the 1986-87 Health and Activity Limitation Survey (HALS), the 1986 Census and the files of 
Manitoba Health were linked (without using names or addresses) by a software package named 
CANLINK, using postal code and family structure. The linkage rate was 74% for private households. A 
quality assessment based on names and addresses for a small sub-sample showed that the overall rate of 
agreement among the matched pairs was 95.5%. The analytic database is made up of 20,000 units selected 
from the set of matched households using modern sampling techniques. Because extending the HALS 
complex sample design would force the development of specialized analytical tools and delay the analysis 
itself, two different sub-bases were created. 

One of these sub-bases consists of all HALS respondents who reported an activity limitation in 1986 (4,434 
individuals). This database is used primarily for analysis of disability-related questions. 

The other sub-base, known as the "general population database", was selected independently of the HALS 
sub-base. Since the upper limit was 20,000 households, there remained 15,566 units available to form the 
general population database for Manitoba, the expected number of units overlapping both sub-bases. 
The final database contains data about approximately 48,000 people for analysis purposes. Estimates 
based on the sample accurately reflect the socio-demographic profile, mortality, hospitalization, health care 
costs and health care services utilization of Manitoba residents (Houle, 1996), Following these steps, the 
analytical phase of the project began in 1994. 

OPERATIONALIZATION OF THE ANALYSIS 

The analytical team for this project consists of members of the MCHPE at the University of Manitoba 
(Winnipeg) and members of the Health Analysis and Modeling Group (HAMG) at Statistics Canada 
(Ottawa). The MCHPE is a unit of the Department of Community Health Services in the University of 
Manitoba Faculty of Medicine. Research activities are focused on health services and health policy 
analysis and evaluation, for the most part using the Manitoba Health Data Base to describe and explain 
patterns of care and profiles of health and illness. Like other academic institutions, the MCHPEi is funded 
partly through a general budget and partly through grants for specific research projects. 

The HAMG is a unit of Statistics Canada's Social and Economic Studies Division which is block funded to 
undertake health-related data analyses, one of which is the Census/Manitoba linkage project. 

Communication between the two groups is ongoing and makes use of electronic mail, conference calls, 
regular mail and ad hoc meetings. Every research proposal is reviewed by at least one member of each 
research group; this enables the groups to share their expertise and avoid duplication. Special procedures 
assure that no confidential data is exchanged by public electronic networks in order to protect 
confidentiality. A copy of the final analytical database is stored at the Ottawa premises of Statistics 
Canada, and another copy is stored at the Winnipeg regional office premises of Statistics Canada. Access 
is restricted to authorized users who have been sworn under the Statistics Act. All authorized users, after 
taking the oath set out in the Statistics Act have a duty of secrecy. If they divulge directly or indirectly 
any confidential information, they become liable on summary conviction to a fine or to imprisonment. 

RESULTS 

The aims of the project were, in the first phase, to determine the feasibility of matching census data with 
Manitoba Health files without using names and addresses, and then in the second, to initiate research into 
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the relationships among socioeconomic status, health, and health care utilization. 

Phase one was a success, with a match rate of 74% and an accuracy rate of over 95%. In phase two, which 
is still in progress, we undertook analytical studies that exploited the database's unique features; they could 
not have been attempted without the database. Some of the studies confirmed hypotheses concerning the 
relationship between socioeconomic status and use of health care services, while others quantified the 
range of these inequalities for the first time, and still others produced new findings. 

We studied a wide range of issues, but our findings are centered on two main themes. First, there is the 
potential for improving the existing health information system. Our research yielded a profile of the 
socioeconomic gradients of mortality and health care service consumption at various stages in individuals' 
lives, and enabled us to quantify non-medical factors (socioeconomic status, marital status, pension 
income) and disability as predictors of health care use. For example, children of poorly-educated women 
consume twice as much health care in their first year as children of well-educated women; asthma is more 
common in the socio-occupational groups defined by teachers, electricians and labourers; life expectancy 
is lower for individuals with less education; the risk of being admitted to a health care institution is lower 
for homeowners, for men who have a spouse and for women who have investment income; and people 
with severe disabilities are three times more likely to die and four times more likely to be admitted to a 
nursing home than individuals with no disabilities, even after controlling for age, gender and number of 
chronic conditions. 

This theme raises questions about existing health care management databases which contain little or no 
non-medical information. For example, could the predictive value of "case mix groupings" (CMGs) 
produced by the Canadian Institute for Health Information be improved by including disability level? If a 
second phase of this project lead us to a larger sample, a more detailed analysis concerning the treatment of 
specific diseases could be undertaken to determine more precisely the effects disability has on health care 
service consumption. 

The second theme is that while access to health care is universal when people are sick, the health care 
system may not be universal for preventive care. For example, our studies have shown that access to or use 
of preventive medicine in the first year of life is less frequent among children of poorly-educated women 
while hospitalization is more frequent (indicating poorer health for these children). We also found that in a 
four-year period, 27% of women in the lowest income or education quartile did not have a Pap test, 
compared with 16% of women in the highest quartile. These differences precede the intervention of the 
"formal" health care system. One of today's biggest public health challenges is how prevention, effected 
through public health policy or by changing the way patients and doctors interact, can be used to reduce the 
differences. Our studies help identify some of the groups at risk. 

The following summaries describe in more details the most important analytical results emerging from this 
project. 

Socioeconomic gradient in the use of health care services in the first year of lfe. (Knighton et al., 
1998) 
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This is the first Canadian study to examine the relationship between health care use in a child's first year of 
life and the mother's socioeconomic status. With the exception of low-birth-weight babies, no significant 
differences were observed at birth. Yet, health care costs in the first year of life are about twice as high for 
children of women in the first income or education quartile as for children of women in the fourth quartile. 
If health care services are divided into two broad groups, "curative" hospital and ambulatory care is 
inversely related to socioeconomic status, with a gradient effect relative to income and a threshold effect 
relative to education. On the other hand, individuals of higher socioeconomic status make greater use of 
"preventive" health services, with the same type of income gradient effect and education threshold effect. 
These findings are important for three reasons. First, since the mother's socioeconomic status is 
determined prior to the birth of her children, the study supports a cause-and-effect relationship. Second, 
the study suggests an underuse of preventive care by mothers in the low socioeconomic group. Third, the 
study identifies women with a low level of education as a likely target group for public-health intervention, 
both during pregnancy and after delivery. 

Use of public health care services by socioeconomic status (Mustard et al.. 1995;Mustard et al., 
1997) 
The detailed information that would be needed to prepare a comprehensive description of the differences in 
the use of state-funded health care based on socioeconomic status is almost non-existent in Canada. This 
study produced a report containing a wealth of information about mortality, morbidity and health care 
costs. In an article summarizing the report, ambulatory medical care and hospital visits are examined in 
relation to education and income quartiles. The results indicate that the lower the income or education 
level, the greater the use of hospital services, though paradoxically, there is no similar relationship between 
income or education level and ambulatory care. The reasons for this paradox and the implications for the 
organization, funding and delivery of public health care in Canada are also discussed in the report. 

• 	F'Jtt)rS associated with senior citizen admissions to health care institutions 
In this analysis, admissions are examined in relation to Andersen's conceptual framework, which groups 
variables on the basis of three factors: predisposing factors (age, education and marital status), enabling 
factors (income, rural area, social support, available services) and needs-based factors (limitation, disease, 
care consumption). Using Andersen's framework, the authors take a multivariate, structured approach to 
the study of factors related to admissions. In addition to repeating known findings - i.e. age, functional 
limitations, health care use and disease play a dominant role in admissions - the study reveals factors 
associated with social support and socioeconomic status. The risk of admission is lower for homeowners 
(the relative risk (RR) is 0.51 for men and 0.62 for women), men who have a spouse (RR=0.61) and 
women who have investment income (RR=0.69). The study identifies potential intervention points for 
public-sector dec is ion- makers: improving the social support network, diversifying retirement income and 
controlling certain diseases could reduce the need for institutionalization. The analytical team has initiated 
a follow-up study to take a closer look at the social support network's impact on admissions using 
information about "social services" for disabled persons in the Health and Activity Limitation Survey. 

Socioeconomic status and Pap test use among women between 21 and 65 years of age. 
Early detection of cervical cancer by means of a Pap test is a major success story for disease prevention 
programs in Canada. Cross-sectional data on Pap tests reported by Canadian women reveal, however, that 
the test is underused by economically-disadvantaged groups. Very few analytical studies have been 
conducted with longitudinal data on the actual use of Pap tests by socioeconomic status. In this study, we 
analyzed longitudinal use of Pap tests over a four-year period by a sample of 10,868 women. We found 
that during the observation period, 21% of the women did not undergo a Pap test, and that the percentage 
was inversely related to socioeconomic status, ranging from 27% for women in the first income or 
education quartile, to 16% for women in the fourth quartile. Use of the Pap test is also associated with 
frequency of contact with the health care system and with area of residence (rural vs urban). The findings 
suggest that an awareness campaign for economically disadvantaged women might he effective in 
improving uptake for this group. In addition, disseminating this information to the medical profession 
might help doctors to develop a proactive approach to women who have irregular contact with the health 
care system. 
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The incidence of asthma by socio-occupational group 
There is currently a major gap in Canada in the monitoring of diseases associated with or caused by 
particular occupations. Because of the size of the sample, only relatively common conditions can be 
studied by socio-occupational group. In this study, the analytical team examined the relationship between 
asthma and socio-occupational group within the labour force. After age, education, area of residence, 
marital status, income and health care service consumption are taken into account, teachers, electhcians 
and labourers have a significantly higher rate of treatment for asthma. The study demonstrates the value of 
monitoring diseases whose causes may be linked to occupational exposures. 

• 	Lfe expectancy by education quartile and income quartile 
Death certificates in Canada contain no socio-economic information about the deceased. The database was 
used to produce the first estimates ever made in Canada of life expectancy by education quartile. The 
difference in life expectancy between the first and fourth education quartiles is 3.2 years for males and 2.2 
years for females. In addition, for the first time in Canada, individual data were used to generate estimates 
of life expectancy by income quartile. These estimates were compared with estimates calculated using 
ecological data. The results show a surprising level of agreement between the individual and ecological 
data. Life expectancies by education and income quartile can be used to calculate composite indicators 
such as disability-free life expectancy by education and income level. Measured on a regular basis, these 
indicators provide a picture of socioeconomic inequalities in health over time. The reduction of these 
inequalities may become an objective for health policy. 

• 	Exploratoy use of hierarchical models in the health field 
The level of agreement for life expectancy between individual and ecological data motivated us to fmd 
analytical tools to quantify and document the neighbourhood effect. This effect, which has been studied in 
some detail in education, has been largely ignored in the health field. In this exploratory study, we used 
hierarchical models to study admissions to health care institutions in an attempt to answer the following 
question: Does the socioeconomic environment (neighbourhood) in which a person lives have an effect on 
his/her health independent of his/her individual characteristics9  In this particular case, it is clear that the 
neighbourhood, as we have defined it, has little or no effect on admissions. To gain a better understanding 
of the neighbourhood effect on the health of individuals, we need to examine other events, such as health 
care consumption in the first year of life, mortality, and accidents. Because of the sample size, the current 
analysis is limited - i.e. we cannot define small size neighbourhoods. If a significant and independent 
neighbourhood effect on health care utilization is ever demonstrated, data collection and dissemination 
would have to be redesigned to allow health analysts to take this phenomenon into account. 

• 	Profile of health care use by individuals with disabilities 
The 1986 Health and Activity Limitation Survey (HALS) produced a highly detailed profile of the health 
of persons with disabilities. However, it did not provide any information about the effects of disabilities on 
health care consumption. This study is the first in Canada to document health care use and mortality 
among persons with disabilities, thus complementing the I-IALS. It shows that annualized and age-
standardized rates for mortality, admissions, ambulatory care and hospitalization days are 30% to 150% 
greater for persons with disabilities, after controlling for the other important variables. The rates vary 
substantially by sex and level of disability. Surprisingly, men with slight disabilities have a significantly 
smaller chance of being institutionalized or dying than men with no disabilities. No similar phenomenon 
was observed among women. Severe disability shows a threshold effect, tripling mortality and 
quadrupling institutionalization. Disability level has a significant effect on health care consumption, even 
when the number of chronic conditions present at the beginning of the study period are controlled for. A 
more detailed analysis will be possible if the sample size is increased, particularly concernmg the 
treatment of specific diseases to determine more precisely the effect that disability has on health care use. 
This study raises important questions about the allocation of health care system resources. If the findings 
of the detailed study are conclusive, should we collect raw data on disabilities at a detailed geographic 
level, so that decision-makers can take the population's disability profile into account in allocating 
resources to the regional or local level? 
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• 	Unemployment and health status. 
An important question in labour market analysis is whether the unemployed subpopulation of the labour 
force is identical in health status to the population of workers. Using census data, the analytical team 
compared health care use by the employed and the unemployed before, after and at the time of 
employment status measurement. If the hypothesis is true that the unemployed group is identical to the 
labour force as a whole, then health care consumption should be similar for unemployed people and 
employed people before a period of unemployment. Preliminary results contradict the hypothesis. The 
unemployed appear to be chronically in poorer health than the employed. This kind of information is of 
interest, not only to health policy makers concerned with the "socio-medical" aspect of the unemployed, 
but also, by labour analysts involved in employment insurance. 

7. DISCUSSION 

We are convinced that the two original goals described at the beginning of section 6 for this pilot project 
have been met and that the analytical results are important. Furthermore, there is the possibility, in a 
second stage of this pilot project, of using all matched individuals instead of the 20,000 sampled units. A 
larger sample size would generally allow for the study of association between socioeconomic status, 
activity limitations, and health care utilization at a much finer level and would consequently improve the 
capacity of the database to identify target groups for health policy interventions. 

Following a new round of consultations with privacy commissioners and considering a process similar to 
the pilot project, a new project is proposed. We would like a) to acquire the longitudinal health data from 
1991 to 1997 ; b) to increase the sample size for the province of Manitoba to 15% of the total population 
which would result in a final sample size of 150,000 individuals; c) to obtain the HALS records for the 
additionnal individuals in the sample; d) to produce a similar database by linking health utilization data, 
HALS data and Census data for a 15% (450,000 individuals) sample of British Columbia population; e) to 
protect confidentiality and privacy by applying the same process as of the pilot project. 

If the increase in sample size is approved, many innovative research projects could be initiated. Study of 
neighbourhood effects on health care, using ecological and individual SES measures simultaneously, could 
be performed with a larger sample size, allowing an adequate definition of neighbourhood. Double 
jeopardy questions of the type "Is it worse for an individual's health to be poor in a poor neighbourhood ?" 
could be answered. 

Detailed analyses of socioeconomic differences in treatment of specific conditions could be done. 
Question of the type "To what extent is Canada's health care system colour blind with respect to SES !" 
could be answered. 

Other questions of interest like "Small-area SES markers and individual needs should or should not and can 
or cannot he used for implications for regional health funding formulae ?" and "What are the non-financial 
barriers to "medically necessary" health care ?" will be of interest. 

Whatever the research projects that will be achieve, the analytical benefits of linkage projects well 
managed with a legal and institutional frame have been demonstrated by the pilot project. When the 
process is well defined and transparent, the public does not feel threatened by unjustified intrusion into 
private life. 
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MODELING LABOUR FORCE CAREERS FOR THE LIFEPATHS 
SIMULATION MODEL 

G. Rowe and X. Lin t  

ABSTRACT 
We estimate the pardrneters of a stochastic model for labour force careers involving distributions of correlated 
durations employed, unemployed (with and without job search) and not in thdabour force. If the model is to 
account for sub-annual labour force patterns as well as advancement towards retirement, then no single data 
source is adequate to intorm it. However, it is possible to build up an approximation from a number of ditTerent 
sources. Data are being assembled for the period leading up to 1991-96: 
• 	Short term labour force dynamics - as retlected in weekly labour force states from the 1988-90 Labour 

Market Activity Survey. 
• 	Long-term employment dynamics - as reflected in the job tenure distributions of older (i.e., aged 55+) 

employed respondents to the 1991-96 Labour Force Survey. 
• 	Distributions of labour force state by single year of age -- from both the 1991 and 1996 Censuses for the 

reference week and during the 1990/1995 calendar years. 
Estimation is earned out by embedding initial estimates of the model parameters in the 1.ifcpaths simulation 
model; parameter estimates are then iteratively updated to improve simulated approximations of observed data 
structures. [he LifePaths niodel provides a suitable platform for estimating effects of educational attainment on 
labour force dynamics, because it already contains a detailed model of secondary and post-secondary 
educational careers based on survey, Census and administrative data. Similarly, the krtility and marriage 
modules of the 1.ifePaths model will, In the future, provide for estimation of effects of family status onlahour 
force dynamics. 

KEY WORDS: microsimulation, education, labour force, correlated durations 

1. INTRODUCTION 

LifcPaths is a longitudinal niicrosimulation model in which individual lifetimes are simulated. The model 
initializes a case by randomly generating an individual's sex, province of residence, age at immigration and 
year of birth. The year of birth can range from 1892 to 2051; but by fixing mortality and immigration 
assumptions, births occurring in 1892-1991 will reproduce provincial age-sex structures as enumerated in 
the 1991 Census. The set of variables that describe the demographic, social and economic circumstances of 
the individual undergoes changes as he/she ages. These changes are dictated by the events in each 
individual life. The model comprises a set of events that can affect each case at appropriate points in their 
lifetime. These events include: entering the education system, education progression, graduation, entering 
the job market, gaining or losing a job, common law union formation, marriage, having children, 
separation, divorce and death. The model chooses which event will take place by randomly generating a 
waiting time to the next event for all possible types of event. The event type with the shortest waiting time 
is selected. Competing waiting times are conditioned upon the individual's current set of characteristics; 
for example, a married couple is much more likely to have a child in the near future than a 18 year old 
unattached male. In this way, an individual's unfolding lifetime is not driven merely by the passage of 
calendar time, but by the time intervals between events. Ultimately, the individual's lifetime concludes 
when the death event occurs. 

'Geoff Rowe and Xiaofen Lin, Statistics Canada, Socio-Economic Modeling Group, 24th  Floor R.H.Coats 
Building, Ottawa, Ontario, Canada, KIA 0T6; e-mail - rowegtstatcan.ca  
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LifePaths is, and will remain, a work in progress, since the goal of the model is to encapsulate as much 
detail as possible on socio-economic processes in Canada as well as the historical patterns of change in 
those processes: thus, LifePaths must undergo continuous updating and refinement. Nevertheless, to date, 
LifePaths has been employed in a broad range of policy analysis and research activities. Examples of 
LifePaths applications include: analysis of Canada Student Loan policy options (under contract to HRDC 
and the Government of Ontario), study of returns to education (Appleby, Boothby, Rouleau and Rowe 
1999), examination of time use over the life course (Wolfson and Rowe 1996; Wolfson, 1997; Wolfson and 
Rowe 1998a) and simulating future prospects for the tax-transfer system and pensions (Wolfson, Rowe, 
Gribble and Lin 1998; Wolfson and Rowe 1998b). In addition, the task of assembling data for LifePaths 
has required new research into, for example, educational careers (Chen and Oderkirk 1997; Rowe and Chen 
1998; Plager and Chen.l999). 

2. OBJECTIVES 

In addition to accounting for life course events, I.ifePaths also imputes various individual characteristics: in 
particular, hourly equivalent wage rates (conditional on sex, education level, field of study and duration 
since graduation) and usual hours of work (conditional on education level, sex, age and hours last year). 
These characteristics together with employment status determine earnings. In the long term, one of our 
objectives is to put together a model that will simulate realistic family income distributions and trajectories 
over recent decades. A necessary component of such a model is a representation of lifetime labour force 
activity which represents differences in activity patterns/dynamics by educational level and by marital 
status/family composition as well as incorporating sub-annual/seasonal effects and which tracks business 
cycles in the recent past. 

The work presented here is the first stage in the construction of a comprehensive labour force model. Our 
starting point involves modeling links between educational attainment and subsequent labour force careers 
because these are largely separable stages in the life course. Subsequent refinements to the model will take 
family level factors into account - bearing in mind interactions between family and labour force careers. 

3. LABOUR MARKET ACTIVITY SURVEY 

The Labour Market Activity Survey (LMAS, 1992) was a longitudinal survey designed to collect 
information on the labour market activity patterns of the Canadian population over multiple years. We 
draw our data from the 1988-90 longitudinal microdata files. These data were collected from retrospective 
interviews conducted in January-February of 1989, 1990 and 1991 respectively. The reference period for 
the data was January 1988 through December 1990 - the period just prior to the 1991 Census. We made 
use of about 55,000 rcsponses representing all individuals who were either not full time students as of 
January-June 1988 or who ceased being full time students in that period. 

We base our analysis of short-term labour force dynamics on the LMAS weekly composite labour force 
status vector (i.e., variables CLFSV88, CLFSV89 and CLFSV90). The coding of these variables 
distinguishes among (I) employed, (2) unemployed and engaged in job search (or on temporary lay-off), 
(3) unemployed and not engaged in job search and (4) not in the labour force. We make use of this detailed 
categorization anticipating that it will lead to a more appropriate model, despite the fact that our only 
inunediate need is for simulation of Work and Non-Work states. 

Figure 1 displays scatter plots -- with plotting symbols' area proportional to survey weight -- of completed 
Work and Non-Work spells for males having exactly two such completed spells in the 1988-90 interval. In 
order that two completed spells be identified within the three-year observation period, they must be 
bracketed between censored spells at the beginning of 1988 and the end of 1990. 
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Figure 1 
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Figure 1 shows a marked difference in distribution depending on whether the completed Work spell 
preceded or followed the Non-Work spell: in the former case, respondents - first observed in a censored 
Non-Work spell -- are widely scattered; while in the latter case, respondents -- first observed in a censored 
Work spell -- are concentrated in the region representing Non-Work spells of less than six months and 
Work spells of two or more years. The concentration of relatively short Non-Work and relatively long 
Work spells corresponds to cases with known labour force attachment at the beginning of the observation 
period, while the remaining cases have unknown labour force attachment at the outset. 

Tentative conclusions drawn from these observations set the stage for subsequent analysis of the LMAS 
data: (1) there is considerable heterogeneity in the group with unknown labour force attachment and (2) 
there may be 'correlation' in labour force attachment within individuals. We expect to account for the 
heterogeneity by distinguishing among the states unemployed with and without job search and not in the 
labour force. However, as a consequence we need to consider 12 event types - transitions between 
pairwise combinations of the four states - and to deal with the added complexity of a competing risk 
model. 

4. DATA ANALYSIS AND MODEL STRUCTURE 

4.1 WeibuH Approximations of LMAS Spell Duration Distributions 

Our analysis of the LMAS spell duration data began with a partition of the data into categories determined 
by the intersection of 1988 fulltirne student status, age group (i.e., <30. 30-55, 564- in 1988), education 
level (i.e., Below Secondary ['zSSG], Secondary Graduate [SSG], Some Post-Secondary [SPS], Post-
Secondary Non-University [PSE-NonU], Post-Secondary University [PSE-U] in 1990) and sex. Within 
each of the resulting categories, we attempt to find a parsimonious approximation to the empirical hazard 
function. In order to obtain meaningful estimates from the LMAS data, we had to address the problem of 
left censored, or both left and right censored spells (i.e., spells that had begun before the observation period 
and so had unknown duration). The problem was 'resolved' in two steps: (I) a duration was imputed to the 
beginning of each left censored spell by randomly drawing from the right censored spells of respondents in 
the same category and three years younger and (2) the focus of analysis was narrowed to a description of 
the dynamics of spells initiated within the interval 1987-88 (i.e., 1987-88 labour force state entry cohorts). 
The latter was accomplished by assigning weights to each spell determined by the calendar date of the first 
week of the spell. These weights had a value of 1.0 for spells with observed or imputed initial week in the 
interval 1987-88. The weights for initial weeks outside of the interval were reduced progressively to 0.0 - 
the value assigned to the last week of December 1990. 

Calculation of empirical hazards indicated that a Weibull distribution would provide a reasonable 
approximation to spell durations. The Weibull distribution is characterized by a log-linear relationship 
between duration (t) and cumulative hazards (11(t)), which is expressed in terms of a Scale parameter a and 
a Shape parameter : H(t) = (tJa). Figure 2 illustrates the fit by comparison of empirical and Weibull 
cumulative hazards for Unemployed Male Secondary School Graduates Aged 30-55 who were actively 
engaged in a job search. The hazards, in this case, represent the chance of finding a job and imply a 
survival probability of 0.227 at six months duration (i.e., the probability of continuing in the unemployed 
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state: exp(-H(t))). Corresponding results for Job Loss indicate median job durations in excess of 3 years. 
Note that, in common with nearly all of hazard functions we estimated, hazards for short durations appear 
to be larger than hazards for long durations - implying Weibull Shape parameters 0 < 1.0. 

Figure 2 
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4.2 Correlated Weibull Spell Durations 

The Weibull models outlined above are independent. 	Hougaard (1986a. 1986b, 1987) describes a 
generalization of the Weibull that can account for correlated spells. In common with Clayton and Cu.zick 
(1985), Hougaard introduces correlation by postulating an unobserved random variable Z having a 
common influence on all durations, rather than by explicitly introducing lagged regression parameters. Z is 
intended to represent unmeasured personal andlor labour market characteristics that remain fixed over time. 
In contrast to Clayton and Cuzick, Hougaard exploits some unique advantages of specifying Z to be drawn 
from a Positive Stable distribution with parameter 9. If an individual's spell durations given Z were 
Weibull with Scale a and Shape 13, then population spell durations are also be Weibull: 

I t 

Ez(et ) = e`m = e 
Thus, given appropriate values of 0, the Weibull models already estimated might be transformed to a 
parsimonious correlated duration model. Hougaard demonstrates that 0 can be estimated by 1 (1 -. r), 
where r is the product moment correlation between log spell durations. Note that the relation between 9 
and r implies that only positive correlations can be accounted for in this model (i.e., 0 < 0 < 1). Estimates 
of median (bias corrected) correlations suggest values of 0 of about 0.87 and 0.86 for males and females 
respectively. The results are not precise enough to allow an evaluation of differences among education 
levels. 

4.3 Model Implementation 

Given the estimates obtained from the LMAS, implementation of a labour force model in LifePaths is 
straightforward using randomly generated Weibull waiting times. A random waiting time t from a Weibull 
distribution with Scale a and Shape 13 may be generated directly given a Uniform (0.1) pseudorandom 
number U: 

I 	 I 
However, if correlated waiting times are to be generated; we must first generate a Positive Stable random 
number Z (Chambers, Mallows and Stuck, 1976) which will remain fixed, and then make an adjustment to 
each subsequent random Weibull waiting time. In that case, we make use of the conditional shape 
parameter ' = 

t 	 ( Ifl(4fl(U)) 	 In( 	a )J //Z 
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5. INITIAL SIMULATION RESULTS AND VALIDATION 

Figure 3 compares simulated employment to population ratios (EPR) and proportions not in the labour 
force (NLF) to 1991 Census data by age for selected sex and educational attainment categories. The 
simulation results were obtained by tabulating the simulated person years lived and simulated person years 
in the 'Employed' or 'Not in the Labour Force' states for each age interval and computing the proportion. 
In both cases, independent waiting times were used (i.e., no adjustment for 0). The left panel shows results 
for Males with less than Secondary School (<SSG), while the right panel shows results for Female 
University Graduates (PSE-U). It is evident in both cases, that level biases exist and that an auxiliary 
special case model is required to generate retirement times. 

Figure 3 
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In order to allow retirement, an additional step was added to the simulation module. Age specific 
'permanent retirement' hazards are not known or clearly estimable from any available data. Part of the 
difficulty is that although the event clearly occurs, we can not know that an individual has permanently 
retired until death. We propose to estimate the unknown parameters by calibrating the LifePaths 
simulations to Census data. Age specific 'permanent retirement' hazards are expressed as proportional to 
(approximate) age specific Long-Term Disability hazards estimated from the 1991 Census. The estimates 
of relative risk of 'permanent retirement' are specific to educational attainment categories. 

6. INITIAL CALIBRATION RESULTS 

Calibration is accomplished by Iirst evaluating the lack of fit calculated by comparing auxiliary data with 
the corresponding simulated values. To this end, we read auxiliary data into the LifePaths program as 
parameters, then produced an output table containing only the measure of lack of fit. The auxiliary data 
that we are currently working with includes: 

• 	1991 and 1996 Census students (full time attenders) and non-students by sex, single year of age, 
and educational attainment in each labour force state, employed, unemployed and engaged in job 
search, unemployed and not engaged in job search and not in the labour force. 

• 	1991 and 1996 enumerated non-students by sex, single year of age and educational attainment by 
weeks worked in 1990 and 1995, where weeks are categorized as 0, 1-4, 5-8.....40+. 

• 1991-1996 LFS annual average job tenure frequencies for employed persons aged 55+ where 
years of job tenure are as <2.5, 2.5-5, 5-10.....45f. 

• LMAS summary data comprising weighted events and population at risk by spell type, spell 
duration, sex, educational attainment and age group. 

Working with these auxiliary data, we use a composite measure of lack of fit: 

_2*LMAS Log Likelihood 
• 6*EACI ISimulated cOuflt* ESTRATUM  (Census proportions - Simulated proportions) 2 1 
• 6* YEAR ISimulated COUnt * ESTRATUM (LFS proportions - Simulated proportions)'I 

Calibration continues using a special purpose computer program (Calibrator) that implements general (no 
derivative) optimization strategies, including the Nelder-Mead Simplex algorithm and the Kiefer-
Wolfowitz random downhill search algorithm, and attempts to scale parameters appropriately. Calibrator 
determines adjustments to LifePaths' input parameters that are appropriate given the algorithm chosen, 
launches new simulation runs and collects the results of simulation runs to determine further updates to 
input parameters leading to further runs. 
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Figure 4 presents initial calibration results corresponding to results in Figure 3. These results were 
obtained by estimating relative risks and probabilities of retirement by education level and estimating 8 and 
an adjustment to a for each education level, improvements due to the retirement model are evident. The 
reductions in level bias - for example, the EPR for Males <SSG aged 40 goes from a peak under-estimate 
of about 15% points to an over-estimate of about 2% points - are in part due to the use of correlated 
waiting times and calibrated estimates of 0. Plugging in the initial estimates of 0 - section 4.2, giving each 
education category the same initial value - produced an immediate improvement. Calibration gave further 
improvement with estimates of 0 being reduced from about 0.86 to values ranging between 0.67 and 0.78. 
These estimates imply that the bias-corrected correlations were themselves negatively biased. 

Figure 4 

7. NEXT STEPS 

The results of partial calibration do not look as good when viewed in terms of either simulated weeks 
worked in a year or job tenure. Figure 5 illustrates the comparison of simulated and Census weeks worked 
in 1990. 

Figure 5 
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It is clear that we simulate too few persons with 0.0 weeks worked in a year (except at young ages) and too 
many persons who work full-year. The net result is that the dispersion of simulated weeks worked is too 
small. Similarly, the results for simulation of 'job' tenure, Figure 6, indicate that far too many employed 
55+ year olds have short tenures (i.e., less than 2.5 years). Thus, although there are too many persons 
working full year, there are also too few continuously employed for more than two years. 

Figure 6 

At this stage, further calibration must address the problems posed by large numbers of parameters (i.e., 
about 750 LMAS based Weibull parameters) and by the fact that the 'error' being minimized is subject to 
Monte Carlo variability. Dealing with these two problems requires efficient algorithms that do not involve 
partial derivatives - which would be expensive to approximate numerically and be prone to Monte Carlo 
error - and appropriate tests of convergence. Chan and Ledolter (1995) discuss the need for a special 
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stopping criterion for Monte Carlo EM estimation (i.e., an estimation approach similar to ours). Booth and 
Hobert (1999) discuss both stopping criteria and high dimensionality in Monte Carlo EM estimation. 

More parsimonious models would be easier to fit. Consequently, we will explore ways to reduce the 
number of parameters in the model by, for example, estimating common Weibull shape parameters for 
males and females (Section 4.1). However, at the same time, we need to consider ways of extending the 
model to involve estimating: 1) Minimum age at retirement (currently 55 for all, but may be as low as 45 
for some age-sex groups), 2) Marriage/Family effects, 3) Business Cycles/Seasonality/Secular Trends and 
4) Improvements to representation of the transition from Education to Work. 

Finally, given the complexity required of models of Labour Force careers, it is clearly useful to be able to 
embed them in a microsimulation model. This gives us the means to derive implications from the model 
that might not be possible otherwise (e.g., job tenure results) and also gives us the means to carry the 
estimation process beyond a single data source. The value of the approach is demonstrated by the 
deliciencies in our direct Weibull estimates from the LMAS. The biases revealed in Figure 6 may be due 
to intrinsic limitations of short period longitudinal data, our efforts to deal with left censormg and/or 
deficiencies in the regressions we chose to fit. Regardless, we would likely not have been aware of them 
had our assessment of our model been limited to an evaluation of measures of agreement with LMAS data. 
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ABSTRACT 

The U.S. Manufacturing Plant Ownership Change Database (OCD) was constructed using plant-level data taken 
from the Census Bureau's Longitudinal Research Database (IRD). It contains data on all manufacturing plants 
that have experienced ownership change at least once during the period I 963-92. This paper reports the status of 
the OCD and discuss its research possibilities. For an empirical demonstration, data taken from the database are 
used to study the effects of ownership changes on plant closure. 

Keywords: 	Manufacturing; Plant-level [)ata; Ownership Change; Data Matching. 

1. INTRODUCTION 

Recently, the Center for Economic Studies (CES), U. S. Census Bureau, has constructed the U.S. 
Manufacturing Plant Ownership Change Database (OCD), using plant-level data taken from the Census 
Bureau's Longitudinal Research Database (LRD). The OCD contains nine variables (listed below) for all 
manufacturing establishments that changed owners at least once during the period 1963-92. Because each plant 
in the OCD and LRD is assigned a unique pennanent plant number (PPN), researchers can use this PPN to 
merge the OCD with the LRD. In this way, data on many other variables available in the LRD --describing 
economic activities of the plants that changed owners as well as those that did not experience any ownership 
change (the control group)— may be obtained for research. The data file will be updated when new data 
become available. 

This paper reports the status the OCD and discusses research possibilities using the data. For an empirical 
demonstration, plant-level data taken from the OCD and LRD are used to study the effects of ownership 
changes on plant closing. The empirical results confirm previous finding that acquired plants are less likely 
to be closed than other plants. 

2. THE DATA AND METHOD FOR IDENTIFYING OWNERSHIP CHANGE 

2.1 Contents of the OCD 

The OCD contains data for all establishments that changed their firm IDs at least once during the period 1963- 
92. There are 86,700 such establishments in the database. Because one can use PPNs and IDs to merge the 
OCD with LRD to obtain data on many variables available in the LRD, the OCD is designed to contains only 

I Sang V. Nguyen, Center for Economic Studies, U.S. Bureau of the Census, 4700 Silver Hill Road, Stop 
6300, Washington D.C. 20233. Any opinions, findings or conclusions expressed here are those of the 
author and do not necessarily reflect the views of the U.S. Bureau of the Census. 
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the following nine variables: (1) BUYID: ID number of the buying (acquiring) firm; (2) CC: Coverage code; 
(3) ID: Firm identification number; (4) IND: 4-digit SIC industry code; (5) PPN: Permanent plant number; (6) 
SELLID: ID number of the selling (acquired) firm; (7) STATUS: This variable indicates whether an ID change 
is an ownership change; (8) TE: Total employment (number of employees); (9) TVS: Total value of shipment 
(See Nguyen ,1999 for a detailed description of these variables). 

2.2 Data sources 

The data used to construct the OCD are taken from the LRD. At present, the LRD is an unbalanced panel that 
links seven CMs for the years 1963, 1967, 1972, 1977, 1982, 1987 and 1992 and 16 ASMs for the years 
between census years, starting in 1973. The LRD contains data on output, inputs, and production costs of 
individual U.S. manufacturing establishments. The output data include total value of shipments, value added 
and related variables such as inventories of work-in-process and finished goods. Data on inputs include 
information on capital, labor, energy, materials, and selected purchased services. The employment data include 
total employment, production workers, non-production workers, production worked hours as well as salaries 
and wages. (For a more detailed description of the CM, ASM and LRD, see McGuckin and Pascoe, 1988). 

An important feature of the LRD is its plant identification information, including firm affiliation, location, 
products, industries, and various status codes which identify, among other things, birth, death, and ownership 
changes. Two important identification numbers used in developing both the longitudinal plant linkages and 
ownership linkages among plants are PPN and ID numbers. 

2.3 Assessing the Data 

Plant and company level data in the LRD and OCD are collected by the Census Bureau under the authority of 
Title 13 of the United States Code. To protect confidentiality of the data, Title 13 and the rules and regulations 
of the Census Bureau prohibit the release of micro data that could be used to identify or closely approximate 
the data on a plant or a company. Thus, only sworn Census employees have direct access to these microdata. 

To gain access to microdata at the CES or its Research Data Centers (RDC), non-Census researchers would 
have to become special sworn employees (SSE) It is important to emphasize that while SSEs can directly 
access CES' microdata, perform analysis on the data, and include research results in papers and reports, they 
cannot remove any portion of these data files from the premises of CES or its RDCs. In addition, CES reviews 
all materials produced by SSEs for evidence of disclosure of sensitive information. In general, no information 
that could be used to identify, or to approximate the level of activity of a plant or a company can be included 
in papers and reports. 2  

2.4 Method of Identifying Ownership Change 

The following three-step procedure is used to target ownership changes: (1) Using PPN and firm ID numbers 
to identify plants that changed firm IDs between two census years; (2) Within this set of plants, using CC 
codes to identify directly reasons for ID changes (e.g., ownership change, a "multi-unit" plant becomes a 
single-unit firm, reorganization, etc.); and (3) From the remaining plants, identifying further ownership 

2 Most SSEs working with CES or its RDCs are employees of Federal agencies engaging in statistical work 
and related activities, or are individuals affiliated with universities, research, or research-related 
organizations. These individuals can provide expert advice or assistance on CES projects. For information 
on access to microdata at the CES, contact Mary L. Streitwieser, Center for Economic Studies, U.S. Bureau 
of the Census, Washington D.C., 20233, (301)457-1837, e-mail: mstreitw@ces.census.gov.  
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changes indirectly by matching the firm IDs of acquired firms and acquiring firms. (All programs for 
identifying and matching data on ownership changes were written in SAS, version 6,12.). 

Identifying true ownership changes (mergers and acquisitions) -- step (2) -- requires additional information. 
The main additional information is in the census CC codes assigned to establishments in the CM or ASM. The 
CC codes are two-digit numbers that indicate the status of the establishment in the survey. For example, a CC 
code equals 18 indicates that the establishment was sold to another company. 3  Ideally, all new firm ID and CC 
codes would be recorded during the actual year that the establishment changes its status so that it would be 
easy to identify ownership changes. In practice, except for a set of large ASM establishments, neither changes 
in ID nor proper CC codes are systematically recorded during the years of status change. In many cases, 
particularly for small establishments, a change in the firm ID of a plant appears one or more years before a 
proper CC code is assigned. The reverse is also possible: the CC code can indicate an ownership change before 
the ID changes. 

To address these issues, for the years when ASM data were available, I examined CC codes in the years before 
and after the ID change. However, this procedure leaves two unresolved problems. First, in non-census years, 
not all plants are in the survey sample and, in particular, when the ASM panel changes (in years ending in 4 
and 9), the set of non-certainty cases (the smaller plants) turns over completely. Secondly, for a number of 
establishments, proper CC codes are not assigned at all. Nevertheless, using CC codes allows identification 
of a large portion of the establishments that have ID changes due to true ownership changes. 

Finally, in step 3 it is necessary to bring together initial and ending firm lDs for all plants that were owned by 
the firm in question. For example, assume that the I.RD shows that plant A belonged to firm X in 1977 and 
to firm Y in 1982, but the 1982 CC code for plant A does not show this as an ownership change. But assume, 
also, that firm Y acquired at least one other plant from firm X between 1977 and 1982, as confirmed by the 
CC codes. In this case, it seems likely that firm Y bought plant A as well, and we code plant A accordingly. 
(For a more detailed discussion on how the OCD was constructed, see Nguyen ,1999). 

3. RESEARCH POSSIBILITIES: WHAT CAN WE LEARN FROM THE LRD- 
OCD?4  

3.1 Causes and Consequences of Mergers and Acquisitions 

Economists have long been interested in determining the causes and consequences of merger and 
acquisition activities. However, the empirical findings based on aggregate data are controversial (see 
Muller, 1993). Thus research based upon new microdata is imperative to arrive at more definitive results 
on this important topic. In what follows, I review some typical studies using the OCD/LRD to examine 
issues related to ownership changes. 

Lichtenberg and Seigel (1992a) are among the researchers who first used LRD data to study the causes and 
consequences of ownership changes. Their empirical work is based on a matching model that is closely 

3 For a complete list of CC codes, see the LRD documentation (U.S. Bureau of the Census, Center for 
Economic Studies, 1992, a revised version of this documentation is forthcoming). 

4 This review is by no means exhaustive. There are other studies that used the data, but are not discussed 
here due to the space limit. Also, currently there are a number of researchers using the database in their 
research. 
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related to the theory of job turnover developed by Jovanovic (1979), using an LRD panel of 20,493 plants 
owned by 5,700 firms for the period 1972-81. For this sample, they identified nearly 21 percent of the 
20,493 plants that experienced at least one ownership change. With these data, they found that plant TFP is 
negatively related to ownership change and that ownership change is positively related to TFP growth. 
They, therefore, concluded that ownership change is primarily motivated by lapses in efficiency (bad 
matches). 

McGuckin and Nguyen (1995) argue that Lichtenberg and Seigel's version of the matching model is "too 
restrictive" because it does not recognize the importance of the demand side of the market: purchase of a 
plant or firm will be undertaken if the buyer (acquiring firm) places a higher value on the plant than does 
the seller (selling firm). However, there is no reason to believe that acquiring firms purchase only poorly 
performing plants. Indeed, there are many possible motives for mergers and acquisitions: monopoly power, 
synergies and tax incentives are potential motives of mergers that do not require purchase of low 
productivity plants. They also point out that Lichtenberg and Seigel's study is likely to be subject to sample 
selection bias because their sample includes mostly large surviving plants. To avoid this potential bias, 
McGuckin and Nguyen used an unbalanced panel taken from the OCD and LRD, covering the entire 
population of the U.S. food manufacturing sector (SIC 20). This panel consists of 28,294 plants owned by 
all food producing firms operated during 1977-87. With these data they found that plants with high 
productivity were the most likely to experience ownership change. However, for a subset of large 
surviving plants, they found - consistent with Lichtenberg and Seigel - that initial productivity is 
inversely related with ownership change. Finally, they found that plant productivity growth is positively 
related to ownership change. They concluded that "gains from synergies between the buying and selling 
firms are the most important motive for ownership change during 1977-82 period" (p. 259). Managerial 
discipline and matching motives appear to be applicable only to mergers and acquisitions that involved 
large poorly performing plants. 

3.2 The Impact of Ownership Change on Labor 

Despite strong opposition from labor unions and widespread, often negative, press reports on ownership 
changes through mergers and acquisitions, there are few studies of the impact of ownership change on 
labor. The reason for this is the lack of appropriate data for empirical studies. Since the LRD became 
available to researchers, economists have conducted several studies on the impact of ownership change on 
labor. Lichtenberg and Seigel (1 992b) used plant level data taken from the LRD to examine the effects of 
ownership change on wages and employment on both central offices and production establishments. They 
found that ownership change is associated with reduction in both wages and employment at central offices, 
but it has little effect at production establishments. These results suggest that managers and white collar 
workers suffer the most after ownership change; but overall, the effects of ownership change on labor, 
particularly on production workers, appear to be small. 

McGuckin, Nguyen and Reznek (1998) examined the effects of ownership changes on employment, wages 
and productivity using an unbalanced panel of more than 28,000 establishments taken from the LRD and 
OCD. The study covers the entire U.S. food producing industry (SIC 20). They found that (I) five to nine 
years after acquisition, the growth rates of wages, employment and labor productivity for typical acquired 
plants (as well as originally owned plants of acquiring firms) are higher than the typical plants of non-
acquiring firms; (2) to a lesser extent, the typical worker in either category of plants owned by the 
acquiring firms also enjoyed higher growth rates of wages, employment and productivity after acquisitions; 
and (3) plants that changed owners show a greater likelihood of survival than those that did not. McGuckin 
and Nguyen (1999) extended this work to include data on the entire U.S. manufacturing sector for the same 
period and found similar results. 

In brief, the OCD/LRD data have been proven to be useful in economic research. It is important to 
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emphasize that uses of the OCD are not limited to the above issues. It is a potentially valuable database that 
can be used to study many aspects of the economy where mergers and acquisitions could have a real 
impact. 5  

4. AN EMPIRICAL DEMONSTRATION: OWNERSHIP CHANGE AIND PLANT 
CLOSING 

For demonstration, I use OCD/ LRD data to analyze the effect of ownership changes on plant closure. To do 
so, following McGuckin and Nguyen (1995). I run probit regressions in which plant closing is the dependent 
variable. Explanatory variables include a dummy variable representing plants having ownership change, 
initial relative labor productivity, initial employment, a variable identifying whether the plant was originally 
owned by an acquiring firm (the omitted category is plants that were owned by non-acquiring firms). Other 
control variables include type of plant (plants owned by a single-unit firm vs a multi-unit firm), plant ages, 
regions, and industry (4-digit). Finally, non-linear effects of initial productivity and employment size on plant 
closure are also included. (See McGuckin and Nguyen (1995) for a detailed description of the model). 

To better assess the impact of plant type on the probability of plant closure, we used the parameter estimates 
of the probit models to estimate the probabilities of plant closure for plants that experienced ownership change, 
plants originally owned by acquirers, and plants owned by non-acquirers in 1977. Table 1 shows the estimated 
probabilities ofplant closing. Column (1) reports the results based on a simple probit regression, while column 
(2) 
shows the probabilities based on a probit model in which ownership changes are assumed to be endogenous. 
To 
show the effect of plant size, I use different employment sizes (mE 77 ) in the evaluation of the probabilities. 
These 

Table 1: Probabilities of plant closure 

Types of Plants Model I Model 11 
(2) 

Acquired Plants 
Case P .3009 .3279 
Case 2' .3676 .4786 
Case 3c .4122 .5814 

Acquirers' Own Plants 
Case 1 .5 185 .5424 
Case 2 .5909 .5990 
Case 3 .6354 .6380 

Non-Acquirers' Plants 
Case 1 .4088 .4291 
Case 2 .4812 .4786 
Case 3 1 	 .5275 .5146 

Case 1: The probabilities are estimated by setting lnE77 = 4.60. (E77 =99) 

5 As an example, these data can be used to study the impact of ownership changes on job creation and job 
destruction and their variation within and between firms. 
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bCase  2: The probabilities are estimated by setting lnE77 = 3.90. (E77 = 49) 
Case 3: The probabilities are estimated by setting lnE77 = 3.50. (E77 = 33) 

Note: The simple means of 1nE77 (log of employment in 1977) for acquired plants, acquirers' plants, and 
non-acquirers' plants are 4.60, 4.56, and 2.13, respectively. 

sizes are: hE = 4.6 (case I), mE77  = 3.9 (case 2), and mE77  = 3.5 (case 3). The table shows that the 
probability of closing of acquired plants is smaller than that of non-acquired plants. As for Model H, in case 
1 where lnE77  is set equal to the average size of acquired plants (mE 77  = 4.60), the probability of closing for 
the typical acquired plant is .3279 which is more than 10 percentage points lower than that for a non-acquirer's 
plant of a similar size with an estimated probability of closing of .4291. When size is reduced to 3.9, both 
acquired plants and non-acquirers' plants had the same probability of closing at .4786. Finally, when setting 
mE77  = 3.5 the probability of closing for acquired plants becomes larger than that for non-acquirers' plants. 
Finally, the estimated probabilities of closing for acquirers' own plants are greater than those for the other two 
types of plants. However, as the size gets larger, the difference in these probabilities become smaller. This 
result indicates that acquirers are more willing to close their small plants than non-acquirers. 

In summary, the results strongly suggest that plants changing owners had a much greater chance to survive 
than plants not changing owners. Acquirers' own plants, particularly small ones, are more likely to be closed 
than those originally owned by non-acquirers. This latter finding contradicts the results obtained for the food 
industry where acquirers' own plants were less likely to be closed than those owned by non-acquirers. 

5. CONCLUDING REMARK 

The OCD data are unique and valuable. A major strength of this database is that it contains plant level data 
for the entire U.S. manufacturing sector over a long period (1963-92). These data allow researchers to take a 
close look inside the firm and to observe the contribution of each individual component of the firm before and 
after ownership change occurs. The OCD has been proven to be valuable in empirical studies such as research 
on causes and consequences of owner changes that involve "control" of the firm. In particular, the data have 
provided some convincing evidence on the effects of mergers and acquisitions on productivity, employment 
and wages. 

The OCD also has its shortcomings. First, it is biased toward large, surviving establishments. In particular, 
during the periods 1963-67 and 1967-72, when ASM data were not available, among the plants that changed 
owners, only those survived to the next census year could be identified. With ASM data available beginning 
in 1974, additional plants that changed owners in the years between two censuses were identified in the later 
periods. However, even in these periods a large number of smaller non-ASM establishments that had 
ownership changes in the years between the two censuses and were closed before the second census year could 
not be identified. Similarly, a new non-ASM plant that was opened after the first census year, and changed 
owner before the next census year, were identified as a "new" plant of the acquiring firm. Thus, the OCD 
under-counts ownership changes and closed acquired plants, and overstates the number of acquiring firms' new 
plants. Second, the OCD covers only manufacturing. For companies that operate in both manufacturing and 
non-manufacturing, the database contains information only on the manufacturing portions of these companies. 
Finally, the OCD does not contain information about certain types of ownership change, such as tender offers 
or hostile takeovers. These types of ownership changes are believed to perform differently after mergers. 
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ABSTRACT 

Objective: To create an occupational surveillance system by collecting, linking, evaluating and disseminating 
data relating to occupation and mortality with the ultimate aim of reducing or preventing excess risk among 
workers and the general population. 

Methods: Data were combined: (i) to establish the cohort; (ii) to create longitudinal individual work histories 
(the time in each occupation by occupation codes from 1965-71); (iii) to establish socio-economic status (white-
collar, blue-collar occupations); (iv) to establish the cause of death (by linkage to the Canadian Mortality Data 
Base); and (v) to create cause of death code groupings across time from 1965-91 (by converting historic death 
codes into seventy cause of death classifications). Analyses were conducted of these combined data and the 
extensive results are being prepared for dissemination. 

Results: A cohort was created of approximately 700,000 men and women employed between 1965 and 1971, 
constituting approximately ten percent of the employed Canadian labour force covered by unemployment 
insurance at that time. There were almost 116,000 deaths among males and over 26,800 deaths among females 
up to 1991. Over 27.000 comparisons were made between 670 occupations and 70 specific causes of death 
according to sex, age, and calendar period groupings. Relative risks and 95% confidence intervals have been 
determined. Results have been produced in the form of tables both by occupation and by cause of death, and as 
an ASCII tile, and are being made available by Statistics Canada as a CD-ROM product. 

Conclusions: The establishment of this occupational surveillance system has been accomplished through the 
ability to combine data from different sources such as survey, national indexes and administrative data. This 
has the benefit of minimising response burden, minimising cost and maximising the use of intbrniation to 
produce a public good. Where excess mortality risk is apparent, it is intended to spark further research to gain 
confirmation and etiologic knowledge. Ultimately, the hope is that this work may lead to action to reduce or 
prevent excess mortality risk associated with specific occupations. 

KEY WORDS: occupation; occupational health; health surveillance; mortality; record linkage; epidemiology 

1. INTRODUCTION 

1.1 Introduction and Outline 

Surveillance for health has evolved from watching for serious outbreaks of communicable diseases, such as 
smallpox, into other areas of public health such as chronic diseases, e.g. stroke, cardiovascular disease, 
cancers, occupation safety and health and environmental health. Surveillance has assumed major 
significance in disease control and prevention. 
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Work-related deaths stand out because of their large financial and personal cost. Recently, it has been 
projected that the 'full" costs of occupational injuries and illnesses (excluding environmental) are on a par 
with each of cancer and heart disease, with the numbers around U.S.$ 170 billion (Leigh et al, 1997). This 
would also be true for Canada normalised for the population. The development of an occupational 
surveillance system is, therefore, highly needed. 

This paper will describe the developments towards creating such a system for Canada. Some background 
includes a current defmition of occupational surveillance and describes recent interest in this subject. This 
is followed by the objectives of this particular project and the methods used to create this surveillance 
system in Canada. Selections from the numerous results are given to show some of the various ways the 
results can be extracted, set up and viewed when the CD-ROM is available. 

1.2 Definition and Demand for Occupational Surveillance 

A current definition of occupational surveillance is the systematic collection, evaluation and dissemination 
of data relating to workplace exposures, to disease or mortality among workers, with the ultimate aim of 
reducing and preventing excess risks (Langmuir, 1963; Baker et al, 1989). 

There have been many demands for more systematic information on occupational health outcomes. In the 
1990's, especially, there has been a growing interest in women's occupational health with their increasing 
participation in the labour force, both in Canada and internationally (Statistics Canada, 1995). A number of 
national and international conferences and meetings have recently been increasing these demands for 
improvements in the quality and quantity of data collected regarding occupational health. In discussions of 
current issues, all these areas have emphasised the establishment of appropriate databases in occupational 
health as a priority (Health and Welfare Canada, 1992; JOEM 1994/1995). 

Workplace injuries and occupational illnesses exact a large toll on the health of workers and most are 
preventable. Previous occupational studies show that rates of cancer mortality attributable to occupational 
deaths vary from 4% to 25% for specific causes (Doll and Peto, 1981; Siemiatycki, 1991; Silverman et al., 
1990). These percentages translate into large numbers of people. Occupational injury rates rose by about 
one-third in Canada from 1955 to 1987, while rates were declining in most other OECD countries (OECD, 
1989). 

Canadian adults spend about one-quarter of their lives at work (Health Canada, 1994). The workplace is a 
major physical and social environment, so initiatives to make the workplace a safe and healthy setting is a 
key element for ensuring population health. 

2. OBJECTIVES 

The objectives are: 
• to create an occupational surveillance system in Canada; 
• 	to collect, link, evaluate, and disseminate data relating to occupation and mortality; 
• to detect unsuspected associations between workplace situations and specific causes of death in 

Canada; and 
• to encourage further studies to identify the cause, when excess risk of mortality is found. 
Ultimately the aim is to reduce or prevent any excess risk of death among workers. 

3. UNIQUE FEATURES ABOUT THIS OCCUPATIONAL SURVEILLANCE 
SYSTEM 

There are several unique features that allowed the construction of this Canadian occupational surveillance 
system (Newcombe, 1974). First, the presence and recognition of important existing centralised files of 
machine-readable records for: a) job history survey information for 1942-1971 (from 1965 with Social 
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Insurance Number (S.i.N.)) for a working population; b) death registrations for the whole of Canada 
developed into the Canadian Mortality Data Base (CMDB) from 1950; and c) tax filing information, 
developed into a summary historical file from 1984. 

Second, the availability of the Generalized Record Linkage System (GRLS), a probabilistic system at 
Statistics Canada, enabled these records to be brought together. Without this system there would have been 
a problem, as there is no unique number available on all records. Development of computer record linkage 
methods enabled the records to be brought together. 

Third, the plan to make available all the results on a CD-ROM, rather than selected results only in a 
publication. This will allow access to all who wish to examine and follow-up these data further. The CD-
ROM will include all the results: i) in an ASCII file and ii) in prepared tables. (See section 6. The Future 
and Summary, for more details). 

The major features contributing to this Occupational Surveillance System are given in Figure 1. 

Book Renewal 	 Personal 
Cards 	 Identifiers 

(Job-Titles) 
1965-71 	 700,000 
3 million 

Occupational 
Surveillance System 

- I Deaths Socio-Economic 
CMDB I Classifications 

1965-91 I (Blue-Collar. 
4.6 million I White-Collar) 

Anlyis; 
Relative 

Risk 

Figure 1. Combining data for a Canadian Occupational Surveillance System 

4. METHODS 

4.1 Establishing the Cohort 

Employment Canada (formerly the Canadian Employment and Immigration Commission, CEIC) undertook 
an annual national survey of employers between 1942 and 1971. Survey results were available at Statistics 
Canada in the form of "book renewal cards" giving occupation codes, Social Insurance Numbers (S.I.N.'s) 
were first allocated in Canada in 1964. It was, therefore, only feasible to use these data from 1965. 

Employers provided information for each employee whose Social Insurance Number ended in the digit "4" 
for the years 1965-1968; and ending in the digit "4' preceded by an odd number for the years 1969-1971. 
The data, therefore, constituted a 10% sample of Canadian workers who were covered under the 
Unemployment insurance Act for 1965-1968 and 5% for 1969-1971. The information collected was S.1.N., 
surname, occupation code and industry code, year, province and area code in which that individual was 
currently employed. Additional identifiers needed to link this cohort to the national death file in Canada, 
the Canadian Mortality Data Base were obtained by Statistics Canada from the SIN. Index file, also held 
at Employment Canada. 
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4.2 Creating Longitudinal Individual Job Title Histories 

Job title histories were collected across Canadian industry on unemployment insurance book renewal cards. 
Approximately 3 million records were collected during the Employment Canada surveys for the years 
1965-1969 and 1971 data (data for the year 1970 was lost before the start of this study). Records referring 
to the same person needed to be brought together, since one individual could possibly have up to 6 records 
on the file. This was done using S.I.N., and then cross-checking using the name and sex, to ensure the 
correct records were combined for the same person. This yielded a large cohort and job histories for 
699,420 individuals: 457,224 men and 242,196 women. 

An individual was included in a particular occupation if employed during at least one year of the survey in 
that occupation. Individuals working in more than one occupation were, therefore, counted again for each 
occupation in which they worked for one year or more. There was an average of 1.06 jobs per person. 
Person-years were calculated from entry into the cohort until the time of death, or to the end of 1991, if no 
death occurred. Two age-at-death groups were considered: i) all ages 15 and over, and ii) ages 15 to 64. 

4.3 Establishing Socio-Economic Status 

The cohort was divided into two broad groups in an effort to take socio-economic status into consideration. 
This was done to help control for lifestyle confounding factors, e.g. smoking, diet or alcohol consumption. 

First, each occupation was classified into one of 6 levels of the Pineo scale (a scale with up to 16 levels for 
classifying occupations according to income and status) (Pineo, 1985). The first 3 levels were grouped into 
"white-collar" jobs. These included professional and high level managerial; semi-professional, technical 
and middle managerial; supervisors, foremen and forewomen. The other 3 levels were grouped into "blue-
collar" jobs. These included skilled; semi-skilled; and unskilled workers and employees. 

Each standard occupation code (SOC) included in the study was allocated a "blue" or "white" classification 
code. All comparisons were made between one occupation and all occupations within the same sex and 
occupational classification code (i.e. blue- or white-collar) to produce relative risks. 

4.4 Combining Cohort, Death and Summary Tax Records to Establish Fact and 
Cause of Death 

The cohort was linked with the Canadian Mortality Data Base using the Generalized Record Linkage 
System (GRLS) to determine the mortality experience of the cohort. The CMDB is a computer file of 
deaths for all of Canada with date, place and cause of death from 1950 as notified by all the Vital Statistics 
Registrars in each Canadian province and territory. It has been used for many record linkage health 
follow-up studies in Canada since its establishment within Statistics Canada, Health Statistics Division in 
the late 1970's (Smith and Newcombe, 1982). GRLS is a probabilistic record linkage system, based on 
methods originally developed in Canada by Newcombe (Newcombe et al., 1959) and later developed 
further to form a generalized record linkage system by Howe and Lindsay (Howe and Lindsay, 1981). The 
underlying theory for these ideas was firmly established by Fellegi and Sunter (Fellegi and Sunter, 1969). 

Two previous linkages have been undertaken for this cohort: i) to the end of 1973 (Howe and Lindsay, 
1983), and ii) to the end of 1979 (Lindsay, Stavraky and Howe, 1993). This new linkage follow-up 
covered the whole period from 1965 to the end of 1991. This ensured consistent quality of the linkage 
procedure over the entire study period and used improved computer matching techniques developed in the 
interim period. The smaller size of the group of women and their relatively young age has prohibited 
meaningful analysis until now (Aronson and Howe, 1994). 

Another innovative procedure was also undertaken within Statistics Canada. To both complement and 
verify the death search results, an "alive" search was undertaken. For this, the occupational cohort was 
matched to a summary historical tax tile from 1984-91 to determine if the person was alive, dead or 
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emigrated. This methodology reduces the number of cases lost to follow-up and verifies the results of the 
death linkage. 

4.5 Combining Causes of Death Across Time from 1965-1991 

1-listoric individual cause of death codes were combined into 70 cause of death code groups. The cause of 
death on the Vital Statistics death registrations at Statistics Canada is coded and classified according to the 
International Classification of Diseases (lCD). These lCD codes are classified for 1965-1967 in Revision 7 
(WHO, 1957), for 1968-1978 in Revision 8 (National Center for l-lealth Statistics, 1968) and for 1979 - 
1991 in Revision 9. (WHO, 1977); 

Conversions were made from these three lCD classifications to combine them into 70 grouped causes of 
death for use in this study. The 70 grouped causes include infectious diseases; chronic diseases including 
cancers, heart, asthma, etc.; accidents, including external causes of homicide and suicide; and combined 
groups which include all leukemias, all cancers and all causes. 

5. RESULTS 

The results from combining the data has created a large cohort of approximately 700,000 individuals 
(457,224 men; 242,196 women i.e. two-thirds men; one-third women). Individual job titles were 
assembled by occupation codes to give 261 - 1961 codes and 409 - 1971 codes. Socio-economic status was 
allocated for each occupation code within two classifications to produce 432 blue-collar occupations and 
238 white-collar occupations. 

These individuals were followed up for up to 27 years from 1965-1991. Men contributed over 11 million 
person-years and women more than 6 million person-years. A total of 142,800 deaths with cause of death 
(.... 19% of the cohort) were found through the CMDB up to the end of 1991; 116,000 deaths among males, 
26,800 deaths among females. 

In addition to the —19% deaths, the "alive" follow-up verified that an additional —70% of the cohort was 
still alive in 1991. The remainder of —11% were not found to be dead, or among the tax filers for 1991. 
This remaining percentage would be a mixture of those dying outside Canada, non-residents/emigrants who 
are still alive, and/or living persons in Canada who did not file a tax return in 1991. Elsewhere, evaluations 
of linking a specific cohort to the CMDB and comparing computerised linkage with more traditional 
manual follow-up methods have reported about 4% of deaths not found (Shannon Ct al., 1989; Goldberg et 
at., 1993). This is mainly due to deaths occurring outside Canada. 

As mentioned, 70 causes of death groupings were created across time, for 1965-1991 from combining lCD-
7, ICDA-8 and ICD-9 codes. There were over 27,000 comparisons made between 670 occupations and 70 
specific causes of death. Relative risks and 95% confidence intervals were determined. 

Selected results have been published elsewhere (Aronson et al., 1999). Some examples are shown in 
Figures 2 - 4 below. Figure 2 shows 15 results that meet very stringent reporting criteria. Figure 3 shows 
an example of how results can be viewed by occupation. Figure 4 shows examples of results viewed by 
selected causes of death. 
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Figure 2: Fifteen Potential Associations Between Causes of Death and Occupations 
Deaths >5, Relative Risk >1.50 and P-Value <0.0001 

Infectious diseases: Barbers, hairdressers, manicurists (B) 7.31 
Laryngeal cancer: Maids, related service workers (B) 7.79 
Laryngeal cancer: Metal fitters & assemblers (B) 4.85 
Lung cancer: Waiters (B)  
Other cancer: Waiters (B) 2.54 
lschaemic heart disease: inspectors & foremen (W) -1 

=1.61 
3.94 

lschaemic heart disease: Taxi drivers & chauffeurs (B) 

Pneumonia: Guards, watchmen (B) 154 
Motor vehicle accidents: Truck drivers (B) 1.52 
Motor vehicle accidents: Lumbermen (B) 2.23 
Other accidents: Air pilots navigators, flight engineers (W) 
Other accidents: General foremen, construction (W) 2.48 
Other accidents: Lumbermen (B) 2.49 
Other accidents: Fishermen (B) 2.17 
Other accidents: Miners (B) MONENEWIN 2.47 
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Figure 3: PotentIal Associations With the Occupation of Truck Driver Among Men (All Ages) 
Deaths >5, Relative Risk >1.30 and P-Value <0.05 

Colon Cancer 

Laryngeal Cancer 

Lung Cancer 

Diabetes 

lschaemic heart disease 

Non-alcohol cirrhosis 

Motor vehicle accIdents 

C of Deaths 
1.30 86 

1.59 28 

1.36 467 

1.9 64 

1.30 1,211 

1.66 64 

1.49 

u h 	 ! 
164 

11 

• Males 

Relative Risk 

Figure 4: Potential Associations Between Causes of Death and Occupations 
Deaths >5, Relative Risk >1.50 and P-Value <0.05 
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6. THE FUTURE AND SUMMARY 

The full results are being produced on a CD-ROM product to be released by Statistics Canada (Aronson et 
al., 2000, CD-ROM). This CD-ROM will include: i) an ASCII file containing 14 variables; ii) full tables 
by occupation (670) and by cause of death (70) giving all the results including the Relative Risk, the 95% 
confidence intervals and the p-value for each case; iii) selected tables by occupation and by cause of death; 
selected on the basis of Relative Risk greater than 1.0; observed deaths greater or equal to 5; and p-value 
less than 0.05; iv) documentation giving details of the study; v) 8 Appendices including a full list of the 
1961 and 1971 Standard Occupational Codes by code number and alphabetically; cause of death codes by 
code group number and alphabetically; a record layout and data dictionary for the ASCII file; and a 
glossary of terms. 

Through the use of a unique epidemiological study, we have consolidated information in a systematic way 
to help identify both known and previously unsuspected potential associations between occupations and 
cause-specific mortality risk. This is an examination of the "big picture" to help guide the generation of 
hypotheses for more detailed studies for areas where excess risks are found here. Plans include providing 
the information for all those who need to know, particularly those who can take further action, e.g. 
occupational health researchers, management, unions and governments. 
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META ANALYSIS OF BIOASSAY DATA FROM THE 
U.S. NATIONAL TOXICOLOGY PROGRAM 

Kenny S. Cnimp,' Daniel Krewski, 2  Cynthia Van Landingham' 

ABSTRACT 

A meta analysis was performed to estimate the proportion of liver carcinogens, the proportion of 
chemicals carcinogenic at any site, and the corresponding proportion of anticarcunogens among 
chemicals tested in 397 long-term cancer buoassays conducted by the U.S. National Toxicology 
Program. Although the estimator used was negatively biased, the study provided persuasive evidence 
for a larger proportion of liver carcinogens (0.43. 90% Cl: 0.35, 0.51) than was identified by the NTP 
(0,28). A larger proportion of chemicals caleinogenic at any site was also estimated (0.59. 90% CI: 
0.49.0.69) than was identified by the NTP (0.51), although this excess was not statistically significant. 
A larger proportion of anticarcinogens (0.6) was estimated than carcinogens (0.59). Despite the 
negative bias, it was estimated that 85% of the chemicals were either carcinogenic or antiearcunogenic 
at some Site in some sex-species group. This suggests that most chemicals tested at high enough doses 
will cause some sort of perturbation in tumor rates. 

KEY WORDS: 	Meta analysis; bioassay data; trend test; carcinogenesis 

1. INTRODUCTION 

The National Toxicology Program (NTP) has been testing chemicals for carcinogenic potential for 
about 30 years. Of the approximately 400 chemicals that have been tested, about 50% have been 
identified as carcinogens. About 25% of the tested chemicals have been found to be carcinogenic to 
the liver, which is the most frequent site of carcinogenesis in NTP bioassays (Huff et al., 1991). 
Results from these bioassays are used by regulatory agencies charged with protection of public health 
and by the scientific community concerned with carcinogenic risk assessment. Consequently, these 
studies have important health and economic consequences. Chemicals identified as carcinogenic in 
animal bloassays are generally regulated much more stringently than chemicals not so identified. 

In this paper, data from 397 NTP bioassays are used to estimate the portion of the chemicals that were 
carcinogenic to the liver, and the proportion that were carcinogenic at any site, in any experimental 
animal group. Estimates are also developed of the proportion of the 397 chemicals that were 
anticarcinogenic, or either carcinogenic or anticarcinogenic. A chemical that caused a dose-related 
increase in tumor incidence at one site and a dose-related decrease at a different site would be 
considered both a carcinogen and an anticarcinogen. More detailed accounts of this work may be 
found elsewhere (Crumpet al., 1998, 1999). 

'ICF Kaiser, 602 East Georgia Avenue, Ruston, LA 71270 USA 
2University of Ottawa, Department of Epidemiology and Community Medicine, Ottawa Ontario 
CANADA 

85 



2. METHODS 

Data from 397 long-term carcinogenicity bioassays were obtained from NTP data archives (Crump 
et al., 1998, 1999). Most of these studies involved mice and rats, and our analysis was restricted to 
these two species. Generally, males and females of a species were tested in separate experiments, 
which involved two or three dose groups of about 50 animals each, in addition to a control group of 
that same size (although control groups in a few of the earlier studies contained as few as 10 animals). 

The procedure used to estimate the number of carcinogens in the NiP data base is based on the 
empirical distribution of p-values obtained from a statistical test applied to the individual studies 
(Bickis et al., 1996; Crump and Krewski 1998), and is now briefly described. If none of the 
chemicals had any effect upon tumor rates, these p-values would be uniformly distributed between 
zero and one, which means that the cumulative distribution of p-values would graph as a straight line 
from the point (0,0) to the point (1,1), as illustrated in Figure lA. However, if, e.g., 60% of the 
chemicals were carcinogenic—so highly carcinogenic that the corresponding p-values were 
essentially zero (Figure IB)—the cumulative distribution would still plot as a straight line, and this 
line would intersect the y-axis at 0.6, the proportion of carcinogens. Figure lC depicts a more 
realistic case in which the proportion of carcinogens is still 60% but the carcinogenic responses are 
weaker, so that the p-values from the carcinogens are not all zero. In this case a tangent line drawn 
at any point on the theoretical cumulative distribution of p-values will intersect the y-axis at a point 
that is less than 0.6 (the proportion of carcinogens), but the intersection point will be nearer to 0.6 if 
the tangent line is drawn at a point closer top = I. Figure ID is a modification of Figure IC in which 
the proportion of carcinogens remains at 0.6, but, in addition, 20% of the chemicals are 
anticarcinogens. In this case, any tangent line will intersect the y-axis at a value that is less than 0.6. 
However, as suggested by Figure ID, the point of intersection will be largest and consequently nearer 
to the true proportion of carcinogens, when the tangent line is drawn through the inflection point of 
the curve. 

This discussion suggests estimating the proportion of carcinogens from the empirical distribution 
function, F(p) (defined as the proportion of studies with p-values _-,p), by drawing a secant line 
through two points, a and b, of the graph of I(p), and using as the estimator the y-intercept of this 
secant line. This estimator is [b F(a) - a F(b)]/(b - a), which under fairly general conditions, has 
the following properties (Crump and Krewski, 1998), all of which are suggested by the above 
discussion: 

The estimator is biased low no matter how a and h are chosen. 
This negative bias is smallest when a and h are selected near the inflection point of F(p), the 
expected value of F'p). 
For a given value of b, the value of a that minimizes the bias is on the opposite side of the inflec-
tion point from b. 
The variance of the estimator becomes large when a and b are close together. 

These properties suggest selecting a and h near to, and on opposite sides of, the inflection point of 
the graph of F(p), but not so near to the inflection point that the variance becomes excessively large. 

To use this procedure to estimate the proportion of NIP chemicals that were liver carcinogens, we 
first calculated p-values from the POLY3 test (Bailar and Portier, 1988) applied to the liver tumor 
data from all dose groups of each sex-species-specific experiment for each tested chemical. The 
POLY3 test is an age-adjusted test of trend, and has recently been adopted by the NTP as the 
statistical test of choice for the NTP carcinogenesis bioassays. The p-value for a test of the hypothesis 
that a chemical was carcinogenic to the liver in at least one sex-species group was then defined as 
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/ - (I - p,f, where p,,,,.,,  was the minimum POLY3 p-value from all sex-species experiments and k 
was the number of such experiments for a chemical (for the majority of chemicals, k = 4, 
corresponding to the fact that separate experiments had been performed in both sexes of mice and 
rats). This p-value can be shown to be theoretically uniformly distributed in the null case (when the 
exposure does not affect tumor rates in any sex-species group). 

Calculation of p-values needed to estimate the proportion of chemicals that were carcinogenic at any 
site in any sex and species group was somewhat more complicated. First the POLY3 test was applied 
to each of 93 tumor categories defined so that they were similar to the categories routinely analyzed 
by the NTP. The test statistic, T, for an effect in a sex-species experiment was the largest of these 
POLY3 test statistics, after application of a continuity correction, derived from any tumor category. 
In order to insure that the test based on Thad the proper false positive rate, its p-value was determined 
using a randomization procedure (Farrar and Crump, 1990). 

3. RESULTS 

Figure 2A gives the results of the analysis used to estimate the number of liver carcinogens. The 
empirical distribution of POLY3 p-values is considerably above the line y = x for small values of p, 
which indicates the presence of liver carcinogens. This graph also shows some evidence of 
anticarcinogenesis, as the graph lies slightly below the graph y = x for p-values close to 1.0. This 
evidence for anticarcinogenesis was somewhat surprising, since this graph was based on p-values 
determined from the minimum of generally four p-values, and it might be expected that, e.g., 
anticarcinogenicity in one sex-species group would have relatively little effect upon the minimum of 
four p-values. 

Figure 2A also shows estimates of the number of liver carcinogens among the NTP-tested chemicals 
obtained for various values of the parameter a between 0.2 and 0.55, with b selected as 1.2 - a. This 
graph provides evidence for more liver carcinogens than were identified by the NTP as both the point 
estimate and the 95% lower confidence bound are above the NTP estimate (0.28) for all values of a. 

Figure 2B presents results of the analysis to estimate the proportion of cheniicals that were 
carcinogenic at any site in any sex-species group. The graph of the estimate of the proportion of 
carcinogens shows the estimate for all values of a between 0 and 1, with b fixed at h = I. Although 
the point estimate of the proportion of carcinogens is higher than the proportion identified by the NIP 
(0.51) for all values of a except the smallest (where the estimator has the greatest amount of negative 
bias) and largest (where the variance of the estimator is greatest), the 95% lower bound on our 
estimate is close to or below the proportion of carcinogens obtained by the NTP for most values of 
a. Thus, evidence for an excess proportion of chemicals that were carcinogenic at any site over the 
proportion obtained by the NTP is weaker than the corresponding evidence for liver cancer. 

Figures 2C and 21) contain results of the analyses used to obtain estimates of the proportion of 
chemicals that were anticarcinogenic, or either carcinogenic or anticarcinogenic, respectively, at any 
site in any sex or species. Figure 2C indicates the presence of a considerable amount of anticarcino-
genesis, and Figure 2D suggests that most chemicals were either carcinogenic or anticarcinogenic at 
some site in some sex-species group. 

Table I contains representative estimates of the proportion of liver carcinogens and the proportion 
of chemicals that were carcinogenic, anticarcinogenic or either. The estimated proportion of liver 
carcinogens was 0.43 (90% Cl: 0.35, 0.51), which was significantly larger than the proportion 
identified by the NTP (0.28). Although the estimated proportion of chemicals carcinogenic at any 
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site was 0.59 (90% Cl: 0.49, 0.69), compared to the NIP estimate of 0.51 this excess was not 
statistically significant. The estimated proportion ofanticarcmogens was 0.66, which was higher than 
the estimate of the proportion of carcinogens. The proportion of chemicals that was either 
carcinogenic or anticarcinogenic was estimated as 0.85 (90% CI: 0.78, 0.91). 

MORTIM1.11130 

This study estimated that 43% of NTP chemicals were liver carcinogens and 59% were carcinogenic 
at some site. Although both proportions are greater than the NIP estimate, only the excess of liver 
tumors is statistically significant. We estimated that there were more anticarcinogens (0.66) than 
carcinogens (0.59) among NTP chemicals. An analysis that used a conventional significance level 
of 0.05 to detect effects would not have discovered this, since the proportion of chemicals having a 
p-value <0.05 for anticarcinogenesis was smaller than the corresponding proportion for carcino-
genesis. Estimating a larger proportion of anticarcinogens than carcinogens was unexpected because 
chemicals were selected for study by the NTP on the basis of suspected carcinogenicity, and also 
because anticarcinogenesis should be inherently more difficult to detect than carcinogenesis due to 
the relatively low carcinogenic background. 

It was estimated that 85% of the chemicals studied by the NTP were either carcinogenic or anti-
carcinogenic at some site in some sex-species group of rodents. It should be kept in mind that the 
estimator used to obtain this estimate is inherently negatively biased. This suggests that most 
chemicals, when given at sufficiently high doses, may cause perturbations that affect tumor responses, 
causing increases at some sites and decreases at others. 

Acknowledgment. The authors would like to thank Dr. Joe Haseman for his invaluable help with 
this project. 
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Table I 
Representative Estimates of the Proportion of Chemicals That Were 

Carcinogenic to the Liver of Any Sex-species Group, Carcinogenic Overall 
(At Any Site in Any Sex-species Group), Anticarcinogenic Overall, 

or Either Carcinogenic or Anticarcinogenic Overall 

Estimated 	90% CI. 	NTP Estimate 
Proportion 

Liver Carcinogenic 2 	 0.43 	(0.35, 0.51) 	0.28 

Carcinogenic Overa llb 	 0.59 	(0.49, 0.69) 	0.51 

Anticarcinogenic OveraiF 	 0.66 	(0.56, 0.75) 

Carcinogenic or Anticarcinogenic 	0.85 	(0,78, 0.91) 
Overalid 

Obtained from Figure 2A using a = 0.375. 
b  Obtained from Figure 2B using a = 0.75. 

Obtained from Figure 2C using a = 0.75. 
' Obtained from Figure 2D using a = 0.75. 

Figure 1 
Theoretical Distribution of P-values Under Various Conditions 
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A No carcinogens or anticarcinogens. 
B 60% of chemicals are highly carcinogenic. 
C 60% are carcinogenic, but not so extremely as in Curve B. 
D 60% of chemicals are carcinogenic (as in C), and an additional 20% are 

anticarcinogenic. 
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Figure 2 
Results of Analysis to Estimate Proportion of Chemicals Tested by NTP 
That Were Carcinogenic or Anticarcinogenic in Any Sex-species Group 
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COMBINING TIME SERIES INFORMATION FROM EIGHT US 

CITIES 
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ABSTRACT 
lime series studies have shown assoeiatiiiiis between air pollution concentrations and morbidity and mortality.  

These studies have largely been conducted within single cities, and with varying methods. Critics otthesc studies 
have questioned the validity of the data sets used and the statistical techniques applied to them; the critics have 
noted inconsistencies in Imdings among studies and even in independent re-analyses of data from the same city. 

In this paper we review some of the statistical methods used to analyze a subset of a national data base of air 
pollution, mortality and weather assembled during the National Morbidity and Mortality Air Pollution Study 
(NMMAPS). We present log-linear regression analyses of daily time series data from the largest 8 U.S. cities and 
use hierarchical regression models for combining estimates of the pollution-mortality relationship for particulate 

matter less than lOi in aerodynamic diameter (PMi0). 

Our analyses demonstrate that there is a consistent association ofparticulale air pollotionPM 10  with daily mortality 
across the eight largest US cities and that the effect ofPM, is robust respect to the inclusions of other pollutants. 

KEY WORI)S: 	Air pollution; Longitudinal data; Hierarchical models; Markov Chain Monte Carlo; 
Log-linear regression; Mortality; Relative rate 

1. INTRODUCTION 

I.I. Description of the Problem 

In spite of improvements in measured air quality indicators in many developed countries, the health effects of 
particulate air pollution remain a regulatory and public health concern. This continued interest is motivated 
largely by recent epidemiologic studies that have examined both acute and longer-term effects of exposure to 
particulate air pollution in different cities in the United States and elsewhere in the world (Dockery and Pope, 
1994; Schwartz, 1995; American Thoracic Society, 1996a; American Thoracic Society. 1996b; Korrick etal., 
1998). Many of these studies have shown a positive association between measures of particulate air pollution 
- primarily total suspended particles (TSP) or particulate matter less than 1011 in aerodynamic diameter (PM 10 ) 

- and daily mortality and morbidity rates. Their fmdings suggest that daily rates of morbidity and mortality 
from respiratory and cardiovascular diseases increase with levels of particulate air pollution below the current 
National Ambient Air Quality Standard (NAAQS) for particulate matter in the United States. Critics of these 
studies have questioned the validity of the data sets used and the statistical techniques applied to them; the 
critics have noted inconsistencies in findings among studies and even in independent re-analyses of data from 
the same city (Lipfert and Wyzga, 1993; Li and Roth, 1995). 

'Francesca Dominici, Jonathan M. Samet and Scott L. Zeger, Department of Biostatistics, Johns Hopkins 
University, 615 North Wolfe Street, 21205 Baltimore (MD) USA. 
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These controversial associations have been found using Poisson time series regression models fit to the data 
using the generalized estimating equations (Liang and Zeger, 1986) or generalized additive models (Hastie and 
Tibshirani, 1990) methods. 

Statistical power of analyses within a single city may be limited by the amount of data for any location. Conse-
quently, in comparison to analyses of data from a single site, pooled analyses can be more informative about 
whether or not association exists, controlling for possible confounders. In addition, a pooled analysis can 
produce estimates of the parameters at a specific site, which borrow strength from all other locations 
(DuMouchel and Harris, 1983; DuMouchel, 1990; Breslow and Clayton. 1993). 

In this paper we develop a statistical approach that combines information about air pollution/mortality relation-
ships across multiple cities. We illustrate this method with the following two-stage analysis of data from the 
largest 8 U.S. cities: 

Given a time series of daily mortality counts in each of three age groups, we use log-linear 
generalized additive models (Hastie and Tibshirani, 1990) to estimate the relative change in the rate 
of mortality associated with changes in PM10 , controlling for age-specific longer-term trends, weather, 
and other potential confounding factors, separately for each city; 

We then combine the pollution-mortality relative rates across the 8 cities using a Bayesian 
hierarchical model (Lindley and Smith, 1972; Morris and Normand, 1992) to obtain an over-all 
estimate. 

See Samet et al. (1995, 1997) and Kelsall etal. (1997) for details on methods for the first stage analyses, 
summarized in section 3. See Dominici etal. (1999) for details on methods for the second stage analyses, 
summarized in section 4. 

1.2. Organization of the Paper 

In section 2, we describe the database of air pollution, mortality, and meteorological data from 1987 to 1994 
for the 8 U.S. cities in this analysis. In section 3, we fit generalized additive models with log link and Poisson 
error to produce relative-rate estimates for each location. The Poisson regression was conducted using the 
previous day's (lag 1). In section 4, we present the hierarchical regression model for combining the estimated 
regression coefficients. Results of our analysis are summarized in section 5, followed by a discussion in 
section 6. 

2. DESCRIPTION OF THE DATABASE 

The database includes mortality, weather, and air pollution data for the 8 largest metropolitan areas (Los 
Angeles, New York, Chicago, Dallas, Houston, San Diego, Santa-Ana-Anaheim, Phoenix) in the U.S. for the 
7-year period 1987-1994 (data not shown). 

The mortality data, aggregated at the level of county, were obtained from the National Center for I-lealth 
Statistics. We focused on daily death counts for each site, excluding non-residents who died in the study site 
and accidental deaths. Because mortality information was available for counties but not smaller geographic 
units to protect confidentiality, all predictor variables were aggregated to the county level. 

Hourly temperature and dew point data for each site were obtained from the Earth-Info CD 2  database. After 
extensive preliminary analyses that considered various daily summaries of temperature and dew point as 
predictors, such as daily average, maximum, and eight-hour maximum, we have used the 24-hour mean for 
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each day. If there was more than one weather station in a city, we took the average of the measurements from 
all available stations. 

3. CITY—SPECIFIC ANALYSES 

In this section, we summarize the model used to estimate the air pollution/mortality relative rate separately for 
each location, accounting for age-specific longer-term trends, weather, and day of the week. The core analysis 
for each city is a generalized additive model with log link and Poisson error that accounts for smooth 
fluctuations in mortality that potentially confound estimates of the pollution effect and/or introduce 
autocorrelation in mortality series. 

To specify our approach more completely, let y', be the observed mortality for each age group 
> a = (~ 65,65 -75, 75 years) on day t at location c, and xC,  be the air pollution variable. Let 	= E(yc, ) 

be the expected number of deaths and wc,  var(y'). We use a log-linear model log f, = x, 1' for each city 
c, allowing the mortality counts to have variances w0, that may exceed their means (i.e., be overdispersed) with 
the overdispersion parameter Cpc  also varying by location so that w', (pC • 

To protect the pollution relative rates Pc  from confounding by longer-term trends due, for example, to changes 
in health status, changes in the sizes and characteristics of populations, seasonality, and influenza epidemics, 
and to account for any additional temporal correlation in the count time-series, we estimated the pollution 
effect using only shorter-term variations in mortality and air pollution, To do so, we partial out the smooth 
fluctuations in the mortality over time by including arbitrary smooth functions of calendar time S c(time  A) 
for each city. Here, A is a smoothness parameter which we pre-specified. based upon prior epidemiologic 
knowledge of the time scale of the major possible confounders, to have seven degrees of freedom per year of 
data so that little information from time-scales longer than approximately two months is included when 
estimating . We also controlled for age-specific longer-term temporal variations in mortality, adding a 
separate smooth function of time with eight degrees of freedom for each age-group. 

To control for weather, we also fit smooth functions of the same day temperature (temp0), average temperature 
for the three previous days (temp 1  ), each with six degrees of freedom, and the analogous functions for dew 
point (dew0, dew 1 . 3 ), each also with three degrees of freedom. Since there were missing values of some 
predictor variables on some days, we restricted analyses to days with no missing values across the full set of 
predictors. 

In summary, we fit the following log-linear generalized additive model to obtain the estimated pollution 
relative rate 13C  and the sample variance v C  at each location: 

log f, = x'3' + yC Dow + S 1c(tinle,  7/year) 

+ S2c(temp0,6) + Sc(temp  3,6) + S4c(dew0, 3) 

+S5'(dew 1  3 ,3) 	 (1) 

• intercept for age group a 
• separate smooth functions of time 

(8df)for age group a. 

where DOW are indicator variables for day of week. Samet et al. (1995, 1997), Kelsall ci al. (1997) and 
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Dominici et aL (1999) give additional details about choices of functions used to control for longer-term trends 
and weather. The estimates of the coefficients at lag 1 and their 95% confidence intervals for PM10  are shown 
in Figure 1 (top left). Cities are presented in decreasing order by the size of their populations. 

4. POOLING RESULTS ACROSS CITIES 

In this section, we present the hierarchical regression model designed to pool the city-specific pollution 
relative rates across cities to obtain summary value for the 8 largest U.S. cities. 

Let PC  0  be the relative rate associated with PM10  at city c. We consider the following hierarchical model: 
PM 

I c 	l pcOl 
	Nff3PMIO,vc) 	 (2) PMO 1  PIO 

PMIO 	-N(c1PMIO, CY2) 

This model specification implies independence between the relative rates of city c and c'. See Dominici etal. 
(1999) for additional details on hierarchical strategy for combining pollution relative rates of mortality across 
locations. 

Inference on the parameters a PMIO  and r2  represents a synthesis of the information from the 8 cities; they 
determine the overall level and the variability of the relative change in the rate of mortality associated with 
changes in the PM 1  level on average over all the cities. 

The Bayesian formulation is completed by specifying prior distributions on all the unknown hyper-parameters. 
We assume that the joint prior is the product of a normal distribution for UJMlO  and an Inverse Gamma 
distribution for cr2.  The prior hyper-paranieters have been selected to do not impose too much shrinkage of 
the study-specific parameters toward their overall means, while at the same time specifying a reasonable range 
for the unknown parameters a priori (see Dominici et al. (1999) for details). To approximate the posterior 
distribution of all the unknown parameters, we implement a Markov chain Monte Carlo algorithm with a block 
Gibbs Sampler (Gelfand and Smith, 1990) in which the unknowns are partitioned into the following groups: PC 

2  's, 	and cr 

5. RESULTS 

Figure 1 (top right) shows the boxplots of samples from the posterior distributions of city-specific regression 
coefficients, I(1l)' associated with changes in PM 10  measurements. The vertical scale can be interpreted as 

3  the percentage increase in mortality per 10 ig/m increase in PM 10 . The results are reported using the 
previous day's (lag I) pollution levels to predict mortality. 

The marginal posterior distribution of the overall regression effect combines and synthesizes the information 
from the 8 locations. Figure 1 (bottom left) shows the marginal posterior distributions of the overall pollution 
relative rates at the current day, one-day, and two-day lags. At the top right are summarized the posterior 
probabilities that the overall effects are larger than zero for each lag-specification. 

In addition to univanate analyses, we have also estimated the health effects ofparticulate matter in the presence 
of exposure to 03 • Figure 1 (bottom right) shows the painvise plots of the estimated relative rates of PM 10  
versus the estimated relative rates of PM 10  adjusted for 03 . All the relative rates are calculated with the 
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pollutant variables at one day lagged. The empty circle is plotted at the posterior means of the corresponding 
overall effects. The effect of PM10  is robust respect to the inclusions of 03  in the model. Additional findings 
on the effects of PM 10  on total mortality are reported elsewhere (Samet etal., 1999). 

6. DISCUSSION 

We have developed a statistical model for obtaining an overall estimate of the effect of urban air pollution on 
daily mortality using data for the 8 largest US cities. The raw data comprised publicly available listings of 
individual deaths by day and location, and hourly measurements of pollutants and weather variables. 

These analyses demonstrate that there is a consistent association of particulate air pollution PM 10  with daily 
mortality across the 8 largest US cities leading to an overall effect, which is positive with high probability. 
While only a first step, the modeling described here establishes a basis for carrying out national surveillance 
for effects of air pollution and weather on public health. The analyses can be easily extended to studies of 
cause-specific mortality and other pollutants (Samet etal., 1999). Monitoring efforts using models like the one 
described here are appropriate given the important public health questions that they can address and the 
considerable expense to government agencies for collecting the information that forms the basis for this work. 

ACKNOWLEDGEMENTS 

Research described in this article was conducted under contract to the Health Effects Institute (lIE!), an organi-
zationjointly funded by the Environmental Protection Institute (EPA R824835) and automotive manufacturers. 
The contents of this article do not necessarily reflect the views and policies of HE!, nor do they necessarily 
reflect the views and policies of EPA, or motor vehicles or engine manufacturers. 

REFERENCES 

American Thoracic Society, Bascom, R. (1996a). Health effects of outdoor air pollution, Part I. American 
Journal of Respiratory and Critical Care Medecine 153, 3-50. 

American Thoracic Society, Bascom. R. (1996b). Health effects of outdoor air pollution, Part 2. A,nerican 
Journal o/ Respiratory and Critical care Mek'cine 153, 477-498. 

Breslow, N., and Clayton, D. (1993). Approximation inference in generalized linear mixed models. Journal 
of the American Statistical Association 88, 9-25. 

Dockery, D., and Pope, C. (1994). Acute respiratory effects of particulate air pollution. Annual Review of 
Public Health IS, 107-132. 

Dominici, F. (1999). Combining contingency tables with missing dimensions. Biometricw (to appear). 

Dominici, F., Samet, J., and Zeger, S. (1999). Combining evidence on air pollution and daily mortality from 
the twenty largest US cities: A hierarchical modeling strategy. Royal Statistical Society, Series C, read 
paper (to appear). 

DuMouchel, W. (1990). Bayesian Metaanalvsis. Marcel Dekker. 

95 



DuMouchel, W. H., and Harris, J. E. (1983). Bayes methods for combining the results of cancer studies in 
humans and other species (c/r: P308-315). Journal of the American Statistical Association 78, 
293-308. 

Gelfand, A. E., and Smith, A. F. M. (1990). Sampling-based approaches to calculating marginal densities. 
Journal of the American StaiisticalAssociarion 85(4 10), 398-409. 

Hastie, T. J., and Tibshirani, R. J. (1990). Generalized additive models. Chapman and Hall, New York. 

Kelsall, J., Samet, J., and Zeger, S. (1997). Air pollution, and mortality in Philadelphia, 1974-1988. American 
Journal of Epidemiology 146, 750-762. 

Korrick, S., Neas, L., Dockery, D., and Gold, D. (1998). Effects of ozone and other pollutants on the 
pulmonary function of adult hikers. Environmental Health Perspectives 106. 

Li,Y., and Roth, H. (1995). Daily mortality analysis by using different regression models in Philadelphia 
county, 1973-1990. Inhalation Toxicology 7, 45-58. 

Liang, K.-Y., and Zeger. S. L. (1986). Longitudinal data analysis using generalized linear models. Biometrika 
73,13-22. 

Lindley, D. V., and Smith, A. F. M. (1972). Bayes estimates for the linear model (with discussion). Journal 
of the Royal Statistical Society, Series B, Methodological 34,1-41. 

Lipfert, F., and Wyzga, R. (1993). Air pollution and mortality: Issues and uncertainty. Journal Air Waste 
Manage. Assoc 45, 949-966. 

Morris, C. N., and Normand, S.-L. (1992). Hierarchical, models for combining information and for 
meta-analysis. In: J. M. Bernardo, J. 0. Berger, A. P. Dawid, and A. F. M. Smith (eds.), Bayesian 
Stat istics 4, 32 1-344, Oxford. Oxford University Press. 

Samet, J., Dominici, F., Xu, J., and Zeger, S. (1999). Particulate Air Pollution and Mortality: Findings from 
20 U.S. Cities. Technical report, Johns Hopkins University. 

Samet, J., Zeger, S.. and Berhane, K. (1995). The Association of Mortality and Particulate Air Pollution. 
Health Effect Institute, Cambridge, MA. 

Samet, J., Zeger, S., Kelsall, J., Xu, J., and Kalkstein, L. (1997). ,4jp• pollutioz weather and mortality in 
Philadelphia. In Particulate Air Pollution and Daily Mortality: Analyses ofthe Effects of Weather and 
Multiple Air Pollutants. The Phase lB report ofthe Particle Epidemiology Evaluation Project. Health 
Effect Institute, Cambridge, MA. 

Schwartz, J. (1995). Air pollution and daily mortality in Birmingham,, Alabama. American Journal of 
Epidemiology 137, 1136-1147. 

96 



FIGURE CAPTIONS 

Figure 1 Top left Results ofxgression models for the eight cities: PM10' 
and 95 % confidence mtervalsof P c 	 x 1000 PM 

for PM10 . Cities are presented in decreasing order by population living within their county limits. The vertical 
scale can be interpreted as the percentage increase in mortality per 10 ig / m increase in PM 10 . The results 
are reported, using the previous day's (lag 1) pollution levels. 

Figure 1. Top right Marginal posterior distributions of the overall effects, a,,,10 for different lags. At the top 
right are specified the posterior probabilities that the overall effects are larger than zero. 

Figure 1. Bottom left Boxplots of samples from the posterior distributions of city-specific regression coeffi-
cients, 13'MI0 associated with changes in PM 10  measurements. The results are reported using, using the previous 
day's (lag 1) pollution levels. 
Figure 1. Bottom right Pairwise plots of the estimated relative rates of PM10  versus the estimated relative rates 
of PM 10  adjusted for: 03  All the relative rates are calculated with the pollutant variables at one day lagged. 
The empty circle is plotted at the posterior means of the corresponding overall effect. 
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UNCERTAiNTiES IN ESTIMATES OF RADON LUNG CANCER 
RISKS 

S.N. Rai, Zielinski, J.M. and D. Krewski' 

ABSTRACT 

Radon, a naturally occumng gas found at some level in most homes, is an established nsk factor for human 
lung cancer. The U.S. National Research Council (1999) has recently completed a comprehensive evaluation 
of the health risks of residential exposure to radon, and developed models for projecting radon lung cancer risks 
in the general population. This analysis suggests that radon may play a role in the etiology of 10-15% of all 
lung cancer cases in the United States, although these estimates are subject to considerable uncertainty. In this 
article, we present a partial analysis of uncertainty and variability in estimates of lung cancer nsk due to 
residential exposure to radon in the United Statcs using a general framework for the analysis of uncertainty and 
variability that we have dcveloped previously. Specifically, we focus on estimates of the age-specific excess 
relative risk (ERR) and liltinie relative risk (l.RR), both of which vary substantially among individuals. 

KFY WORDS: Attributable risk; excess relative risk; lititime relative risk; lognomial distribution; Monte 
Carlo simulation; multiplicative risk model; radon progeny; uncertainty; variability. 

I. INTRODUCTION 

Radon, an inert gas naturally present in rocks and soils, is formed during the radioactive decay of uranium-
238 (Nation Research Council, 1999). Radioactive decay products, or radon daughters, emit alpha 
particles, which can damage intracellular DNA and result in adverse health outcomes. In particular, 
underground miners exposed to high levels of radon in the past have been shown to be at excess risk of 
lung cancer, raising concerns about potential lung cancer risks due to the presence of lower levels of radon 
in homes (Letourneau et al., 1994; Pershagen et al., 1994). The U.S. Environmental Protection Agency 
(1992) estimated that 7,000 - 30,000 cases of lung cancer in the United States might be attributable to 
residential radon exposures each year, and promoted voluntary testing of homes and exposure mitigation 
whenever the Agency's guideline of 4 pCiJL was exceeded. These estimates are subject to considerable 
uncertainty, which can be described using current methods for uncertainty analysis (National Research 
Council, 1999). 

There are many sources of uncertainty and variability in health risk assessment (Bartlett etal., 1996). Many 
epidemiological investigations are based on occupational groups with higher levels of exposure than the 
general population, requiring extrapolation from occupational to environmental exposure conditions. For 
example, lung cancer risks experienced by underground miners exposed to high levels of radon gas in the 
past may be used to predict the potential risks associated with lower levels of radon present in homes 
(Lubin, 1994). Retrospective exposure profiles can be difficult to construct, particularly with chronic 
diseases such as cancer for which exposure data many years prior to the onset of disease are needed. Radon 
measurements in homes taken today may not reflect past exposures because of changes in dwelling 
address, recent building renovations, changes in lifestyle such as sleeping with the bedroom window open 
or closed, or inherent variability in radon measurements. 

'Shesh N. Rai, Social Survey Methods Division, Statistics Canada, Ottawa, Ontario, Canada, K I A 0T6; 
J.M. Zielinski, Environmental Health Directorate, Health Canada, Ottawa, Canada; D. Krewski, Faculty of 
Medicine, University of Ottawa, Ottawa, Ontario, Canada 
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It is important to distinguish clearly between uncertainty and variability in risk assessment. Uncertainty 
represents the degree of ignorance about the precise value of a particular variable, such as the body weight 
of a given individual (Bogen, 1995; National Research Council, 1994; Hattis and Burrnaster, 1994). In this 
case, uncertainty may be due to systematic or random error associated with simple scale or more 
sophisticated mass balance used to measure the body weight. On the other hand, variability represents 
inherent inter-individual variation in the value of a particular parameter within the population of interest. In 
addition to being uncertain, body weight also varies among individuals. 
In this paper, we present a partial analysis of uncertainty and variability in cancer risk due to residential 
radon exposures using the general methods developed by Rai et al. (1996) and Rai and Krewski (1998). 
We briefly describe our measures of uncertainty and variability in the special case of multiplicative risk 
models in section 2. In the penultimate section, we formulate models for the age specific excess relative 
risk (ERR), the lifetime relative risk (LRR) and the population attributable risk (PAR), for residential radon 
exposure, and we apply our analysis of uncertainty in the ERR and LRR. The implications of these results 
for radon risk management are discussed briefly in section 4. 

2. UNCERTAINTY ANALYSIS 

2.1 Multiplicative Risk Models 

Rai et al. (1996) developed a general framework for characterizing and analyzing uncertainty and 
variability for arbitrary risk models. In this section, we briefly outline the framework for the analysis of 
uncertainty and variability in the special case of multiplicative risk models described previously by Rai and 
Krewski (1998). Specifically, suppose that the risk R is defined as the product 

R=XxX 1 x ... xX(l) 

of p risk factors X,..., X,, Each risk factor X may vary within the population of interest according to 
some distribution with probability density function f(X, ), conditional upon the parameter 0,. 
Uncertainty in X, is characterized by a distribution g,(0, 0) for 0,, where 0,0  is a known constant. 

If 0, is a known constant and the distribution f, is not concentrated at a single point, X, exhibits 
variability only. On the other hand, X, is subject to both uncertainty and variability if both 0, and f, are 
stochastic. When fi  is concentrated at a single point 0,, and 0, is stochastic, X is subject to uncertainty 
but not variability. Consequently, the variables X ....., X,, can be partitioned into three groups: variables 
subject to uncertainty only, variables subject to variability only, and variables subject to both uncertainty 
and variability. 

2.2 Measures of Uncertainty and Variability 

After logarithmic transformation, the multiplicative model (I) can be re-expressed as an additive model 

R =log(R)= 

where X' = logX,. The expected risk on a logarithmic scale is E(R), with variance Var(R') . Although 
the distribution of R' is of interest,, calculation of the first two moments of this distribution requires only 
mean E(X) and covariance Cov(X,X) 

Let W(R') = Var(R') be the total uncertainty/variability in R' . This variance can be decomposed into two 
components: W(R)=Var(E(R I X,))+E(Var(R' Ix,)). We define W(R')= Var(E(R' I X)) as the 
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uncertainty in R due to X, . Note that when X, is neither uncertain nor variable, W (R) is zero. With 
this definition, W,(R') effectively represents the uncertainty/variability inE(R' I X). If 	X

. 
 are 

independent, 	R)=Var(X') 

We now introduce a measure U(R) of uncertainty in R' due to uncertainty in all of the risk factors 
combined. Similarly, we define a measure V(R) of variability in R which encompasses variability in all 
the risk factors. One further decomposition of U(R) and V(R) is needed to determine the degree to 
which variables subject to both uncertainty and variability contribute to the uncertainty in X separately 
from the variability in X . Let U,(R) and (R) denote the contribution of X to the total uncertainty 

in R due to the uncertainty and variability in A'1  , respectively. When the risk factors are independent, the 
total uncertainty/variability in R' due to A' partitions into two components: W(R)=U(R)+V(R'), the 
first due to uncertainty in X, and the second due to variability in A' . Explicit expressions for these 
measures are given in Rai and Krewski (1998). 

2.3 Risk Distributions 

In order to provide the fullest possible characterization of risk, consider the distribution of R. Allowing for 
both uncertainty and variability in risk, the distribution of R is given by 

H(R f~ r) = JJ h(X1 ,..., X I O° )dX ...dX 1  

	

= L. 	Jf(X....... 0°)g(00°)d0dX...dX(3) 

where h(.) is a joint density function of all the risk factors; the parameter of this joint distribution is 00. 

This joint density function /'(.I 00) can be partitioned into two parts: fi.I 0) represents the joint density 
function due to variability in the risk factors and g(. 00)  represents the joint density function due to 
uncertainty in the risk factors. The distribution of R' has mean E(R) and variance W(R). 

If all of the risk factors in (I) are lognorrnally distributed, the distribution of R is normal with mean 

E(R) and variance W(R). If all of the risk factors are approximately lognormally distributed, the 

distribution of R can be approximated by a normal distribution. If one or more of the risk factors is not 

well approximated by a lognormal distribution, the distribution of R 0  can be approximated by Monte 
Carlo simulation. Although straightforward, Monte Carlo simulation can become coniputationally intensive 
with a moderate number of risk factors. 

In addition to examining the distribution of R taking into account both uncertainty and variability in the 

{X}, it is of interest to examine the distribution of R' considering only uncertainty in the {XJ or only 
variability in the 	. By comparing the distributions of R' allowing both uncertainty and variability, only 
variability, and only uncertainty, it is possible to guage the relative contribution of uncertainty and 
variability to the overall uncertainty/variability in risk. The density of R' based on only uncertainty in the 

X1 } is the density of 	E.. (A"), where E 1  (X) = $x:f(x I 01 )dX . This density can he 

approximated by a normal distribution with mean E(R) and variance U(R). The density of R based on 
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only variability in the {X} is the density of Ep'-V'"' where 	has distribution f with known parameter 

E.(O,) 
= 

J( g,(O, I O)dO,. This density can also be approximated by a normal distribution with mean 

E(R) and variance V(R). 

3. CANCER RISKS MODELS FOR RESIDENTIAL RADON EXPOSURE 

3.1 Age Specific Excess Relative Risk 

The U.S. National Research Council (1999) recently conducted a comprehensive review of the potential 
health effects of residential exposure to radon. Of primary concern is the excess lung cancer risk 
demonstrated in 1! cohort studies of underground miners conducted in a number of countries around the 
world. Since radon appears to exert its carcinogenic effects through DNA damage to lung tissue caused by 
alpha particles emitted by radon daughters, it is thought that even low levels of exposure to radon confer 
some increase in risk. After considering different possible approaches to risk estimation, the BEIR VI 
Committee elected to base in risk models on epidemiological data derived from studies of the mortality 
experience of miners. The committee conducted a combined analysis of updated data from the 11 miner 
cohorts, and developed two models for projecting lung cancer risks in the general population. These two 
models are referred to as the exposure-age-concentration and exposure-age duration models, based on the 
major risk factors included in the models. We consider the exposure-age-duration model for demonstrating 
the uncertainty analysis. 

If et denotes the excess relative risk at age 1, the exposure-age-duration is expressed as 
e, =8 x w(t) x 11(t) X Ydur (t) x K .(4) 

The factor fi ([Bq/m3 J1)  reflects the carcinogenic potency of radon, as modified by the other risk factors 
in model (4). The last term in these models is the dosimetric K-factor (dimensionless), used to extrapolate 
from occupational to environmental exposure conditions. The factor w(t) represents a time-weighted 
average exposure to radon, expressed in Bq/m 3 , within exposure-time windows 5-14, 15-25, and 25± years 
prior to disease diagnosis. The factor w(t) = a, x ij , where 

10 	for t>h 
77, = 0) x [A 16 141 (t)+ 91A1241(t)+ '32,()]  with A (fl61 (t) = 	(1 - a) 	for a !~ t !~ b 

0 	otherwise. 

The factor 0(t) (y) indicates the effects of attained age and the factor Yd1  (t) (y ' ) reflects the effects of 
duration of exposure to radon (in years); these factors are categorized into broad groups: 

0, for t!~ 54 

0 7  for 55!~-t!~ 64 
0(0 

Ø for 65:5t<74 

Ø for t>75. 

rdl for t<lO 

Ya2 for 10:!~ t<20 
and 	y,,(t) 	= y,, for 20:5t<30 

7d4 for 30!~ t<40 

7d5 for t~!40. 
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Our interest is in risks associated with low (residential) radon exposures and for mid to old age population. 
We demonstrate the uncertainty analysis only for any person of age more than 40 years. 

The risk function (4) represents the age specific excess relative risk (ERR) model which is represented as 
a product of five factors: the carcinogenic potency of radon fi = X 1 , the exposure to radon any, = X, the 

effect of age g= X,K= X 4  and y =y . Thus, 
ERR=X xX 1  xX xX 4 xy,(5) 

For simplicity, we assume that )' is constant (= 10.18), exhibiting neither uncertainty nor variability. Note 
that the risk factors X 1 , X, and X 3  are correlated. In this application, X 1 , and X are assumed to be 
subject to uncertainty only, and X, and X are assumed to be subject to both variability and uncertainty. 
For a detailed description of uncertainty and variability distributions in these risk factors, see Tables A-8b 
and A-9b in the National Research Council(1999). 

Our analysis allows for correlation among the risk factors in the multiplicative model (5). The correlation 
structure is based on the covariance matrix obtained when estimating the model parameters. Other than 
statistical correlation between X 1  and A'3  induced due to the estimation procedure, the risk factors are 
assumed to be independent. 

Table 1 
Components of uncertainty and variability in the ERR (xlOO) 

Uncertainty Variability Both 
Risk u U U 
Factor - - - - - W LI W W V W, W  

1.40!5 Age :554years  

Potency 5.6 643 100 0 0 0 5.6 
Exposure 0.8 8.7 1.0 77.2 84.6 99.0 77.9 
Age 0.5 6.2 100 0 0 0 0.5 
K-factor 1.8 20.8 11.5 14.1 15.4 88.5 15.9 
All 8.8 100 NA 91.2 100 NA 100 

H. 55:!~,  Age !~-64 years  

Potency 3.9 39.6 100 0 0 0 3 9 
Exposure 0,8 10.3 1.0 78.2 84.6 99.0 79.0 
Age 3.4 34.3 100 0 0 0 3.4 
K-factor 1.8 18.4 11.5 13.9 15.4 88.5 15.7 
All 9.8 tOO NA 90.2 100 NA 100 

Ill. 65!~ Age !~ 74 years  

Potency 3.6 29.2 100 0 0 0 3.6 
Exposure 0.7 6.0 1.0 74.2 84.6 990 74.9 
Age 6.2 50.5 100 0 0 0 6.2 
K-factor 1.8 14.3 11.5 13.5 15.4 88.5 15.3 
All 12.3 100 NA 87.7 100 NA 100 

IV. Age ~!75 years  

Potency 2.4 6.1 100 0 0 0 2.4 
Exposure 0.5 1.3 1.0 51.5 84.6 99.0 52.1 
Age 34.9 89.4 100 0 0 0 34.9 
K-factor 1.2 3.1 11.5 9.4 15.4 88.5 10.6 
All 39.1 tOO NA 60.9 100 NA 100 

NA: Not applicable 
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Measures of uncertainty and variability in the ERR are given in Table 1. Several conclusions can be drawn 
from this table. A comparison of columns 3 and 6 in the case of all risk factors (X1 , ..., X) indicates that 
the variability tends to account for the majority of the total uncertainty and variability in the ERR. Whereas 
potency and age tend to be more uncertain than variable, exposure to radon and the K-factor are more 
variable than uncertain. The last column in the table indicates that exposure is the most influential variable 
overall (contributing most to uncertainty and variability), followed by the K-factor, potency, and then age 
in all but the last age group, where age is the most influential factor. 

The distributions of the ERR can be obtained using either the lognormal or Monte Carlo approximations 
described in section 2.3. We find that these two approximations are in close agreement regardless of 
whether uncertainty and variability, only uncertainty, or only variability in the ERR is considered. 
Preliminary results indicate that, whereas uncertainty in the ERR for an individual of a given age precludes 
determining the ERR to less than a 10-fold range, variability in ERR exceeds 100-fold. 

3.2 Lifetime Relative Risk 

To determine the lifetime relative risk of radon-induced lung cancer, we require the hazard function for the 
death rate in the general population. Deaths can be classified into two categories: those due to lung cancer 
and due to other competing causes. For simplicity, we assume that the death times are recorded in years 
and identify the range of Tas {1,2,...,l10,...}. Let I,, and h be the lung cancer and overall mortality 
rates for age group I respectively in an unexposed population, and e, be the excess relative risk for lung 
cancer mortality in an exposed population for age group 1. Then, the death rates in the exposed population 
are given by h, + h, e, for lung cancer and h, + h1  e, for all causes including lung cancer. 

Let R, be the probability of death due to lung cancer for a person of age t. and S be the survival 
probability up to age! in the exposed population. Following Kalbfleisch and Prentice (1980), the survival 
function can be expressed as 

S, = PrIT~ t} = [ {1-(h;+h,e1)} 

szz exp'-(h+h,e,) 

Table 2 
Quantiles of the Distribution of the LRR 

Distribution 
Min 

Quantiles  
Max 2.5* 	5 	10 	25 	50 	75 	90 	95 	975** 

Uncertainty 1.029 1.014 1.045 1.048 1.055 1.065 1.078 1.094 1,107 1.123 1.365 
Variability 1.001 1.006 1.008 1.013 1.028 1.062 1.144 1.296 1.470 1.673 6.895 
Both 1.001 1.005 1.008 1.013 1.027 1.067 1.161 1.353 1.578 1.829 1 	6.679 

tower 'D7o limit; 	upper 9D7o limit. 

and the probability of death due to lung cancer, R, can be written as 

R = PrT=t} =(h+h,e,)S, & (h, +he,)exp{-(h+h,e1 )} 	(6) 

The approximation in (6) is highly accurate and will be treated as exact in what follows. This differs 
slightly from the expression for R used by BEER VI committee (National Research Council, 1999). Our 
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expression for R1  is not only more accurate, but considerably simplifies the calculation of the lifetime 
relative risk and the population attributable risk. 

Assuming a maximum lifespan 110 years, the lifetime lung cancer risk is given by the sum of the annual 
risks: 

110 	 110 

R=>R = 	(h+h,e,) exp((h,+h,e,) 	(7) 

	

In the unexposed population, the {e } are assumed to be zero, so that R. 	expf-h,}, where R is the 

lifetime risk in an unexposed population. Note that the evaluation the lifetime risk R in (7) depends on the 
excess relative lung cancer risks {ej within each of the age groups. 

The lifetime relative risk (LRR) is the ratio of the lifetime risk in the exposed population relation to that in 
the unexposed population: 

LRR=R/R 1, 	 (8) 

Like the ERR, the LRR is subject to both uncertainty and variability. Although the LRR is summed over all 
age groups, the uncertainty in the modifying effects of each age group in the sum is taken into account in 
our analysis. 

Since the LRR is not of the multiplicative form, however, the risk distributions for uncertainty/variability, 
uncertainty only and variability only are obtained by Monte Carlo methods. 

The results of uncertainty analysis in the LRR are given in Table 2. These results indicate that the 
variability in the LRR (due to interindividual variation in the levels of radon exposure and the dosimetric 
K-factor) is much greater than uncertainty in the LRR (due to the uncertainty in the model parameters, the 
levels radon exposure and the K-factor). 

3.3 Population Attributable Risk 

The attributable risk of lung cancer mortality due to exposure to radon is defined as the excess lung cancer 
risk in a population due to exposure as a fraction of total lung cancer risk. Thus, the population attributable 
risk (PAR) is given by 

PAR = E(R)— R0 	
(9) 

E( R) 

Here, E(R) is the average value of R, the lifetime risk of death due to lung cancer across individuals in the 
exposed population. The quantity R 1  is the lifetime risk in an unexposed population. 
As noted previously, the inter-individual variability in the LRR is due to variability in radon exposure and 
the dosimetric K-factor. In order to evaluate E(R) we need to evaluate E(R). For evaluating E(R,), we 
need to know the distribution of b = K w in model (4). Suppose b has a distribution fb(b). After some 
algebraic manipulation, it can be shown that 

E(R) = 	 (10) 
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where m, = h,q$,iyjJ with n, = 	''rn, . The expectation in (10) is then with respect to the distribution1-1  
fb(b). Further simplification of (10) depends on the distributions of w and K. Consider first the most 
general case in which the distributions for these two risk factors are arbitrary. If these two risk factors are 
statistically independent, it is straightforward to fmd E(e M') and E(be' ) , the former being the moment 
generating function at all values of (-b) for which the expected value exists. 	Note that 
E(be M' ) = dE(e )Idb for the exponential family of distributions of b. Secondly, if these two factors are 
independent and log-normally distributed, computation of the moments is simplified since the product of 
two log-normally distributed variables has a lognormal distribution; which is the case in our example. To 
evaluate E(b) in (10), one can use the fact that log(b) has a normal distribution with mean p and standard 
deviation a . After some algebraic manipulation, it can be shown that E(h' )=exp(lu+ -il'o). 

Due to space limitation, a discussion of uncertainties in the PAR is not possible; however, some discussion 
can be found in Krewski etal. (1999). 

4. DISCUSSION 

In this article, we have applied new methods for the analysis of uncertainty and variability to evaluate the 
lung cancer risks due the presence of radon gas in homes. This important population health issue was 
recently examined by the National Research Council (1999). The NRC evaluation included not only an 
assessment of the most likely risk estimates, but also an analysis of the uncertainties in such estimates. 
Such stochastic analyses take into account both uncertainty and variability in the risk factors affecting risk. 
In our analyses, each risk factor is assumed to follow a distribution with one or more parameters reflecting 
variability within the population of interest; uncertainty in the values of each risk factor is characterized by 
an appropriate distribution for the parameter values. Within this framework, overall measures of 
uncertainty and variability and relative contributions of individual risk factors to overall uncertainty and 
variability in lung cancer risk due to radon are computed. Influential factors that contribute most to 
uncertainty and variability may then be targeted for further study. 

The results of this analysis of uncertainty and variability are informative in several ways. Estimates of the 
age-specific excess relative risk of lung cancer are highly variable among individuals, largely due to the 
substantial variability in radon levels in U.S. homes. Indeed, radon exposure appears to be the most 
influential factor affecting individual risk of the four factors included in the BEIR VI risk models. 
Although uncertainty in these factors leads to about a 10-fold range in risk, variability in the ERR exceeds 
100-fold. Our analysis indicates that like the ERR, the LRR is more variable than uncertain. 

Despite their limitations, these initial attempts at applying general methods for the analysis of uncertainty 
and variability in individual and population risks have proven useful in evaluating the reliability of radon 
risk estimates. These results may be refined as more information about the factors affecting radon related 
lung cancer risk becomes available, including the extent of uncertainty and variability in these factors. 
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ABSTRACT 

There are many different situations in which one or more tiles need to be linked. With one file the purpose of 
the linkage would be to locate duplicates within the file. When there are two files, the linkage is done to 
identify the units that are the same on both files and thus create matched pairs. Often records that need to be 
linked do not have a unique identifier. Hierarchical record linkage, probabilistic record linkage and statistical 
marching are three methods that can be used when there is no unique identifier on the files that need to be 
linked. We dcscnbc the major differences between the methods. We consider how to choose variables to link, 
how to prepare files for linkage and how the links arc identified. As well, we review tips and tricks used when 
linking files. Two examples, the probabilistic record linkage used in the reverse record check and the 
hierarchical record linkage of the Business Number (RN) master tile to the Statistical Universe File (SUF) of 
unincorporated tax filers (TI) will be illustrated. 

KEY WORDS: 	Record Linkage; Exact Matching, Statistical Matching; Hierarchical Exact Matching. 

1. INTRODUCTiON 

Record linkage is the process in which records or units from different sources are combined into a single 
file. There are two categories of record linkage: exact matching and statistical matching, The purpose of 
an exact match is to link information about a particular record on one file to information on a secondary 
file, thus creating a single file with correct information at the level of the record. This is achieved by using 
deterministic or probabilistic record linkage procedures. However, the purpose of a statistical match is to 
create a file reflecting the correct population distribution, records that are combined do not necessarily 
correspond to the same physical entity (e.g. a person, business or farm). Statistical matching involves 
modeling and imputation techniques to complete a file (Armstrong, 1989). 

1.1 Selecting the Linkage Procedure 

The type of record linkage implemented depends on the purpose of the linkage, type of data, cost, time, 
confidentiality, acceptable level and type of error, and response burden (FCSM, 1980). To determine the 
method to use, first assess the purpose of the linkage. For example, in linking a vital statistics file with a 
survey you would want the data linked at the record level. On the other hand, if what was of interest is the 
relationship between variables it is not necessary (or often possible) to link two files exactly. In this case 
statistical matching can be used to create a single file. 

Along with the purpose, the type of data in each file is an important factor when deciding on a linkage 
method. Ideally each data set would have a unique identifier or 'key', to link efficiently several sources of 
data. However, it is often the case that there is no unique identifier, that not all records contain a unique 
identifier or that the unique identifier is subject to error. If any of these are the case a method must be 
employed that will compensate for the specific deficiencies in the file. If the purpose is to get an exact 
match at the record level, then the two files must contain the same records or individuals. If the 
relationship between variables is of interest, the same types of data must be available on the two files, but 
the same individuals or records need not be on both files. With statistical matching one assumes the 
relationship between variables on the file used for modeling or imputation represents the 'true relationship' 
in the population. With either exact or statistical matching the two files must have variables in common. 

1 Julie Bernier and Karla Nobrega, Statistics Canada, Ottawa Ontario 
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Cost and time are also important considerations that need to be weighed against acceptable error rates and 
response burden. Secondary sources of data, for example administrative, census or other survey data offer 
a wealth of information that need not be duplicated, and so, record linkage offers the possibility of reducing 
response burden and cost. The time and cost are also dependent on the knowledge and software needed for 
each type of matching. Since statistical matching covers a wide range of techniques it can be implemented 
using standard statistical computer software or specialized software. Deterministic exact linkage will only 
need a standard software program, whereas probabilistic linkage will require a specialized software 
package. Probabilistic linkage and statistical matching require specific methodological knowledge, 
whereas deterministic matching does not. 

The type of error and the ability of the user to quantify the error depend upon the type of record linkage. 
With an exact match there are two types of errors, false pairs and missed pairs. False pairs are created when 
one links information related to two different units or records. Missing a true pair is also an error. These 
are analogous with type I and type II errors in tests of statistical hypothesis. With statistical matching an 
error is defined not at the level of a record but in terms of distribution. If the joint distribution of the 
variables is incorrect after the match then this is an error (Kovacevic, 1998). The technique implemented 
may not be the most 'efficient' method based on any single criteria listed above, but overall should be the 
'optimum' choice. 

2. EXACT MATCHING 

An exact match is when files are linked at the level of the record (FCSM, 1980). Exact matching can be 
either deterministic or probabilistic. Generally, when doing a two-file exact linkage, one of the files is 
much smaller than the other file, for example, a link of mortality records to the Census or of a business 
sample to tax records. 

2.1 Hierarchical Exact Matching 

Hierarchical exact matching is a deterministic exact matching technique. It is often the case in a linkage 
project that no single variable exists that is essentially free of errors, present on the majority of data and 
discriminating. Often, only a combination of variables will discriminate between two records. It is possible 
that the 'best' combination of variables in terms of error rates and discriminating power is not available on 
the whole file, or that there are several possible combinations of variables that will equally discriminate 
between records. In this case, the files can be linked by a series of exact matches done in a hierarchy. 

There are five main steps for a hierarchical exact match: 
Identify the matching variables. 
Pre-process the files. 
Determine the hierarchy. 
Match the files. 
Review the linkages. 

First decide on which variable(s) to use for matching. It is desirable to have a variable(s) that is as free of 
errors as possible since a deterministic exact matching procedure cannot compensate for errors. As well, 
the variable(s) should be present on the majority of records and be as unique or discriminating as possible. 
For example if full name, address, postal code, date of birth and gender appear on both files, it may seem 
that there is more than enough information in common to link the files directly. However, after analyzing 
the files one may find that the postal code is the most reliable variable, the full name is only recorded as the 
first initial and the last name, the birth date on the file is often missing and the address has spaces and 
variations in spelling. In order to perform a deterministic exact match, the variables must be complete and 
exactly the same on both files. 

Since the variables need to be exactly the same on both files and the procedure can not compensate for 
errors, the second step pre-processes the file. This reduces the impact of errors (i.e. spelling mistakes) and 
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makes the variables consistent on the files. Several packages, such as NYSIIS, are available in order to re-
code names and addresses. Combinations of full name, first initial, first name, middle name and last name 
are created. 

Next, decide on the hierarchy to be used in matching. List all of the potential variables that will be used in 
the match. Then, construct a series of matches starting with the subset of these variables that has the fewest 
errors and the highest discriminating power. The purpose is to maximize the discriminating power while 
minimizing the impact of missing values and errors. Using the previous example the first step could be to 
match using re-coded full name, address, birth date and gender. The second match could be to match on 
first initial and last name, address, birth year and gender. The third match could be on last name, address, 
and gender. The fourth could be on last name, postal code and birth year and so on. 

The fourth step is to link the files; this can be done using software such as SAS or MATCH 360. Then the 
linkages are reviewed. It is possible, since each step in the linkage is generally not mutually exclusive of 
the others, that the same link may he found at more than one step. It is also possible to have a different link 
found at each step. When there is more than one link for a specific record on the primary tile the multiple 
linkages need to be reviewed manually. 

2.1.1 An Example of a Hierarchical Exact Match 

Taxation files provide an administrative data source that is used to reduce response burden in economic 
surveys. Using tax data in the Unified Enterprise Survey (UES) required tax records linked to each 
enterprise selected in the sample. The frame used for this survey was Statistics Canada's Business 
Register; which is a structured list of businesses engaged in the production of goods and services in 
Canada. The frame includes a unique Business Number (BN) for each enterprise. 

Revenue Canada collects tax data for incorporated businesses using a T2 tax form and for unincorporated 
businesses using a Ti personal income tax form. The incorporated businesses indicate their unique RN on 
the tax form, whereas unincorporated businesses do not. As well, there are other Revenue Canada sources 
that allow for links between businesses and their business numbers. Whenever there exists a link this 
information is collected on an accumulated links file. For cases without a link Armstrong and Faber (1998) 
developed an alternate approach. 

When an enterprise did not have a link to a business number the only other variables available for linking 
were the address (including postal code) and the owner's name. The files were pre-processed to 
standardize the name and address. Twenty-four different matching passes were performed on the pre-
processed files. These passes started with the most discriminating set of variables, and then the 
discriminating power was diminished with each subsequent pass. The last step was to review the linkages 
manually. 

One advantage of this methodology was that it was possible to confirm links by comparing them with links 
that were already on the accumulated links file. Also, it was possible to determine what proportion of links 
at each pass conflicted with the links on the accumulated links file. Since a business can link to more than 
one tax record for various reasons, these conflicts are not necessarily errors. If the rate of conflict was 
small, less than 5%, then the links on that pass were kept. After the I I" step the conflict rate jumped to 
over 15% and grew exponentially so only links found in the first 11 steps were included (Armstrong and 
Faber, 1998). 

2.2 Probabilistic Record Linkage 

Probabilistic record linkage is another form of exact matching. In this case one has the same individuals on 
the two files, but there are no or few unique identifiers. Unlike deterministic matching, probabilistic 
linkage can compensate if the information is incomplete andlor subject to error. Furthermore, with this 
method you assume that two records could be identical but not the same individual. For example it is 
possible to have two men named John Smith but they are not the same person. 
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In order to use a probabilistic record linkage there are two important theoretical assumptions. First an en -or 
in one variable is assumed to be independent of an error in the other variables and second, accidental 
agreement of a variable must be independent of accidental agreement in other variables (Fellegi and Sunter, 
1969). 

There are several steps involved in probabilistic record linkage: 
I. Identify matching variables. 
2. Determine rules 
3. Pre-process the files. 
4. Decide on the variables for the 'pockets'. 
5. Calculate the initial weights. 
6. Link pairs 

calculate the total weight 
calculate frequency weights (optional) 
decide on the threshold. 

7. Review the pairs. 

As with deterministic exact linkage, we first decide which variables are available for matching. The second 
step is creating the rules associated with each variable. Probabilistic linkage uses rules to exploit the 
discriminating power of variables and allows for a spectrum of agreement with variables (Newcombe et al, 
1987). For example, if names are being compared it is possible to have one rule for total agreement, one 
for partial agreement, and one for disagreement. By having levels of agreement, the procedure can still link 
pairs when there are errors or missing values in some (but not all) of the fields. The rules should be built so 
that the agreement is ordered according to the probability of being a true pair. 

The third step is to pre-process the files in order to eliminate as many differences on the files as possible. 
The names and addresses can be re-coded and spaces can be removed. Although the rules can be 
determined to compensate for errors, re-coding is still an important step. 

Next the file can be split to make it more computationally efficient to do the linkage. Unlike an exact match 
that will only compare records that have exactly the same variables, probabilistic linkage looks at every 
possible combination of pairs within the two files (Newcombe, 1988). It is important for computational 
reasons to limit the number of possible pairs. For probabilistic linkage the file is subdivided into groups 
called pockets in order to decrease the number of possible pairs. Only the pairs within a matched pocket 
value will be assessed. 

Within each pocket one calculates initial weights for each rule. Then for each rule and agreement a 
numerical weight is assigned, directly related to the probability of getting agreement when the record pair is 
a true link compared to the probability of agreement when the pair is not a true link (Newcombe, 1988). 
These probabilities can be estimated. To do this, link deterministically a sample from the two files. The 
proportion of agreement within each category can be used to estimate the true probabilities of agreement 
given one has a true pair. Estimating the probability of linking, given one does not have a true pair is 
approximately equivalent to estimating the probability of a chance agreement. For example gender will 
agree half the time by chance or birth month will agree I in 12 by chance (Armstrong, 1990). 

The sixth step is to use software designed for record linkage (e.g. Statistics Canada's Generalized Record 
Linkage Software (GRLS) or Automatch). These programs will calculate the overall weights. The overall 
weight is the sum of all the weights for all the rules within a pocket. In this step one will have to decide 
upon thresholds. There are two thresholds, an upper and a lower one. if the overall weight of a pair is 
above the upper threshold then the pair is considered to be a true match. Likewise, if a pair has an overall 
weight below the lower threshold then the pair considered true non-match. The area between the two 
thresholds represent a region of uncertainty; these may or may not be true links. Pairs in this region will 
need to be manually reviewed. 

Frequency weights are used to refine overall weights to reflect the probability of agreement within a rule. 
For example, a rule for agreement on a name could have, a high positive weight for total agreement, a small 
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positive weight for partial agreement and a negative weight for disagreement. Now consider a match on 
Smith compared to a match on Zarbatany. The probability of a true agreement and chance agreement are 
very different within this one rule (Newcombe, 1988). Frequency weights can be calculated by GRLS or 
Automatch and used to refine the weights. 

2.2.1 An Example of Probabilistic Record Linkage 

The Reverse Record Check (RRC) is used to estimate coverage errors for the Canadian Census of 
Population. For this project, a sample is selected from sources independent of the 1996 Census and each 
selected person is surveyed; in order to do so we need an updated address for the selected person or a 
family member. The RRC uses both deterministic and probabilistic record linkage techniques. There were 
many sources used for the sample; the oldest of these were the previous Census (1991), a file of persons 
missed by the Census, and the 1991-93 file of births. For the sample taken from these files, we did a 
probabilistic linkage to the older tax records in order to get more up to date personal information. The 
other sources were 1994-96 file of births, immigration files, and a file of non-residents. Samples from these 
files were linked deterministically to the 1995 tax file. 

The RRC used the following variables for the probabilistic record linkage: year of birth, month of birth, day 
of birth, marital status, municipality, first name, second name, surname, and postal code. The file was then 
split using gender and region (Quebec, Ontario, East and West) and NYSIIS code of the surname was used 
as a pocket. Altogether 15 rules were created for these variables, each of them involving several levels of 
agreement. 

Considering the linkage of the person or a family member as being a success, the success rate was 92% for 
records coming from the Census data base and 80% for those coming either from the previous Census 
missed file or the files of births. More work was done in order to estimate the reliability of those links. It 
has been estimated that the reliability is over 90% for the Western region and as high as 98% for the three 
other regions (Bemier. 1997). 

3. STATISTICAL MATCHING 

Unlike exact matching, statistical matching is done when one is interested in the underlying distributions of 
the whole population. The files that are being matched can have different individuals on them but one 
assumes that the relationship of the variables in the population will be similar to the relationship on the files 
(Kovacevic, 1998). Generally, the recipient file has X and Y, while the second or donor file has X and Z 
and we are interested in the relationship of X, Y, Z (Armstrong. 1989). 

In general these are the steps used in statistical matching: 
Pre-process the files. 
Identify similar records. 
Impute andlor model missing data. 
Review the model and the distributions on the new file. 

As previously noted, the files must be pre-processed. The type of pre-processing will depend on the 
methods used to decide similar records and the method used to impute the data on the donor file. If one is 
using categorical constrained matching then if X, Y or Z is continuous it will have to be categorized (Liu 
and Kovacevic, 1996). If one is using a hot deck method for the imputation then it is necessary to remove 
records that have missing values. If a regression method is used then outliers will need to be removed. 

There are two methods of imputing the data onto the second file: regression and hot deck (Armstrong, 
1989). With the regression method a model of the relationship between X and Z is constructed from the 
donor file and then it is applied (with or without an error term) to the recipient file. With the hot deck 
method the imputation can be random or based on some metric distance between observations. 
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With statistical matching there is no review or assessment of specific pairs for errors. An error occurs 
when the distribution of the data is not correct. The distribution of Z on the new file can be compared with 
the distribution of Z on the donor file. As well, the distribution of Z given X can be compared on the two 
files for errors. Unfortunately the joint distribution can not be assessed for errors. 

S][SJ&SA' 

The type of linkage procedure depends on what is available and on the intended use of the new file. Issues 
such as the purpose, time, type of data, cost, confidentiality, acceptable level and type of error, and 
response burden need to be considered when deciding what type of linkage procedure is appropriate. 

In general, exact matching is less computer intensive but it can involve more manual review if more than 
one linkage pass is performed. Probabilistic record linkage is more computer intensive and will need 
specialized software. However, it will generally produce better results than exact matching. This is 
especially true if the variables used to match are subject to errors and there are few or no unique identifiers 
on the two files. Statistical matching is dissimilar to exact methods. It is not a linkage of two files with the 
intention of linking files to identify the same individuals. With this type of matching it is not even 
necessary to have the same individuals on the two files. The most important concept is the distributions of 
the data. 
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CREATING AND ENHANCING A POPULATION-BASED LINKED 
HEALTH DATABASE: METHODS, CHALLENGES, AND 

APPLICATIONS 

Green, B.', McGrail, K., Hertzman,C., Barer, ML., Chamberlayne, R., Sheps, S.B., Lawrence, W.J. 

ABSTRACT 

As the availability of both health utilization and outcome information becomes increasingly important to health 
care researchers and policy makers, the ability to link person-specific health data becomes a critical objective. 
This type of linkage of population-based administrative health databases has been realized in British Columbia. 
The database was created by constructing an historical file of all persons registered with the health care system, 
and then by probabilistically linking various program tiles to this 'coordinating' file. The first phase of 
development included the linkage of hospital discharge data, physician billing data, continuing care data, data 
about drug costs for the elderly, births data and deaths data. The second phase of development has seen the 
addition data sources extemal to the Ministry of Health including cancer incidence data, workers' 
compensation data, and income assistance data. The individual datasets each presented a unique challenge. 
That is, the specific fields in each dataset were in some ways limiting for linkage, but could sometimes also be 
used opportunistically to iniprove the linkage rate. We achieved a high rate of linkage of health services and 
other contacts with the social system to person-specific registration records. This success has allowed research 
projects to be proposed which would otherwisc not have been feasible, and has initiated the development of 
policies and procedures regarding research access to linked data. These policies and procedures include a 
framework for addressing the ethical issues surrounding data linkage. The linked data have now been requested 
and used by several dozen 'external' researchers for a variety of research projects, with considerable success. 
With continued attention to confidentiality issues, this data presents a valuable resource for health services 
research and planning. 

'Green, B., McGrail, K., Hertzman, C., Barer, ML., Chamberlayne, R., Sheps, S.B., Lawrence, W.J. 
University of British-Colombia, Canada 
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A COMPARISON OF TWO RECORD LINKAGE PROCEDURES 

Shanti Gomatam, Randy Carter and Mario Ariet t  

ABSTRACT 

Much work on probabilistic methods of linkage can be found in the statistical literature. I lowcvcr, although many 
groups undoubtedly still use deterministic procedures, not much literature is available on these strategies. 
Furthermore there appears to exist no documentation on the comparison of results for the two strategies. Such a 
comparison is pertinent in the situation where we have only non-uniuc identifiers like names, sex, racwlc. as 
common identifiers on which the datahascs are to he linked. In this work we compare a stcpwise deterministic 
linkage strategy with the probabilistic strategy, as implemented in AtJIOMATCH, for such a situation. The 
comparison was carried out on a linkage between medical records from the Regional Pennatal Intensive Care 
Centers database and education records from the Florida Department of Education Social security numbers, 
available in both databases, were used to decide the true status of the record pair after matching. Match rates and 
error rates for the two strategies are compared and a discussion of their similarities and differences, strengths and 
weaknesses is presented. 

KEY WORDS: Exact matching; Hierarchical methods; Deterministic strategies; Probabilistic matching; 
AUTOMATCH. 

I. INTRODUCTION 

One is often required to combine information on people or items from various sources. In a medical cohort 
follow-up study for example, a cohort or group of individuals is followed and their medical information is 
combined with subsequent morbidity or mortality experience. One way such followup studies could be carried 
out is by "physically" following the group of interest. However such resource-consuming methods limit the 
size and type of the groups that can be followed. Another way of following cohorts is through surveillance of 
data sets containing subsequent outcomes and the use of record linkage. So, for example, files containing 
medical records of individual members of a cohort may be linked with records from files of morbidity and 
mortality data. Thus the linkage process involves two data sources or "files", say file A, containing medical 
information on individuals in the cohort, and file B, containing the morbidity or mortality data for members 
of the cohort. In this paper we consider methods of "exact matching" i.e. we are interested in linking 
information on the same (as opposed to "similar") individuals in the two files. 

Suppose file A has n records and file B has n 1, records, then the file AxB contains n X nh  record pairs. Each 
of the n

h 	 a 
records in file B is a potential match for each of the n records in file A. Thus there are na 

X  p 

potential record pairs whose match/non-match status is to be detennined. When we consider the case of 
"unique matching" i.e. we expect at most a single record in one file to be a correct match for any record in the 
other, then at most min(n, nh ) pairs can be matches. When 'z 

=b = n, for example, we 
see that there are at most n matches, and at least n(n - I) non-matches. Thus we would have to search for 
0(n) matches among 0(n 2)  non-matches. Clearly, files A and B must contain some common identifiers that 

'S.V. Gomatam, 4202 East Fowler Av., PHY 114, University of South Florida, Tampa, FL 33620; R.C. 
Carter, P0 Box 100212, Division of Biostatistics, University of Florida, Gainesville, FL32610-0372; M. 
Ariet, Department of Medicine, Division of Computer Science, University of Florida, Gainesville, FL 
32610-0372. 

119 



can be used to match the records. The linkage process uses these to classify the n x  n1,  record pairs in the file 
AxB as either matches or non-matches. 

When unique and reliable identifiers exist for every individual in the databases to be linked, the linkage task 
is simplified. However, such unique identifiers rarely exist, and it is often necessary to use identifying 
characteristics such as last name, first name, middle name, and date of birth, in order to link records from the 
two files. Due to unreliable reporting, non-uniqueness and changes over time, these fields are not enough to 
specifically identify records, thus making the linkage task difficult. 

Two major classes of linkage strategies exist - deterministic and probabilistic. Both deterministic and proba-
bilistic methods of record linkage can be employed in this situation. While Roos and Wajda (1991) have a brief 
discussion of deterministic and probabilistic methods and suggestions on when their use is appropriate, the 
literature appears to contain no studies that compare how the methods perform. Here we consider two different 
methods of record linkage - one a stepwise deterministic method, and the other the probabilistic method 
implemented in AUTOMATCH and compare their performance on linkage of files for which the truth is 
known. 

A description of the two linkage strategies compared is given in Section 2, and Section 3 contains the results 
of their implementations to the data. Section 4 contains a discussion. 

2. STRATEGIES BEING COMPARED 

In this section we first describe the methodology of probabilistic linkage that AUTOMATCH is based on. The 
stepwise (or hierarchical) deterministic strategy (SDS) is described next. 

Fellegi and Sunter (1969) were one of the first to present the mathematical model and theoretical foundation 
for probabilistic record linkage rigorously. Under their model record pairs can be classified as either matches (A i)' 
possible matches (A 2 ), or non-matches (A 3 ). For record a from file A and record h from file B, information 
on the records available in their respective source files is denoted a(a) and 13(b) respective. A comparison 
or agreement vector,y, for a record pair (a (a), 13(b)) represents the level of agreement between record pairs. 
When record pairs are compared on k identifying fields the y vector has k components. 

y =(71(a(a)p(b))Y2(a(a)13(b))Tk(a(a)13(b))) 

isa function on the set of all n x nh record pairs. Let the set of true matches be denoted by M and that of true 
non-matches be denoted by U. For an observed agreement vector y  in F, the space of all possible comparison 
vectors, 

m(y) =P{yl(a,b)EM} 

gives the conditional probability of observing y given that the record pair is a true match, and 

u(y) =P{yI(a,b)E U} 

gives the conditional pmbability of observing y given that the record pair is a true non-match. Thus the ratio m (y) I ii (y) 
gives the likelihood ratio of match versus non-match for the record pair with vector y. 

The probabilities of the two kinds of errors are: the probability of a false match, also known as a false positive, 
P(A1 I U) = Ef  u(y)P(A y),and the probability of a false non-match, also known a false negative or a 
missed match, I'(A 3  I M) = y€r m (y)PA3  I 
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For fixed values of the false match rate (t) and the false non-match rate (X), Fellegi and Sunter (1969) define 
the optimal linkage rule on I at levels i and X, L(.t, X, F) as that rule for which 
P(A1 I U) = .L,P(A 3 IAf) =andP(A 2 j L) :~ P(A 2 IL')forallotherrulesL' whichhaveerrorlevelsiiand 
X. Essentially the method fixes the probabilities of the two kinds of errors, and finds an "optimal" rule. 
Optimal here is defined as the rule that minimizes the probability of classifying a pair as belonging to A 2 . Such 
a rule is a function of the likelihood ratio defined above. Let m()/ u(y) be ordered to be monotonically 
decreasingwith ties broken arbitrarily) and the associated ' be indexed by 1,2, ..., N1 . If i = 1 u('yi) 
and = 	H m(yi), n <n',then Fellegi and Sunter(l969) show that the optimal rule is given by 

(a(a), fi(b))EA 1  if T --. m (boldy) / u (y), 
EA2 if TA  <m(i)/u(y)<T, 
EA3  if  n(y)/u('1') ~ TX , 

where T = m (y ) I u (y,), and T = m (y, ) / u (i.).  Under the assumption of conditional independence of
IL the components of the y vector, the decision rule above can be written as a function of 

log(m(y)/u(y)) = 	1 w., where w = log(m(y)/u(y)). 

Jaro (1989) discusses a method of implementing the decision rule proposed by Fellegi and Sunter (1969). He 
estimates the rn probabilities by using the EM algorithm. In his formulation of the problem, the complete data 
vector is given by (y, g), where y is as defined above, and g indicates the actual status (match or non-match) 
of the record pair. g takes a value corresponding to a match with probability p and that corresponding to a 
non-match with probability 1— p. As g cannot be observed, the EM algorithm is used to estimate the parameters 
rn, it andp under the assumption of conditional independence of the components of the agreement vector. Only 
the rn probabilities from this solution are used in the implementation of the decision rule. The it probabilities 
are estimated as the probabilities of chance agreement between records, by using a frequency analysis. For 
unique matching the optimal choice of record pairs is obtained by solving a linear sum assignment problem. 
His methodology is implemented in the commercially available software AUTOMATCH discussed in Jaio 
(1995). The software requires the specification of: blocking variables, which help reduce the number of 
comparisons actually carried out; initial values for the ,n and it probabilities for each of the identifiers 
considered; and the cutoffs (to determine the three decisions). 

The second method used in the comparison is a stepwise deterministic strategy (SDS) constructed for unique 
matching. In the simplest deterministic record linkage, matches are determined by "all-or-nothing" 
comparisons, i.e. unique agreement on a collection of identifiers called the "match key". In this kind of 
matching when comparing two records on first and last name, for example, the records are considered matches 
only if the names on the two records agree on all characters. In the SDS the records are linked in a sequence 
of steps each of which decides the linkage status (either match or non-match) of the record pair by considering 
exact agreement on a particular subset of identifiers. The unique matches are extracted, the duplicates are 
discarded, and the remaining observations in each of the two datasets (the residuals) form the input to the next 
step in the data linkage process, which continues the process with a different subset of identifiers. Steps (hat 
are implemented earlier in the procedure use collections of identifiers that are considered more reliable than 
those in later steps. The choice of the sequence enables the informal incorporation of some prior knowledge 
in the subject area. 

The advantage of this strategy is that, although each identifying variable is still tested for total agreement at 
each step, by implementing the succession of steps described above the effect is similar to that of considering 
some partial agreement matches. Including New York State Intelligence Information System (NYSIIS) 
phonetic codes for names as alternative identifiers is also likely to increase this effect. The first step 
implemented would have the lowest false match (or false positive) rate and the highest false non-match rate. 
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Each successive step would increase the overall false match rate and decrease the false non-match rate. This 
allows the user some indirect control over error rates via a choice of the number of steps to be executed. One 
implements the strategy by specifying a sequence of subsets of variables in decreasing order of reliability. Here 
the strategy is implemented via SAS (Statistical Analysis Systems, Cary, NC) macros. 

3. APPLICATION TO RPICC - DOE LINKAGE 

Medical records from children born in the years 1989-1992 and treated in Florida's Regional Perinatal 
Intensive care centers (RPICC) were to be combined with their subsequent educational performance recorded 
by Florida's Department of Education (DOE). The objective was to model the association between school 
outcome with the medical and sociodemographic conditions at birth. 49862 RPICC records and 628860 DOE 
records were available in total. However in order to compare the strategies discussed above we considered only 
the subset of 1203 records in the RPICC database for which unique social security number matches were 
available in the DOE database. A subset of the DOE data, that included the 1203 records that were matches 
to these RPICC records, was combined with an additional 1% of the remaining DOE records to create a DOE 
file with 7483 records. 

Table I 
Breakup of matches obtained in 5 AUTOMATCH passes into true and false matches 

Pass Number 	1 	2 	3 	4 	5 	Total 

True Match 	648 	167 	2 	6 	154 	977 

Total 	651 	170 	2 	6 	224 	1053 

The common identifiers used in the linkage were the last name, first name, middle name, date of birth, race, 
and sex. 

A county code was also present in each data set - however, the county of mother's residence at child's birth 
was available in the RPICC dataset while that of current enrollment was available in the DOE data. NYSIIS 
codes created for first, middle and last names were also available. Social security numbers were used, after 
the linkage on other variables was conducted, to judge the true status of the record pair. 

For the AUTOMATCH linkage the identifiers last name, first name, middle name, date of birth, race, county 
number and sex were input with initial in values of 0.9, 0.5, 0.5, 0.97, 0.60, 0.90, 0.95 and u values of 0.0001, 
0.0003,0.0003, 0.0001, 0.02, 0.0001,0.05 respectively. The in values were revised to 0.86, 0.4,0.1, 0.81,0.81, 
0.72, 0.94 by the MPROB routine, and the u values were revised to 0.0002, 0.0002,0.0002, 0.0006, 0.1667, 
0.0 143, 0.5 by the frequency analysis in AUTOMATCH. Five blocking variables were used: NYSILS code 
of last name; NYSIIS code of first name; NYSILS code of the middle name; County number and sex; County 
number and date of birth. Based on a study of the histograms of weights that was generated, the following pairs 
of cutoffs were used for each ofthe five passes: (20, 15), (15, 11), (8, 6.5), (6, 3.5), (5, 4). This linkage resulted 
in a total of 1053 matches of which 977 were true matches. Clerical matches, involving extra manual inputs, 
were ignored for the purposes of this comparison. The breakup of matches for each of the five passes is given 
in Table 1. A two-way table indicating the breakup for the record pairs is given in Table 2. This linkage gave 
a sensitivity of 0.8121, a specificity of 0.9999 and a positive predictive probability of 0.9278. 

For the SDS the two data sets created above were matched in four stages borrowed from an earlier linkage 
process on similar data (See Gomatam and Carter, 1999). In the first stage (subsets 1-20) all reasonable 
matches including county code as one of the identifiers were tried. At this stage we expect to find all children 
who were treated in the RPICCs and remained in the county of birth when they first enrolled in school. This 
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resulted in a total of318 unique matches (i.e., 26.43% of the initial RPICC observations were matched). See 
Table 3 (Codes used in tables: L = last name, NI = NYSIIS code of the last name, F = first name, Nf= NYSIIS 
code of the first name, M = middle name, Ml = first initial in the middle name, Nm = NYSLIS code of the 
middle name, Dn = County code, D = Date of birth, S = Sex, R = race. 

Table 2 
Two-way tables indicating breakup of record pairs under the two strategies 

AUTOMATCH 	 Stepwise Deterministic Strategy 
Decision \ Truth Match Non-match 	Total 	Decision \ Truth 	Match 	Non-match 	Total 
Match 	 977 	76 	1053 	Match 	 759 	 3 	762 
Non-match 	226 	9000770 	9000996 	Non-match 	444 	9000843 9000084 
Total 	 1203 	9000846 	9002049 	Total 	 1203 	9000846 9002049 

Table 3 
First and second stage of RPICC linkage operation: Matches with and without county number 

Variable subset Unique 
matches 

True 
matches Variable subset Unique 

matches 
True 

matches 
1) LFDnDSRM 85 85 21) LFDSRM 12 12 
2) LFDNDSRNm 6 6 22) LFDSRNrn 0 0 
3) LFDnDSRMI 93 93 23) LFDSRM1 14 14 
4) LNIDnDSRM 0 0 24) LNfDSRM 0 0 
5) LNfDnDSRNni 0 0 25) LNtDSRNm 0 0 
6)LNfDnDSRMI 9 0 26)LNfDSRM1 0 0 
7) NIFDnDSRM 0 0 27) NIFDSRM 0 0 
8) N1FDnDSRNm 0 0 28) NIFDSRNm 0 0 
9) NIFDnDSRM 1 1 1 29) NIFDSRM 1 1 1 
10)NINIDnDSRM 0 0 30)NINfDSRM 0 0 
11)NINIDnL)SRNm 0 0 31)N1NtDSRNm 0 0 
12)NINfDnDSRMI 0 0 32)NINIDSRM1 0 0 
13) LFDnDSR 81 81 33) LFDSR 16 16 
14) LNtT)nDSR 5 5 34) LNfDSR 4 4 
15)NIFDnDSR I I 35)NIFDSR 0 0 
16) NINtDnDSR 0 0 36) NINfDSR 0 0 
17) LFDnDS 39 39 37) LFDS 9 9 
18)NINfDnDS 3 3 38)NINfDS 1 1 
19) LFDnDR 3 3 39) LFDR 0 0 
20) NINfDnDR 1 1 40) N1NffR 0 0 
Total 318 318 Total 57 57 

At the second stage (subsets 21-40) we tried matches that were similar to those tried in the first stage, except 
that county number was not used. At this stage we hoped to find children treated in the RPICC who moved 
from their county of residence at birth to another county within Florida before they enrolled in school. 
Fifty-seven additional unique matches (i.e., 4.73% (All match percentages in this section are given as a fraction 
of the initial 1203 RPICC observations)) were found. See Table 3. 

At the third stage (subsets 4 1-50) we attempted to find children who changed their last names between birth 
and school enrollment by considering merges that did not include last name as one of the variables. A total of 
171 observations, or 14.2 1%, were linked at this stage. See Table 4. 
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Of the unmatched observations remaining in the RPICC data 593 records (49.29% of the original 1203 observa-
tions!) had either missing first names or middle names, or first or middle names of "Baby," "Boy," "Girl," 
"Male," "Female", or first and middle name combinations of"BB" or "BG". In order to deal with this problem, 
this subset of RPICC data was matched with residual DOE data. Combinations of variables other than the first 
and middle name (see Table 4) were used. Of these, 216(17.96%) had unique matches. See Table 4 (subsets 
51-54.). 

A total of 762, or 63.34%, of the initial 1203 RPICC records were uniquely linked to DOE records by this 
process; of these 759 were true matches. A two-way table giving the breakup for the record pairs is given in 
Table 2. The SDS gave a sensitivity of 0.6309, a specificity of 0.9999, and a positive predictive probability 
of 0.9961. 

Table 4 
Third and fourth stages of RPICC linkage operation: Matches for children with last name changes, and 

those with first/middle name problems 

Variable subset Unique True Variable subset Linique True matches matches matches matches 
41)FDSRDnM 25 23 48)FDSRNm 2 2 
42) FDSRDnNm 5 5 49) FDSRM1 6 6 
43) FDSRDnMI 28 28 50) NfDSRNm 0 0 
44)NfDSRDnNm 3 3 51)LDSRDn 176 176 
45) FDSRDn 86 86 52) NIDSRDn 6 6 
46) NfDSRDn 7 7 53) LDSR 32 31 
47) FDSRM 9 9 54) NIDSR 2 2 

4. DISCUSSION 

From Section 3 above we see that specificities for both methods are practically the same; AUTOMATCH has 
a much higher sensitivity than the SDS (0.81 vs. 0.63) but its positive predictive probability is lower (0.928 
vs. 0.996). AUTOMATCH gives a much higher match rate (87.53%) than the SDS (63.34%.) Clearly some 
fraction of the higher rate achieved by AUTOMATCH can be attributed to the fact that partial agreements and 
missing values are both handled by this strategy. It is unclear what fraction of the increase in match rate can 
be attributed to the probabilistic methodology and how much to the fact that AUTOMATCH considers 
information-theoretic character comparison algorithms, that provide for random insertions and deletions, 
replacements and transposition of characters (See Jaro, 1995) 10 compare character strings. The SDS uses only 
phonetic codes, which correct for alternative spellings of some names. 

The methodology for probabilistic linkage indicates that one could specify false negative and false positive 
rates and the rule created could use the estimated weights to achieve these rates. AUTOMATCH however, 
requires the user to specify the cutoffs for each pass used based on weight histograms it generates. It is not 
clear what error rates are achieved/achievable in the final match. The SDS described provides a means for 
indirectly varying error rates through the stepwise selection of identifiers to match on. By appropriately 
limiting the number of steps used in the matching process the practitioner can increase or decrease the false-
positive or false-negative rates. Unfortunately, these error rates are tied to the reliability of the identifiers and 
precise control is not possible. 

Picking a good sequence of subsets for the SDS can be laborious and time consuming in some situations, and 
involves subjective decisions on the part of the implementor. Similarly the choice of blocking variables and 
cutoffs, that could make quite a difference to the linkage achieved by AUTOMATCH, introduce subjective 
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elements to AUTOMATCH's linkage scheme. 

This study appears to reinforce the contention that probabilistic matching performs better in information-poor 
situations. Clearly one should not fall into the danger of making generalizations on the basis of one data 
analysis, as the effects of a large number of factors (choice of subsets, choice of blocking variables and cutoffs, 
the nature and reliability of the data etc.) could all make significant differences to the results. Additional 
studies, possibly via controlled simulations, are necessary to make broader statements. 

Deterministic strategies like the one above have the disadvantage of being ad hoc, not being able to handle 
missing values or partial agreements, and result in lower match rates. They have the advantage of being easier 
to interpret, and of allowing the practitioner to informally use her/his knowledge of the data sources and 
variables to arrive at the matching strategy. In spite of the advantages that probabilistic linkage offers, the cost 
of software for linkage and the investment required to understand the methodology, probably makes it easier 
for the average practitioner with limited resources to stay with easily programmable methods like the SDS 
described above. 
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AN EVALUATION OF DATA FUSION TECHNIQUES 

Susanne Raessler and Karlheinz Fleischer 1  

ABSTRACT 

The fusion sample obtained by a statistical matching process can be considered a sample out of an artificial 
population. The distribution of this artificial population is derived. If the correlation between specific variables 
is the only focus the strong demand for conditional independence can be weakened. In a simulation study the 
effects of violations of some assumptions leading to the distribution of the artificial population are examined. 
Finally some ideas concerning the establishing of the claimed conditional independence by latent class analysis 
are presented. 

KEY WORDS: Statistical Matching; Conditional Independence; Simulation Study; Latent ('lass Analysis. 

1. INTRODUCTION 

Statistical analyses usually require a single source sample, e.g. a sample of households, for which both TV 
behaviour and purchasing behaviour is measured. Unfortunately the costs and the nonresponse rates of such 
a single source panel are high. As a powerful attractive alternative data fusion techniques are considered to 
combine information from two different samples, one usually of larger size than the other, with the number 
of households appearing in both samples (i.e. the overlap) clearly negligible. Only certain variables, say Z, 
of the interesting individual's characteristics can be observed in both samples, they are called common 
variables. Some variables, Y, appear only in the larger sample and others, X, are observed exclusively in the 
smaller sample. (For generalization purposes X Y, Z can be treated as vectors of variables.) 

Since a single source sample with variables A Y. Z does not exist, an artificial sample is generated by 
matching the observations of both samples according to Z. The matching is performed at an individual level 
by means of statistical matching, which often is called the marriage process. If multiple use of sample units 
is to be avoided the smaller sample is taken as recipient sample and the larger sample as donor sample. For 
every unit i of the recipient sample with the observations (x 1 , z.) a value y from the observations of the 

donor sample is determined and a data set (x1 Y1 z 1  )..... ( X,15 
, 	

, z ) is constructed with n R  the 
number of elements of the recipient sample. The main idea is to search for a statistical match, i.e. a donor 
unit] whose observed data values of the common variables Z are identical to those of the recipient unit 1. In 
common practice the marriage process is carried out using an algorithm based on nearest neighbour 
techniques calculated by means of a distance measure. For examples see Antoine (1987), Baker (1990), 
Bennike (1987), Okner (1974) or Roberts (1994). Sometimes multiple use of donors is restricted or 
penalized. 

In the paper presented here the distribution of the artificial population is derived. The conclusion, as 
already mentioned by other authors, is that this distribution coincides with the distribution of the real 
population only if the specific variables X and Y are independent conditioned on the values of the common 
variables Z. It is also shown that this strong requirement is not necessary if only correlations between 
specific variables A' and Y never jointly observed, are of interest. For this purpose a weaker condition will 

Susanne Raessler, University of Erlangen-Nuernberg, Institute of Statistics and Econometrics, Lange 
Gasse 20, D-90403 Nuemberg, Germany, email: susanne.raessler@wiso.uni-erlangen.de;  Karlheinz 
Fleischer, University of Leipzig, Institute of Empirical Economic Research, Marschnerstrasse 31, D-04 109 
Leipzig, Germany. 
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be sufficient. A simulation study is presented investigating the effects of violations of the main 
assumptions. Finally some ideas are mentioned which try to establish the claimed conditional independence 
by latent class analysis and a single imputation Monte Carlo algorithm is presented. 

:u [SJ 1 3 I siii 	toil: JiI ViIIRI [ol)l 

In the following all probability or density functions (joint, marginal or conditional) and their parameters 
produced by the fusion algorithm will be marked by the symbol . To simplify the presentation we will 
argue only for the discrete case, the results, however, are valid for the continuous case, too. Thus, in case of 
discrete variables fv.y,z  (x, , y. , z.) describes the probability to draw a certain unit i with observation 

(x1 , y,, z,) out of the real population and for continuous variables it is the value of the joint density 

function at the point (x, , , z.). 

If the units of both samples are drawn independently from each other (independently within and also 
between both samples) and if the donor units can be chosen many times without penalization, the units of 

the artificial sample can be treated as being drawn independently with probability 	(x, y, z) each. 
Out of the fusion process we get an artificial unit with values (x, V. z) if and only if we find a unit (x, z) in 
the recipient sample which is matched with a unit (p, z) from the donor sample. According to our matching 
principle the donor is chosen from all possible donors having the same value z as the recipient unit. 

Hence we get the joint distribution 

f 	(x,y, z) = f (x,  z)f 1  (y I z) = fz (x I z)f (z)f 1  (Y I z) = 	(x I z)f (y, z) (1) 

and the conditional distribution 

(x, y I z)  f (x  I 	(y  I  z) 	 (2) 

Data fusion as described above will produce a distribution with certain marginals. 

	

f (x) = fx (x), f1(y) = f (p)' h (z) = f7 (z), 	 (3) 

f1 (x, z) = f.., (x, z), f, (y, z) = f7(y, z), 	 (4) 

f. 1 (x,y) = Jf(x I z)  7(z)f11 (y I z)dz, 	 (5) 

- 	 f(yIz) 
f.v.y,z (x, v, z) = 	( x, y, z) 	 (6) 

fyx.z('v I x,z) 

fxrz(X,Y,Z) = 	if f1 1 ,(YIx,z) = f 17(yI z). 

Thus the distribution of (X, Y, Z) after the fusion is equal to the initial distribution if X and Y are 
independent, conditional on every possible value z of Z, see also Sims (1972) and Rodgers (1984). 

As an obvious consequence we obtain for the moments 

	

E(X) = E(X),E(X') = E(X)(i E N), Vr(X) = Var(x) and so on. 	(7) 

	

E(Cov(X 1 Y' I Z)) = E(X'Y') - E(X'Y), and 	 (8) 
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C6v(X',Y') = Cov(X 1  ,Y) - E(Cov(X',Y I Z)) (i,j EN), 	(9) 
C5v(X,Y) = Cov(X,Y)— E(Cov(X,Y I Z)). 	 (10) 

For a more detailed description see Raesskr and Fleischer (1998). 

If (X  Y, Z) follow a trivariate normal distribution, the covariance and the correlation coefficient of the 
variables X and Y can be expressed as 

Cv(X,Y)=Cov(X,Y)Cov(Y,Z)/Var(Z), j5 = p.,p11 . 	( 11) 

In particular, data fusion can produce "precise results" for the true correlation between variables not jointly 
observed, only if the variables are uncorrelated in the mean conditional on the common variables Z, i.e., 
E(Cov(X Y IZ)) 0. 

3. SIM1JLATION STUDY 

The derivations above assume the existence for every recipient unit of a donor unit having the same z-
value. In practice this assumption is violated and the nearest neighbour is taken as a donor substitute. In a 
simulation study under several conditions the effect of the deviation from this assumption in estimating the 
covariance Cov(%, Y) is examined. The following adjustments are chosen and a simulation for each of the 
40 combinations is run. 

Distributions: Trivariate normal distribution for correlations P.v.z = Py.z = 0, 0.2, 0.4, 0.6, 0.8. 

Sample sizes: n R  = 500 with fl 0  = 500,1000. 

l)istance function: lZ i  - Zil 
Marriage algorithms: 

• 	"Polygamy", i.e., a donor may be used multiply without penalization. 
• 	"Bigamy", i.e., a donor may be used twice without penalization. 
• 	"Monogamy", i.e., a donor may be used once, only. 
• 	"Triple', i.e., the mean of the three nearest neighbours is used. 

Furthermore, sonic cases for trans format ions of the trivariate normal distribution and also simulations for 
sample sizes n 0  = 10000 and n R = 5000 are performed. For each case k = 100 computations are started 
and the following studentized variable is calculated in order to check the accuracy of estimation of the 
reproduced covariance c6v(X, Y) 

= Ecvx, Y) - Cöv(X, Y)) 
s(C5v(X, Y)) 

As an indicator of minor accuracy Itl > 2 is chosen which only matches the following cases: 

• 	Px.z = Py.z =°0 =2n=1000,polygamy(s=2.29). 

• 	Px.z = p , 2 = 0.2n 0  = 2n R = 1000, polygamy (: = -2.04). 

• 	Px.z = Pr,z = 0, no = R =500, bigamy (t = -2.76). 

• 	Px,z = Py,z = 0.6n0  = n =500, monogamy (t = -3.86). 
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Px.z = Py,z 	= nR = 500, monogamy (t = -8.42). 

Enormous values of Ill > 2 are observed only for monogamy with equal sample sizes and higher 
correlations. Remember that it is not the accuracy in estimating the covariance Cov(X. Y) in the true 
population that is considered but that in estimating the covariance Cv(X, Y) of the artificial population. 
Despite the assumptions' violations the latter is estimated quite well. Furthermore, in the triple case the true 

variance of Y does not transfer to the artificial population, where V21r(Y) = Var(Y)(1 + 2p 7  )13 
holds. 

4. DATA FUSION USING LATENT STRUCTURES 

4.1 	Generalized Latent Class Analysis 

It seems to be very difficult to identify common variables ensuring the assumption of conditional 
independence especially in large data sets. Therefore a data matching process relying on latent class 
analysis is proposed analogous to a procedure suggested by Kamakura and Wedel (1997). This approach 
has the attractive property that the variables by assumption are (conditional) independent within such 
discrete latent classes, see Everitt (1984). Since the manifest variables are of very different nature a 
generalization will be made combining the so-called latent class and latent profile analysis. In the 
following, as long as the different meaning of X. Y and Z is not important, the set of variables X Y, Z shall 
now be denoted by vector U. 

Suppose we have a single latent variable S with unordered categories s = 1, 2.....Tand probabilities P(S = 
s) = fç (s;7i) = i for s =1,2..... T. The basic assumption of this model is that within any class s the 

manifest variables U are independent of each other. Thus, for any p variables U, the conditional 

distribution is I s;) = 11 1f,1(u1 I s;6) within each class s = 1,2.....7'. This latent class 

model implies that the vector U = (U 1  ,U2  ,...,U) of the observable variables has a probability density 
function given by 

T 	 T 	p 

.f(u;O;ii) = fS(s ; ?7)f,S(u  I s;O) = 'i 	.f U ,(u1 I s;O). 	(12) 
$=! 	 5=1 	jI 

The density J, is a finite mixture density. We will now derive the parameter estimates if q components 

fvs.fu 2 1s 	fu,s are assumed to be multinomial and the latter p - q components 

are normal densities arising from the local independence requirement. 

If there is a sample of n independently drawn response vectors U 1  ,u, ,...,u,,, where 

u, = (u, 1  ,u,, ,...,u,,) then the loglikelihood function, assuming this latent class model, is given by 

L(0,i7;u) = In 	11 f 1 (u, I s;9)J  (5=1 	j=1 

ii 	IT 	qK, 	p 14   

	

) H (2a 	
-1/2 

_(u_I.)2I(2u)J 	
(13) 

=inl 715Hfl 9 	 ) 	e 
i=1 	 j=q+I 
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where the indicator fmction I (u i,) equates one, if category k of variable U is observed for the ith 

individual, and zero otherwise. The parameter 6. gives the probability that in class s the variable U. 

has a value of category k. Analogously, the parameters flj. , and cr belong to the normal densities in 
each class s. 

To find the maximum likelihood estimates of the parameters in the model the loglikelihood is maximized 

under the restriction = I. After a little algebra this leads to the following estimation equations, see 
Everitt (1984) or Dillon and Kumar (1994), suggesting an iterative scheme for their solution: 

1 
ir =—Ei,, s=l,2,,..T, 	 (14) 

n "' 

 ojk.s =  
1=1 	3.1 

forj = 1,2 ..... q, k = 1,2 ..... K and s = 1,2,..., T. The parameters of the continuous manifest variables are 
estimated by 

Y M 

 rj.c 	'ç.fl 
77 •  

2 - 	', (u - /11.3)2 iS.j 	 (17) a 16  — 

=I Is.i 

for j = q+ I, q+2 ..... p and .c =1,2,... T. Notice that 7 	is the estimated value of the so-called posterior 

probability, that observation u 1  arises from class s of the latent variable. This estimate is obtained as 
follows: 

I s;O) 
fç111 (s 	= 	 := 77 S.1 	 (18) 

J(u 1 ;O,i) 

for each class s = 1,2 ..... Tand each unit i = 1.2 .....n. A common approach to find the maximum likelihood 
solutions relies on the so-called EM algorithm, see Dillon and Kumar (1994) and Dempster et al. (1977). 
Each iteration of the algorithm consists of two steps. In the E-step new estimates of the posterior 
probabilities are calculated based upon a current set of the parameter values. In the M-step new estimates of 
the parameter values are obtained on the basis of these provisional posterior probabilities. 

The question of identifiability of latent class models and the uniqueness of the EM solutions are discussed 
in detail by Dillon and Kumar (1994). Let V be the number of unique response patterns formed by the 
manifest variables, then clearly a necessary condition for the model to be identified is that 

V>(T—l)+T(K 1  —1)+2T(p—q). 	 (19) 
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Thus, overfitting of the model is restricted by the number of response patterns. The number of latent 
categories T has to be fixed a priori which often is done using well known information criteria like AIC, 
BIC or CAIC and chi-square goodness-of-fit statistics. 

4.2 	A Single Imputation Monte Carlo Solution 

The following approach is initiated by a multiple imputation procedure published by Kamakura and Vedel 
(1997). Their algorithm is restricted to the estimation of cell frequencies between two not jointly observed 
variables. Working together with german market research companies our task is to produce one artificial 
fusion sample which can be offered to a broad audience of customers for individual data analysis. Thus we 
are trying to implement a single imputation solution. The following algorithm uses all variables and 
observations of the two samples, considering them a unique sample of size n = 11 R  + n D with some data 
missing. Now the cell frequencies are estimated using (15) summing over n observations if variable U, is 

a conm'ion variable and over !I ft  (fl /) ) observations if variable U / belongs to the recipient (donor) sample 
only. The same is done for the continuous variables in the samples using (16) and (17), Finally, the latent 
class probabilities fh  are calculated as mean of all n posterior probabilities 7,, which are generated by 

(18) with A,  (u 1  I s;G) fv.zis (x, , z, I s;O), f (u,;O) = fv.z (x 1 , z,;6) for! = 1,2 ..... FtR and 

fU Is(u I  I s;O) = fr,zs(yi , zi I s;O),  f, (u1;O) = fy.z (v,,z,;O) for 1=1,2..... fl fl . This 
algorithm for multinomial distributed variables is described in detail by Kamakura and Wedel (1997). 
Having found an EM solution for the parameters using all available data we suggest the following 
algorithm: 

Calculate the posteriors ii,, using the EM solutions as described above. 

For a unit i sample the latent class s from 1 ., i.e. draw from a multinomial distribution with 

probabilities i 

Impute the missing values of the variables Y = U. of unit i in the recipient sample conditional 

upon the values of the parameters 0 and the latent group s, i.e. draw from a multinomial distribution with 

probabilities 0 	Oa . 	or from a normal distribution with mean ii j ,, and variance 

Like the procedure of Kamakura and Wedci (1997) this imputation process itself is noniterative offering 
computational advantages. Based on this algorithm there are further variations which still have to be 
evaluated. To illustrate the proposed imputation procedure a simple numerical example is presented below. 

4.3 	Numerical Example 

Dillon and Kurnar (1994) present data from Dash, Schiffman, and Berenson on the shopping behaviour of 
412 audio equipment buyers in terms of five dichotomous variables generating 32 unique response patterns. 
Using the original data set different latent class models were applied leading to the estimated and expected 
cell frequencies for the response patterns as presented by Dillon and Kumar(l994) in detail. To identify the 
'best' model, the conventional Pearson (X 2 ), likelihood ratio (G 2 ) and Neyman 	chi-square Ney 

goodness-of-fit statistics are calculated comparing expected ñ, and observed n. counts, / = 1, 2,..., V. 

Moreover, the Hellinger distance measure, with [Y_ iv=1  (.Jn 1  / n - ..jñ, / n Y and a Rao distance measure 

for multinomial distributions with 2J arccos (n' 	j') are computed. Notice that, whenever a 
latent class parameter assumes a boundary solution, i.e. a value of 0.0 or 1.0, these parameters are treated 
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as fixed in advance and the degrees of freedom df are to be corrected for. The following table gives an 
overview of the goodness-of-fit statistics (see Dillon and Kumar (1994)) for one (i.e. "global" 
independence), two, three and foui latent classes being fitted to the original data: 

T Df Fixed X 2 
095 

p-value X 2 G 2 X 2 
Ney 

Hell. Rao 

1 26 0 38.8851 0.0000 300.4418 221.6442 243.5420 0.3554 14.5053 
2 20 0 31.4104 0.0079 38.4172 40.1695 60.2158 0.1605 6.5246 
3 17 3 27.5871 0.1147 24.1755 25.1635 32.7172 0.1262 5.1260 

1 41 13 5 22.3620 1 	0.4924 12.4340 12.1589 12.6271 0.0858 3.4860 

We suppose now that 206 buyers were not asked variable 5 and another 206 buyers were not asked variable 
4. Applying the EM-algorithm described above to these two data sets leads to cell estimates which could 
be used for random draws following the proposed imputation procedure. To use all information at hand, in 
this example all n observations were taken and their missing values of variable 4 or 5 imputed. The 
averages of the observed frequencies of the response patterns produced by this algorithm being performed & 
= 1000 times, are compared with the originally observed frequencies leading to the different distance 
measures tabled below: 

T Df Fixed X 2 p-value X 2 
G2 X Hell. Rao 

0.95 Ney 
1 26 0 38.8851 0.0000 66.4282 69.3840 109.3574 0.2113 8.5957 
2 20 0 31.4104 0.0957 28.6102 29.3131 37.2174 0.1357 5.5137 
3 15 1 24.9958 0.0123 29.8867 29.8996 34.8783 0.1360 5.5248 
41 10 2 18.3070 1 	0.0000 65.3571 43.6924 47.3560 0.1569 6.3763 

Due to rising identification problems the results for the four-class model in the fusion case are rather bad. 
Following p-value and distance measures the two-class model seems to be the best choice. Actually, the 
results of the average of the two-class model imputations are even better than those of the two-class model 
applied to the original data. According to the chi-square goodness-of-fit statistics for the two-class model a 
test of homogeneity could not reject the hypothesis that both samples, the original one and the mean 
imputed one, arise from the same population. 

5. SUMMARY 

Fusion of data sets via the use of identical common variables or even nearest neighbour matches can 
reproduce the true correlation between variables X and Y not jointly observed if and only if they are 
conditionally uncorrelated in the mean, i.e., E(Cov(k flZ))=0. The stronger demand for conditional 
independence is not necessary if the interest is focused on the correlation between X and 1' only. 

Another approach using latent structure analysis assuming conditional independence within discrete latent 
classes was discussed briefly. Some ideas concerning a single imputation method leading to first 
encouraging results have been presented. There are a lot of questions left, of course. But the latent structure 
analysis appears to be worth doing further research to establish conditional independence. 
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ABSTRACT 

Following the problems with estimating underenurneration in the 1991 Census of England and Wales the aim 
for the 2001 Census is to create a database that is fully adjusted for net underenumeration. To achieve this, the 
paper investigates weighted donor imputation methodology that utilises information from both the census and 
census coverage survey (CCS). The US Census Bureau has considered a similar approach for their 2000 Census 
(see Isaki eta! 1998). 

The proposed procedure distinguishes between individuals who arc not counted by the census because their 
household is missed and those who are missed in counted households. Census data is linked to data from the 
('CS. Multinomial logistic regression is used to estimate the probabilities thathouseholds are missed by the 
census and the probabilities that individuals are missed in counted households. Household and individual 
coverage weights are constructed from the estimated probabilities and these feed into the donor imputation 
procedure 

The first stage of the imputation procedure uses household coverage weights in conjunction with geographical 
information to determine the number of households that need to he imputed in the local administrative area 
Donor households arc selected from counted households with characteristics similar to those of the missed 
households. The second stage of the procedure imputes individuals missed in counted households, based on 
individual coverage weights. A donor is selected for each imputed individual who is then placed in a suitable 
counted household. Finally, certain marginal totals generated from the post-imputation database need to be 
calibrated to already agreed estimates at the local administrative area. To achieve this for age-sex and household 
size, some addition and deletion of imputed individuals is necessary. 

KEY WORDS: Controlled Imputation, Census Underenumeration, Weighting, Calibration 

I. INTRODUCTION 

The basic level of underenumeration for the national population estimated by a Post Enumeration Survey 
(PES) is a useful guide to how well the census has perfornied and adjustments at the regional level are often 
used in the re-basing of mid-year population estimates. However, national and local governments use the 
population census (usually every five or ten years) as the basis for planning and resource allocation down to 
very small areas. If underenumeiation is uniform by geography and by the characteristics of individuals and 
households then it can effectively be ignored. However, this is generally accepted to not be the case. This 
paper describes an approach to this problem that adjusts the whole census database to reflect the level of 
underenumeration recorded at the national level. A similar approach has been investigated for adjustment 
of the US Census, see Isaki ci a! (1998). 

The United Kingdom (UK) has faced the problem of undcrenumeration for a number of censuses with net 
underenumeration measured by a PES. In 1991, though, the PES was unable to estimate either the level of 
net underenumeration at the national level or allocate underenumeration to a regional level. To ensure that 
this does not occur in 2001 a major research project has been undertaken so that, in 2001, the Office for 
National Statistics (ONS) will be in a position to estimate and adjust accurately census outputs for net 
underenumeration. The overall ONC research is described in Brown eta! (1999a). The first stage involves 

`Department of Statistics, London School of Economics and Political Science, London WC2A 2AE, UK. 
2 Department of Social Statistics, University of Southampton, Southampton, Hants S0l7 IBJ, UK. 
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the estimation of underenumeration at sub-national administrative areas called Local Authority Districts or 
LADs. To achieve this, individuals on the census database in the PES sample areas must be 'matched' to 
the database generated by the PES, to be called the Census Coverage Survey (CCS) in the 2001 Censuses 
of the UK. This paper assumes that stage one has taken place and population estimates for these areas are 
available for a variety of basic demographic characteristics for both households and individuals. In what 
follows a controlled imputation methodology for stage two is presented. The aim is to adjust the individual 
level database so that it is consistent with the population estimates already produced at stage one. This is 
achieved using an imputation system driven by coverage weights estimated for households and individuals, 
which is described in Section 2. Section 3 presents a simulation study that investigates the performance of 
the controlled imputation methodology assuming population estimation from the CCS at stage one is 
achieved without error. 

2. CONTROLLED IMPUTATION METHODOLOGY 

There are a series of steps in the creation of a database that is fully adjusted for underenumeration. 

Modelling the census coverage of households and individuals. 

Imputation of households completely missed by the census. 

Imputation of individuals missed by the census in counted households. 

Final adjustments to the database in order to satisfy the consistency requirements for a ONC. 

The methodology for each step is outlined in the following sections. 

2.1 Step I: Estimation of household and individual coverage weights 

2.1.1 Derivation of household coverage weights 

Following the census and the CCS each household within a CCS area can be placed in one of following 
four categories: 

Counted in the census, but missed by the CCS 
Counted in the CCS, but missed by the census 
Counted in both the census and the CCS 
Missed in both the census and the CCS 

A simplifying assumption is that category four contains no households, that is no household is missed by 
both the census and the CCS. While an unrealistic assumption, the households missed by both are 
accounted for in the dual system estimates at the design area 3  level and the final imputed database is 
constrained to satisfy the totals at the CCS design area level. Excluding category 4, categories 1, 2 and 3 
define a multinomial outcome that can be modelled for each 1.AD as follows: 

lo 	 1= AZO.1 	1=1,2 	 (1) 
I  

jke) 

The design area is a group of LADs for which the CCS can make direct estimates, see Brown et a! (1999a, 
I 999b). 
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where 	is the probability that household j in postcode k in enumeration district (ED) e in an LAD with jkc 

characteristics defined by Zjk, is in category t. (Model (1) uses category 3 as the reference category.) With 
matched data from the census and CCS, this model is straighiforward to fit. 

The estimated model for the CCS areas is extrapolated to non-CCS areas within the LAD to obtain 
predicted probabilities of being in a particular response category for each household. The probabilities for 
each response category estimated under model (1) are then used to calculate a coverage weight for each 
household (h/h) counted in the census that can be applied to the household database. The household 
coverage weight is defined as 

Wh  
WJke - 
	+ 

However, the resulting weighted sums of counted households will not, in general, match corresponding 
totals estimated for the LAD. Therefore the weights are calibrated to the LAD marginal totals for key 
household variables, such as tenure, using iterative proportional scaling. 

2.1.2 Derivation of individual coverage weights 

To calculate coverage weights for those individuals counted in counted households, two assumptions are 
necessary regarding coverage of individuals in CCS areas. If a household is only counted by the census, 
then no individuals from that household are missed by the census. Similarly, if only the CCS counts the 
household then no individual from that household is missed by the CCS. These assumptions are necessary 
because a household counted by only one source has no second list against which counted individuals can 
be compared. Although this assumption does not hold in general, people missed as a consequence are 
accounted for through constraining to population totals at the LAD level. In this case the possible 
categories of counted individuals are: 

Counted in the census, but missed by the CCS 
Counted in the CCS, but missed by the census 
Counted in both the census and the CCS 

These categories are then used to define the outcome in another multinomial model: 

log1 	I = fl ( 1) XIJkC  + 	 r = a, b 	 (2) 
rifte  J 

where 	is the estimated probability that individual i in household j in postcode k in ED e within an 
LAD with individual characteristics defined by X 1Jk and household characteristics defined by Zk is in 
category r. (Model (2) uses category c as the reference category.) As before this model can also be 
extended to included random effects terms. 

As with the household model the fitted model is then extrapolated to non-CCS areas to obtain predicted 
probabilities of being in a particular response category for each individual. The probabilities estimated 
under the model are used to calculate a coverage weight for each individual (md) that can be applied to the 
individual database. The individual coverage weights are calculated as 

md 	I 
W UkC = 	

+;4 ijkc 

As before the resultant weighted sums of census counted individuals will not be equal to the corresponding 
LAD totals. At the final stage of the imputation procedure, further adjustments are necessary to meet 
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agreed LAD totals by age, sex and household size. To minimise the amount of adjustment required at this 
stage, individual coverage weights are calibrated to the agreed age-sex totals following the household 
imputation but before the imputation of individuals. 

2.2 Step 2: Imputation of households 

The household-based file of counted households in an LAD is matched to the file of calibrated household 
coverage weights (as described in Section 2.1-1). This file is sorted by coverage weight, and by 
geographical location. For more efficient processing, households are then grouped into impute classes 
defined by the characteristics on which the household coverage weights are based. Weights are grouped 
into bands to give impute classes. The processing block is an impute class within an LAD. 

Within each processing block, households are processed sequentially and running totals are retained of the 
unweighted household count and the weighted household count (calculated using calibrated coverage 
weights). Whenever the weighted count exceeds the unweighted count by more than 0.5, households are 
imputed into the ED currently being processed until the difference between the weighted and unweighted 
running totals is less than or equal to 0.5. An imputed household is assigned a household coverage weight 
of zero. 

In order to assign characteristics to the imputed households, a donor imputation method is used. For each 
imputed household, a donor is selected at random from among the counted households with the same 
weight and in the same ED as the counted household that was processed immediately before the 
imputation. Once a donor has been selected, the characteristics of the household and its occupants are 
copied to the imputed household. The imputed household is then assigned at random to a postcode within 
the ED. 

A further source of information available in the UK is the 'dummy form'. This is a form completed by an 
enumerator which indicates the presence of a non-vacant household that has not been enumerated in the 
census. Previous censuses have shown that the quality of information collected in these forms is variable. 
However, the possibility of using them in the choice of location for imputed households is being 
investigated. This will require the capture of the information onto a computer database, something that has 
not been done in the past. 

2.3 Step 3: Imputation of individuals into counted households 

The individual weights estimated in Section 2.1.2 are not calibrated to population totals when calculated. 
However, it is necessary to do this to ensure that enough extra individuals with the correct characteristics 
are added. This is achieved by using iterative scaling to calibrate the weights to population totals that 
reflect the individuals already imputed by the household imputation described in Section 2.2. 

The individual-based file of counted individuals is then sorted by weight, and by geographical location. 
Impute classes are defined by the characteristics on which the individual coverage weights are based. 
Individual coverage weights are grouped into bands to give impute classes. Within a processing block 
(impute class within a LAD), counted individuals are processed sequentially. When the weighted count of 
individuals exceeds the unweighted count by more than 0.5, individuals are imputed in the current ED until 
the difference is less than or equal to 0.5. 

Individual and household characteristics are assigned to the imputed individuals in two separate stages. 
Some of an imputed individual's characteristics are determined by the weight of the last counted individual 
that was processed before the imputation. The remaining individual characteristics are copied from a 
suitable donor. The search for a donor is carried out in the same way as described above for the household 
imputation The donor is selected at random from among the counted individuals with the same coverage 
weight and in the same ED as the counted individual that was processed immediately before the imputation. 
When a donor is found, the LAD is searched for a suitable recipient household in which to place the 
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imputed individual. The household characteristics for an imputed individual come from the selected 
recipient. 

In order to maintain sensible household structures for households into which individuals have been 
imputed, the type of recipient household sought depends on certain characteristics of the donor. In the 
simulation study that follows the choice of recipient depends on the age, marital status and household 
structure of the donor. Household structure is defined using both census and CCS information. Therethre, if 
an individual who was missed by the census is found in the CCS, the structure of their household will be 
edited accordingly. To illustrate the recipient search, consider an individual that the coverage weights 
suggest needs to be imputed. Suppose that a married person went missing from a 'couple without children' 
household. The household structure(s) that would result after exclusion of the imputed person defines the 
structure required for the recipient household. Thus the recipient for this individual must be a single person 
household. In this case, the marital status of the single person would be edited to married after the imputed 
person is added to the household. In a further attempt to maintain sensible households, the age-sex 
composition of the donor's household is also taken into account in the search for a recipient. After selection 
of a suitable recipient, the imputed individual is placed in the chosen household and is assigned the 
recipient's household characteristics. 

2.4 Step 4: Final calibration ('pruning and grafting') 

Due to the calibration of household coverage weights carried out before the household imputation, the 
number of households in each impute class will be within one household of the weighted total for that class. 
Further, the distribution of the household variables to which household weights are calibrated will be 
almost exactly the same as the target distributions. However, the household size distribution will be 
incorrect. This is due to individuals being imputed in both Step 2 and Step 3 that leads, in general, to too 
many larger households. In the final calibration stage, the post-imputation database is adjusted to ensure 
that the household size distributions and age-sex distributions derived from the ONC database agree with 
the ONC estimates of their distributions at the LAD level. To achieve this aim some addition and/or 
deletion of imputed individuals from imputed and counted households will be necessary. 

The basic idea of the 'pruning and grafting' procedure is to start at the largest households and work down 
to households of size one, adding ('grafting') and deleting ('pruning') people to move households up or 
down in size. The addition of individuals follows the same process as individual imputation while the 
deletion is at random from a set of possible imputed individuals. This is controlled so that the age-sex 
distribution after pruning and grafting is exactly calibrated to the control distribution, 

3. SIMULATION STUDY 

3.1 Generation of the census and CCS data 

As with any simulation study the exact nature of the results will depend on the way in which the data have 
been simulated. For this study ten censuses have been generated from a LAD of 1991 Census records using 
the same methodology applied to simulating censuses and CCSs in Brown eta! (1999a and 1999b). The 
simulation population and CCS design is also the same as the population used for the simulations in Brown 
et a! (I 999b). 

3.2 Generation of the households and individual coverage weights 

For the simulated data set three multinomial models, using main effects only, have been estimated: one for 
household coverage, based on model (I) in Section 2.1.1, and two separate models for individual coverage 
of adults and children in counted households, both based on model (2) in Section 2.2.2. The explanatory 
variables used in the household model are tenure, household ethnicity, household structure, and the 
enumeration district's HtC index. In the model for individual coverage within counted households children 
have been considered separately from adults, as they do not have an economic status (as measured by the 
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census). The explanatory variables in the model for children are sex, age group at the individual level, a 
simplified tenure variable and the number of counted adults based on the household structure variable at the 
household level, along with the enumeration district's HtC index. The model for adults extends the model 
for children to include economic status, marital status at the individual level and the full household 
structure variable at the household level. It is important to remember that all variables are based on the joint 
census-CCS data. If there is a conflict the census value is chosen unless it is due to an individual being 
missed. 

The household coverage weights are calibrated to satisfy marginal distributions estimated at the local 
authority district level. For this simulation the 'true' marginal distributions have been used, as the aim here 
is to test the imputation methodology rather than the ability to estimate totals at a higher level. The weights 
have been calibrated to the true distributions by tenure, household ethnicity, and HtC index. Using the HtC 
index ensures that, in general, the hardest to count enumeration districts will get more imputed households. 
The calibration was carried out using an iterative scaling algorithm that converged very rapidly. The 
individual coverage weights are approximately (see Section 2.3) calibrated to marginal distributions after 
accounting for the individuals added by the household imputation. As with the household calibration the 
'true' marginal distributions have been used. 

3.3 Evaluation of the imputation procedure 

The methodology described in Section 2 has been applied to the simulated census database and its 
associated household and individual coverage weights. The computer time taken to run the whole 
procedure is approximately 48 hours on a 450MHz Pentium II PC with 512 megabytes of RAM. 

To evaluate the performance of the imputation methodology on the simulated census database, the marginal 
distributions of key household and individual characteristics in the unadjusted census and fully adjusted 
census databases are compared with their true distributions. Standard Pearson chi-square tests are used to 
test the hypothesis that the distribution of a variable in the adjusted census database is the same as its 
distribution in the true database. For a categorical variable with C classes the chi-square statistics is 
c:ilculaied as: 

1 (T'' - • j. ) 2  
= 	

C 	 C 

c=I 

where i" is the number of households (or individuals) in class c in the fully adjusted census file, and T 
is the true number of households (individuals) in class c. The test statistic is compared to a chi-square 
distribution on C-I degrees of freedom. 

('hi-square tests are also used to compare distributions of household and individual variables in the 
unadjusted census database to their true distributions. In the calculation of the chi-square statistic to 
compare census counts with the truth, the true counts i' are replaced by the census counts that would be 
expected if the census had the same percentage distribution as the true database. A comparison of these 
measures with those obtained for the adjusted census-truth contrast provides an indication of the 
improvement of the adjusted census database over the unadjusted census database. 
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Table 1: Evaluation of imputation procedure for selected household and individual variables 

X2 : tests against true X: tests against true 
distribution (p-value) distribution (p-value) 

Household Adj. Unadj. Individual variable Adj. Unadj. 
variable 

Tenure 0.73 179.94 Ethnicity 8.28 68.93 
(0.998) (0.000) (0.407) (0.000) 

Building type 0.49 116.11 Primary activity last week * 6.43 486.12 
(0.999) (0.000) (0.893) (0.000) 

Nu,n her of cars 0.43 37.38 Tenure 3.44 267.87 
(0.934) (0.000) (0.842) (0.000) 

*No te  that coverage weights have been calibrated to 'true' LAD marginal totals for these variables. 

Results from the chi-square tests for selected household and individual variables are presented in Tablel. 
Before adjustment the marginal distribution of each of these variables differs significantly from the true 
distributions. However after controlled imputation has been applied to the census the marginal distributions 
at the LAD level are correct. This is expected for variables such as tenure that have been calibrated for both 
households and individuals, but not necessarily for variables such as ethnicity that are not calibrated. 

While this is not a complete evaluation of the controlled imputation procedure, these initial results are 
extremely encouraging and demonstrate the feasibility of this methodology to create an adjusted census 
database. Future analysis will need to consider joint distributions at the LAD level and performance at the 
ED level. 
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INTEGRATED MEDIA PLANNING THROUGH STATISTICAL 
MATCHING: DEVELOPMENT AND EVALUATION OF THE NEW 

ZEALAND PANORAMA SERVICE 

James Reilly' 

To reach their target audience cflciently, advertisers and media planners need intirmation on which media their 
customers use. For instance, they may need to know what percentage of Diet Coke drinkers watcli3aywatch. or 
how many AT&T customers have seen an advertisement for Spnnt during the last week. AU the relevant data could 
theoretically be collected from each respondent. I lowever, obtaining full detailed and accurate information would 
he very expensive. It would also impose a heavy respondent burden under current data collection technology. This 
information is currently collected through separate surveys in New Zealand and in many other countries. Exposure 
to the major media is measured continuously, and product usage studies are common. Statistical matching 
techniques provide a way of combining these separate information sources. The New Zealand television ratings 
database was combined with a syndicated survey of print readership and product usage, using statistical matching. 
The resulting Panorama service meets the targeting information needs of advertisers and media planners. It has 
since been duplicated in Australia. This paper discusses the development of the statistical matching framework for 
combining these databases, and the heuristics and techniques used. These included an cxpennwnt conducted using 
a screening design to identify important matching variables. Studies evaluating and validating the combined results 
are also summarized. The following three major evaluation criteria were used; accuracy of combined resulLs, 
stability of combined results and the preservation of currency results from the component databases. The paper then 
discusses how the prerequisites for combining the databases were met. The biggest hurdle at this stage was the 
differences between the analysis techniques used on the two component databases. Finally, suggestions for 
developing similar statistical matching systems elsewhere will he given. 

KEY WORDS: 	Statistical matching; Media planning: Data fusion; Ratings; Readership; Product usage. 

1. INTRODUCTION 

1.1 Background 

Advertisers and media planners rely on measures of media usage, such as television ratings and magazine and 
newspaper readership, along with information about product usage to help plan and assess their 
communications. Traditionally these have been measured in separate surveys. Television ratings have ideally 
been measured using panels of households with meters attached to their television sets, where the respondents 
use a remote control to indicate when they are viewing the set. Readership is usually monitored through a 
large-scale continuous survey, and product usage is often measured in separate customized surveys. 

To transfer knowledge gained from one survey to another, the variables of ultimate interest are analyzed by 
other variables common to all the surveys, particularly demographic characteristics such as age, sex, and 
income. Some behavioral information is also commonly used, such as the degree of responsibility for 
household grocery shopping. Often the target audience for communications would ideally relate to consumers 
of a specific product, but because of the need to bridge the different surveys, this will be translated as best it 
can be into demographic terms. A media campaign is then targeted to this demographic surrogate group. 

'James Reilly, Statistics Director, ACNielsen (NZ) Ltd, P0 Box 33 819, Auckland 9, New Zealand. Email: 
reillyjacnielsen.co.nz  or james_reilly@yahoo.com  
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However, this can introduce inefficiencies due to the demographic group being an imperfect surrogate for 
product usage (Assael and Poltrack, 1994). More efficient media planning is possible when using integrated 
data that covers all these areas. 

ACNielsen conducts surveys in New Zealand covering all these areas. The national television ratings are 
collected from a panel of metered households, while the national readership survey also collects product usage 
information. The two surveys cannot feasibly be combined, partly due to the heavy respondent burden this 

ould impose, at least using current data collection technology. ACNielsen instead developed its Panorama 
service, which integrates the separate databases using statistical matching. An integrated Panorama database 
is delivered to media planners each month, allowing them to plan their media campaigns more efficiently than 
would otherwise have been possible. 

1.2 Organization of the Paper 

The paper begins with a brief review of the relevant literature. It then outlines the techniques used in the 
statistical match, and discusses several evaluations of the results, The prerequisites for matching are then 
covered, with particular emphasis on those most relevant to this matching exercise and those that have not had 
much exposure in the literature. The final section gives some suggestions for organizations considering 
undertaking similar projects. 

2. LITERATURE REVIEW 

2.1 Relevant Literature 

There is a recognized need for statistical matching in the field of media research, where it is usually known as 
data fusion (Weigand, 1986; Dow, 1989; Brown, 1991). It has been successfully applied in this field and 
others (for example Wolfson Ct a!, 1989; Baker et a!, 1997). Because statistical matching can be misapplied, 
there is wide agreement that it is important to test the results of any matching exercise (Rothman, 1988). Some 
authors assert that testing the relationships between the merged data items is particularly important (Barr and 
Turner, 1990; Brown, 1991). Some attention has also been given to the prerequisites for a good statistical 
match (Ruggles eta!, 1977 among others). 

3. OUTLINE OF MATCHING FRAMEWORK 

3.1 Matching Framework 

l'hree of the main choices to be made when developing a statistical matching framework are how to define the 
exact matching cohorts, what matching technique should be used within these cohorts, and what distance 
function should be used in the matching. 

We initially defined the exact matching cohorts based on age, sex and area, but found that we also had to 
include Sky (or pay TV) subscription to give credible results. The credibility of the matching process left little 
room for maneuver in this area, when the sizes of the different groups are taken into account. Constrained 
statistical matching (Barr and Turner, 1990) was used within these cohorts, because it directly preserves 
marginal distributions and has several other advantages over unconstrained matching (Rodgers, 1984). 

A weighted Manhattan distance function based on 12 variables was developed. The variables and their weights 
were chosen based on their strength of association with a range of television viewing measures, and from 
knowledge of variables commonly used in media planning. 
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Initially there was substantial leeway regarding how the distance function should be defined, and inconclusive 
evidence on the best way to delme it. We refmed the distance function through extensive experimentation and 
evaluation of the results. This is detailed later in section 4.2, since some discussion of the methods used to 
evaluate accuracy is needed first. 

4. EVALUATION OF RESULTS 

4.1 Evaluating Accuracy of Matched Results 

To evaluate the accuracy of results from a statistical match, it would be ideal to compare them with the true 
population figures, or at least an unbiased estimate of these. However the whole point of conducting a 
statistical match is that these results are not generally available. 

One solution to this problem is to collect some information that would usually need to be donated (in our case 
television viewing) in the recipient survey. Estimates from this restricted single source database do not involve 
statistical matching. A sub-sample is then taken from this database, and statistically matched to the remainder 
of the database to derive another set of estimates. By comparing the two sets of estimates, the accuracy of the 
matched estimates can be measured (Rodgers, 1984; Roberts, 1994). This was carried out using data from the 
New Zealand readership survey, with encouraging results. However, this approach can only investigate a 
restricted range of television viewing information due to questionnaire length constraints. The reliability of 
the television viewing information collected is also open to question. 

Another approach was also taken to address these concerns. Some product usage information was collected 
in a self-completion questionnaire routinely filled out by television meter panelists. Although this approach 
could not generate the volume of self-completion data required for the Panorama service, it did provide a him 
foundation for an evaluation of the accuracy of matched results. The results from this database were compared 
with matched results, and a regression analysis was conducted to estimate the level of regression to the mean. 
This showed a fairly strong association between the two sets of results, although there was some room for 
improvement (Reilly and Thwaites, 1996; Jephcott and Bock, 1998). 

4.2 Improving Accuracy by Refining the Distance Function 

After the evaluation studies outlined above, a program of experiments was planned to improve the accuracy 
of the matched results. This included running tests on different distance functions according to a resolution 
lii experimental design, to identify the best matching variables for inclusion in the distance function. Sixty-
three variables, previously selected from 176 possible candidates, were included in this experiment. The 
accuracy of the database resulting from each statistical matching run was evaluated as described in the previous 
paragraph. 

Ultimately ten variables were found to have a useful role in the distance function, some of which had not been 
included in the original distance function. The experiment also yielded some information about the appropriate 
weights for these variables. Using the resulting distance function has reduced the level of regression to the 
mean by over 10%. 

4.3 Evaluating Stability of Matched Results 

Updated Panorama databases are produced each month containing the latest month's television viewing data. 
If substantial instability existed in these results, this would quickly become evident. It was expected that the 
matched results would be less stable than the original television ratings, but they should not be substantially 
more variable. A study was therefore conducted to evaluate the stability of the matched results. 
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The variation in ratings from one month to the next month was calculated for both the matched and the original 
data, across a range of programs and target audiences. The magnitude of these differences was modeled as a 
function the underlying sample size and the program's rating, with particular attention to the extremes of the 
distribution. The matched results were found to be 1.3 times more variable than the original television ratings 
(Reilly, 1996). This is mitigated by the fact that the underlying television sample size is very close to the 
readership sample size for small samples. This level of variability is manageable for many products. 

4.4 Comparing Marginal Distributions 

Another vital check on the matched results is whether they closely reproduce the original results. This is 
especially important in the media research context, where the results are an industry currency used to set rates 
for buying and selling media space. Small changes can have a direct monetary impact. The results of an initial 
check also highlighted the inconsistency of analysis systems, discussed further in section 53, and provided a 
useful check on the proposed solutions. This check is now carried out each month when a new Panorama 
database is created. 

5. PREREQUISITES FOR MATCHING 

5.1 Aligning Populations 

A basic prerequisite for the statistical matching of data from two surveys is that the surveys should cover the 
same population, or that the populations should be aligned before matching takes place (similar to step B of 
Ruggles eta!, 1977). In New Zealand, the television ratings survey covers all people aged S or more who live 
in households with television sets. (Most off-shore islands are excluded; this also applies to the national 
readership survey.) The readership survey includes households without television sets, which make up slightly 
over 2% of all households, but only covers people aged 10 or more. Television viewing data for children aged 
5 to 9 is omitted, and a dummy record is included that imputes nil viewing in-home to people living in 
households without television sets. Note that the television ratings include only in-home viewing, and do not 
include out-of-home viewing such as viewing of sports games in bars.) The matched database then covers all 
people aged 10 or more. 

5.2 Harmonized Definitions for Matching Variables 

Due to a long history of cooperation between managers of the two surveys, all of the matching variables used 
had nearly identical defmitions and classifications. There were differences in data collection methodology for 
some questions (for example self-completion questionnaire versus personal interview), but this did not appear 
to cause any major differences in the distributions of most matching variables. The one important exception 
was the amount of time spent viewing television. This is gathered through three questions in a personal 
interview for the readership survey, and derived from meter records for the television panel. These two 
approaches give noticeably different results. This was dealt with by using quantiles of the two distributions 
instead of the raw values (suggested in Ruggles eta!, 1977, p.  422). 

5.3 Analysis Methods and Systems 

The above two prerequisites have been discussed in the literature, and did not cause any significant difficulties 
in developing Panorama. This section discusses another prerequisite that did cause some difficulty, and which 
does not seem to be addressed in other papers on statistical matching or data fusion (perhaps because this 
situation is atypical). This is the need for consistent analysis methods. 

Consistency is certainly required between the original analysis systems and the new system for analyzing 
merged data; this relates back to section 4.4. When merging two media research surveys, as was done for 
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Panorama, a further requirement is added. Since the required analyses on the two component databases are 
basically identical, the analysis methods used for them must also be consistent. This was not the case here. 

This problem may have been exacerbated by an early decision to use our existing software as the analysis 
package and delivery platform for Panorama. The software package (called MicroScope) allowed flexible 
analysis of data from cross-sectional surveys, but was not designed to handle longitudinal data like the 
television viewing information. For instance, many panelists did not provide valid data on every day during 
a month, and the official ratings system incorporates different weights for each day to accommodate this. 
MicroScope could not handle this, so the television viewing data had to be re-weighted and imputed to provide 
a rectangular database. 

Another issue was how reach and frequency analyses should be handled. These are effectively simple static 
micro-simulation models that show how well an advertising performs, and how much it costs. Reach and 
frequency analyses are handled quite differently for each of the component databases, for the understandable 
reason that quite different data is available from the two surveys. However this meant that the available models 
had to be extended to handle both types of data, and to provide results that closely reproduce the original 
results. Including appropriate checks on the results, this was a fairly substantial undertaking. 

6. CONCLUSIONS 

6.1 Suggestions for Similar Projects 

As other authors have noted, the quality of statistical matching results must be tested, not taken for granted. 
Although internal diagnostics are important, the matched results deserve more consideration than they often 
receive. Accuracy is often not directly addressed, and the author is not aware of any articles that demonstrate 
the stability of matched results. By addressing these aspects directly when testing Panorama results, leverage 
was gained for further improvement of the matched results. 

Matching databases can require harmonization of analysis techniques as well as definitions. It is important to 
ensure that the analysis systems can handle data from each survey in an appropriate way, both as separate 
surveys and when combined. 
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ABSTRACT 

Data his ion as discussed here means to create a set of data on not jointly observed variables from two different 
sources. Suppose for instance that observations are available for (X.Z) on a set of individuals and for (Y.Z) on a 
different set of individuals. Each of X, Y and Z may be a vector vanable. The main purpose is to gain insight 
into the joint distribution of(X,V) using Z as a so-called matching variable. At first however, it is attempted to 
recover as much information as possible on the joint distribution of(X.Y.Z) from the distinct sets of data. Such 
fusions can only be done at the cost of implementing some distributional properties for the fised data. These 
are conditional indcpcndencies given the matching variables. Fused data are typically discussed from the point 
of view of how appropriate this underlying assumption is. 

Ilere we give a different perspective. We formulate the problem as follows: how can distributions be estimated 
in situations when only observations from certain marginal distributions are available. It can be solved by 
applying the maximum entropy criterium. We show in particular that data created by fusing different sources 
can be interpreted as a special case of this situation. Thus, we derive the needed assumption of conditional 
independence as a consequence of the type of data available. 

Key words: data fusion, statistical matching, conditional independence, maximum entropy estimation 

1. INTRODUCTION 

In social science research combining data from different sources is mainly applied in situations where the 
linked units belong to different levels of a hierarchy of observational units. For instance, individual data are 
supplemented by data of regional aggregates in a natural way. Combining data of such different levels of 
aggregation requires to use appropriate statistical models, like multilevel models. 

Data fusion means combining data of different samples of one population, i.e. the observational units are of 
the same level of aggregation. Those units are linked which agree with respect to a set of variables 
contained in both data sets, the fusion variables or fusion criterium. In applications fusion of data is often 
an asymetric operation: one of the data sets, the recipient sample, gets information from the other, the 
donor sample. The donor sample therefore has to be large enough, i.e. for each unit of the recipient sample 
a corresponding unit with an agreeing set of values for the fusion variables has to be available. In a strict 
sense, this will be impossible in many situations, because in the case of large sets of fusion variables or 
interval scaled variables there will be hardly one single pair with two perfectly agreeing profiles, i.e. 
ordered set of values, of fusion variables. This obstacle is usually removed by introducing distances or 
similarity measures for the fusion variables in conjunction with niles for multiple use of units of the donor 
sample. This is important for actually fusing data but not for the theoretical aspects considered here. There 
are in general many alternative fusion procedures which are also not considered here in detail. A summary 
of fusion procedures is given for instance in Rodgers (1984). 

The key point in our approach is to derive conditional independence as a property of the fused data. The 
conditional independence has a special meaning concerning the average relative frequenctes with which the 
combined values of two not jointly observed variables occur in those sets of samples created by data fusion. 
The details are given in Proposition I on conditional exchangeability, given the fusion criterium (see 
Appendix). 

ZUMA Center for Survey Research and Methodology. P2.1 . Posifach 1221 5 5 l)-68072 Manniiein 
Germany, e-mail wiedenhecklá)zuma-mannheim tie 
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2. CONDITIONAL INDEPENDENCE AND INTERPRETATION OF FUSED 
DATA 

Mostly, fusion of data is applied when an alternative single source data set cannot be sampled for practical 
reasons. Therefore, comparisons of results based on single source data with results based on fused data are 
mainly available within the framework of methodological investigations. They are usually limited to small 
sets of variables. 

In marketing research a typical question for planning the timing of commercial breaks is: which 
combinations of certain comsumption behavior occur frequently with which habits of watching TV ? 
Because rather detailed knowledge is needed, the collection of all the relevant information according to a 
single source design is often impossible. Instead a design with two sources can be applied where one 
sample contains data of consumption behavior and the other sample the data of TV-habits. 

A justification for data fusion is that identity of units of single source data can be substituted by equality of 
units in fused data, where equality is achieved only within certain limits of accuracy. But as mentioned 
before, the appropriateness of fused data depends on the degree by which the true common distribution of 
consumption behavior and TV-habits can be approximated by a distribution satisfying conditional 
independence given the fusion criterium. Fusion yields data which are close to a sample where all variables 
are jointly observed, only if the true common distribution itself satisfies the condition of conditional 
independence. A judgement of this is usually based only on plausibility considerations. Proposition I in the 
Appendix helps to formulate them as follows. When the individuals are conceived as classified according 
to the fusion criterium, the conditional independence has a special meaning: within those classes the 
observations of one of the never jointly observed variables can be exchanged arbitrarily between 
individuals. In the consumption/TV-habits example, for instance, some socio-demographic and life-style 
variables are used as fusion variables. If then for empirical or theoretical reasons, no association between 
the consumption behavior and the habits of watching TV is known or thought to be plausible within 
classes, then an arbitrary or random combination of consumption and TV habits would deliver descriptions 
appropriate for real individuals. We then could feel justified to adopt conditional independence as a 
working hypothesis, and it would make sense to collect data from different sources to perform data fusion. 

3. MAXIMUM ENTROPY ESTIMATION 

As mentioned before fusion of data is motivated by the idea that 'identity" can be substituted by "equality" 
according to fusion variables. The objective of data fusion can be viewed as the analysis of an unknown 
common distribution [X,Y] of two multivariate variables X and Y. The data are samples from distributions 
[X,Z] and [Y,Z], where Z is a multivariate covariate. Usual procedures of estimation of [X,Y1 cannot be 
applied without making strong assumptions on [X,Y] as interactions between X and Y are not directly 
represented by the data and cannot be identified. But there is some additional information contained in the 
samples of [X,Z] and [Y,Z]. If we want to use this information we have to consider the common 
distribution of X,Y and Z jointly, i.e. [X,Y,Z}. In general, this information, however, will not fill out the 
gap completely. For, if we take any estimation [X,Y,Z]" of [X,Y,Z], there will in general be many 
alternative estimates which fit the data, i.e. the samples of [X,Z] and [Y,Z], with the same accuracy as 
EX,Y,Z)A. For example, if we think of the common distribution of a set of categorical variables: in general, 
marginal distributions do not determine the full distribution, and hence samples from marginal distributions 
are not sufficient for a unique estimation. 

For the uniqueness of a solution we need restrictions. In case we dont have any prior knowledge about 
[X,Y,Z] itself, restrictions of a general form are appropriate which do not implement any information not 
contained in the data. Therefore it is plausible to choose among all estimates which fit the data the one 
cmtaining the least amount of information. In statistical theory the classical entropy measure of Shannon, 
.i!sn known as Kullhack-l.eihler distance, is often applied as a measure of information. As an example 

et al.. 1996, p. 1) can he mentioned, who treat estimation based on the maximum entropy criterium 
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in situations ,,when the underlying sampling model is incompletely or incorrectly known and the data are 
limited, partial or incomplete.". 

When we apply Kullback-Leibler distance to the described situation, we can show the following (see 
Proposition 2 in the Appendix): given any estimates [X,Z]" and [Y,Z]' of [X,Z] and [Y,Z] where the 
derived estimates of the marginal distribution [Z] are equal, there exists always a unique estimate [X,Y,Z}* 

for which the marginal distributions of(X,Z) and (Y,Z) coincide with [X,Z]" and [Y,Z]'. Furthermore, for 
the bivariate distribution of (X,Y), given Z, the pair is conditionally independent. 

This opens a new view at samples created by fusion of data. Because fusion implements conditional 
independence given Z, fused data can be interpreted as samples of [X,Y,Z] 4  which has [X,Z]" and [Y,Z]" 
as bivariate marginals of(X,Z) respectively (Y,Z). The maximum entropy solution [X,Y,Z]* is of minimum 
information, and therefore [X,Y]*  is of minimum information, too. Therefore, the results of an analysis of 
[X,YI* which is essentially equivalent to an analysis based on the fused data will use all information 
contained in the given data, in the sense of the entropy information measure. 

4. CONCLUDING REMARKS 

In general, an empirical validation of data fusion for large scale data is nearly impossible. It has been 
performed only for very small numbers of components of vector-valued variables X, V and Z, which can be 
jointly observed. The full set of parameters of the original distributions [X,Y,Z] or [X,Y] can be compared 
with the corresponding parameters of - estimated - distributions of the fused data only if they are known in 
advance, i.e. by simulation studies, or if they can be estimated fom samples of [X,Y,Z1 or [X,Y], which are 
not available for those types of variables where data fusion is typically applied. Raessler and Fleischer 
(1998) have performed simulation studies and discuss the effects of data fusion on estimates of covariances 
and correlations between X and V when [X,Y,Z] is trivariate normal or lognormal. One of their main 
findings is that in the case of a normal distribution of (X,Y,Z) the covariance of X and Y can be estimated 
without bias if and only if the expected value of the conditional covariance of X and Y given Z equals 0. 
This is a special case of the result presented here. 
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Appendix2  

Here we state definitions and the propositions mentioned in the text. 

Definition 1: (Invariance with respect to a fusion criterium) 
Be G = i = 1,2,3, , N a fmite population, x =(x) 	N , y =(y= 	N and z=(zj),. 	N be vectors 
of observations of random variables X,Y and Z. 
Let HG(x,y)  be the common relative frequency distribution of x and y in G, and it a permutation of G and 
itx the vector of x-observations with permuted indices. 
Then 

it is called z-invariant, if nz = z; 
HG(x,y) is called z-invariant, if H(x,y) = HG(x,lty) 

Definition 2: (Conditional independence as reflected in a bivariate distribution) 
Be HG(x,y) as before, HG(z) the vector of relative frequencies of z and HG(x I z) and HG(y I z) the relative 
frequencies of x andy within the strata defmed by z. 
H ;(x,y) is called conditionally independent given z, if H(x,y) = Z HG(x I z) H(;(y I z)t HG(z), where the 
sum runs over all values of z. 

Proposition 1 (Equivalence of conditional independence and conditional exchangeability) 
H6(x,y) is z-invariant, if and only if H(x,y) is conditionally independent given z. 

Proposition 2 (Existence and uniqueness of probability densities of multivariate random variables, which 
maximize the entropy measure under the restriction of fixed marginal distributions for two sets of 
components, whose intersection is non-empty and whose union is the full set of components) 
Let X, Y and Z be (multivariate) random variables with bivariate marginal densities fI = f1(x,z) for (X,Z) 
and [2 = f2(y,z), where the marginal densitiesf1(z) andf2(z) coincide almost everywhere (a.e,). Then (1), 
there exists a unique distribution [X,Y,Z]*  of(X,Y,Z) with density g* zrg*( x ,y,z) among all distributions of 
(X,Y,Z), whose marginal densities of (X,Z) and of (Y,Z) coincide a.e. with f1  resp.  f2 , that has maximal 

entropy 1(g) = - ln(g* )dg * = max g - Jln(g)dg, where dg is equal to the probability measure 

g(x,y,z)dxdydz. 
Further, (2), for g*  the following conditional independence of X and Y given Z holds 

g*(x,y,z) = g*(xz)g*(yz)g*(z) (a.e.). 

2 The propositions of the Appendix are contained in an forthcoming Research Report at ZUMA, 
(Wiedenbeck, 1999) 
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ABSTRACT 

the effect of the envimnmcnt on health is nI increasing concern, in particular the effects of the release of 
industrial pollutants into the air, the ground and into water. An assessment of the risks to public health of any 
particular pollution source is often made using the routine health, demographic and environmental data collected 
by government agencies. l'hcse datasets have important diflèrences in sampling geography and in sampling 
epochs which affect the epidcrniological analyses which draw them together. In the UK. health events are 
recorded for individuals, giving cause codes, a date of diagnosis or death, and using the umi postcodc as a 
geographical reference. In contrast, small area demographic data are recorded only at thedecennial census, and 
released as area level data in areas distinct from postcodc geography. Environmental exposure data may be 
available at yet another resolution, depending on the type of exposure and the source of the measurements. 

In this paper, we model individual level disease count data using a Bayesian hierarchical model allowing for 
covariates measured (or estimated) at area level, for the purposes of disease mapping. The model requires small 
area population estimates for non-censal years, area level measures of social deprivation, as well as cstimatcs of 
environmental exposure. Since (standardised) disease rates are correlated over small scales and are subject to 
large statistical fluctuations for rare diseases, the model includes a local smoothing structure in which 
neighbouring areas are smoothed toward a local mean. We discuss the methods used to prepare the data for 
input to the model and the assumptions that underlie those methods. 

KEYWORDS: Epidemiology; 1)isease mapping; Clustering; Smoothing 

I. INTRODUCTION 

Small area studies of disease risk seek to describe the associations that may exist between the occurrence of 
disease and exposure to risk factors which show spatial variation. Although the risk may be from an 
identified environmental source (for example air pollution, or electromagnetic fields around power lines), 
demographic and other factors showing significant spatial variation can also usefully be investigated in 
small area studies. 

in this paper we consider small area studies of the type carried out by the UK Small Area Health Statistics 
Unit (SAHSU). This is a research unit located at imperial College in London, funded by central 
government, which uses the national routine registers of health events (e.g. births, deaths, cancers) to test 
hypotheses about the health effects of environmental risk factors, especially close to industrial installations. 
Of increasing interest to government and to the funders of health care is disease mapping, where rates and 
(standardised) relative risks of disease are displayed at small area level. Such maps in principle allow the 
identification of possible new clusters of disease, and the long term monitoring of the impact on population 
health of changing demographics and health policy. 

The interpretation of disease maps can be problematic. if the areal units are made small enough to resolve 
the spatial variation in exposure risk, they may be so small that the sampling variability of the disease 
counts is so large that no significant excess risk can be detected. This difficulty is frequently encountered 
in rural areas where the population density is low. Worse, a map of raw small area relative risks will be 

Richard Arnold, Small Area Health Statistics Unit, Department of Epidemiology and Public Health, 
Imperial College School of Medicine, Norfolk Place, London W2 1PG, UK. 
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easily misunderstood by the public, who will place too much weight on individual areas with relative risks 
observed to be high just by chance. 

One way round this difficulty is to map the significances (p-values) of the relative risk estimate in each 
small area, rather than the relative risks themselves, making some appropriate correction for multiple 
testing. This approach may be overly conservative since neighbouring areas are likely to have highly 
correlated relative risks. A group of, say, 5 neighbouring small areas may individually have excess relative 
risks observed with low significance, but had the 5 areas been merged into one a highly significant result 
would have been reported. Some kind of smoothing procedure which takes advantage of this correlation 
between areas is therefore a vital part of meaningful disease mapping. 

2. ROUTINE DATA IN SMALL AREA STUDIES 

Three types of data are required for studies of this kind: demographic data, incidence/mortality and 
exposure. For studies based on routine data the sources for all three types of information are different. The 
most important single type of demographic data are population counts, by age and sex. In the UK these are 
collected at the decennial censuses and released at enumeration district (ED) level, a typical ED containing 
400-500 people. Other information relevant to health studies available from the census includes measures 
of rates of migration and deprivation. Deprivation is often quantified in the form of deprivation indices 
which are weighed combinations of variables such as unemployment and household overcrowding (eg 
Carstairs and Morris 1991). Census data can be supplemented by population counts (normally at the large 
scale level of local authority administrative district) for non-censal years, and other ongoing health and 
social surveys. 

In the UK routine disease incidence data is collected by the providers of healthcare (e.g. hospital 
admissions), by central government (the national registers of births and deaths), and by regional registries 
(e.g. cancers and congenital malformations). The postcode of residence of the person at diagnosis or death 
provides the spatial reference, and appropriate cause codes identify the disease. The reliability of data of 
this kind is variable. Where there is a statutory requirement to register (e.g. births and deaths) the registers 
will be substantially complete, although coding errors occur and postcodes may be missing or incorrect. 
Where there is no compulsion to register a disease (e.g. cancer) significant rates of incompleteness or 
.luplication occur (especially where registration data are collected from a number of different sources). 
Ihis may lead to large spatial variations in reported counts independent of the true incidence (e.g. Best and 
Wakefield 1999). Moreover, variations in coding practices, surgical specialities, physical accessibility, 
public image and the overlapping of catchment areas may all affect the reported cause-specific rates of 
admission in a given institution. 

Data on exposure to risk factors come in a variety of forms such as water quality, traffic flows, electro-
magnetic field strengths and industrial chemical releases. Simple measures of exposure, such as distance 
from a polluting chimney (e.g. Dolk et al. 1999), are commonly used in the absence of other information. 
In air pollution studies atmospheric dispersion models, combining meteorological and topological data, can 
provide a more appropriate measure of exposure. 

3. COMBINATION OF DATA 

For a small area study a common geography for all three types of data must be established, the most 
appropriate being based on (aggregations of) census EDs. For non-censal years the small area populations 
can be estimated in various ways. The simplest is to interpolate the small area counts between two 
censuses and then be rescale the results so that the small area populations correctly sum up to the annual 
population estimates at local authority district level. Alternatively proxy measures of population change 
(e.g. school and electoral rolls) can he used to make regression estimates (Simpson et al. 1997). 
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The incidence data can be connected to census data by postcode iookup tables produced at the censuses. A 
postcode covers a smaller area than an ED, although postcodes do not in general nest exactly inside EDs. 

Exposure data is often referenced by geographical coordinates, which can be linked to census geography 
through the digitised boundaries of census areas. Some kind of modelling or extrapolation may be required 
since exposure data may be sparse, collected at just a few locations, aggregated over large areas, or only 
collected for a limited time period. It is also necessary to assume that all individuals in the smallest 
geographical unit of the study are equally exposed, which is a long recognised source of bias in 
environmental studies. A model must be adopted to connect the exposure measure to disease risk: 
commonly a simple log-linear model, where additive changes in the exposure measure cause multiplicative 
changes in disease risk. If exposure data are sparse it may be that only a simple binary classification of 
areas into exposedJunexposed is justified. 

An additional complication is that of population migration which tends to lower observed disease rates and 
make associations more difficult to detect. In areas with high migration rates exposed individuals at 
elevated risk of a disease move away before being diagnosed, and the population is constantly refreshed 
with low risk unexposed immigrants. Both effects result in fewer diagnoses in the high risk area. Where 
the latency period between exposure and disease is short this effect is mitigated. However for a disease 
with a long latency period study power can be severely affected (Polissar 1980, Armstrong et at. 1996). 

4. AN EXAMPLE 

As an example, we take the recent study by Maheswaran et al. (1999) and Wakefield and Morris (1999) of 
the association between protection against acute myocardial infarction and metals in water. Data on 
calcium (Ca) and magnesium (Mg) concentrations in water were obtained from a water distributing 
company (North West Water) in a large region in the North West of England. The region includes two 
large urban centres (Merseyside and Manchester) as well as rural areas, with a total population of 6.1 
million in 1991. The Ca and Mg data are repeated measures of concentration throughout various water 
zones (water supply areas) in the North West of England in the period 1990-1992. Figures 1(a) and (b) 
show the means of the logarithms of metal concentrations (mg/I) across the 236 water zones in this period. 
There is overall a 5-fold variation in both Ca and Mg across the map, and the concentrations of the two 
metals are strongly correlated. Wakefield and Morris (1999) have made a complete analysis of these data, 
allowing for uncertainty in the measurements of Ca and Mg, and the interested reader should refer to their 
paper for further detail of that study. Here we use the data for illustrative purposes only. 

(a) Calcium in water 	 (h) Magnenium in water 

..: 

I I) 	i1lI.,  
Figure 1. Mean log concentrauons (mg/I) Calcium and Magnesium in drinking ' atet in 
water zones in the North West Water distribution area. 

Water zones, each containing 20-25,000 people, are used as the geographical unit of the analysis, i.e. all 
people within a water zone are considered to be equally exposed. The age and sex standardised mortality 
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ratios (SMRs) for ischaemic heart disease (IHD) in the period 1990-1992 are shown in figure 2(a). As is 
typically the case in disease mapping, the map is very heterogeneous: it shows a much greater variability 
than that expected from a simple Poisson model of disease incidence. 

Since disease incidence is often strongly associated with socio-economic deprivation (affluence carrying a 
lower risk of disease), the relative risks were adjusted using reference rates stratified by quintiles of the 
Carstairs deprivation index (Carstairs and Morris 1991) as well as by age and sex (Figure 2(b)). This 
removes some of the spatial variation, and reduces the standard deviation of the relative risks across the 
map from 0.16 to 0.14. At least some of the variation across the map is due to sampling variability, 
because in sparsely populated areas the variance of relative risk estimates is large. The remainder of the 
variation can be thought of deriving from covanates besides age, sex and deprivation. These covariates, 
measured or unmeasured, will tend to make areas close to one another more similar than areas far apart, 
and as a result a map of relative risks can be expected to show spatial autocorrelation. 

(a) Relative risks for IHD 	(b) Adjusted for 
deprivation 	(c) Globally smoothed 

F 7  07-0.85 
0gc.qc 
oqs-io, 

: 

(d) Exceedence probabilities 	(e) Locally smoothed 
for map (c) 	with covariates included  

(f) Exceederice probabilities 
for map (e) 

Figure 2. Maps of relative risks and exceedence probabilities (probability that the relative risk 
exceeds 1) for Ischaemic Heart Disease in the North West. See text for further details. 

Various methods of smoothing disease maps are in common use (see e.g. Pickle 1999). These methods can 
be distinguished according to whether they smooth each area to a global mean (to account for sampling 
variability), or to some neighbourhood average (to account for spatial correlation). Figure 2(c) shows the 
effect of smoothing to a global mean using the Empirical Bayes procedure described by Clayton and 
Kaldor (1987). In this method the relative risks in each area are viewed as random variables drawn from a 
(gamma) prior distribution, and the smoothing procedure estimates the parameters of that distribution. 
Areas with low numbers of cases are smoothed more toward the mapwide mean than are highly populated 
areas. For IHD the standard deviation of the relative risks across the map drops to 0.065 after being 
smoothed. One of the advantages of taking a Bayesian approach to the problem of disease mapping is that 
one obtains the posterior probability distribution of the modelled parameters, such as relative risks, after a 
model has been fitted. We are therefore able to calculate easily interpreted quantities such as the 
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exceedence probability: the probability that the relative risk in a given area exceeds unity. The exceedence 
probabilities for IHD are mapped in figure 2(d), and provide a suitable summary of the strength of our 
belief that the risk in any particular area is raised. As such a map of exceedence probabilities may he 
preferred as a substitute for (or supplement to) a map of relative risks. 

In this paper we wish to allow for spatial correlation, and employ a Bayesian hierarchical model introduced 
by Besag, York and Mollie (1991). The model is formulated to include separately spatial correlation and 
heterogeneity. Briefly, the disease counts Y 1  in age-sex-deprivation stratum j in area i are modelled as a 
Poisson distribution Y, 1  '-. Poisson(c 1E), where E 3  are the expected counts and ç, is the area level relative 
risk. The relative risks are then modelled by a log-linear function of the area level covariates X, 

log(ç) = 15 + KTX +0, 
with an additional random effect term 0. This term is the residual log relative risk in area i after we have 
controlled for measured covariates X, and is the sum of two terms: a component u to model spatial 
correlation, and an uncorrelated component v, to account for excess heterogeneity. The uncorrelated 
effects v i  follow a normal distribution with mean zero and variance a. The spatially correlated 
component u, in each area i also follows a normal distribution, but with mean and variance conditional on 
the values of ui  in the neighbouring areas: 

u, u,— Normal(,w 1u3 , a,) .  
The set of weights w,1  define the neighbourhood relationship between areas i and j. This relationship can 
be specified in terms of adjacency (w 1 =l if i and j share a boundary, and is zero otherwise), or sonic 
function of distance. Other functional and distributional forms are also possible, though they must satisfy a 
set of regularity conditions (Besag, York and Mollie 1991, see also Best et al. 1999 for a comparison of 
alternative model specifications). Global spatial trends (e.g. with latitude) can be fitted as measured 
covanates X separate from the stochastic spatial component. 

We have implemented the model in the Bayesian WinBUGS software (Spiegeihalter et al. 1996). We 
assume vague prior distributions for the coefficients 13, K and for the parameters controlling the 
distributions of u and v;  (Best et al. 1999). As a comparison, we also fit log-linear Poisson models with 
log(ç,) = 13 + K1 X allowing for overdispersion. The results are shown in table 1 where the fitted values of 
the coefficients are given. The data are indeed highly overdispersed. Neither Ca nor Mg were found to 
have a significant protective effect in this study (Maheswaran Ct al. 1999). However with or without the 
fitted covariates the model attributes on average 60% of the variation of the residual relative risks to the 
spatial component u 1 . 

The residual relative risks cxp(0) and are shown in Figures 2(e) and 2(1), in the spatial model with Ca and 
Mg are included as covariates. The standard deviation of the relative risks in Figure 2(e) is 0.065, the same 
as the variability across the globally smoothed map in Figure 2(c). 

Table 1: htted values and 95% confidence mtervals for the relative risks (RR=cxp()) in amvcrdisperscd Poisson model 
and the hierarchical spatial model. The coefficient for Ca refers to the change in relative risk for a 2-fold increase in 
Calcium concentration. The coefficient for Mg refers to a 2.2-fold change. 

Overdispersion or 
Spatial Fraction1  

RR (Calcium) 
(95% interval) 

RR (Magnesium) 
(95% interval) 

Overdispersed 
Poisson model 

No covariates 2.58 
+Ca+Mg 2.40 0.96(0.93,0.99) 1.02 (0.99,1,04) 

Hierarchical 
spatial model 

No covariates 61% 
+Ca+Mg 62% 0.98 (0.95,1.01) 1.01 (0.98,1.04) 

We also simulated a second dataset based on the true IHD counts in the area, including a dependence of the 
counts on Latitude mimicking the overall trend in water hardness across the region. Figure 3(a) shows the 
underlying relative risk and Figure 3(b) shows the simulated observed relative risks. The globally and 
locally smoothed residual risks for these data are displayed in Figures 3(c) and 3(d), without including any 
covariates in the spatial model. The locally smoothed map retains and clarifies the trend with latitude 
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present in the simulated data, whereas the globally smoothed map is more heterogeneous. The difference 
between the maps is clearest in the north where low population rural areas in Figure 3(c) are strongly 
smoothed down to the mapwide mean. 
In summary, disease maps can give great insight into small area epidemiological studies which combine 
routine demographic, incidence and exposure data. However the interpretation of these maps can be 
obscured by sampling variability and spatially correlated covariates. Bayesian hierarchical models provide 
a flexible means of including measured covariates and an appropriate local smoothing structure. 

(a) Underlying 	 (b) Simulated 
relatwe risle, 	 relative nsis 	(c) Globally smoothed 	(d) Locally smoothed 

Figure 3. Relative risks for simulated IHD data. 
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FACTORS ASSOCIATED WITH NURSING HOME ENTRY FOR 
ELDERS IN MANITOBA, CANADA 

Monica Tomiak', Jean-Marie Berthelot', Eric Guimond l,  Cameron A. Mustard 2  

ABST PACT 
Objectives: As the population ages, a greater demand for long-term care services and in particular, nursing 
homes, is expected. Policy analysts continue to search for alternate, less costly li.rms of care for the elderly 
and have attempted to develop programs to delay or prevent nursing home entry. Health cardrninistrator 
require information on future demand for nursing home services. This study assesses the relative importance of 
predisposing, enabling and need characteristics in predicting and understanding nursing home entry. 
Methods: Proportional hazard models, incorporating changes in needs over lime, are used to estimate the 
hazard of nursing home entry over a live-year period, using health andsociodemographic characteristics of a 
representative sample of elderly from Manitoba, Canada. 
Results; After age, need taclors have the greatest impact on nursing home entry. Specific medical conditions 
have at least as great a contribution as functional limitations. the presence of a spouse significantly reduces the 
hazard of entry for males only. 
Conclusions: The results suggest that the greatest gains in preventing or delaying nursing home entry can he 
achieved through intervention programs targeted at specific medical conditions such as alzhcimcr, 
musculoskeletal disorders and stroke 
Key words: elderly, nursing home entry, proportional hazard models, chronic conditions, time-varying 
covarlates. 

1. INTRODUCTION 

As the population ages, a greater demand for long-term care services is expected. Nursing homes have 
traditionally been the most commonly used form of long-term care. Policy analysts continue to search for 
alternate, less costly forms of care for the elderly and much research attention has been devoted to 
developing risk profiles for nursing home admission.t 2. Risk profiles are useful for projecting future 
demands for nursing home care and for developing and targeting programs to delay or prevent nursing 
home entry. This study contributes to the ongoing research by assessing the relative importance of health 
and sociodemographic factors in predicting and understanding nursing home entry for a representative 
sample of elderly residents of the Canadian province of Manitoba. 

Many of the previous studies examining factors related to nursing home entry " 	have used Andersen's 
conceptual framework which considers the use of health services to be a function of an individual's 
predisposing, enabling and need characteristics. ' Predisposing factors include demographics, social 
structurc and health beliefs. Enabling factors are those influencing an individual's ability to gain access to 
health services and include family and community resources. Need factors refer to the functional and 
health problems which generate the need for health care services. This study assesses the relative 
importance of predisposing, enabling and need characteristics in predicting and understanding nursing 
home entry. 

Health Analysis and Modelling Group, Statistics Canada 
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2. DATA AND METHODS 

The data used in this study is taken from a unique prototype database created through the collaboration of 
Statistics Canada, the Government of Manitoba and the University of Manitoba. The database combines 
information on longitudinally linked individual encounters with the Manitoba health care system through 
the Manitoba Health Services Insurance Plan (MI-ISIP) electronic files over a seven-year period (1983-
1990), together with detailed demographic, socio-economic and activity limitation information for a 
sample of individuals taken from the 1986 Census of Population and the 1986 Health and Activity 
Limitation Survey (HALS). The MHSIP database includes an overall registration file, physician services 
claims, hospital separations' , nursing home entry and exit abstracts, and mortality events. Further details 
are documented in Roos et al. . Individual records from the MHSIP and Statistics Canada files were 
linked using probabilistic record linkage routines developed by Statistics Canada .The accuracy of the 
linkage process is estimated to be around 95% for the individuals in the sample. Detailed explanations of 
the sample design and the record linkage methodology used to create the database are reported elsewhere. ' 
10 

The sample has been shown to provide accurate estimates of mortality rates, number and costs of medical 
services, and number and duration of short hospital stays, in comparison with those obtained from the 
entire MHSJP population file. ' The population studied in this analysis is representative of all individuals 
aged 65 and above residing in private households in Manitoba on June 3, 1986. 

Proportional hazard regression models 11  were used to estimate the hazard of nursing home entry for the 
five-year time period from June 1986 to June 1991, based on various health and sociodemographic 
characteristics. Such models are often used to examine the relationship between explanatory variables and 
survival times, without having to specify any particular form for the distribution of survival times. The 
dependent variable used in this analysis was the survival time between the start of the study and entry to a 
nursing home. Observations were censored if either death or the end of the study period occurred before 
nursing home entry was observed. Two regression models were fitted. The first model, called Base-Year 
model, examines hazard of entry in a nursing home over a five-year period based on predisposing, enabling 
and need characteristics observed at the start of the study period (June 3 1986). This first model is 
prospective in that the baseline characteristics are used to predict future nursing home entry. This model in 
combination with population risk profiles can be used for planning purposes. The second model takes into 
account changes over time in the need characteristics. Because health status of the elderly population can 
evolve quite rapidly, it can be argued that when need characteristics are observed only at the start of a five-
year study period —the Base- Year model—, some characteristics might wrongly be associated or not with 
nursing home entry. The Time- Van'ing Needs model is assumed to give a more accurate evaluation of 
associations between contemporaneous need factors and nursing home entry. This model can provide more 
accurate information to policy analysts in their search for means of delaying or preventing entry into 
nursing home. For the Time- Van'ing Needs model , needs variables were updated on a yearly basis using 
the health care records from fiscal year 1986-87 to fiscal year 1989-90. Separate models were fitted for 
men and women. 

3. SELECTION OF INDEPENDENT VARIABLES 

In keeping with Andersen's framework, variables were chosen to represent each of the predisposing, 
enabling and need characteristics groups. Age, marital status and education were included as predisposing 
characteristics. Enabling factors included household size, an urban/niral indicator, various income 
measures, home ownership, and the supply of nursing home beds, hospital beds and physicians in the 
health region of residence. Need factors included functional disability, hospital and physician use during 
the previous year, excessive comorbidity and 18 specific medical conditions. Since functional disability 

I Defined as the discharge or death of an inpalieiit from hospital. 
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was only observed on June 3 1986, it was the only need variable not subject to change over time. Summary 
statistics for these variables are found in Table 1. 

Sample weights were used in estimating regression coefficients and in the calculation of summary statistics 
to make an inference to the Manitoba population. Given that the sample used in this study is based on a 
complex survey design, analytical weights were used for the estimation of standard errors of the regression 
coefficients 

4. RESULTS 

Results from the regression analysis are found in Table 2 and show that there are factors associated (for p!~ 

0.05) with entry to nursing homes within each of the three categories of variables. 

Base- Year nodel 

For both males and females, advanced age is an important predictor of nursing home entry. The only other 
"predisposing" factors which are significant are marital status for males (RR=1.7 for unmarned) and high 
education for females (RR=0.4). Several of the "enabling" factors are significantly associated with nursing 
home entry for females. While home ownership reduces the hazard, living in an urban area increases it. 
The supply of nursing home beds and physicians in the health care region of residence are also 
significantly associated with nursing home entry for females. For every additional available nursing home 
bed (per 1,000 elderly population), the hazard for women increases by 1 % and for every additional 
physician (per 10,000 population), it decreases by 8 %. The only "enabling" factor associated with entry 
into a nursing home for males is home ownership (RR=0.4), 

Aside from age, the most important variables which are significantly associated with nursing home entry 
all belong to the "need" factor component. Presence of alzheimer's disease or dementia increases the 
hazard of nursing home entry by 20.2 times for males and 10.0 times for females. Other specific medical 
conditions which significantly increase the hazard of nursing home entry are: musculoskeletal disorders 
(RR=2.8), other mental disorders (RR=2.7) and stroke (RR=2.3) for males, and other mental disorders 
(RR=l .8) for females. The hazard is significantly decreased for males having arthritis or rheumatism 
(RR=0.4) or disorders of the digestive system (RR=0.4). For females, the hazard is significantly decreased 
if they have an history of disorders of the eye or ear (RR=0.7) or of genitourinary disorders (RR'0.6). 
Turning to more general measures of needs, functional disability is an important predictor variable (RR 
3.2 for males and 1.6 for females). In terms of health care utilization, hospitalization with a stay less than 
45 days (RR=l .9) for females and use of more than 5 physician services (RR=1.7) for males are 
significant. 

Time- Vwying  Needs model 

Most predisposing and enabling variables identified with the Base- Year model as predictors of nursing 
home entry remain as such with the Time- Varying Needs model: age, education, being a home owner, 
availability of nursing home beds and physicians. Except for advanced age, risk ratios are of the same 
magnitude in both models. Marital status for males and urbanlrural indicator for females lost their 
statistical significance while income became significant for females. Women in the third income quartile 
showed a hazard of nursing home entry 2.1 times greater than women in the lowest income quartile. 

The need characteristics associated with nursing home entry are generally the same for both models, but 
their corresponding risk ratios are in some instances very different. The risk ratio for functionally disabled 
men went from 3.2 down to 2.8. For females, the previously significant association between disability and 
nursing home entry disappeared (p=0,07). Hospitalization in the previous year became a much stronger 
predictor. The risk ratio for hospital stays of less than 45 days increased from 1.9 to 2.7 for females but 
remained not significant for males. Hospital stays of 45 days or more became significant resulting in a 
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higher risk of nursing home entry for males (RR=6.5) and females (RR=5.2). Physician utilization, which 
was only significant for males disappeared. Presence of alzheimer's and dementia have a much lower risk 
ratio when incorporating dynamic changes to the health status of the elderly population. However, this 
medical condition remains one of the most important predictor of nursing home entiy(males, RR4.9; 
females, RR=5.6). Three additional specific medical conditions became significant: musculoskeletal 
disorders (RR=1.7) for females, ischemic heart disease (RR=0.54) and all other chronic conditions 
(RR=1.7) for males. 

5. DISCUSSION 

The Base-Year model. 

Our findings with the Base- Year model, that there are important factors associated with entry to nursing 
homes in each of the predisposing, enabling and need categories are consistent with the results of many 
previous studies. The results show that after age, "need" factors are the better predictors of nursing home 
entry. Other "predisposing" factors and "enabling" factors are of lesser importance. Within the "need" 
factor category, specific medical conditions have at least as great a contribution as functional limitations. 

Marital status results are consistent with previous findings which showed that for males, regardless of the 
size of their support network, the presence of a spouse was the most important factor in reducing the risk 
of nursing home admission. The absence of a similar significant association for females may be due to the 
fact that in a couple the female generally outlives her husband. Eighty-three percent of females aged 85 
and over are widowed, compared with thirty-three percent of males. We found no association between the 
size of the support network and entry to nursing home for both males and females. 

In comparing the results for the wealth variables within the "enabling" characteristics category with 
previous findings, care should be taken in interpreting the results in the Canadian context, where health 
care is publicly funded. While income does not play the same role in purchasing nursing home care 
services as it does in the United States, increased wealth can provide the opportunity for purchasing 
alternate forms of care and for making special adaptations to housing in order to enable individuals to 
continue residing at home. Although income, per Se, was not found to be significant, home ownership 
significantly reduced the hazard of nursing home entry for both males and females. The lack of association 
between income and nursing home entry for a population aged 65 and over is not surprising since most 
individuals have retired by age 65 and income alone should not be used as a sole marker of the availability 
of material resources. 

Higher risk of entry in nursing home for both males and females with alzheimer's, dementia, other mental 
disorders or musculoskeletal disorders, and males who suffered a stroke were also observed in previous 
studies. The findings that some medical conditions are associated with a decreased risk of nursing home 
entry is somewhat counter-intuitive. Two broad explanations come to mind here. First, it is possible that in 
cases of comorbidity the less severe medical conditions might be slightly under-reported through the 
medical care system. The consequence of this under-reporting is that the compared sub-populations (e.g., 
population with arthritis and population without arthritis) are not mutually exclusive therefore causing 
errors in the calculation of the risk ratios. This is thought to be the case especially with 
arthritis/rheumatism, which results are nonetheless consistent with the findings of previous studies. A study 
done by Houle and al (1997) using the 1994-95 Canadian National Population Health Survey found that 
arthritis was negatively associated with the presence of an individual in nursing homes. Yelin and Katz 
(1990), using the Longitudinal Study on Age from the United States, found that "persons with arthritis 
alone had the same rate of institutionalization in a nursing home as did persons without chronic 
conditions". A second possible explanation is that some medical conditions like ischemic heart disease do 
not necessarily lead to functional disability which is associated with nursing home entry. 

168 



Since comorbidity has been documented to have an important impact on disability u,  the model presented 
in this study included this variable in addition to specific medical conditions, but to no avail. The lack of 
association might again be caused by an under-reporting of the less severe medical conditions, resulting in 
some under-reporting of comorbidity. This can also be resulting from the inclusion of a large number of 
specific medical conditions in the model. Since no significant association was found for the number of 
chronic conditions, the model was re-fitted removing these variables to assess the possibility of 
collinearity effects. The regression coefficients for the 18 medical conditions did not change appreciably, 
indicating the stability of the results. 

The Time- Varying Needs model 

The Time-Varying Needs model allow us to better understand the impact of changes in health needs on 
entry to nursing homes. The impact of predisposing and enabling factors were marginally affected by the 
use of the Time-Varying Needs model, This is an interesting result, since it supports the assumption of 
Andersen's model that needs factors are independent of enabling and predisposing factors. The changes 
observed in need characteristics are quite important. The effect of functional disability and age at the 
beginning of the follow-up are reduced, probably due to the changes over time in the chronic conditions. 
Chronic conditions with long latency have their risk ratio reduced. This is the case for alzheimer's and 
dementia. Hospital utilization in the year prior to entry to nursing become much more important. 

6. CONCLUSION 

The base year model presented in this paper can be quite useful for health care planners. This model 
provides risk ratio of entry to nursing home over the next five year. This information can be used in 
conjunction with population profiles and average rate of entry to nursing home to help planning needs 
(e.g.: number of beds) over the next five year. The time-varying needs model provides a more accurate 
representation of the impact of changes in needs that trigger institutionalization. The findings that certain 
medical conditions are associated with an increased hazard of nursing home entry can be useful for 
prevention purposes in order to target interventions to reduce the risk of acquiring specific chronic 
conditions and for minimizing their disability impact when present. The impact of social support provided 
by families and friends seems to play a smaller role in entry to nursing home. This study reinforces the 
need for collecting comprehensive longitudinal data on an on-going basis in order to better understand the 
impact of changes in predisposing, enabling and needs factors which may occur after baseline. 
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Table 1. Summary Statistics for Manitoba Residents Aged 65+ on June 3. 1986 
MALES FEMALES 

Entering Sample Entering Sample 
% Nursing Size Nursing Size 

Home Home 
PREDISPOSING FACTORS: 
Age 	 65-74 64.2 2.2 1460 60.7 1.5 1750 

75-84 30.5 76 693 31.9 10.4 919 
85+ 5.3 312 119 7.4 24.4 212 

Education 	 (lowest) Quartile I 24.1 6.5 548 22.3 9.3 643 
Quartile 2 26.2 5.1 595 27.4 6.5 790 
Quartile 3 23.9 5.5 543 24.2 5.6 696 

(highest) Quartile 4 25.8 4.4 586 26.1 3.1 753 
Marital Status 	 Not married 22 I 100 503 57.3 8.0 1651 

Married 77.9 40 1769 42.7 3.4 1230 
ENABLING FACTORS 

Rural 	 Urban 73 7 5.5 1673 78.7 6.1 2268 
Rural 264 5.0 599 21.3 	. 5.7 613 

Income 	 (lowest) Quartile I 24.9 8.3 566 23.7 7.1 682 
Quartile 2 26.0 5.7 591 25.9 7.0 746 
Quartile 3 24.0 4.3 546 24.8 5.5 714 

(highest) Quartile 4 25.0 3.1 569 25.7 4.5 739 
Private Pension Income 	 Yes 40.3 3.6 917 21.9 4.2 630 

No 59.7 6.6 1356 78.2 6.5 2251 
Investment Income 	 Yes 63.7 4.8 1446 58.0 5.6 1671 

No 36.4 6.4 826 42.0 6.6 1210 
Income above Low Income Cut-Off 	Yes 85.5 4.5 1943 74.0 4.7 2133 

No 14.5 10.6 329 26.0 9.6 748 
Home Owner 	 Yes 779 3.7 1769 64.1 4.1 1846 

No 22.1 11.3 503 35.9 9.5 1036 
NEED FACTORS: 

Functional Disability 	 Yes 32.8 9.7 745 34.3 10.5 988 
No 67.2 3.3 1527 65.7 3.7 1893 

Hospitalization in Past Year 	 0 days 82.0 5.1 1863 84.2 4.9 2424 
1-44 days 16.5 6.7 375 14.6 11.9 420 
45+ days 1.5 7.4 34 1.3 10.6 37 

Physician Services in Past Year 	 <5 36.8 3.4 836 32.8 4.4 944 
5 or more 63.2 6.5 1436 67.2 6.8 1937 

Number olChronic Conditions 	 <5 88.0 4.9 1999 87.6 5.4 2523 
5 or more 12.0 8.7 273 12.4 10.3 358 

SpeciFic Medical Conditions 
Arthritis/Rheumatism IS. 7 4.7 357 18.3 6.6 528 

Musculoskeletal disorders 6.9 10.3 156 9.5 9.9 275 
Disorders of eye and car 30.8 7.1 700 35.1 6.2 1012 
lschcmic Ileart Disease 18.2 6.1 413 13.6 9.3 391 

Diseases of Circulatory System 41.3 7.1 939 48.7 7.5 1402 
Chronic Obstructive Pulmonary Disease 9.4 4.1 214 7.9 6.0 227 

Disorders of Respiratory System 13.3 5.5 301 7.9 5.5 229 
Diabetes 8.8 9.7 200 7.7 8.8 220 

Cancer 7.6 4.5 172 5.7 6.2 164 
Alzheimer's Disease and Dementia 0.5 46.6 II 0.7 39.5 19 

Other Mental Disorders 8.8 12.7 200 12.2 11.2 352 
Other l)isorders of Nervous System 3.7 13.0 84 4.1 6.3 119 

Disorders of Digestive System 20.7 4.4 469 18.8 8.7 543 
Disorders of Genitourinary System 16.7 7.3 380 14.7 5.7 424 

All Other Chronic Conditions 25.7 6.1 584 28.6 8.6 822 
Stroke(1CD9-CM430-438) 5.5 16.7 124 3.6 12.2 lOS 

Hip Fracture (ICD9-CM=820 or 835) 0.4 13.5 9 1.2 19.0 33 
Other Fractures (ICD9-CM=800-848) 5.3 7.6 121 9.1 8.8 262 

inswcreo yes to i. ensus aisaitity question (Appenuix A) 
Defined in Appendix B 
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Table 2. Proportional Hazard Regression Models for Nursing Home Entry, June 1986- June 1991. 
RISK RATIOS (RR) FOR HAZARDOF NURSING HOME ENTRY 

INDEPENDENT VARIABLE BASE-YEAR MODEL 	 TIME-VARYING NEEI)S MODEl. 

MALES FEMALES MALES FEMALES 

RR p RR p RR p RR p 
PREDISPOSING FACrORS:  
Age 	 65-74 (1.00) (1.00) (1.00) (1.00) 

75-84 3.56 <0.001 630 <0.001 3.63 <0.001 4.79 <0.001 
85+ 18.55 <0.001 14.68 <0.001 21.31 <0.001 10.60 <0.001 

Education 	 (lowest) Quartile 1 (1.00) (1.00) (1.00) (1.00) 
Quartile 2 0.96 0.884 0.73 0.120 1.10 0.719 0.80 0.264 
Quartile 3 1.43 0.193 0.74 0.177 1.35 0.282 0.86 0.493 

(highest)Quartile4 1.00 	1 0.992 0.40 <0.001 0.95 0.851 0.47 0.005 
Marital Status 	 Married (1.00) (1.00) (1.00) (1.00) 

Notmamed 1.67 0.047 1.11 0.643 1.50 0.110 1.33 0.196 

ENABLING FACTORS:  
Household size (#people) 0.78 0.141 0.94 0.545 0.73 0.055 0.97 0.772 
Rural 	 Urban 1.36 0.248 1.57 0.042 1.27 0.375 1.35 0.193 

Rural (1.00)  (1.00)  (1.00)  (1.00)  
Income 	 (lowest)Quart,lc I (1.00) (1.00) (1.00) (1.00) 

Quartile2 0.85 0.571 1.42 0175 1.00 0.992 1.51 0.126 
Quartile 3 0.92 0.812 1.49 0.244 1.21 0.580 2.07 0.038 
Quartile 4 0.60 0.205 1.31 0.491 0.74 0.450 1.57 0.259 

Private Pension Income 	 Yes 0.90 0.653 0.86 0.532 0.93 0.757 0.79 0312 
No (1.00)  (1.00)  (1.00)  (1.00)  

Investment Income 	 Yes 1.16 0.527 0.89 0.520 1.01 0.970 1.02 0.905 
No (1.00)  (1.00)  (1.00)  (1.00)  

Income above low Income Cut-OfF 	Yes 0.88 0,660 0.76 0.313 0.71 0.247 0.69 0.173 
No (1.00)  (1.00)  (1.00)  (1.00) _ 

Home Owner 	 Yes 0.43 <0,001 0.67 0.026 0.51 0.002 0,67 0.028 
No (1.00)  (1.00)  (1.00)  (1.00)  

Nursing Home Reds (per 1,000 elderly) 1.01 0.335 1.01 0.039 1.01 0.306 1.01 0.048 
Hospital Beds (per 1.000) 1.08 0.383 1.04 0.587 1.08 0.394 0.96 0.622 
Physicians (per 10,000) 0.95 0.120 0.92 0.004 0.97 0.364 0.95 0.044 

NF.F.1) FACTORS:  
Functional I)isability 	 Yes 3.24 <0.00! 1.58 0.008 2.84 <0.001 1,36 0.072 

No (1.00)  (1.00)  (1.00)  (1.00)  
Hospitalii.ation In Past Year 	 0 days (1.00) (1.00) (1.00) (1.00) 

1-44days 0.65 0.105 1.85 0.004 089 0.652 2.65 <0.001 
45+ days 0.28 0.093 0.96 0.939 6.47 <0.001 5.16 <0.001 

Physician Services in Past Year 	 <5 (1.00) (1.00) (1.00) (1.00) 
5or more 1.72 0.039 1.02 0.928 1.34 0.284 1.10 0.709 

NumberofChronic('onditions 	 <5 (1.00) (1.00) (1.00) (1.00) 
Sor more 1.53 0.307 0.92 0.804 1.64 0.147 1.01 0.986 

Specific Medical Conditions 
Arthristis/Rheumatisni 0.41 0.004 0.76 0.194 0.49 0.006 0.94 0.731 

Musculoskcletal Disorders 2.79 <0.001 1.49 0.085 2.27 0.002 1.70 0.008 
Disorders of eye and ear 1.11 0.628 0.71 0.047 1.10 0.641 0.65 0.012 
lschemic heart Disease 0.68 0.145 0.89 0.582 0.54 0.010 1.04 0841 

I)iscascs of('irculatory System 0.92 0.700 1.17 0.378 0.84 0.470 1.37 0.126 
Chronic Obstructive Pulmonary Disease 0.74 0.453 0.83 0.545 056 0.068 1.14 0.610 

Disorders of Respiratory System 0.58 0.107 1.01 0.980 0.91 0.703 0.61 0.079 
1)iabctes 1.52 0.129 1.30 0.323 1.31 0.328 1.11) (1.70 4) 

Cancer 0.99 0.978 0.87 0.686 0.61 0.151 0.99 0.966 
Alzheimer's Disease and Dementia 20.21 <0.001 10.00 <0.001 4.92 <0.001 5.62 <0.001 

Other Mental Disorders 2.73 <0.001 1.77 0.008 2.97 <0.001 2.17 <0.001 
Other Disorders of Nervous System 1.86 0.099 0.74 0.449 1.20 0.555 0.85 0.568 

DisordersofDigestiveSystcm 0.35 <0.001 1.10 0.650 0.55 0.009 .1.10 0.614 
Disorders of Genitourinary System 0.74 0.263 0.56 0.019 0.79 0.304 0.67 0.036 

All Other Chronic Conditions 1.15 0.545 1.41 0.064 1.66 0.034 0.91 0.652 
Stroke 2.27 0.006 0.98 0.956 2.26 0.007 1.16 0.584 

Hip Fracture 1.89 0.530 1.56 0.326 0.48 0.456 1.05 0.903 
Other Fractures 1.10 0.800 1 	1.24 1 	0.389 1 	0.37 1 	0.162 1 	1.59 1 	0.064 

adjusted for all other variables in the model 
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Appendix A 

Q20 (a) Are you limited in the kind or amount of activity that you can do because of a long-term physical 
condition, mental condition or health problem: 

At home? 
No, I am not limited 
Yes, I am limited 

At school or at work? 
No, I am not limited 
Yes, I am limited 
Not applicable 

In other activities, e.g., transportation to or from work, leisure time 
activities? 

No, I am not limited 
Yes, I am limited 

Q20 (b) Do you have any long-term disabilities or handicaps? No 
Yes 

Appendix B 

Chronic Condition Categories 	 ICD9-CM Diagnostic Codes 

Arthritis / Rheumatism 
Musculoskeletal Disorders(excl 

Arthritis/Rheumatism) 
Disorders of Eye and Ear 
lschemic Heart Disease (IHD) 
Disorders of Circulatory System (excluding IHD) 
Chronic Obstructive Pulmonary Disease (COPD) 
Disorders of Respiratory System (excluding COPD) 
Diabetes 
Cancer 
Alzheimer's / Dementia 
Mental Disorders (excl Dementia) 
Disorders of Nervous System (excl Alzheimer's) 
Disorders of the Digestive System 

Disorders of the Genitourinary System 
All Other Chronic Conditions  

714-715, 721, 725-728 
710, 712-713, 718, 720,722-724, 730-739 

360-379, 383-389 
410-414 
393-405, 416,423-459 
490-493 
470-478, 494-508, 514-519 
250 
140-208 
290,331 
291-292, 294-299, 300-303,306-307,309-319 
326, 330, 332-337, 340-349, 350-356,358-359 
524-530, 535-537, 550-553,555-558, 562, 564, 
565, 568, 569, 57 1-579 
581-583, 585-589, 591-594, 614-629 
010-018, 042-044, 137-139, 2 10-239, 240-249, 
251-279, 280-289, 684-686, 694-698,700-709, 
740-759, 905-909, E929, E959, E969, E977, 
E989, E999 
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ABSTRACT 
A population needs-based health care resource allocation model was developed and applied using age, sex and 
health status of populations to measure population need for health care in Ontario. To develop the model, 
provincial data on self-assessed health and health service utilization by age and sex from 62,413 respondents to 
the 1990 Ontano Health Survey (OHS) were used in combination with provincial health care expenditure data 
for the liscal year 1995/96 by age and sex. The model was limited to the services that were covered in the OHS 
(general practitioner, specialist physician, optometry, physiotherapy, chiropractic and acute hospital). The 
distribution of utilization and expenditures between age-sex-health status categories was used to establish 
appropriate health care resource shares for each age-sex-health status combination. These resource shares were 
then applied to geographic populations using age, sex and health status data from the OHS together with more 
recent population estimates to determine the needs-based health care resource allocation for each area. Total 
dollar allocations were restricted to sum to the 1995/96 provincial budget and were compared with 1995196 
allocations to determine the extent to which Ontario allocations are consistent with the relative needs of the area 
populations. 

KEY WORDS: resource allocation, needs-based, health Status 

1. INTRODUCTION 

A basic objective of most publicly funded health care systems is to allocate health care resources among 
populations according to need (Evans 1996). This objective is consistent with the philosophy underlying 
the Canada Health Act (Canada House of Commons 1984; Eyles, Birch, Chambers, Hurley and Hutchison 
1991; Birch and Chambers 1993; Eyles and Birch 1993), Traditionally, the geographic distribution of 
health care funding has been based on past allocations and the distribution of health care facilities and 
providers. Hence the capacity to provide care has not been directly influenced by relative population needs 
for care. Governments in Canada are increasingly considering or adopting approaches to health care 
resource allocation based on relative population needs (Nova Scotia Royal Commission on Health Care 
1989; Premier's Commission on Future llealth Care for Albertans 1989; Saskatchewan Commission on 
Directions in Health 1990; Integration and Co-ordination Committee, Ontario Premier's Council on Health 
Strategy 1991; Barer and Stoddart 1991; Comprehensive Health System Planning Commission 1991; 
British Columbia Royal Commission on Health Care and Costs 1991; Saskatchewan Health 1994). 

What is not known is whether the traditional approach to health care resource allocation in Canada has 
succeeded in distributing resources among populations in keeping with relative needs, despite not being 
explicitly needs based. We have addressed this question by developing a method to calculate need-based 
allocations that can be compared to allocations based on the traditional approach. The needs-based 
approach is relative in that the existing level of total health care resources is distributed among 
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geographically defined populations based on their level of need. For brevity, in the remainder of this paper 
we use "need" to refer to relative population need for health care. 

2. METHODS 

2.1 Definition of Need 

For computing needs-based allocations, our measure of need was population size adjusted for the 
distribution of age, sex and self-assessed health status within the population. Variation among populations 
in age and sex distribution captures a significant portion of variation in need for health care, including 
preventive and reproductive care (Carter and Peel 1976; Townsend and Davidson 1982; Wilkins and 
Adams 1983: Waldron 1986; Wyme and Berkman 1986). 

Self-assessed health status was used to represent variation in need not accounted for by age and Sex. There 
exists an impressive body of evidence supporting the validity of self-assessed health status as a health 
status measure. Numerous studies have demonstrated statistically significant relationships, usually of 
moderate strength, between variants of this single item measure of self-assessed health and other measures 
of health status (Friedsam and Martin 1963; Maddox and Douglas 1973; LaRue, Bank, Jarvik and Hetland 
1979; Linn and Linn 1980; Linn, Hunter and Linn 1980; Tissue 1972; Nagi 1976; Davies and Ware 1981; 
Fillenbaum 1979; Kaplan and Camacho 1983; Mossey and Shapiro 1982). Idler and Benyamini (1997) 
recently reviewed 27 longitudinal studies of self-assessed health status and its variants as predictors of 
mortality and found that self-assessed health status was an independent predictor of mortality in nearly all 
studies. 

2.2 Data Sources 

We obtained data on self-assessed health status and self-reported utilization of health care services from the 
1990 Ontario Health Survey (OHS). Self-assessed health status was collected as part of the self-complete 
portion of the OHS (response rate 77.2%) for respondents 12 years of age and over. For children less than 
12 years of age we used proxy respondent reports from the personal interview component of the OHS 
(response rate 87.5%) on the presence or absence of activity-limiting health problems. Complete 
information for age, sex and health status was available for 62,413 respondents (98.8% of those who 
responded to both components of the survey). 

For this study, we were limited to the categories of health care resources that were examined in the OHS. 
For health professional services, the interview portion of the OHS contained self-reported information on 
the number of contacts during the preceding twelve months with general practitioners, specialists, 
optometrists, physiotherapists and chiropractors. These health professionals account for 97.1% of all 
Ontario Health Insurance Plan (OHIP) expenditures. For hospital services, the OHS provided the self-
reported total number of nights spent in hospital during the preceding twelve months. Acute hospital costs 
account for 65.7% of the overall operation of hospitals. Together these categories represent 55.7% of the 
1995-96 Ministry of Health expenditures for the provision of health care services (Ontario Ministry of 
Treasury and Economics 1996). We obtained provincial health care expenditures for the fiscal year 1995-
96 by age and sex from the Ontario Ministry of Health for the above mentioned categories of health care 
resources enabling us to compare traditional allocations to needs-based allocations for services that make 
up over one-half of the total Ministry budget. 

2.3 Resource Shares 

To use the population distribution of age, sex and health status to allocate resources according to need, we 
estimated the relationship between these variables and current utilization and expenditures at the provincial 
level. We assumed that, at the provincial level of aggregation, the population in each age-sex-health status 
category is currently receiving an appropriate relative share of health care resources. It is important to note 
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that our approach did not assume that current allocations to age-sex-health status categories within and 
among sub-provincial geographic populations are appropriate. 

Age, sex and health status-specific resource shares were computed for each category of health care 
resources. This was done in two steps. First, the age, sex-specific resource shares were calculated as the 
ratio of the proportion of expenditures accounted for by that age-sex group to the proportion of the 
population accounted for by that age-sex group. To illustrate, males aged 40-44 years represented 4% of 
the population but accounted for 3% of the provincial expenditures on general practitioner services. 
Therefore, the resource share for males aged 40-44 was 0.03/0.04=0.75. The population weighted average 
resource share for the province was 1. 

The second step was to calculate resource shares across health status levels within age/sex strata by 
determining the proportion of the particular health care service used during the preceding 12 months by 
persons in each of the five levels of self-assessed health. For example, 7% of 40-44 year old males 
reported fair health but accounted for 13% of all self-reported general practitioner contacts in this age-sex 
group, so the health status-specific resource share for males aged 40-44 in fair health was 0.13/0.07 = 1.9. 
Combining this with the previously computed resource share for 40-44 year old males (0.75), resulted in an 
age, sex, health status-specific share of provincial expenditures for general practitioner services of 1.4 (i.e., 
1.9 x 0.75) for males age 40-44 years in fair health. That is, the needs-based share of resources for general 
practitioner services for a 40-44 year old male in fair health was 1,4 times the provincial per-capita 
expenditure on general practitioner services. Table I shows age, sex, health status-specific resource shares 
for general practitioner services. Resource shares for each type of service were weighted according to the 
proportion of the total health care budget that is currently allocated to that service and then summed to 
compute overall resource shares for each age-sex-health status category. 

Population data by age and sex at the census division level were obtained from Statistics Canada CANSIM 
estimates for July 1, 1995. These data were aggregated to the geographic areas of interest and combined 
with the OHS data to obtain estimates of age, sex and health status distributions of the geographic areas. 
The needs-adjusted dollar allocations for each geographic area were calculated by multiplying age, sex and 
health status specific population estimates for the area by the corresponding resource shares, summing for 
the area to get total shares, and multiplying by the provincial per-capita expenditure for the health care 
services included. 

2.4 Geographic areas 

The OHS was designed "to provide accurate and meaningful information at the Public Health Unit (PHU) 
level for all major indicators and characteristics" (Ontario Ministry of Health 1992, p.  25). Local areas for 
this study were defined by the 42 PHUs in existence in Ontario in 1990. These PHI.Js typically represented 
regional municipalities or counties. The 1995 population estimates for the PI-lUs range from 39,832for 
Tirniskaming to 875,588 for Peel. The local areas can be aggregated into 16 larger administrative areas 
called health districts which ranged in population from 222,808 for the health district of Muskoka, 
Nippissing, Parry Sound and Timiskaming to 2,420,054 for Metropolitan Toronto (smaller districts were 
amalgamated in 1998 to those used in this study). Districts can in turn be aggregated into 6 health planning 
regions which are the largest administrative area with 1995 populations ranging from 256,547 for North 
West to 5,015,154 for Central East. 

2.5 Current Allocations 

From the Ontario Ministry of Health we obtained the actual 1995-96 health care resource allocations to the 
geographic areas. A critical requirement was that the current allocations be computed on the basis of the 
place of residence of the recipients of services, rather than on the basis of the location of health care 
providers and institutions. However, alternate payments for physician services (3.1% of the budget 
considered here) were only available by location of provider. Expenditure data were linked to an area by 
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Table 1: Age-sex-health status-specific resource shares for general practitioner services 

Sex-Age Group Measure of Need 

Limited in Activity due to Health 
Males Absent Present 

04 years 1.10 2.00 
5-9 years 0.63 1.12 
10-11 years 0.48 1.06 

Self Assessed Health Status 
Excellent Very Good Good Fair Poor 

12-14 years 0.43 0.50 0.49 0.49 1.16* 
15-19 years 0.45 0.48 0.61 0.58 1.24 
20-24 years 0.42 0.49 0.52 0.87 1.07 
25-29years 0.40 0.49 0.62 1.00 1.35 
30-34 years 0.41 0.54 0.73 1.28 1.93 
35-39 years 0.40 0.56 0.69 2.41 3.99 
40-44 years 0.52 0.66 0.86 1.41 2.42 
45-49 years 0.42 0.65 0,82 1.63 3.33 
50-54 years 0.42 0.68 0.95 1.87 3.61 
55-59 years 0.47 0.70 1.12 1.78 3.15 
60-64 years 0.55 0.62 1.20 1.70 4.79 
65-69 years 0.68 0.91 1.36 2.19 3.28 
70-74 years 1.04 1.17 1.52 2.54 2.69 
75+ years 1.44 1.66 2.01 3.35 4.68 

Limited in Activity due to Health 
Females Absent Present 

04 years 1.10 1.73 
5-9 years 0.59 1.91 
10-11 years 0.46 2.23 

Self Assessed Health Status 
Excellent Very Good Good Fair Poor 

12-14 years 0.41 0.51 0.49 0.95 3.33 
15-19 years 0.60 0.80 0.93 1.06 1.89 
20-24 years 0.86 0.85 1.25 1.79 3.34 
25-29 years 0.94 0.99 1.45 2.49 2.80 
30-34 years 0.92 1.10 1.47 2.12 4.27 
35-39 years 0.84 1.02 1.28 1.90 5.89 
40-44 years 0.65 0.82 1.31 2.49 5.23 
45-49 years 0.55 0.96 1.33 2.86 3.97 
50-54 years 0.58 0.79 1.56 2.28 4.52 
55-59 years 0.81 0.86 1.36 2.33 3.82 
60-64 years 0.43 0.86 1.38 2.32 4.57 
65-69 years 0.68 0.98 1.50 2.31 2.92 
70-74 years 0.72 1.12 1.68 2.47 2.79 
75+ years 1.23 1.75 2.39 3.19 4.30 

gp conlacs 	 as percent of gp  contacts 
9. I 	hI 

pop  
imputed as 	

as percent of pop 	
x per capita resource share for males 12 - 14 * 
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the postal code. Recipient addresses were obtained from the hospitalization record for hospital services and 
from health cards for health professional services. Because the health cards were introduced in 1991/92 
with no legal requirement for updates, some geographic classifications may be wrong. The largest impact 
would be at the smallest geographic level. 

MWIS 

Table 2 shows the comparison at the local level of needs-based and current allocations. Needs-based 
allocations ranged from 25.6% higher than current for Northwestern to 18.8% lower for Kingston, 
Frontenac, Lennox and Addington, with a mean absolute difference of 7.5%. At the larger geographic 
levels (districts and regions) the percent difference between current and needs-based allocations was 
smaller. At the district level the mean absolute difference between the allocation methods was 5.4% and at 
the regional level the mean absolute difference was 2.1%. 

Current and needs-based allocations were significantly different for 2 of the 6 regions (33%). 8 of the 16 
districts (50%) and 21 of the 42 local areas (50%). We had power to detect a 5% difference in 4 regions 
(67%), 3 districts (19%) and 3 local areas (7%). We had power to detect a 10% difference in 6 regions 
(1000/6). 14 districts (88%) and 17 local areas (40%). 

Intraclass correlation coefficients measuring the agreement between needs-based per-capita expenditures 
and current per-capita expenditures were 0.86, 0.80 and 0.69 for regions, districts and local areas 
respectively, and were all significantly different from no agreement at the 5% significance level. 

4. DISCUSSION 

The development of the needs-based allocation method allowed us to establish that current allocations are 
not fully consistent with relative population needs for health care. However, the high intraclass correlations 
between needs-based allocations and current per-capita expenditures indicate that in many cases current 
allocations are aligned with need. Despite this, implementation of needs-based funding would see a 
substantial redistribution of resources. The potential redistributions are proportionally larger for smaller 
geographic areas. 

The 1990 OHS was the most recent source from which to obtain self-assessed health status at the local 
level. Consequently, the needs-based resource allocation model would not reflect any subsequent shifts in 
the distribution of health status among populations. In addition , we are relying on self-reported health care 
utilization which may not he consistently reported across age, sex and health status categories. The needs-
based model is limited in its conclusions to the 55.7% of the total expenditures for the provision of health 
care services by the Ontario Ministry of Health that we were able to include. We did not adjust the needs-
based allocations for differential costs between regions beyond those caused by differences in need. Not all 
services included in the current allocations were based on place of residence and there may be some 
misclassification of areas due to out-of-date health cards. 

Improvements to this and other health services and population health research projects could be made by a 
link between population health survey data and health care utilization data. In Ontario, we are currently 
waiting for access to such a data set from the 1996 National Population Health Survey (Statistics Canada 
1998). 
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Table 2: Relative population (1995) needs-based and current 1995-96 Ministry of Health 
per-capita allocations * 

Needs-Based Current Allocation Difference between Needs- 
Allocation Based and Current Allocation 

Per-capita Relative 
Region Local Area Per-capita in dollars Per-capita in dollars Difference Difference 

(95% Cl) in dollarsf (%) 
South Windsor-Essex 842 (796, 888) 899 -5 7 * -6.3* 
West Kent-Chatham 905 (814, 996) 857 48 5.6 

Middlessex-London 807 (772, 842) 777 30 3.9 
Elgin-St Thomas 845 (754, 936) 837 8 1.0 
Oxford 837(755,919) 823 15 1.8 
Bruce-Grey-Owen Sound 857 (787, 926) 899 -42 4.7 
Sarnia-Lambton 821 (751, 891) 901 -80* -8.8* 
Huron 849 (753, 945) 939 -90 -9.6 
Perth 816(734,897) 721 94* 13.1* 

Central Niagara 905 (862, 947) 825 80* 97 * 
West Hamilton-Wentworth 862 (827, 897) 956 -94* -99 * 

Brant 848(775,922) 833 15 1.8 
Wellington-Dufferin-Guelph 810 (758, 862) 712 98* 13.8* 
Halton 737 (705, 770) 747 -9 -1.2 
Haldiniand-Norfolk 828 (753, 904) 812 lb 2.0 
Waterloo 785 (746. 825) 702 83* 11.9* 

Central Haliburton Kawartha 933 (863, 1002) 814 119* 14.6* 
East Peterborough 847 (778, 916) 869 -22 -2.5 

Durham 779(741,818) 752 28 3.7 
Peel 725 (703, 748) 668 5* 8.6* 
East York!! 928(846,1011) 1045 -117* -11.2* 
Etobicokell 891 (846, 936) 931 -40 -4.3 
North Yorkll 865 (833, 896) 988 -123* -12.5* 
Scarboroughl 833 (800, 866) 821 12 1.5 
Toronto Cityll 961 (923, 998) 1027 -66* -6.4* 
York Cityll 1007 (925, 1090) 1004 3 0.3 
York Region 692 (666, 718) 657 36* 5 .4* 
Simcoe 838(795, 881) 757 81* 10.7* 

East Ottawa Carleton 748 (724, 773) 793 -45 * -5.6* 
Leeds, Grenville and Lanark 866 (791, 941) 829 36 4.4 
Eastern Ontario 852 (794, 911) 830 22 2.7 
Hastings Prince Edward 837 (775, 899) 773 64* 8.3* 
Kingston, Frontenac, Lennox 789 (730. 848) 972 -183* -18.8* 

and Addington 
Renfrew 947 (852, 1042) 853 95 11.1 

North Algoma 858(779,937) 1012 -155* -15.3* 
East Sudbury 921 (863, 979) 850 71* 8.3* 

Porcupine 880(788, 971) 910 -30 -3.3 
North Bay 930 (829, 1032) 919 12 1.3 
Tiniiskaming 959 (798, 1119) 1022 -63 -6.2 
Muskoka-Parry Sound 978 (880, 1077) 847 131* 15.5* 

North Thunder Bay 862 (795, 928) 892 -30 -3.4 
West Northwestern 837 (757, 916) 666 171* 25.6* 

Total 830 830 
Mean absolute difference 64 7.5 

Ihese allocations include general practitioner, all medical specialists, optometrists, physiotherapists, chiropractors and acute 
hospital covering 56% of the total expenditures by the Ministry of Health for the provision of health care services in 1995-96. 
Nccds.t3ascd - Current based on "unrounded" numbers. 
(Nceds-l3ascd - Current)/Currcnt based on "unrounded" numbers. 
Significant at the 5% significance level. 
Current data on alternate payments for physician services were not available for the local areas within Metro Toronto. We 
estimated these data by estimating the Health Service Organization (HSO) program portion of the alternate payments in each local 
area within Metro Toronto using the number of patients enrolled in HSOs and the average per-capita payment to FISOs. The 
remainder of the alternate payments were distributed through the local areas according to population. 
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ESTIMATION USING THE GENERALISED WEIGHT SHARE 
METHOD: THE CASE OF RECORD LINKAGE 

Pierre Lavallée and Pierre Caron 

ABSTRACT 

To augment the amount of available information, data from different sources are increasingly being combined. 
These databases are often combined using record linkage methods. When there is no unique identifier, a 
probabilistic linkage is used. In that case, a record on a first file is associated with a probability that is linked to 
a record on a second file, and then a decision is taken on whether a possible link is a true link or not. This usually 
requires a non-negligible amount of manual resolution. It might then be legitimate to evaluate if manual resolution 
can be reduced or even eliminated. This issue is addressed in this paper where one tries to produce an estimate of 
a total (or a mean) of one population, when using a sample selected from another population linked somehow to 
the first population. In other words, having two populations linked through probabilistic record linkage, we try to 
avoid any decision concerning the validity of links and still be able to produce an unbiased estimate for a total of 
one of the two populations. To achieve this goal, we suggest the use of the Gcneralised Weight Share Method 
(GWSM) described by Lavallée (1995). 

The paper will first provide a brief overview of record linkage. Secondly, the GWSM will be dcscribed. Thirdly, 
the CIWSM will he adapted to provide three different methods where no decision on the validity of the links has 
to be made. These methods will be: (I) use all possible links (2) use all possible links above a threshold and (3) 
choose the links randomly using Bernoulli trials, For each of the methods, an estimator of a total will be presented 
together with a proof of design unhiasedness and a variance formula. Finally, to compare the three proposed 
methods to the classical one where some decision is taken about the links, some simulation results will be presented 
where it will be seen that using all possible links can improve the precision of the estimates. 

KEYWORDS: Generalised Weight Share Method, Record Linkage, Estimation, ('lusters. 

1. INTRODUCTION 

To augment the amount of available information, data from different sources are increasingly being combined. 
These databases are often combined using record linkage methods. When the files involved have a unique 
identifier that can be used, the linkage is done directly using the identifier as a matching key. When there is 
no unique identifier, a probabilistic linkage is used. In that case, a record on the first file is linked to a record 
on the second file with a certain probability, and then a decision is taken on whether this link is a true link or 
not. Note that this process usually requires a certain amount of manual resolution. 

Manual resolution usually requires a large of amount of resources with respect to time and employees. It might 
then be legitimate to see if it would be possible to evaluate if manual resolution can be reduced or even 
eliminated. This issue will be addressed in this paper where one tries to produce an estimate of a total (or a 
mean) of one population, when using a sample selected from another population linked somewhat to the first 
population. In other words, having two populations linked through record linkage, we will try to avoid any 
decision concerning the validity of links, but still be able to produce an unbiased estimate for a total of one of 
the two populations. 

The problem that is considered here is to estimate the total of a characteristic of a population that is naturally 
divided into clusters. Assuming that the sample is obtained by the selection of units within clusters, if at least 
one unit of a cluster is selected, then the whole cluster will be interviewed. This usually leads to cost reductions 

I Business Survey Methods Division, Statistics Canada, Ottawa, Ontario, KIA 0T6 CANADA, 
plavall@statcan.ca  and caropiestatcan.ca 
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as well as the possibility of producing estimates on the characteristics of both the clusters and the units. 

The present paper will show that avoiding deciding on the validity of the links can be achieved using the 
Generalised Weight Share Method (GWSM) that has been described by Lavallée (1995). This method is an 
extension of the Weight Share Method presented by Ernst (1989). Although this last method has been 
developed in the context of longitudinal household surveys, it was shown that the Weight Share Method can 
be generalised to situations where a population of interest is sampled through the use of a frame which refers 
to a different population, but linked somehow to the first one. 

2. RECORD LINKAGE 

The concepts of record linkage were introduced by Newcome etal. (1959) and formalised in the mathematical 
model of Fellegi and Sunter (1969). As described by Barlett ci al. (1993), record linkage is the process of 
bringing together two or more separately recorded pieces of information pertaining to the same unit (individual 
or business). Record linkage is sometimes also called exact matching, in contrast to stat istical matching. This 
last process attempts to link files that have few units in common. Linkages are then based on similar 
characteristics rather than unique identifying information. In the present paper, we will discuss more the 
context of record linkage. However, the developed theory could also be used for statistical matching. 

Suppose that we have two files A and B containing characteristics related to two populations L1' and U8 , 
respectively. The two populations are somehow related to each other. The purpose of record linkage is to link 
the records of the two files A and B. If the records contain unique identifiers, then the matching process is 
trivial. Unfortunately, often a unique identifier is not available and then the linkage process needs to use some 
probabilistic approach to decide whether two records of the two files are linked together or not. With this 
linkage process, the likelihood of a correct match is computed and, based on the magmtude of this likelihood, 
it is decided whether we have a link or not. 

Formally, we consider the product space AXB from the two files A and B. Letj indicates a record (or unit) 
from file A (or population UA)  and k a record (or unit) from file B (or population LIB).  For each pair £ik,  of 
AXB, we compute a linkage weight °ik  reflecting the degree to which the pair (i.k) is likely to be a true link. 

The higher the linkage weight °M  is, the more likely the pair (/A) is a true link. The linkage weight 0 jk  is 

commonly based on the ratios of the conditional probabilities of having a match p and an unmatch ll , given 
the result of the outcome of comparison Cq  of the characteristic q of the recordsj from A and A from B, 
q1..... Q. 

Once a linkage weight 0 1  has been computed for each pair (1k)  of AXB, we need to decide whether the 
linkage weight is sufficiently large to consider the pair (1,k) a link. This is typically done using a decision rule. 
With the approach of Fellegi and Sunter (1969), we use an upper threshold Offigh and  a lower threshold °Lo• 

to which each linkage weight 0 is compared. The decision is made as follows: 

I 	link 	if Oik ~  offigh 

D(j,k) = can be a link if 0Lon <9j <0111gb 	 (2.1) 

nonlink 	if 01k  <0 
- Low 

The lower and upper thresholds °Lo'  and Offigh are  determined by a priori error bounds based on false links 
and false nonlinks. When applying decision rule (2.1), some clerical decisions will be needed for those linkage 
weights falling between the lower and upper thresholds. This is generally done by looking at the data, and also 
by using auxiliary information. By being automated and also by working on a probabilistic basis, some errors 
could be introduced in the record linkage process. This has been discussed in several papers, namely Barlett 
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et al. (1993), Beim (1993) and Winkler (1995). 

The application of decision rule (2,1) leads to the definition of an indicator variable l ik = I if the pair G,k) is 
considered to be a link, 0 otherwise, As for the decisions that need to be taken for those linkage weights falling 
between the lower and upper thresholds, some manual intervention can be needed to decide on the validity of 
the links. Note that decision rule (2.1) does not 
prevent to have maflytooneorone:tomany 	 Figure 1. 
Iujr,. iiti LUll uc lClCCllLCU by rtguie I. 

3. THE GENERALISED WEIGHT 
SHARE METHOD 

The GWSM is described in Lavallée (1995). It is 
issued from the Weight Share Method described 
by Ernst (1989) in the context of longitudinal 
household surveys. The GWSM can be viewed as 
a generalisation of Network Sampling and also of 
Adaptive Cluster Sampling. These two sampling 
methods are described in Thompson (1992), and 
Thompson and Seber (1996). 

Suppose that a sample s 4  of 	A  units is 

selected from the population UA of M' units 

using some sampling design. Let in  be the 
selection probability of unit j. We assume 

forall /EU'. 

U' 

Jk j  

Let the population U 8  contain  M 8  units. This 

population is divided into N clusters where cluster i contains M units. From population u 1 , we are 

interested in estimating the total Y' = 	y, for some characteristic ,y. 

An important constraint that is imposed in the measurement (or interviewing) process is to consider all units 
within the same cluster. That is, if a unit is selected in the sample, then every units of the cluster containing 
the selected unit will be interviewed, This constraint is one that often arises in surveys for two reasons: cost 
reductions and the need for producing estimates on clusters. As an example, for social surveys, there is 
normally a small marginal cost for interviewing all persons within the household. On the other hand, household 
estimates are often of interest with respect to poverty measures, for example. 

With the GWSM, we make the following assumptions: 
I) There exists a link between each unitj of population U' and at least one unit k of cluster i of population 

U 8  i.e. LI = ~ 1 for all j E UA. 

Each cluster i of UB has at least one link with a unit / of UA 

There can be zero, one or more links for a unit k of cluster i population U 8  i.e. it is possible to have 

La  = j€jlj.i* = 0 or L.k  >j€U41j,,k>l for some k EU 8 . 
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These situations are illustrated in Figure 1. We will see in Section 4 that in the context of record linkage, some 
of these assumptions might not be satisfied. 
By using the GWSM, we want to assign an estimation weight wik  to each unit k of an interviewed cluster i. 

To estimate the total Y8  belonging to population UB, one can then use the estimator 
Mr 

WiA 	 (3.1) 
i•-'j ki 

where n is the number of interviewed clusters and Wak  is the weight attached to unit k of cluster i. With the 

GWSM, the estimation process uses the sample 54  together with the links existing between U' and UB to 

estimate the total yB•  The links are in fact used as a bridge to go from population U' to population UB, and 
vice versa. 

The GWSM allocates to each sampled unit a final weight established from an average of weights calculated 

within each cluster I entering into Y. An initial weigh: that corresponds to the inverse of the selection 

probability is first obtained for unit k of cluster i of Y having a non-zero link with a unit j E s 1  An initial 
weight of zero is assigned to units not having a link. The final  weigh: is obtained by calculating the ratio of the 
sum of the initial weights for the cluster over the total number of links for that cluster. This final weight is 
finally assigned to all units within the cluster. Note that the fact of allocating the same estimation weight to all 
units has the considerable advantage of ensuring consistency of estimates for units and clusters. 

Formally, each unit k of cluster i entering into Y is assigned an initial weight w as ik 

W:k =i -- 
j=1 	'r1 
	 (3.2) 

where tj  = 1 if J E s' and 0 otherwise. Note that a unit k having no link with any unit j of  U 4  has 

automatically an initial weight of zero. The final weight wi  is given by 

VVI 	

Lk=!Ljk 

	 (3.3) 

 yMA 
where LIk = 	. The quantity LA  represents the number of links between the units of U' and the unit 

k of cluster i of population UB. The quantity L = then corresponds to the total number of links 

present in cluster i. Finally, we assign w,1  = w for all k E i and uses equation (3.1) to estimate the total Y8 . 

Now, let Zik = V1  / L, for all k E i. As shown in Lavallée (1995), Y can also be written as 
M tj  N Al 	Al 

li.ik zik = 	Z J 	 (3.4) 
p-i in 	i-I k—F 	•jI in1 

Using this last expression, it can easily be shown that the GWSM is design unbiased. The variance of Y is 
A 	4 A) 

directly given by Var(Y) = 	 Z' Z 1 ' where 	,. is the joint probability of selecting units 
f-i 	itj itj•' 

j and j' (See Sarndal, Swensson and Wretman (1992) for the calculation of 	under various sampling 
designs). 
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4. THE GWSM AND RECORD LINKAGE 

With record linkage, the links Ijik  have been established between files A and B, or population UA  and 
population U8 , using a probabilistic process. As mentioned before, record linkage uses a decision rule D such 
as (2.1) to decide whether there is a link or not between unit] from file A and unit k from file B. Once the links 
are established, we have seen that it is then possible to estimate the total yB  from population UB  using a sample 
obtained from population (JA  One could then ask if it is necessary to make such a decision. That is, is it 
necessary to establish whether there is positively a link for the given pair (j,k), or not? Would it be easier to 
simply use the linkage weights °jk  (without using any decision rule) to estimate the total Y from UB using a 

sample from UA?  If this were the case, it is easy to see that reducing the amount of clerical intervention 
required in the record linkage process could save time and resources. In the present section, we will see that 
the GWSM can be used to answer the previous question. Three methods will be considered. 

Method 1 Use all possible links with their respective linkage weights 

When using all possible links with the GWSM, one wants to give more importance to links that have large 
linkage weights 0 than those that have small linkage weights. We no longer use the indicator variable Ij,ik 
identifying whether there is a link or not between unitj from U'1  and unit k of cluster i from U. Instead, we 
use the linkage weight 0j,k  obtained in the first steps of the record linkage process. By doing so, we do not 
need any decision to he taken to establish whether there is a link or not between two units. 

By defmition, for each pair (j,ik) of AXB, the linkage weight °jik  reflects the degree to which the pair (/.ik) 
is likely to be a true link. This linkage weight can then directly replace the indicator variable I in equations 
(3.2) and (3.3) that define the estimation weight obtained through the GWSM. We then get the estimation 

weight Wik 

The assumptions of Section 3 concerning the GWSM still apply. For instance, the existence of a link between 

each unitj of population U 4  and at least one unit k of population u 1  is translated into the need of having 

a non-zero linkage weight 0 between each unitj of U'4  and at least one unit k of cluster i of U 8 . The 

assumption that each cluster i of UB must have at least one link with a unitj of U 4  translates into the need 

of having for each cluster i of U 8  at least one non-zero linkage weight 0, with a unit] of U 4 . Finally, 

there can be a zero Linkage weight °jk  for a unit k of cluster i of population U 8 . In theory, the record linkage 
process does not insure that these constraints are satisfied. This is because the decision rule (2.1) does not 
prevent to have many-to-one or one-to-many links, or no link at all. For example, it might turn out that for a 

cluster i of U , there is no non-zero linkage weight °jik  with any unit] of U4 . In that case, the estimation 
weight (4.2) underestimate the total Y8 . To solve this problem, one practical solution is to collapse two clusters 
in order to get at least one non-zero linkage weight 0/ik  for cluster i. Unfortunately, this solution might 
require some manual intervention, which we try to avoid. A better solution is to force to have a link by 
choosing one link at random within the cluster. 

Method 2: Use all possible links above a given threshold 

Using all possible links with the GWSM as in Method I might require the manipulation of large files of size 
M ' x M 8 . This is because it might turn out that most of the records between files A and B have non-zero 
linkage weights 0. In practice, even if this happens, we can expect that most of these linkage weights will be 
relatively small or negligible to the extent that, although non-zero, the links are very unlikely to be true links. 
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In that case, it might be useful to only consider the links with a linkage weight 0 above a given threshold 

9High 

For this method, we again no longer use the indicator variable ijik  identifying whether there is a link or not 
but instead, we use the linkage weight 0jik obtained in the first steps of the record linkage process and above 

the threshold 	. The linkage weights below the threshold are considered as zeros. We therefore defme the 
T 	 ,- 	,- 	 RLT linkage weight: 	= 	if j.ik Ujjjgh 0 otherwise. The estimation weight WI 	i J ,J  k 	s then directly 

obtained by replacing the indicator variable 1 in equations (3.2) and (3.3) by 
°1jk 

The number of zero linkage weights 9 will he greater than or equal to the number of zero linkage weights 
0 used for Method I. Therefore, the assumption of having a non-zero linkage weight °jk  between each unit i. 

j of UA and at least one unit k of UH might be more difficult to satisfy. The assumption that each cluster i 

of UB must have at least one non-zero linkage weight 0T.k  with a unitj of U'1  can also possibly not be 
satisfied. In that case, the estimation weight (4.7) underestimate the total Y8 . To solve this problem, one 
solution is to force the selection of the link with the largest linkage weights 0. This will lead to accepting links 
with weights 0T  below the threshold. If there is still no link, then choose one link at random within the cluster 
is a possible solution. 

Method 3: Choose the links by random selection 

In order to avoid taking a decision on whether there is a link or not between unitj from U' and unit k of cluster 
i from UB,  one can decide to simply choose the links at random from the set of possible links. For this, it is 
reasonable to choose the links with probabilities proportional to the linkage weights 0. This can be achieved 
by Bernoulli trials where, for each pair Ci,ik),  we decide on accepting a link of not by generating a random 
number u /1k  that is compared to the linkage weight 0/ik 

The first step before performing the Bernoulli trials is to rescale the linkage weights in order to restrict them 
to the [0,1] interval. This can be done by dividing each linkage weight 	by the maximum possible value 

0Max Although in most practical situations, the value 8 	exists, it is not the case in general. When this is 

not possible, one can then use a transformation such as the inverse logit function f(x) = e.t 1(1 + e) to force 

the adjusted linkage weights 0 to be in the [0,1] interval. The chosen function should have the desirable 

property that the adjusted linkage weights 0 sum to the expected total number of links L in AXB, i.e. 

jIt-I 	ki°J,ik = L. 

Once the adjusted linkage weights °jik  have been obtained, for each pair (iik), we generate a random number 

u Jrk 	U(0,1). Then, we set the indicator variable 'jik  to I if 	0/Ik , and 0 otherwise. This process 
provides a set of links similar to the ones used in the original version of the GWSM, with the exception that 
now the links have been determined randomly instead of through a decision process comparable to (2.1). The 
estimation weight w' 	is then directly obtained by replacing the indicator variable I in equations (3.2) and 

(3.3) by 'jik 
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By conditioning on the accepted links 1 , it can be shown that estimator (4.11) is conditionally design unbiased 

and hence, unconditionally design unbiased. Note that by conditioning on 1 . the estimator (4.11) is then 

equivalent to (3.1). To get the variance of Y , again conditional arguments need to be used. 

With the present method, by randomly selecting the links, it is very likely that one or more of the three 

assumptions of Section 3 will not be satisfied. For example, for a given unitj of population U' , there might 

not be a link with any unit k of population U . Again, in practice, we can overcome this problem by forcing 

a link for all unit) of population UA by choosing the link that has the highest linkage weight 0iJk The 

constraint that each cluster i of UB must have has at least one link with a unit) of UA can also be not 
satisfied. Again, we can force to have a link by choosing the one with the highest linkage weight OiJk  If there 
is still no link, it is possible to choose one link at random within the cluster. It should be noted that this solution 
preserves the design unbiasedness of the GWSM. 

5. SIMULATION STUDY 

A simulation study has been performed to evaluate the proposed methods against the classical approach 
(Fellegi-Sunter) where the decision rule (2.1) is used to determine the links. This study was made by comparing 
the design variance obtained for the estimation of a total yB  using four different methods: (1) use all links; (2) 
use all links above a threshold: (3) choose links randomly using Bernoulli trials; (4) Fellegi-Sunter. Given that 
all four methods yield design unbiased estimates of the total yB,  the quantity of interest for comparing the 
various methods was the standard error of the estimate, or simply the coefficient of variation (i.e., the ratio of 
the square root of the variance to the expected value). 

For the record linkage step, data from the 1996 Farm Register (population UA)  was linked to the 1996 
Unincorporated Revenue Canada Tax File (population UB).  The Farm Register is essentially a list of all records 
collected during the 1991 Census of Agriculture with all the updates that have occurred since 1991. It contains 
a farm operator identifier together with some socio-demographic variables related to the farm operators. The 
1996 Unincorporated Revenue Canada Tax File contains data on tax filers declaring at least one farming 
income. It contains a household identifier, a tax filer identifier, and also socio-demographic variables related 
to the tax files.. For the purpose of the simulations, the province of New Brunswick was considered. For this 
province, the Farm Register contains 4.930 farm operators while the Tax File contains 5,155 tax filers. 

The linkage process used for the simulations was a match using five variables. It was performed using the 
statement MERGE in SAS'. All records on both files were compared to one another in order to see if a 
potential match had occurred. The record linkage was performed using the following five key variables 
common to both sources: (1) first name (modified using NYSHS); (2) last name (modified using NYSHS); (3) 
birth date; (4) street address; (5) postal code. The first name and last name variables were modified using the 
NYSJ!S system. This basically changes the name in phonetic expressions, which in turn increases the chance 
of finding matches by reducing the probability that a good match is rejected because of a spelling mistake or 
a typo. 

Records that matched on all 5 variables received the highest linkage weight (0=60). Records that matched on 
only a subset of at least 2 of the 5 variables received a lower linkage weight (as low as 0=2). Records that did 
not match on any combination of key variables were not considered as possible links, which is equivalent as 
having a linkage weight of zero. A total number of 13,787 possible links were found. 
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Two different thresholds were used for the simulations: Oi,, = 	= 15 and OHi,,h = °Low =30. The upper 

and lower thresholds, 0fIigh  and 6LOe I 
were set to be the same to avoid the grey area where some manual 

intervention is needed when applying the decision rule (2.1) of Fellegi-Sunter. 

For the simulations, we assumed that the sample from (J'1  (i.e. the Farm Register) would be selected using 
Simple Random Sampling Without Replacement (SRSWOR), without any stratification. We also considered 
two sampling fractions: 30% and 70%. The quantity of interest Yto be estimated is the Total Fanning Income. 
It was possible for us to calculate the theoretical variance for these estimates for various sampling fractions. 
We could also estimate this variance by simulations (i.e. performing a Monte-Carlo study). Both approaches 
were used. For the simulations, 500 simple random samples were selected for each method for two different 
sampling fractions (30% and 70%). The two thresholds (15 and 30) were also used to better understand the 
properties of the given estimators. The results of the study are presented in Figures 2.1 and 2.2. 

By looking at the above figures, it can be 
seen that in all cases, Method 1 provided 
the smallest design variances for the 
estimation of the Total Farming Income. 
Therefore, using all possible links leads to 
greatest precision. This results is 
important since it indicates that, in 
addition to saving resources by 
eliminating manual interventions needed 
to decide on the links, we also gain in the 
precision of the estimates. This 
conclusion also seems to hold regardless 
of the sampling fraction, the threshold 
and the province. 

As previously mentioned, the number of 
links to handle using Method I might be 
quite large. Therefore, a compromise 
method such as Method 2 (use all links 
above a threshold) or Method 3 (choose 
links randomly using Bernoulli trials) 
might be appealing. The precision of 
Method 2 seems to be comparable to 
Method 4 (Fellegi-Sunter). Using Method 
2 can then be chosen because, unlike 
Method 4, it does not involve any 
decision rule to decide on the validity of 
the links. 

Figure 2.1. CVs with Offigh=  O,, =is. 
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Method 3 turned out to have the largest variance. Therefore, choosing the links randomly using Bernoulli trials 
does not seem to help with respect to precision. However, Method 3 is the one that used the least number of 
links. If this is of concern, this method can turn out to be appealing in some situations. 
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ABSTRACT 

The application of dual systeni estimation (DSE) to niatched Census / Post Enumeration Survey (PUS) data in 
order to measure net undercount is well understood (hogan, 1993). However, this approach has so far not been 
used to measure net undercount in the UK. The 2001 PUS in the UK will use this methodology. This paper 
presents the general approach to design and estimation for this PES (the 2001 Census Coverage Survey). The 
estimation combines 1)SE with standard ratio and regression estimation. A simulation study using census data 
from the 1991 Census of England and Wales demonstrates that the ratio model is in general more robust than 
the regression model. 

KEY WORDS: Dual System Estimation, Ratio Estimation, Regression Estimation, Census Underenumeration 

1. INTRODUCTION 

An increasing problem for many countries is what to do when the census, the gold standard for population 
counts and their distribution at very small areas, suffers from underenumeration. The United Kingdom 
(tJK) has faced this problem for a number of censuses with net underenumeration measured by a post 
enumeration survey (PES). In 1991, though, the net underenumeration suggested by the PES was rather 
less than that suggested, at the national level, by demographic estimates. As a result it was not possible to 
allocate underenumeration below the national level using the PES and a demographic strategy was 
developed (Diamond. 1993 and Simpson et a!, 1997). To ensure that this does not occur in 2001 a major 
research project has been undertaken so that, in 2001, the Office for National Statistics (ONS) will be in a 
position to estimate and adjust accurately census outputs for net underenumeration. The ultimate aim is to 
adjust the actual census database and create a 'One Number Census' (ONC) so that all tabulations reflect 
the estimated underenumeration and all figures reported by the census are consistent. However, before this 
can be done, estimates of the population at sub-national administrative areas, the level at which most 
resource allocation takes place, are required. It is this estimation problem which is the focus of this paper. 
The overall ONC research is described in Brown eta! (1999). 

1.1 Dual System Estimation 

A standard method for estimating underenumeration is Dual System Estimation. This was the approach 
used by the US Census Bureau following both the 1980 and 1990 US Censuses (Hogan, 1993). Shortly 
after the census a PES is used to obtain an independent re-count of the population in a sample of areas. 
Dual system estimation combines these two counts to estimate the true population, allowing for people 
missed by both the census and the PES, in the PES sample areas. Although the method is theoretically 
straightforward, in practice it has some problems. 

'Department of Social Statistics, University of Southarrtpton, Southampton, flants S017 1BJ, UK 
2  Census Division, Room 4200W, Office for National Statistics, Titchfield, Fareham, Hants P015 5RR, 
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The DSE assumes that in the target population the matched PES and census counts follow a 
multinomial distribution. That is, the probabilities of being counted by either or both the PES and the 
census are homogeneous across the target population. This is unlikely for most populations. 

Unbiased estimation requires statistical independence between the census count and the PES count. 
This is impossible to guarantee. 

It is necessary to match the two data sources to determine whether individuals on the lists were counted 
once or twice. Errors in matching become biases in the dual system estimator (DSE). 

In the 1990 Census the US Census Bureau tackled problem a) by splitting the population up into post strata 
based on factors (e.g. race) which were thought to affect an individual's probability of being counted, a 
method originally proposed by Sekar and Deming (1949). Problem b) is typically handled by operational 
procedures that ensure the operational independence of the census and the PES. Problem c) is essentially 
unavoidable but it is absolutely essential to ensure that errors due to matching are minimised. 

Generalisation of the DSE counts from the sampled PES areas to the whole population can be carried out 
using a variety of survey estimation methods. In this paper DSE methodology is combined with ratio and 
regression estimation to achieve this aim. A series of estimators are proposed and the robustness of the 
ratio and regression models evaluated using a simulation study. 

2. POPULATION ESTIMATION USING THE 2001 CENSUS COVERAGE 
SURVEY 

2.1 Design of the Census Coverage Survey (CCS) 

In the UK in 2001 the PES will concentrate only on coverage (as opposed to 1991 when both quality and 
coverage were addressed) using a short questionnaire and large sample size. This will be known as the 
Census Coverage Survey (CCS). The aim of the CCS is to estimate population totals by age and sex for 
groups of local administrative areas, called design areas, with total expected populations of around 0.5 
million. It will be a two-stage sample design based on a set of auxiliary variables, the 1991 Census counts, 
for each age-sex group by enumeration district within a design group. 

At the first stage a stratified random sample of enumeration districts (EDs) will be drawn within a design 
area. An ED is an area containing about 200 households and represents the workload for one census 
enumerator. Within a design area the enumeration districts are stratified by a hard to count (HtC) index 
with categories d = I to D. The index is based on the social, economic, and demographic characteristics 
associated with people who were considered hard to count in the 1991 Census. At the design stage its role 
is to ensure that all types of EDs are sampled. Further size stratification of EDs, within each level of the 
HtC index, based on the 1991 Census counts improves efficiency by reducing within stratum variance. 

The second stage of the CCS design will consist of the random selection of a fixed number of small areas 
called postcodes (containing on average fifteen households) within each selected enumeration district. All 
households in the selected CCS postcodes will then be independently enumerated using a short personal 
interview that will ascertain the household structure at the time of the census. 

2.2 Models for Population Estimation Using the CCS 

After the CCS there will be two population counts for each postcode in the CCS sample, the census count 
and the CCS count. One approach would be to assume that the CCS count is equal to the true population 
count in the sampled postcodes and that, therefore, there is no underenumeration in the CCS. However, it is 
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more sensible to assume that there will be underenumeration in both census and CCS and hence for each 
sampled postcode both counts are subject to non-response. Under the assumptions already specified the 
DSE can be used to estimate the true population counts, ad,  for age-sex group a in postcode i in l-ltC 
stratum d. The problem is then how to estimate the overall population total in the design area, Ta'  for age-
sex group a using this information. 

2.2.1 Ratio Model for Population Estimation 

The simplest approach to make such population estimates is to assume that information is only available 
for the census and the CCS in the sample areas. In this situation AIho (1994) proposes an adaptation of the 
Horvitz-Thompson estimator for Ta•  However, census counts are available for all postcodes and can be 
used as auxiliary information to improve this estimator. The simplest way to introduce these auxiliary data 
is to assume that the true count is proportional to the census count. For estimation this leads to the classical 
ratio model for each age-sex group. Dropping the age-sex group indicator a, and representing the census 
count in postcode i of HtC stratum d by X th  this model can be written as 

E{YId I XjdJ = RdXId 

VarY Id IX Id }=cTd X Id 	 (I) 
CoVYId ,YJf  IX 1d ,X Jf  =Oforall i ;tj 

where R and (TJ are unknown parameters. Under the model in (1) it is straightforward to show (Royall, 
1970) that the best linear unbiased predictor (L3LUP) for the true population total I of an age-sex group is 
the stratified ratio estimator of this total given by 

5N 

	

TRAT=RdXd 	 (2) 

where N d  is the total number of postcodes in EliC stratum d and Rd  is an estimate of the population ratio of 
true to census counts. Strictly speaking the assumption in model (1) of zero covariance between postcodes 
counts is violated as the design of the CCS has the postcodes clustered. However, this is not a problem for 
estimation of the population total, as (2) remains unbiased when this assumption is violated with only a 

- 	S ' id 

	

small loss of efficiency (Scott and Holt, 1982). Typically R d  = 	d 	where Sd  represents the sampled 
X 

postcodes in UtC index d. In practice, of course, the Y i, are unknown and replaced by their corresponding 
DSEs. 

An alternative to this estimator is to compute one DSE across all the CCS sample postcodes within a lltC 
stratum and then ratio' this total up to a population estimate for that stratum by multiplying it by the ratio 
of the overall census count for the stratum to the census count for the CCS postcodes in the stratum. This is 
analogous to treating the HtC stratum as a post-stratum in the US Census context and applying the ratio 
estimator proposed by Alho (1994). One would expect this second approach to have a lower variance due 
to the larger counts contributing to the DSE but be subject to more bias due to heterogeneity of capture 
probabilities within each HtC stratum. Defining the lltC strata after the census can reduce this bias. 
However, it appears unlikely that all the necessary data for such a post-stratification will be available in 
time for such an exercise to be carried out afler the 2001 UK Census. 

2.2.2 Regression Model for Population Estimation 

The model in (1) forces a strictly proportional relationship between the census and true counts. Such a 
relationship is unlikely to be the case where census counts are close to zero, as will be the situation if 
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estimation is carried out at the postcode level. Therefore, Brown et at (1999) suggested the use of a simple 
regression model to allow for the situation where the census counts for a particular postcode are close, but 
not equal to, zero. This model is given by 

E{YId I  X1d}=ad  +fidXId 

Var{YId I  Xd}=o 	 (3) 
Cov{Yjd,YJf IX d ,X Jf =Oforalli *j 

tinder (3) it is straightforward to show (Royall, 1970) that the best linear unbiased predictor (BLUP) for 
the true population total I of an age-sex group is then the stratified regression estimator 

- 

TRFG= 	(âd +/ld X ld ) 	 (4) 
d=I 1=1 

where d  and fld  are the OLS estimates of ad  and Pd  in (3). Like the ratio estimator (2), (4) is robust to 
the correlation of postcodes due to the sample design (Scott and loll, 1982). Unfortunately, it is not robust 
to a large number of zero census I CCS counts, since the fitted regression line can then be significantly 
influenced by the large number of sample points at the origin. 

3. SIMULATION STUDY OF POPULATION ESTIMATION 

To assess the performance of the three estimators of the population total described in Section 2.2 when the 
CCS design described in Section 2.1 is applied to a population a simulation study was undertaken and is 
described in this section. Anonymised individual records for a local administrative area from the 1991 
Census augmented by a HtC index are treated as a design area and used as the basis for the simulation. 

3.1 Applying the CCS Design to the Simulation Population 

As already stated it is expected that underenumeration in the 2001 Census will be higher in areas 
characterised by particular social, economic and demographic characteristics. For example, people in 
dwellings occupied by more than one household (multi-occupancy) have a relatively high probability of 
not being enumerated in a census. This heterogeneity is accounted by stratifying the enumeration districts 
(and hence the postcodes contained within them) by a 'Hard to Count' (HtC) index. The "prototype" HtC 
index used here (see Brown et a!, 1999 for details) is based on a linear combination of variables including: 
language difficulty for heads of households in the enumeration district (ED), migration of young adults into 
the ED, households in multi-occupied buildings, and privately rented households. The distribution of the 
930 enumeration districts in the simulation population across the categories of this HtC index is between 
150 and 210. The CCS sample design was carried out using size stratified sampling based on the design 
described in Brown ci (11(1999), leading to a total of 35 EDs (and hence 175 postcodes) being selected. 

3.2 Simulating a Census and its CCS 

Each individual in the population was assigned a fixed probability of being counted in a census. These 
probabilities depend on individual characteristics and are based on research by the 'Estimating With 
Confidence Project' (Simpson ci a!, 1997) following the 1991 Census. In particular, there is considerable 
variation in the individual probabilities by age and sex. They also vary by HtC index; the census variable 
'Primary Activity Last Week'; and there is also a small enumeration district effect. However, the 
probabilities are still heterogeneous even when all these factors are taken into account. Whole households 
are also assigned probabilities of being counted in the census. These are based on averaging the individual 
probabilities associated with the adults within the households. Household probabilities also vary according 
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to the tenure of the household and the household size. The household and individual probabilities remain 
fixed throughout the simulation study. Each individual and household is also assigned a factor that defines 
the differential nature of response in the CCS. These mirror the same pattern as the census probabilities but 
the differentials are less extreme. This extends the simulation study in Brown ef a! (1999) so that there is 
heterogeneity in both the census and the CCS for age-sex groups at the postcode level. 

To generate a census and its corresponding CCS, independent Bernoulli trials are used to determine first 
whether the household is counted and second whether the individuals within a counted household are 
counted. There is also a check that converts a counted household to a missed household if all the adults in 
the household are missed. In these simulations the census and CCS outcome for households and individuals 
are independent. Coverage in the CCS is set at approximately 90 per cent for households with 98 per cent 
of individuals within those households being counted. For each census ten CCS postcode samples are 
selected. The estimators described in Section 2.2 are then applied to each age-sex group and population 
totals are calculated. The whole process is repeated for 100 independent censuses. 

3.3 Population Estimation Results 

For the simulation of 100 censuses the average census coverage is 94.90 per cent. This is rather less than 
1991 where overall coverage was around 98 per cent and aims to assess the robustness of the procedure to 
increased probabilities of underenumeration. The three estimators being evaluated are: 
I) 	The ratio estimator with the DSE at the postcode level (Postcode Ratio) 

The ratio estimator with the DSE at the HtC index level (Index DSE) 
The regression estimator with the DSE at the postcode level (Postcode Regression) 

As this is a simulation relative root mean square errors (RRMSE) and the relative biases can be used to 
assess the performance of the estimators relative to each other (and the census) over the 1000 CCSs. For 
each estimator the R.RMSE is defined as: 

1  l000 1 	( 	

.1 - 
	)xl00 	 (5) RRMSE = - x 	x observed ,  truth 

truth  

and can be considered as a measure of the total error due to bias and variance. Relative bias is defined as: 

	

I 	10  Relative Bias = 	x 	x 	observed - truth)x 100 	 (6) 
truth 1000 

Bias in an estimator is usually considered a poor feature, as it cannot be estimated from the sample. 
I lowever, it can be better overall to adopt a slightly biased estimator if its total error is small. 

TABLE I 
Performance of the three population estimators fr the population total 

I 	Postcode Ratio 	 Index DSE 	Postcode 
Relative Bias (%) 	 0.27 	 0.26 	 0.41 
RRMSE (%) 	1 	0.57 	 0.55 	 0.68 

Table 1 summarises the results for the estimation of the total population by summing the individual age-sex 
estimates. There are not tremendous differences between the estimators. However, the two estimators based 
on the ratio model both have lower bias and lower total error. Looking at the total can hide problems with 
the estimation of the individual age-sex population totals. Across age-sex groups the three estimators are 
very similar in terms of RRMSE and are always better than the census with the exception of men aged 85 
years and over. With respect to bias Figure 1 shows that the postcode regression estimator has a higher bias 
for the young age groups of both sexes. This is what gives the postcode regression estimator its high 
relative bias in Table 1. The two estimators based on the ratio model have a higher relative bias for the 
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oldest age groups. However, in tenns of the population total these are small groups and so do not impact on 
the results in Table 1. It is also possible to plot the distribution of the individual errors from the 1000 CCSs 
for each age-sex group. This shows that while the estimators based on the ratio model have smaller inter-
quartile ranges for the distributions of their errors they are slightly more prone to outliers. 
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FIGURE 1: Relative Bias of the three population estimators by age and sex compared to the census. 

Figure 1 and Table I suggest that, in general, the estimators based on the ratio model are better with the 
Index DSE estimator being 'best' overall. However, this particular estimator needs to be treated with care 
as it relies heavily on the HtC index defining homogeneous strata. In the simulation this is the case once 
age and sex are also controlled for. However, in 2001 this assumption will be much harder to defend given 
that many postcodes that will have changed in ten years. This will cause the DSE calculated at the HtC 
stratum level to be biased. For the postcode-based estimators this will not impact on the individual DSEs to 
cause bias but it will increase the variance as the relationship between the census and CCS counts within 
each stratum will not be as strong. 

There are also problems with both the ratio and the regression model as the census count gets small. As 
stated in Section 2.2 the regression model will fit well when census counts are approaching zero and the 
CCS is finding extra people but it will not be robust to a large number of origin points. As the postcode is a 
very small geographic area the count for a particular age-sex group will often be zero. In the simulation 
about one third of the sampled postcodes Counts are at the origin for most age-sex groups. The presence of 
the points at the origin tends to rotate the fitted line increasing the estimate of the slope leading to the 
positive bias. The origin points do not affect the ratio model as it is constrained to pass through the origin. 
However, postcodes where the census count is zero and the CCS is greater than zero do. These happen in a 
few postcodes for all the age-sex groups. However, their affect is most dramatic in the oldest age groups 
when there are only a few non-zero census counts and the observed counts are in general all close to zero. 
It is this that generates the positive bias for these estimators that can be seen in Figure 1. 

4. ADDITIONAL CONSIDERATIONS 

4.1 Matching Error and the DSE 

One of the most challenging aspects of using the DSE is the matching of the census and CCS databases to 
determine whether individuals have been counted twice or only counted once. Any error at this stage feeds 
directly into the DSE and becomes bias, the direction of which depends on the nature of the matching error. 
Current research (Baxter, 1998) is developing an automated matching strategy that minimises the error 
from matching. It tackles the problem by first using exact computer matching, which is expected to handle 
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the majority of cases. The remaining individuals are then matched using probability-based methods. Those 
records that cannot be matched this way will be matched by hand. 

4.2 Estimation of Overenumeration in the 2001 Census 

All the work presented in this paper has assumed that overenumeration in the UK Censuses is minimal. In 
previous censuses no attempt has been made to adjust for overenumeration and it has been assumed that 
careful implementation of the census in the field minimises the risk of it occurring. It is very unlikely that a 
person or household will complete two forms for the same place. However, overenumeration will occur 
when a person is erroneously added to a form for a household. Research is being carried out to assess its 
importance in the UK context. Methods of identifying overenumeration and erroneous census counts using 
the CCS and the matching exercise are also being investigated. 

4.3 Variance Estimation 

This paper has concentrated on the performance of the estimators in a simulation study where the truth is 
known. In 2001 the truth will not be known and therefore the measures of performance will be estimated 
variances for the estimators. Results for the postcode level regression estimator in Brown et a! (1999) using 
the 'Ultimate Cluster Variance Estimator' were very promising. This estimator gave good coverage for 
estimated confidence intervals in the situation of independence between the census and CCS. However, 
more work is needed to assess both its robustness and stability. 

5. CONCLUSIONS 

This paper has presented research that is being undertaken as part of a research project by the Office for 
National Statistics to estimate and adjust for underenumeration in the 2001 Censuses of the UK. The 
standard technique for estimating underenumeration, dual system estimation, has been combined with both 
ratio and regression estimation models. The simulation study, which extends Brown ci a! (1999) to include 
heterogeneity in the CCS as well as the census, shows that while estimators based on both models perform 
well there is a robustness issue. 'I'his particularly affects the estimator based on the regression model. 

The work presented in this paper is ongoing. The next major steps will be the further development of 
robust estimation models for both the regression and ratio approaches. More work is also needed to more 
fully assess the effect of increasing heterogeneity on the estimator. Issues relating to overenumeration, and 
its estimation, along with variance estimation also need to be fully addressed to ensure that a robust and 
efficient estimation strategy is adopted in 2001. 
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ABSTRACT 

Often, the same information is gathered almost simultaneously for several different surveys. In France, this 
practice is institutionalized for household surveys that have a common set of demographic variables, i.e., 
employment, residence and income. These variables are important co-factors for the variables of interest in 
each survey, and if used carefully, can reinforce the estimates derived from each survey. Techniques for 
calibrating uncertain data can apply naturally in this context. This involves tinding thebest unbiased 
estimator in common variables and calibrating each survey based on that estimator. The estimator thus 
obtained in each survey is always a linear estimator, the weightings of which can be easily explained and the 
variance can be obtained with no new problems, as can the variance estimate. To supplement the list of 
regression estimators, this technique can also be seen as a ridge-regression estimator, or as ai3ayesian-
regression estimator. 

When data external to a questionnaire survey is available, composed of totals of auxiliary variables (some of 
these totals are often exact values) the estimate derived from the survey must be compared with the exact 
values. One fairly widespread use consists of modifying the extrapolation weights to determine those 
values. The theory of calibrating estimators consists of studying the statistical impacts of those practices. It 
shows that, using broad assumptions, calibration produces estimators that are significantly more precise than 
the llorvitz-Thornpson estimator. The variance is very small for variables that are closely linked to 
calibration variables, and even nil for these latter variables. 

However, this assumes that the auxiliary totals are known exactly, with no errors, which is not always the 
case. There are other possibilities, including: 
- 	The auxiliary totals are derived from a survey considered to be more precise because of its size. 
At INSEE, for example, auxiliary data is often imported from the survey of employment (which uses 80,000 
households) to reinforce the precision of small multi-annual surveys (called PCV5) that use only 5 to 8,000 
households; 
- 	there are measurement errors in the method for gathering auxiliary information; 
- 	the auxiliary information is derived from experts' estimates (for example, national accountants) 
who guarantee a certain margin ofenor in their estimates. 

In this paper, we acknowledge that the external data is derived from other surveys, even though, officially, 
the word "survey" can be replaced with the word "source," on the condition we are somewhat flexible 
regarding what is called a chance variable (one which casts doubt on the level of accuracy claimed by the 
expert, for example!) 

First we will look at the case of a single extemal source where the total calibration variables X is estimated 

by X in the survey and by X in the external source. We will then look at a case involving results from 
several almost simultaneous surveys with common inlormation. This is the case used by lNSl:E. where all 
population surveys must include a common set of questions on demography, residence, employment and 
income. Finally, we will look at what can be attempted when several surveys with information that partially 
overlaps. 

CREST- Survey Statistics Laboratory, Ker-Lann Campus, rue l3laise Pascal, 35170 BRUZ 

207 



1. CALIBRATING FROM AN UNCERTAIN SOURCE 

We thus have two estimates, X and X for X that we assume (at least for the second one) are unbiased. 

We assume that we also know (or can reliably estimate) the variances V and V of these random vectors as 
well as the covariance C between ' and Finally, we 

know (or estimate) the covanances (vectors) f and F' 	for Y with X et X. We apply 

W=V+i7 —C—C--Var(X-)and 10  =1-1. 

We can then look for the best linear estimator of Y in the formula Y+ B(X - X) which leaves the 

estimate bias-free. The optimizing vector is obviously B =W ' T'0. . The minimum variance (with 
respect to quadratic forms) thus obtained is 

Var(Y)—FW'F0 	 (1). 
This estimator looks like a regression estimator and it may have analogous properties. Is it a linear 
estimator? 

Ifil is estimated by 	'k Yf = 	z, yc — ,we can write: 

,c.f 	

it, 

=2W*Y* —(--X)WF 

The estimator is linear if IT = 0; otherwise it is dependent on a quantity which is a function of Y which is 
hardly easy to manipulate. 

The variance for this estimator can be estimated using the formula (1) above, or indeed we can write 

Var(Y0 ) = Var(Y - B X) + BIT + B (W - C )B . The first term can be seen as the variance of the 
total of residues yk  -B xk , the others deduced from the data of the problem. Only the last additional term 
exists if the two sources of information are independent. 

We can also see that, in the case of independent sources, the result is a ridge regression, because 

B=(V+) F=(var(y' Cov(Y0 ,X)). 

The use of this type of regression to create an estimator (Chambers) is thus interpreted as a lack of 
confidence in the auxiliary information to which a variance is implicitly attributed. 

Another interpretation is possible, particularly if the auxiliary information is based on statements by the 
experts who associate a level of precision with their prognosis for the value of X The information is thus a 
priori information in the Bayesian sense of the term. We know that, in this case, the estimate of Y and the 
regression of Yon Xresults in a ridge regression (Deville,(1977). 
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2. USE OF THE BEST ESTIMATOR OF AUXILIARY INFORMATION 

We will now introduce the best unbiased linear estimator X based on XandX. Let's review its 
construction. 
We are looking for a square matijx A with the same dimensions as X liable to reduce to a minimum, in the 

ordered vector space of symmetric matrices, the variance AX + (1 - A)X, which results in: 

A=(V—C)Wand l—A=(V—C)W' andthus: 

X =(V-C)W?+(17 -C')WX. 

We can thus express the optimal estimator of Y using A' • and X We can easily see 
that: 

} =Y+F0 (V-Cy' (X -X) 

Again, we have something that looks like a regression estimator. Also, if we choose yk  as linear 
combinations of Xk (vk=U Xk)  then 

' = E(UX)(X-A)=U(V-C) 

such that (u') 0  = ux 
In other words the estimator is calibrated to A* , the best unbiased estimator of X taking into account the 
information available. 

In the event that the correlations between the two sources are nil, we obviously have a linear estimator, the 
weights of which are: 

Wk 	 (2). 

If the survey involves simple random sampling, these weights are those of the regression estimator. 

3. PRACTICAL APPLICATION 

This observation generates an approximate practical rule when using uncertain auxiliary information. It is 
not always a good idea to use values derived from a variance estimate in point estimators. We know that 
those values are generally estimated in a highly unstable fashion and do not, in practice, always lead to 
satisfactory results. This is why, in practice, we use the regression estimator (or various simple forms of 
calibrated estimators) rather than the optimal estimator recommended, for example, by Montanan (1987). 

In any case, it seems natural to try to obtain the optimal estimator of X Correlations between the two 
sources are often neglected. In the case of overlapping surveys, we can draw on those surveys by taking 
into account disjoint samples only, despite the artificial nature of that practice, particularly in the case of 

two-phase surveys. The first approximation is thus: X = VW' X + VW X 
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If V is unknown (expert's estimate, external data for which the precision is known only approximately), 

then V a V ; a prudent approach would be to take a fairly broadly, thus taking a discrete value of the 

aX+X 
variance of the external source, and minimizing its confidence level, resulting in X = 	. If the 

a+1 
external information is derived from a survey of the same type as the survey we are interested in, with 
respective sample sizes of W et n , then a n / i, which leads us to select 

X = (n X + W X) / (n + if). This choice seems sensible, and is justified by the fact that the optimums 
we are looking for are very 'flat' and can be achieved approximately without too much problem. 

We then use a calibration estimate of X. If this is reduced to a regression estimate, we thus calculate 
Xk V 5  

B = 71 	,with T = 	(x 5  X5 ) / 	to create the estimator: 

YO  =Y+B(X -X)=14'5 Y 5  
S 	

(3) 
withw5  =_'_(i+(x" -.k)T;'x5 ) 

ir k  

The calculation of the variance (and its estimate) is fairly accessIble. Generally, the optimal estimator 

chosen will have the formula X = A X + (1 - A) X, where A is chosen and then 

ko  = ( Y - B A X)+ B AX for which we deduce the variance: 

Var(Y0 )= Var(---)+ BA VAB 

withëk Yk  -B'Ax5 

The first term is like a variance for a standard survey, and the second is a supplementary term due to the 
variance of the external information, the relevance of which is dependent on the degree of accuracy with 
which it is known. 

Another slightly different approach is possible, using only the variance of X , and of X, and the 

residuals of the regression linked to the estimator e5 = Yk - Bxk  .By distributing the relationships (3), 

we see that Var( Y) = Var( -s-) + B' Var( X * ) B + Cov( Y - BX, BX) This last term is fairly 
S 

easy to calculate and equals B(l - A)(F - VB). It is nil if the regression is that which is linked to the 
optimal estimator according to Montanari( 1988), particularly if it is that of the standard least squares 
regression in a simple random design. It can be assumed that in practice, this term will not be very 
important. 
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4. CASE OF MULTIPLE EXTERNAL INFORMATION 

We assume now that we have multiple external information X, estimating each unbiased X with a known 

variance V1.. To simplify, although it is not subsequently essential, we will assume that these sources are 
independent of eac least squares other and independent of our survey. All the covariances that cross 
between sources are thus assumed to be nil. As before, we want to improve the estimator for the current 
survey by looking for an estimator of the form: 

Y8  Y + 	B, Xa  where by convention  

The condition of non-bias results in the constraint 	B. = 0 . The variance for this estimator is: 

Var(Y8 ) = Var(Y) + BF + 
0 

The solution to the problem of mininuzing this quadratic form is expressed by: 

B0  =—(W—V)WVF 

B 1 = VW 1 VF 

withW=V, 1  
i=0 

It can be read and rnterpreted in different ways. Specifically, it is a very good idea to go back to the 

previous problem. We note that: 	B X i  = F'V W' (V 	) and, in the parentheses, we will 

see the numerator' of the best unbiased linear estimator of X formed on the X1  (for i= I to 1) 

i.e., X = (W - V, )  ') 	X. 	. 	Thus, 	the optimal 	estimator 	is correctly written 

as: Yo = Y + B0  (X - X) . The variance ofX is calculated immediately and equals (W - V0 
 ) 

such that } is the best unbiased estimator using the external information represented by X 

Thus, all previous results apply with no modification. In particular, }' is a linear estimator, whose 
weights are given by (2). Its variance is obtained using the same technique: 

- Estimate the variance for the residual artificial variable Yk - B0; 

- Add the variance B. (W - V )B()  of B0' 

Finally, 	as 	above, 	we 	can 	easily 	see 	that 	Yo 	is 	an 	estimator 	calibrated 

onX = w'[(w_v')x+v' x;] = wVX 	,the variance of which is W'. In this 

case, we write Y = B(X - X)with B = V'F , which is not dependent on the data from our 
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survey of interest. The estimator X , its variance and its variance estimate can now be calculated by 

referring just to external information X and Var(X). 

5. APPLICATION 

Everything stated in paragraph 3 remains true in the case of calibration using several uncertain sources. If 
the sources 1+1  are surveys, we can proceed symmetrically. We define a reasonable compromise by the 
linear combination of sources 1+1 to obtain an 'almost best unbiased estimator' for X . Taking a mean 
weighted by sample sizes is a minimum possibility that can always be applied. We then apply to each 
survey a calibration estimator on the best compromise. The variance in estimators created for each survey 
can be estimated exactly, as stated in Section 3. 

6. CONCLUSIONS AND EXTENSIONS 

The ideas presented above are useful for numerous applications and easy to envision: calibration on 
structural surveys, administrative data containing measurement errors, or even on national accounts data. 
They can also be used when an institution is conducting several surveys almost simultaneously on different 
subjects, but the surveys contain the same descriptive population variables. We can extend the field of 
application to successive surveys involving a rapidly changing variable, while gathering structural data that 
varies much more slowly. Eventually, the addition of some temporal series techniques could again 
reinforce the reliability of estimates. 

Fmally, we can study more complex auxiliary information structures. It is not difficult to extend what was 
presented in the case where there are correlations among information sources. One apparently more 
complex case consists of the presence of different information within different sources. This can be 
formally resolved by acknowledging that there is only one vector of auxiliary variables, and some of its 
coordinates have nil variances (if they are known exactly) or infinite variances if they are absent from the 
source. 
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ABSTRACT 

The U.S. Consumer Expenditure Survey uses two instruments, a diary and an n-person interview, to collect 
data on many categories of consumer expenditures. Consequently, it is important to use these data efticiently to 
estimate mean expenditures and related parameters. Three options are: (I) use only data from the diaiy source; 
(2) use only data from the interview source; and (3) use generalized least squares, or related methods, to 
combine the diary and interview data. historically, the U.S. BureaLl of Labor Statistics has focused on options 
(1) and (2) for estimation at the live or six-digit Universal Classification ('ode level. Evaluation and possible 
implementation of option (3) depends on several factors, including possible measurement biases in the diary and 
interview data; the empirical magnitude of these biases, relative to the standard errors of customary mean 
estimators; and the degree of homogeneity of these biases across strata and periods. This paper reviews some 
issues related to options (I) through (3); describes a relatively simple generalized least squares method for 
implementation of option (3); and discusses the need for diagnostics to evaluate the feasibility and relative 
efficiency of the generalized least squares method. 

KEY WORDS: Efficiency; Generalized least squares; Mean squared error; Measurement bias; Measurement 
quality; Total survey design 

1. INTRODUCTION 

1.1 The U.S. Consumer Expenditure Survey 

The U.S. Consumer Expenditure Survey (CE) is a large-scale household survey carried out for the U.S. 
Bureau of Labor Statistics (BLS). The principal stated goals of this survey are to: (a) produce mean and 
quantile estimates for specified expenditures by U.S. consumers; (b) obtain cost weight estimates used in 
computation of the U.S. Consumer Price Index; and (c) provide economic, social and policy researchers 
with population-based sample data on consumer expenditures, income and assets. The present paper will 
focus on issues related to goals (a) and (b). For some general background on the CE, see, e.g., U.S. Bureau 
of Labor Statistics (1997), Pearl (1977, 1979), Silberstein and Scott (1991), Tucker (1992), Hscn (1998a) 
and references cited therein. 

1.2 Interview and Diary Data in the Consumer Expenditure Survey 

CE data are collected from sample consumer units (CUs, which are roughly equivalent to households). 
Each selected sample CU is assigned to one of two data collection modes: interview or diary. A CU 
assigned to the interview group is asked to participate in five interviews spaced approximately three months 
apart. The first interview is used primarily for bounding purposes. In each of the second through fifth 
interviews, CUs are asked to report expenditures from the previous three months. For many variables, 
CUs are asked to report their expenditures separate/v for each of the preceding three record ,nonths, where 
each record month corresponds to a single calendar month. For example, in an interview conducted in 
April, a CU is asked to report expenditures separately for January, February and March. 

J.L. Eltinge, Department of Statistics, Texas A&M University and Office of Survey Methods Research, 
U.S. Bureau of Labor Statistics, PSB 4915, 2 Massachusetts Avenue NE, Washington, DC 20212 USA 
Eltinge Jbls.gov  
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A CU assigned to the diary group is asked to complete a weekly expenditure diary for each of two 
consecutive weeks. The diary instrument is intended to cover all expenditures incurred in the specified 
week, excluding some special items like food and lodging expenditures on overnight trips. Diary data are 
considered to be of special interest for small and frequently purchased items, for which one could not 
realistically anticipate accurate recall in an interview one or more months after the purchase. Conversely, 
interview data are of interest for purchases that one could reasonably expect to be recalled as long as three 
or four months later. 

1.3 Possible Combination of Interview and Diary Data 

In general, expenditure data are collected by the CE at relatively fine levels of aggregation known as the 
five- and six-digit Universal Classification Code (UCC) code levels. For analytic purposes (a) and (b) 
listed in Section 1.1, five or six-digit UCC-level mean or total expenditure estimates could potentially be 
based on one of three options: 

use only data from the diary source; 

use only data from the interview source; or 

use generalized least squares, or related methods, to combine the diary and interview data. 

At present, the Bureau of Labor Statistics uses only options (I) and (2), with the specific data source 
selected in the following way. First, for many six-digit UCCs, data are collected through only the interview 
mode or only the diary mode, so the selection of a data source is straightforward. Second, for six-digit 
UCCs for which data are collected by both the diary and interview, the choice between diary and interview 
is determined through balanced consideration of several factors. These factors include both quantitative 
measures, e.g., reporting rates and mean reported levels; and qualitative considerations, e.g., cognitive 
properties of the interview or diary-based data collection, or related substantive issues associated with a 
given survey item. For some background on the selection of interview or diary sources for specific UCCs, 
see, e.g., Jacobs (1984, 1988), Shipp (1984), U.S. Bureau of Labor Statistics (1984), Brown (1986), Jacobs 
Ct al. (1989), Branch and Jayasuriya (1997) and references cited therein. 

For calendar year 1994, the U.S. Bureau of Labor Statistics (1997, p.  164) reported 20,517 completed 
interviews and 10,884 completed diaries, where, e.g., completion of a diary in two consecutive weeks by a 
selected household is counted as two completed diaries. Although these sample sizes are relatively large, 
for many specific six-digit UCCs, nonzero expenditures in a given year are relatively rare. Consequently, 
single-source estimators of those six-digit UCCs can have sampling errors that are larger than desirable, 
which in turn can suggest consideration of option (3). 

The remainder of this paper focuses on option (3). Section 2 considers limitations of the CE interview and 
diary data, with special emphasis on measurement error issues which could have a substantial effect on the 
comparison and possible combination of CE data sources. Section 3 develops some notation 
approximations for measurement bias terms. The approximations lead to a relatively simple generalized 
least squares method for combmation of the CE data sources, and also lead to several related diagnostic 
issues. Section 4 briefly considers three extensions of the main issues considered here. 

2. LIMITATIONS OF INTERVIEW AND DIARY DATA 

The U.S. Bureau of the Census conducts fieldwork and initial data processing for the CE, and the BLS 
produces final point estimates, variance estimates and related data analyses. Sample consumer units are 
selected through a complex design; some details of this design are reported in U.S. Bureau of the Census 
(1999). Some design characteristics of special interest in the present work are as follows. First, standard 
analyses treat the data as arising from a stratified multistage design, with two primary sample units (PSUs) 
selected within each stratum. Second, subsanipling within each selected PSU leads to selection of sample 
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consumer units, roughly equivalent to households. Third, within each PSU, some sample CUs are assigned 
to an interview group, and others are assigned to a diary group. The assignment of CUs to the interview or 
diary group is considered to be independent across PSUs. 

For UCCs covered by both instruments, the interview and diary are intended to record the same 
expenditures in their respective specified reference periods. However, previous authors' empirical results 
indicate that data quality may vary substantially between and within the interview and diary sources. See, 
e.g., Silberstein and Scott (1991), Tucker (1992) and references cited therein. Of special concern are 
observed differences in reported means among the three record months covered in a given interview, with 
lower means reported for more distant months; and between the two diary weeks, with lower means 
reported for the second week. 

3. COMBINATION OF INTERVIEW AND DIARY DATA 

3.1 Bias Approximations and Generalized Least Squares Estimation 

The bias issues summarized in Section 2 suggest that one view CE data as arising from five distinct 
methods: interview data for the most recent record month; interview data for the second most recent record 
month; interview data for the most distant record month; diary data from the first week of data collection; 
and diary data from the second week of data collection. Let j = 1 .....5 serve as an index to label these five 
methods. In addition, for a specified time period p, stratum h, and CU i, let x,,, 1  equal the true 
expenditure; let x,, equal the finite population mean of x,,, 1  for period p and stratum Ii; and let x,, equal 
the mean of x p,, for period p. Also, let Y,,h,  equal the hypothetical value that consumer unit I in stratum 
h would report if it were selected and measured using method j for period p; let y,., , equal the 
corresponding finite population mean of the values y,,  for specified p and j; let Yp = (y,, , ..... y,, ,)'; 

and define the five-dimensional vector i,, = , ) , where 5i,,  is a customary survey weighted 
point estimator of x,.,, based only on data from source j. 

Now define the vector of ratios A°j, =C8,,.... .fl,,)' = (y P  ,,...,y,, )'/x,,. Three features of ,5,,are of 
special interest here. First, 8,, is itself a finite population quantity, and depends (through the finite 
population means y,, ,) on the measurement errors y,,,, - x, for consumer unit i in stratum h during 
period p. Second, for the P periods p = 1,..., P, define the averaged vector /.? = ( fi + ... + /3 k,, ) / P and 
define the differences u,, = Yph - /1r,,. Then in the decomposition, 

5' ph = y ph + c,th  = ,a,,h  + 	+eph 	 (3.1)  ph 

the vector /3 reflects systematic measurement bias effects, averaged across periods I through P 
involves variability in the ratio vectors Y,,A  x,, across strata and across periods; and e equals the 

sampling error in 5',, , conditional on the finite population or error-contaminated reports y,,,, 

Third, under identifying restrictions (e.g., the assumption that for one of the sources j the ratio ,B,,, equals 
one for all p and j) and additional regularity conditions, one may obtain consistent estimators of the 
remaining elements of 6 and of the covariance matrix of the combined errors u,, + C,,h.  Routine 
arguments then indicate that one may use the abovementioned parameter estimators and the vector 
estimators 5',, to compute a generalized least squares estimator Yp  , say, of the true mean x,, for period p. 
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3.2 Diagnostics for CombinedData Estimation 

The potential benefits of Yp  in practical applications will depend on the extent to which the approximations 
described in Section 3.1 are consistent with observed data; and on the relative efficiency of 1,,. To address 
these issues, one could consider several groups of diagnostic tools, including the following. 

Stability of the vectors fi across the periods p = 1,..., P. This can be assessed through formal 

tests based on the nominal t statistics (fi,, —fi)fse(/i,,1  —/J,)where /3,,1 and /3 1 are point 

estimators of the j -th elements of /3,, and /3, respectively; and se(/3,, —/3,) is a standard error 
estimator for the associated difference. In addition, plots of these nominal t statistics against the 
indices p can help one explore specific patterns of change in the /3,, across time. 

Other diagnostics for the adequacy of the approximation (3.1) include a t test for the presence of 
a nonzero intercept in (3.1); tests for inclusion of other regressors in (3.1); tests for the 
homogeneity of the variances of e and it across periods; and tests for the stability of the weighting 
factors produced by the generalized least squares method. 

Efficiency (quantified by estimated mean squared error) of i,,, relative to simpler estimators. 
These competing simpler estimators may include single-source means i",, ; the average of the 
three interview means, (i),, I + 5',,2 + j',, ) / 3; and the average of the two diary means, 

(5',, 4 + 5',, )I2. In keeping with standard approaches to total survey design (e.g., Andersen et 
al., 1979; and Linacre and Trewin, 1993), interpretation of the efficiency gains, if any, achieved by 

should also account for cost issues, e.g., the additional computational and administrative 
burden involved in implementation of the generalized least squares method. 

4. DISCUSSION 

In closing, we note three related points. First, the present discussion has restricted attention to combination 
of CE data across sources within a specified time period. However, one could also consider combination of 
data across time, either using a single data source or multiple data sources. This currently is done, e.g., 
with composite estimation for the U.S. Current Population Survey. See, e.g., Cantwell and Ernst (1992), 
Lent et al. (1996) and references cited therein. 

Second, this paper has considered only the use of data from currently implemented forms of the U.S. 
Consumer Expenditure Survey. One could consider modification of current CE data collection methods, 
e.g., through the direct use of cash register receipts or scanner data as discussed in Raines (1996). Hsen 
(1998b) and Dashen et al. (1998, 1999). Also, in principle, one could use U.S. consumer expenditure data 
from other sources, e.g., the Personal Consumption Expenditure (PCE) estimates from the National Income 
and Product Accounts (NIPA) produced by the U.S. Department of Commerce. For some background on 
the Personal Consumption Expenditure data and comparisons with CE data, see, e.g., Gieseman (1987), 
Branch and Cage (1989), Branch (1994) and references cited therein. In general, PCE estimates are 
reported at relatively high levels of aggregation, and with some publication delay following the reference 
year of interest. Thus, the PCE data may be of use primarily in assessing bias of CE-based estimators. 
This in turn may provide some additional insight into the identifying restrictions considered in Section 2. 
In addition, if PCE data were available for the relevant periods p, one could consider expansion of the least 
squares estimators of Section 2 to incorporate both CE and PCE data. The resulting application would 
require some indication of the variances of the PCE estimates, and of the correlation of the PCE estimates 
with the CE data. Flowever, any use of PCE data, either for comparison with CE estimates, or for 
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combination with CE data, should be viewed with some caution due to issues involving the comparability 
of defmitions of expenditure classes and of underlying populations. 

Finally, recall from Section 1.1 that CE data are used in the construction of cost weights for the U.S. 
Consumer Price Index. In some cases, one can view price indices as measures of the shift in an expenditure 
distribution between two periods, conditional on a given distribution of item counts of purchased goods and 
services. For such cases, two important issues would be quantification of the following. 

The extent to which univariate price indices can be supplemented by broader measures of 
distributional change, e.g., offset functions or shift functions, as discussed in Doksum and Sievers 
(1976) and Oja (1981). 

The extent to which the combination of interview and diary data, or selection of a single data 
source, will affect the operating characteristics of an estimated offset function from (a). 
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COMBINING DATA SOURCES: AIR POLLUTION AND ASTHMA 
CONSULTATIONS IN 59 GENERAL PRACTICES THROtJGHOUT 
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ABSTRACT 

The geographical and tcmporal relationship between outdoor air pollution and asthma was examined by linking 
together data from multiple sources. These included the administrative records of 59 general practices widely 
dispersed across England and Wales for half a million patients and all their consultations for asthma, 
supplcmentcd by a socio-cconomic interview survey. Postcode enabled linkage with: (i) computed local road 
density, (n) emission cstlmatCs of sulphur dioxide and nitrogen dioxides. (iii) measured/interpolated 
concentration of black smoke, sulphur dioxide, nitrogen dioxide and other pollutants at practice level. Parallel 
Poisson time series analysis took into account between-practice variations to examine dailycorrelations in 
practices close to air quality monitoritig stations. Preliminary analyses show small and generally non-
significant geographical associations between consultation rates and pollution markers. The methodological 
issues relevant to combining such data, and the interpretation of these results will be discussed. 

KEY WORDS: 	Linkage; environment; health methodology. 

1. INTRODUCTION 

1.1 Description of the Problem 

Recently there has been burgeoning public and scientific interest in the relationship between the 
environment and health, in particular cardio-respiratory disease. Evidence mainly from daily time-series 
and panel studies suggests that air pollution can exacerbate asthmatic symptoms although its effects, e.g. on 
hospital admissions (Wordley 1997; Sunyer 1997), emergency room visits (Jorgensen 1996)), and 
decreased lung functionl increased respiratory symptoms (Zmirou 1997). The epidemiological evidence in 
relation to chronic effects is more limited, and currently insufficient to conclude that air pollution 
contributes to the development of asthma in previously healthy subjects (Anderson 1997; Guidotti 1997). 
Certainly air pollution does not appear to be a key determinant of the large international differences in 
asthma prevalence (ISAAC 1998). However studies of variation in asthma prevalence in relation to air 
pollution are often difficult to interpret because of potential bias and confounding when comparing 
different population groups, coupled with the difficulty of deriving comparable measures of pollution 
exposure. The evidence of a positive association between asthma and proxinitty to traffic pollution has 
been contradictory. There is, moreover, little evidence that asthma prevalence differs between urban and 
rural areas, or that it correlates with long-term changes in pollution levels (COMEAP 1995, Anderson 
1997, Dockery 1989). This paper describes an analysis of spatial and temporal variations in asthma 
consultations using a large sample obtained by linking together different datasets. In particular the 
methodological issues involved in such exercises are discussed. 

1.2 Methodological issues for environmental exposure studies 

It is important to recognise that time-series and prevalence studies address fundamentally different 
questions. Though analytically complex, time series are attractive because the same population is 
compared day to day. Uncertainties of comparing different populations are thereby avoided. however 
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their focus is very specific and limited to short-term effects. Standard analytical techniques entail 
removing all long-term variation in disease frequency, leaving only the daily fluctuations from the seasonal 
baseline for comparison with pollution concentrations. Consequently the evidence of time-series relates 
only to short-term effects, i.e. only to exacerbation of symptoms rather than induction of disease. 

From a public health perspective, however, it is the relationship between chronic exposure and new disease 
onset that is of greatest interest. As McMichael (1998) and colleagues have pointed out, chronic health 
effects may have a different pathophysiological basis from the acute, and the health impacts of long-term 
exposure may not reliably be estimated from an 'annualisation' of the risk relationships derived from daily 
time-series. Their quantification requires comparison of the prevalence/long-term incidence of disease in 
populations exposed to differing levels of outdoor pollution. 

Ideally, such comparisons should be based on cohort studies with individual-level data on confounding 
factors and long-term follow-up. However, studies of this kind are expensive and difficult to set up, and 
interest has grown in the potential offered by small area analysis of routine data. In recent years, the 
sophistication of small area studies has been enhanced by developments in computer technology Vine 
(1997), Briggs (1995), Coggan (1995) and the improved geographical referencing of health datasets (for 
example through use of the postcode of residence). 

Experience with these designs remains limited, however, and there are various methodological issues which 
affect their interpretation or limit their use. The more important are: 

(1) Exposure misclassification. Categonsing exposure on the basis of location may not accurately reflect 
personal dose (Coggan 1995) and so may lead to bias and loss of statistical power. The factors that 
contribute to misclassification include: 
(I) use of over-simplistic exposure models (e.g, ones which assume unrealistic dispersion patterns, or that 

fail to take account of micro-variations in ambient exposure levels) 
unmeasured exposure sources, including sources in the home or at work 
population movement through the local environment such as in commuting to work 
long term population migration (especially important when studying hazards with long latency) 

(2) Small relative risks. Exposures to environmental pollutants and the health risks associated with them 
are often small and hence difficult to distinguish from underlying disease variation. Statistical power and 
precision can often be improved by increasing the size of the study population and indeed, in some studies 
based on very large populations, relative risk are estimated with narrow confidence intervals. But if the 
relative risk is small, the possibility of bias as an alternative explanation is difficult to discount. 

(3) Confounding. Population health is influenced by a wide range of social, behavioural and health care 
factors few of which are recorded in routine data. In studies of respiratory disease, for example, data are 
seldom available on variation in smoking prevalence. 

(4) Data quality. Integrity and consistency of data are pre-requisite to the sound interpretation of any 
geographical study. Even where comparisons are made over large populations or in relation to extended 
emissions sources, variations in case ascertainment may still produce bias. Routine data cannot be checked 
with the same rigour as data collected for the purpose, so uncertainties about their completeness, accuracy, 
and spatial consistency often remain. Propensity scores (Rubin 1997) may help in such analyses. 

(5) Sensitivity. For various reasons, available measures of health Impact may not be sensitive to changes 
in health status. This may be the case if the health outcome is rare, delayed in onset, likely to develop only 
with extreme exposure or with pre-disposing susceptibility, or if it shows marked spatial variation due to 
unmeasured risk factors. 

(6) Confidentiality issues. Certain data that could be used for environmental studies are collected subject 
to confidentiality undertakings, e.g. for the MSGP4 data described here the data collectors had to guarantee 
that it would be impossible to identify any patient or participating practice. Such undertakings are met by 
using "masking procedures" (Armstrong 1999), which, although necessary for ethical considerations, do 
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place some constraints on the research. 

However, geographical studies also have many advantages. The description of the spatial distribution of 
exposures, populations and disease risks is useful in itself, sometimes revealing aspects of their inter-
relationships that remain hidden in other sorts of analysis. Exposure assessment, though indirect, can 
usually be done with comparative ease and applied over wide areas. The regional or national coverage of 
many routine datasets provides the opportunity to study large populations. This has benefits in terms of 
power and statistical precision, enables study areas of contrasting exposure to be selected. Investigation of 
multiple sites offers possibilities for independent testing of hypotheses generated in a subset of sites. 

The study presented in this report is based on data from the fourth Morbidity Survey in General Practice 
(McCormick 1995) which recorded consultations in 60 general practices across England and Wales 
between September 1991 to August 1992. It has a number of advantages for studying air pollution effects. 
First, it covers a large population base with a broad geographical distribution in both urban and rural 
settings, and wide contrasts of exposure. Secondly, data based on GP consultations will pick up milder 
cases than hospital admission data and may thus be a more sensitive marker of pollution effects. Thirdly, 
the data include the patients full postcode of residence, which allows analysis with very fine geographical 
resolution. Finally, the availability of individual-level survey-derived variables such as socio-economic 
and smoking status means that important potential confounding effects may be controlled for. At the same 
time, the date of consultations makes it possible to study the relationship between short-term fluctuations in 
exposure and general practice consultations, and hence to compare time-series results with those of 
geographical analysis. 

2. METhODS 

2.1 Asthma consultation data 

Analyses were based on data from the Fourth Morbidity Survey in General Practice (MSGP4). Data from 
one of the 60 participating practices was considered potentially unreliable and was excluded from further 
analysis. MSGP4 records information on the characteristics of all patients registered at each participating 
practice, as well as on all consultations during the study year. Variables made available for analysis 
included: date of consultation, diagnosis, referral (if any), who contacted, days in study, distance of 
residence from practice, ethnicity, housing tenure, marital status, social class, occupational code, smoking 
habit, and economic position. Consultations were coded as first ever for the specified diagnosis ('first 
ever'), first consultation for a new episode of disease ('new'), and 'on-going'. The analyses presented here 
were based on first ever and new consultations only. Analyses were carried out for both sexes and all ages 
combined, and separately for the 0-4, 5-14, 15-64, 65+ years age-groups. Two sets of analysis were 
undertaken: spatial comparisons and daily time series, both of which entailed integrating MSGP4 data with 
data on air pollutants, meteorology and aero-allergens from national monitoring. 

2.2 Geographical exposure data 

Markers of pollution exposure 
Geographical comparisons were based on the following data: 

Annual averages of the daily mean pollution concentrations of black smoke, SO 2  and ozone used in the 
time-series analysis (described below) 

5km x 5km raster grid of interpolated 6-month mean NO 2  concentrations modelled from the results of a 
1991 diffusion tube survey and population data. 

Data from the National Emissions Inventory, generated from data on fixed and mobile emissions 
sources, and available as 10 x 10 km raster grid for nitrogen oxides (NOx), SO 2, and CO. 

Road density (length of road/km2) of motorways, primary roads, A-roads, B-roads and unclassified 
roads, computed as a 0.25 x 0.25 km raster from the AA digitised national road network. 
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Area socio-demographic characteristics 
In addition to the data on the registered population derived from the MSGP4 data, the following area-based 
characteristics were obtained and used to classify populations by the areas in which they live: 

The Carstairs (1991) deprivation index - a composite of overcrowding, social class, unemployment and 
car access computed at enumeration disthct level from 1991 census data. 

Population density (persons/kilometre 2  ), calculated at ward level by dividing the total number of 
residents (1991 census data) by the ward area (computed from digitised EDlineTM ward boundaries). 
Integration of spatial datasets, and generation of road density maps, was carried out within the 
Geographical Information System ARC-INFO v 7.1. The road density grid, initially generated at 250 x 250 
in resolution, was spatially smoothed to obtain densities averaged over circles of 500m, 1km, 5km & 10km 
radius of each grid square. This was done to provide measures of road density (separate for each class of 
road) over the wider area within which someone might live and work. Similarly, ward population densities 
were also smoothed by taking (i) the average population density over all wards sharing a boundary with the 
index ward ('adjacency smoothing') and (ii) averaging all wards whose centroids lay within 5 km of the 
index ward centroid ('5 km smoothing'). These smoothed measures of population density distinguish built 
up areas in small towns from those in major conurbations, and hence were useful for examining urban-rural 
differentials. 

2.3 Time series data 

The time series analysis was an analysis of 59 parallel time series (one for each practice), though reliable 
pollution and aero-allergen data in particular were not available for all sites. The following data sources 
were used. 

Pollutants 
Daily pollution data were derived from monitoring sites in the National Environmental Technology Centre 
co-ordinated by AEA Technology. There were two broad categories: 

Non-automatic black smoke and sulphur dioxide ('SO 2,) sites providing daily average smoke (smoke stain 
method) and SO 2  (acidemetric bubbler), and 

Automatic ?nonxforing stations providing daily average, 15-minute maximum and hours above EC 
directive limits for nitrogen dioxide (NO 2 ), sulphur dioxide, carbon monoxide (CO) and ozone (0 3 ); 
particle (PM 10) concentrations were also obtained, but no site had a full year of PM 10  data, and no analyses 
of PM 10  are presented in this report. 
Selection of monitoring sites, and decisions of how representative their data would be of pollutant 
concentrations in the study areas, were made by AEA Technology. These judgements took account of the 
location and type of each monitoring station. Practices for which the best available pollution data were 
considered unrepresentative were excluded from analyses. 
Meteorological data 
Meteorological stations were selected site by site by collaborators from the Meteorological Office. 
Satisfactory matches were made for all practices. The following variables were calculated from hourly data: 
minimum daily temperature: maximum daily temperature; minimum daytime (7.00 -19.00 GMT) 
temperature, rainfall; thunder indicator; daily mean speed and direction of wind; maximum heat loss in 
kJ.n1 2 .hr 1 ; maximum vapour loss in g.m 2 ; maximum rate of cooling; maximum rate of vapour pressure 
reduction; and Monin-Obukov length (a derived measure of air mixing relevant to dispersion of pollutants). 
Pollen data 
Daily pollen counts for 1991-92 were obtained from monitoring stations co-ordinated by the Pollen 
Research Unit: counts of grass pollen in each case, and a breakdown of other taxa for five sites. Only a 
small part of the study population was covered by both pollen and pollution data. Because of the difficulty 
of integrating pollen data with data on consultations, only very limited analyses of aero-allergen effects has 
so far been possible. Further work is now continuing to explore methods of extrapolating the available 
pollen data more widely; but the results of this work are not yet complete and are not reported here. 
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2.4 Statistical analyses 

The relationship between first and new consultation rates and explanatory factors was examined by 
tabulation and regression methods. Associations between air pollution markers and consultations are 
shown as consultation odds ratios pertaining to an increase in exposure from the fifth to the 95th centile of 
the distribution of the relevant marker. For geographical comparisons, the proportion of the registered 
population who consulted for asthma in the study period was computed. Analysis was confmed to patients 
registered for at least 75% (275 days) of the study year. Initial analyses were based on logistic models 
using the Huber/White sandwich estimator of variance, specifying practice-level clustering to allow for 
dependence of errors within practices (Huber 1967). Subsequent analyses were based on Generalised 
Estimation Equations with dependence assumed between consultations of patients from the same practice. 

Time-series analyses were restricted to the areas for which pollution measurements are available. The 
analysis broadly followed the methods applied to analyses of air pollution and health events described by 
Schwartz( 1996). The number of new and first ever consultations was calculated by practice and day and 
analysed using log-linear models with Poisson error. The main confounding factors incorporated into the 
analysis were practice, season, meteorological conditions (primarily minimum and maximum daily 
temperature), upper respiratory tract infections, influenza, and aero-allergens. Initial analyses of aero-
allergen data, available for only a small number of sites, did not show an important association with 
consultation rates, and to avoid 
excluding most practices, pollen was 
not further included in regression 
models of pollutant effects. Season  
was controlled for by using a practice-  
specific weighted 29-day moving 
average of asthma consultations (14 
days either side of the index day) to 
compute the expected number of 
consultations. The weights used 
followed a pyramidal function, i.e. 
they declined linearly away from the 
index day, reaching zero at 15 days 
either side of it (Burnett 1994). 
Minimum and maximum temperature 
effects were each modelled as three-
piece linear splines with cut points at - 
50 and 9°C (mm) and 4° and 26°C 
(max). Other meteorological variables 
were used in more detailed analyses, 
but only minimum and maximum 
temperature, the main meteorological 
determinants of variation in asthma 
consultations, were used in models 
presented in this report. In summary, 
we investigated whether days of high 
pollution were associated with days of 
higher rates of consultation than those 
of the previous and subsequent two 
weeks, after allowing for day of the 
week, public holidays, minimum and 
maximum temperature, and frequency 
of consultations for upper respiratory  
tract infection. 

Table I. Summary of practice characteristics and daily data. 
No. of Mean Centile 

PRACTICE AVERAGES Practices (s.d.) sth 95' 

Age 59 37.8 (2.89) 31.7 39.4 

%male 59 49.2 (2.0) 48.4 51.6 

Pop. Density/km 1  59 1294(1152) 89 4157 

% manual households 59 51.9(141) 31.8 62.1 

% current smokers 59 28.5 (6.6) 19.4 31.6 

Percent consulting in year for 

Asthma 59 2.4 (1.0) 0.8 4.2 

URTI 59 25.0 (5.5) 16.4 28.0 

Annual a. Pollutant (ppm) 

Black smoke 42 12.5 (4.6) 6.2 20.3 

Sulphur dioxide 42 31.4 (12.6) 14.4 47.5 

Ozone 24 21.5 (5.8) 12 30 

Carbon monoxide II 0.8(0.31) 0.5 1.4 

Nitrogen dioxide 59 13.6(5.3) 4.9 21.3 

Emisslons(tonncs/yr) 

Nitrogenoxides 59 3627(3451) 243 11520 

Sulphurdioxide 59 9386(9103) 717 34000 

Carbon monoxide 59 1709 (2860) 64 7646 

DAILY AVERAGES No. of days 

Asthma consultations 21960 0.68 (1.12) 0 3 

URTI consultations 21960 8.4 (8.5) 0 25 

Minimum temperature 21960 6.5 (5.1) -2.2 14.1 

Maximumtemperature 21960 13.9(6.2) 4.5 24.0 

Evaporative loss 21960 27.4 (1.3) 24.9 29.2 

Pollutants 

Blacksmoke 13362 12.9(16.0) 1 40 

Sulphurdioxide 13309 31.9(23.1) 6 74 

Nitrogen dioxide 3190 27.5 (13.7) II 50 

Ozone 6320 22.1 (12.1) 4 42 
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3. RESULTS 

3.1 Geographical analysis 

The analyses are still in progress and only preliminary results are reported here. Tabulations of the 
Table 2. Proportion of registered population consulting for asthma in the study year: odds ratios (95% confidence intervals) for 
a to 95 increase in exposure marker 

Exposure marker Practices Observations ODDS RATIOS 
Adjusted for age & sex Adjusted for age, sex and social class of 

head of household 
POLLUTANT CONCENTRATIONS 
Black smoke 42 337361 0.99 (0.68- 1.43) 0.99 (0.68- 1.44) 
Sulphurdioxide 42 337361 0.92(0.66- 1.28) 0.84 (0.61 - 1.17) 
Nitrogen dioxide 59 445341 0.92 (0.60- 1.41) 0.88 (0.59 - 1.32) 
Ozone 24 171 787 0.78 (0.46- 1.31) 0.76(0.47 - 1.23) 
POLLUTANT EMISSIONS 
Oxides of nitrogen 59 445341 0.98 (0.66- 1.45) 0.95 (0.64 - 1.40) 
Carbon monoxide 59 445341 0.97 (0.94- 1.01) 0.97 (0.94 - 1.01) 
Sulphur dioxide 59 445341 0.99 (0.69- 1.42) 0.96(0.68 - 1.37) 
ROAD DENSITY 59 445363 1.00(0.99 - 1.01) 1.00 (0,99 - 1.01) 

proportion of registered population who consulted for 	BLACK SMOKE 
asthma (new and first ever consultations) during the study 	20 
period are shown in Table 1. Results of the early regression 
analyses are shown in Table 2. Despite wide variation in 	55 

estimated pollutant concentrations and pollutant emissions 
none of the markers analysed showed evidence of 
association with asthma consultations after adjustment for 
age (18 five-year age-groups) and sex, though confidence 
intervals were wide. In fact, all point estimates were below 

(I 	Alifrni,.1 	 f,'s. 

of head of household left odds ratios unchanged or reduced 
them. The width of the confidence intervals reflected the 	NITROGEN DIOXIDE 
fact that pollutant concentrations were assigned on the basis 
of practice-level data, with emission categories based of 	200 

fairly large-scale geographical data that came close to being 	150 
practice-level. Thus, information on the association of 
pollution and emissions with consultations came from 	too 

CL 

between-practice comparisons, which were blunted by 
unexplained differences between practices. Road density 	50 

was classified by the enumeration district of residence 
(linked through the postcode) and yielded estimates with 	15 
narrow confidence intervals. However, the results again 
provided no evidence of positive association, the point 
estimate odds ratio for a 5 to 95th  percentile increase in road 
density being 1.00 with or without adjustment for socio-ecom 
undertaken to investigate the influence of between-practice 

....i..,... 	m... 	i...i., ...1....,... L.--..A 

z 
0 
0 

3.2 Daily time-series 	 C 

Air pollution concentrations varied appreciably between 
practices and throughout the year (Figure 1). Black smoke 
and sulphur dioxide levels were highest in winter months. A 
large peak in nitrogen dioxide concentrations also 
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accompanied the first episode. Ozone showed clearer seasonal fluctuation in mean concentrations, the 
higher baseline and peaks being observed during summer months. Meteorological parameters followed a 
broadly sinusoidal variation with local fluctuations in minimum and maximum daily temperature as well as 
in the maximum daytime rate of heat loss and evaporative loss. 

Asthma consultations showed a rise in September, remained generally high in late autumn to early winter 
(October - December), declined steadily until May, but then showed a surprisingly sharp peak in June 
before declining rapidly again (Figure 2). Upper respiratory tract infections showed a steadier and clear rise 
to a peak in December and January before declining steadily, with a small rise in June. Of the specific 
determinants of variations in asthma consultations, day of the week and public holidays were among the 
most important - consultations were most frequent on a Monday, and less than 20% as frequent on weekend 
days. The association with minimum and maximum daily temperatures showed roughly U-shaped curves: 
an increase in consultations at low temperatures and some increase at high maximum temperatures, but 
fairly constant over the middle part of the temperature distributions. The consultation rate also showed a 
small positive gradient with vapour pressure loss and maximum rate of drying, as it did with the maximum 
rate of heat loss and, somewhat more strongly, with the maximum rate of temperature decline (cooling) 
during daytime hours. Asthma consultations showed an association with upper respiratory tract infections 
in the preceding week (averaged across practices). 

After considering these relationships with asthma consultation ratios and the correlations between them, the 
models chosen to examine pollution effects included the following covariates: day of the week, indicator of 
public holidays, three-piece splines for minimum temperature and maximum temperature, and practice-
specific count of upper respiratory tract (URTI) consultations in the preceding week. Seasonal and other 
broad-scale variation in asthma consultations was controlled for by using the practice-specific 29-day 
moving average of asthma consultations. 

Table 3 shows that, unadjusted for these factors, black smoke, sulphur dioxide and nitrogen dioxide each 
showed a significant positive gradient with asthma consultations and ozone a negative association. 
However, the statistical significance of these associations was lost after adjusting for the day of week, 
public holidays, minimum and maximum temperature - point estimates were moved close to 1.0. After 
additional adjustment for URTIs and using a 29-day moving average, none of the pollutants showed even 
suggestive evidence of association with new and first ever consultations either for asthma or respiratory 
disease. The effect on pollutant rate ratios of adding covariates sequentially is shown in Table 3. Plotting 
the period of the large winter peaks in black smoke revealed no perceptible change in asthma consultations 
following the pollution peaks. Only two associations with black smoke and sulphur dioxide were nominally 
significant for asthma: black smoke at ages 0-4 years and lag of 2 days and sulphur dioxide at ages 65+, no 
lag. Given the frequency of significance tests, not all of which were independent, this is no more than 
might be expected by chance. Overall, as many point estimates were below 1.0 as above it, and there is 
little in the pattern of results to suggest clinically important associations. The strongest, but still very weak, 
evidence is that for the older age-group and infants. But taken as a whole (although analyses are not yet 
complete), the results do not provide evidence of association between pollution levels and daily 
consultations for asthma. 

Table 3. DaIly time series results: first and new consultation ratios for asthma (95% confidence intervals) for 5th to 95th 
percentile increase in pollutant concentration 

Consultation ratios adjusting for: 
Unadjusted I)ay of week & Variables of Variables of previous Variables of 

public holidays previous column + column + 29-day previous 
min & max moving average column + 
temperalure t JKTIs 

Black smoke 1.11(1.05-1.18) 1.04 (0.99-1.09) 1.01 (0.94.1.08) 0.95 (0.90-1.00) 0.94 (0.89-0.99) 
Sulphur dioxide 1.18 (1.09-1.29) 1.06 (1.00-1.14) 1.06(0.99-1.14) 1.01 (0.96-1.07) 1.01 (096.1,06) 
Nitrogen dioxide 1.28 (1.09-I .51) 1.05 (0.97-1.14) 0.97 (0.90-1.11) 0.99(0.92-1.06) 0.99 (0.92.1.06) 
Ozone 0.73 (0.64-0.84) 0.91 (0.79-1.04) 0.94 (0.83-1.07) 1.03 (0.94.1.12) 1.02 (0.94-1.11) 
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4. DISCUSSION 

The spatial analyses were limited by the method of exposure classification, which entailed classifying 
mdividuals by rather broad and indirect markers, often, as in the case of pollution concentrations, at 
practice level. This was reflected in the width of confidence intervals. However, the fact that all the main 
comparisons yielded point estimates close to or below 1.0, even for road density, does not suggest that a 
real association is being obscured by lack of precision. 
Practice-level effects may arise with such factors as thresholds for contact with health services, diagnostic 
categorisation, data recording etc, and these may therefore obscure pollution effects which were also 
largely based on practice to practice comparisons. On the other hand, a strength of this design was that it 
drew on data from practices with contrasting exposures. One of the potential problems of studies based in 
single towns or cities is the uncertainty about exposure contrast and exposure misclassification. Even 
though there may be appreciable micro-variation in pollutants at Street level, exposure misclassification is 
likely to arise from the imprecision of defining pollution concentrations at particular locations, 
compounded by population movements between different environments, such as in commuting to work. 
By taking practices in very different areas, not only are the contrasts in average ambient levels maximised, 
but the effect of population movement is less important, as the exposure categorisation is based on broader 
scale averaging. There is thus a trade-off: at practice level, contrasts are maximised and the effects of 
population movements diminished, but the associations may be obscured by other practice level factors; 
within practice comparisons are not affected by such factors, but contrasts in pollution are generally smaller 
and population movement more problematic. Further analyses are being undertaken to examine how the 
scale of spatial analysis affects the findings of the study. 

The time series spanned only a single year and covered a comparatively small (for time-series) base 
population of around 400,000 people. That number was further limited when analysing the effects of 
specific pollutants by the lack of reliable air quality data for all practice locations. None the less, the 
findings in relation to specific determinants of daily variation in asthma consultations was consistent with 
expected patterns and risk estimates were made with reasonable precision. 

The lack of association is compatible with a weak association with air pollution (though our results provide 
little direct evidence of this) and would certainly be consistent with other published evidence that suggests 
that pollution effects on asthma are at most very small. Other time-varying factors had clear associations 
with asthma consultations: there were broad seasonal and day-of-the-week associations and expected 
relationships with temperature and upper respiratory tract infections. Unadjusted for such confounding 
factors, black smoke, sulphur dioxide and nitrogen dioxide concentrations all showed modest but 
statistically significant, positive associations with the asthma consultations, but adjustment for these factors 
removed all statistical significance and reduced point estimates to very close to 1.0. 

The use of the 29-day moving average was probably conservative in dealing with seasonal effects: the 
pyramidal weighting function gives three-quarters of its weight to days in the week either side of the index 
day, so that all but very short-term associations may in part be removed by the moving average. While 
focusing on such short term associations may be appropriate for very acute effects (e.g. pollution-related 
deaths in those with end-stage respiratory disease) this is not so clear in the case of mild asthma symptoms 
- patients may not experience such acute effects that they need to seek medical advice immediately, but 
there might nonetheless still be an increase in consultations over the span of several days to a week. Such a 
diffuse swell in consultations over several days may not be clearly apparent in the sort of analysis presented 
here. However, it is worth noting that even without inclusion of the 29-day moving average, the 
associations between asthma consultations and pollutant levels was at best very weak and most of the 
variation across the year is explained by other environmental factors. 

It can also be argued that inclusion of URTIs as a covariate will remove any effect of air pollution on 
asthma that operates through increased susceptibility to respiratory infection; and perhaps there may also be 
some diagnostic confusion between URTIs and exacerbation of asthma symptoms. But UR11s clearly 
exacerbate asthma and so it was important to examine its influence when quantifying pollution effects. 

The age-group analysis provides only the weakest suggestion that pollution effects, if they exist at all, are 
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strongest in the elderly. But interactions with such factors as age, socio-economic status and average 
ambient pollution levels are currently being explored, as are methodological issues relating to the scale of 
analysis in spatial comparisons, and the time-averaging of temporal associations, and cumulative effects. 

Overall the lack of associations in both the geographical and time series analyses argues against air 
pollution being an important determinant of asthma morbidity, though small effects cannot be excluded. 
The findings broadly support the balance of scientific evidence that outdoor air pollution is not a major 
contributor to induction of asthma, and that it has no more than a fairly small effect on exacerbation of 
symptoms in some individuals 
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ABSTRACT 

The artificial sample was generated in two steps. The first step, based on a master panel, was a Multiple 
Correspondence Analysis (MCA) earned out on basic variables. Then. "dummy" individuals were generated 
randomly using the distnhution of each 'significant" factor in the analysis. Finally, for each individual, a value 
was generated for each basic variable most closely linked to one of the previous factors. This method ensured 
that sets of variables were draw-n independently. The second step consisted in grafting some otheidata bases, 
based on certain property requirements. A variable was generated to be added on the basis of its estimated 
distribution, using a generalized linear model for common variables and those already added. The same 
procedure was then used to graft the other samples. This method was applied to the generation of an artificial 
sample taken from two surveys. The artificial sample that was generated was validated using sample 
comparison testing. The results were positive, demonstrating the feasibility of this method. 

KEYWORDS: Statistical Data Fusion, Survey Data, Multiple Correspondence Analysis, Calibration, 
Generalized Linear Models. 

1. BACKGROUND 

A major strategy used by Electricité de France has been to develop electric power consumption among 
residential clients. This has required a knowledge of the relationships between various stakeholders of 
France's residential electric power market (clients, builders, competitors, etc.). Since the overall 
information is not available in a single data base including the same customers, a market simulation project 
has been undertaken. The first step has been to generate a sample of artificial individuals, drawn from 
several independent data bases. Each individual corresponds to different characteristics (soclo-
demographic, behaviour, use of equipment, etc.). The author provides a method of generating a sample of 
artificial individuals (Dcrquenne, 1998] involving two main steps based on different areas of statistics: 
sampling, data analysis and generalized linear models. 

2. A METHOD OF GENERATING A SAMPLE OF ARTIFICIAL INDIVIDUALS 

Two sets of survey samples were available (primary swnple 1, and secondary samples y' ,...,yK, 
respectively). The primary sample included the variables of the sample design taken from the survey 
design: XMp = gender; age; size of town; occupation} and the measured variables XM = dwelling and 
household characteristics; main heating source of the dwelling. etc.). The secondary samples had some 
variables common to XMP,  i.e. Y, , and other variables (common and non-common to XM), i.e. 
The principle used to generate the sample of artificial individuals involved two main steps: 

(i) Generating thefirst art/Icial sample based on primary sample .Z, 

• Christian Derquenne - EDF - Direction des Etudes et Recherches - 1, av. du Général de Gaulle - 92141 
CLAMART cedex . FRANCE. 
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(ii) Statistically grafting a secondary sample 1' onto the first artificial sample to obtain the second 
artificial sample. 

Step (ii) was repeated to provide the final arqflcial sample by progressively grafting other secondary 
samples ?J 2 ,..  ,7jK 

2.1 Generating the first artificial sample 

Let XMP = (X fp(I) ,. ..,X 51p(Q) ) denote the sampling variables (all qualitative), and let 

XM = (x (1) 	X M(R))  denote the measured variables (nominal, ordinal or discretized). This step 
consists in applying a Multiple Correspondence Analysis (MCA) [Benzecri et al., 19791 to XMP as active 
variables (used to generate the principal components) and to XM as supplementary variables. The MCA is 
used to provide reduced dimension as well as new, uncorrelated variables (principal components). 

Let Z = (z 1  , .. 	 denote the principal components derived by MCA. We then select a subset Z' of 

Z corresponding to "significant" eigenvalues I, where Z = (z 1  ,...,z.), with ' = Number of 

eigenvalues greater than l/MP(Q). We then generate groups of variables which best correlate with the 
principal components. To do so, we calculate the correlation ratio ,j between sampling variables and 
"significant" principal components, and we establish the maximum of q such that: 

172(Xp(q),Z) = max 71 2 (X MP(q) ,Zf ) 

then X 	= {X MP(q)  17(X Mp() ,Z),Vt,t = u} = {group of variables correlated with the 

principal component Z, c Z"} We follow the same procedure to obtain supplementary variable groups: 

XZ. Then, artificial individuals can be drawn in two steps. 

As a first step, each principal component of Z is discretized into k t  intervals so as to generate a paving 
space such that: 

= [ n d ) 
I/i x 2 k/fl 21 where (d = nis, s fixed) 	 (2) 

and K = [1 k, :!~ n d  is the number of windows (w 1 ) in the paving space. Let f1 = n 1  In denote the 

distribution observed in that space, where n 1  = 	'(,t') (i = 1, K). Thus N artificial individuals are 

drawn from this distribution, where N is the size of the sample generated (normally greater than that of the 

primary sample). These artificial individuals are called "dummy individuals": z; = (z; (1)  
for i = l,N. 
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As a second step, since each X p(q)  and XZT)  also involves a distribution observed in each window of 

the space, N artificial individuals are drawn, knowing Z. These new artificial individuals are called "first 

replicates":  
I 	\ i(i) 	i(MP(Q)+M(R)) 

2.2 Statistical graft based on secondary samples 

The first sample is chosen within the set of secondary samples yl,...,iK.  This choice is normally based on 
the number of sampling variables common to the primary sample and the variables of the secondary 

sample deemed important for the study. Let 	
= { 	1) 	Y (Q) } denote the sampling 

variables common to the primary sample, and let Y
= { 	 11R) } denote the other 

measured variables and G 1  the number of variables to be grafted onto the first artificial sample (generally, 
these variables are not common to the primary sample). The second artificial sample is generated in two 
steps. 

As a first step, we adjust the secondary sample in relation to the sample design of the primary sample, 
using a marginal calibration method [Deming and Stephan, 19401. 

As a second step, we graft the G 1  variables (one by one) onto the first artificial sample. For example, let 

Y j)  (J = 1, G 1 ) denote an ordinal variable taken from a multinomial distribution, and let 
denote a set of variables common to the primary sample and the secondary sample. In terms of the 

Generalized Linear Models [Mc Cullagh and Nelder, 1990], Yij) is the variable to be explained, Y 
are the candidate explanatory variables, and the link function is cumulative logit. Thus G 1  models are 
generated on YJ)' knowing Y' > . The first grafted variable to be explained corresponds to the variable Alf

which provides the best fit with the data (e.g. using the likelihood ratio test). Let 	denote this 

variable, and 	its estimate. Then N artificial individuals YJ.) are drawn from the estimated 

distribution of y,.,. the characteristics of the significant "explanatory" variables in the first artificial 

sample being known. There then remain G 1 -1 for which G-1  models are generated on Yj)' with 

and YJ.) being known. 

The previous procedure for selecting the y J)  and the drawing of N artificial individuals are again 
applied so as to generate a third artificial sample. The generation of other artificial samples follows the 
same procedure until the final artificial sample is obtained. 

3. STATISTICAL VALIDATION OF TUE GENERATED ARTIFICIAL SAMPLE 

The statistical validation of the generated artificial sample (the final artificial sample) involves six test 
levels of increasing complexity depending on the nature of the variables. 

(i) Unii'ariate marginal: Comparing the marginal distributions for an existing survey and the generated 
sample. 
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(ii) Univariate category: Comparing the category representation percentages for an existing survey and the 
generated sample (test and confidence interval using a binomial distribution or a normal distribution 
approximation). 

(iii) Gomparing correlations: 
Two generated variables and two observed variables taken from the same survey (e.g. age and 

occupation). 
Two generated variables (common and non-common to the primary sample) and two observed 

variables (common and non-common to the primary sample), e.g. the level of satisfaction with respect to 
cost and the age of the client taken from two different surveys. 

(iv) crossed categories: Comparing the crossed category percentages for an existing survey and the 
generated sample (test and confidence interval as in (ii)). 

(v) Characterization: Comparing characterizations of Yi]Js) and  YJ.) with respect to common 
variables for a survey and the generated sample (univariate: variable by "explanatory" variable). 

(vi) Modelling: Comparing models applied to 	and Vt4(j.)  with respect to common variables for a 
survey and the generated sample (multivariate: several "explanatory" variables). 

4. APPLICATION AND RESULTS 

This method was applied to the generation of a sample of 10,000 artificial individuals for variables that 
were common and non-common to two surveys. The primary sample was linked to the 1990 CREDOC 
survey on the living conditions and aspirations of the French, whereas the secondary sample was taken 
from a 1990 SOFRES survey on home heating. The following table shows the variables of the sample 
design and the measured variables. 

Table 1: List of the erafted variables under study 
CREDOC 1990(2,000 persons) SOFRES 1990(8,000 clients) 

Sampling - gender x age - age 
variables - occupation - occupation 

- size of town - size of town 
Measured - dwelling characteristics - dwelling characteristics 
variables - household characteristics - household characteristics 

- principal heat source - 	 principal 	heat 	source 	in 	the 
- opinion regarding nuclear power stations dwelling 
- opinion regarding the environment - level of satisfaction with respect 

to heat source (cost, safety, thermal 
comfort, etc.) 

The statistical validation was carried out with a significance level of 5% for the tests and a level of 
confidence of 95% for the confidence intervals. The following table shows satisfactory results. As was to 
be expected, there was a decrease in the success of the statistical validation as the complexity of the 
statistical tests increased. This was due in large part to the fact that the grafting procedure was carried out 
variable by variable, which is not the "best" possible solution (see the discussion in § 5.). 
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Table 2: Results of the statistical validation 
Level of complexity Number of successful attempts/number of tests 

(or % of success) 
(I) Univariate marginal 21/21 

Univariate category 95/97 
correlation: (a) 

(b) 
46/48 
98/104 

Crossed categories 95% 
('haracterization 91% 
Modelling 85% 

5. ADVANTAGES, LIMITS, PROSPECTS AND APPLICATIONS 

The proposed method of generating a sample of artificial individuals involves two main steps. The first 
consists in applying Multiple Correspondence Analysis to the primary sample, so as to obtain a lower-
dimensional space of uncorrelated variables and generate a first sample. The second step consists in using 
Generalized Linear Models to estimate the distribution of variables to be grafted (secondary samples) and 
to generate them. Three major advantages of the method are the possibility of generating a sample of 
variable size (generally large), the positive results obtained, and the generation of artificial individuals 
using a priori knowledge. There are two limitations, however, i.e. the fact that the size of survey samples is 
generally small, and the complexity of the generation process increases with the number of grafted 
variables and secondary samples. Nevertheless, our current research is aimed at improving the generation 
process using a multivariatc approach for the variables to be explained, in order to avoid grafting variable 
by variable. Moreover, our method will be generalized in terms of longitudinal data (panel data). In terms 
of applications, the second step of the method has been used to enhance uninformed data from an EDF 
client data base. The proposed method (first and second steps) should be applied to other segments of our 
clientele (hotels, offices, major industry, etc.). 
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USING META-ANALYSIS TO UNDERSTAND 
THE IMPACT OF TIME-OF-USE RATES 

K. H. Tiedernann' 

ABSTRACT 

Electricity rates that vary by time-of.day have the potential to significantly increase economic efficiency in the 
energy market. A number of utilities have undertaken economic studies of time-of-use rate schemes for their 
residential cuslomers this paper uses mets-analysis to examine the impact of time-of-usc rates on electricity 
demand pooling the results of thirty-eight separate programs There are four key findings. First, very largqieak 
to off-peak price ratios are needed to significantly affect peak demand. Second, summer peak rates are 
relativcly effective compared to winter peak rates. Third, permanent time-of-use rates are relatively effective 
compared to expenmenlal ones. Fourth, demand charges rival ordinary time-of-use rates in terms of impact. 

KEY WORDS: 	Meta-analysis; regression modeling; electricity pricing. 

I. INTRODUCTION 

Electricity has traditionally been sold as an undifferentiated commodity, with little attention paid to the 
time at which it was delivered. In some respects this seems peculiar, since electricity can not be 
economically stored in bulk but is perishable in the sense that it must be consumed as it is produced. This 
provides a considerable contrast to other perishable commodities where seasonal or even daily variations in 
price are often the rule. 

More recently, however, increasing attention has been paid to the potential of time-varying electricity 
prices. With these time-varying electricity prices - generally referred to as time-of-usc rates, electricity 
prices are higher during peak periods when marginal costs of generation and distribution are higher, and 
lower in off-peak periods when marginal costs of generation and distribution are lower. A considerable 
body of economic evidence suggests that moving prices closer to marginal costs will, in general, increase 
economic efficiency. Some standard references include Houthakker (1951), Williamson (1966) and Train 
and Mehrez (1995). 

Time-of-use rates were introduced in France after World War Two, and over the past twenty years have 
made significant inroads into North America. A number of Canadian and American utilities have 
implemented time-of-use rates on either an experimental or a permanent basis. Generally these schemes 
have involved a limited number of experimental designs (say a standard rate and several experimental 
rates) so that each treatment has a reasonable number of cases for analysis. There is a substantial 
theoretical and empirical literature on these individual time-of-use rate schemes, with much of it focused 
on the estimation of own-price and cost-price elasticities of demand. Key references include two special 
issues of the Journal of Econometrics edited by Lawrence and Aigner (1979) and Aigner (1984). 

Unlike the literature on individual time-of-use rate schemes, this paper uses meta-analysis to integrate main 
results of various studies. More specifically, it examines the effect of time-of-use rates and demand charges 
on residential peak energy demand, using the results of thirty-eight time-of-use schemes. An outline of the 
paper is as follows. The next section provides a brief description of meta-analysis and explains why it is 

'Ken Tiedemann, BCHydro, 6911 Southpomt Drive (El3), Burnaby, BC, Canada,V3N 4X8 
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appropriate in the present context. This is followed by a description of the regression model used, a 
discussion of the variables employed and a description of the sample. The next section describes the 
estimation method used and provides the results of the regression analysis. The final section of the paper 
discusses the implications of the findings for electricity rate design. 

METHODOLOGY 

We noted above that the analysis of time-of-use rates based on individual utility data has two significant 
limitations. First, although some rate design variables are modified in any given rate scheme, others remain 
fixed. For example, most studies compare two or more alternative energy rates with a standard rate, but 
fewer studies include demand charges, which are based on maximum demand and designed to cover fixed 
as opposed to variable costs. For a single experiment, it is difficult to understand the effect of those 
variables which are fixed for that experiment. Second, a given utility experiment provides information on 
customer response for customers within the service territory of the utility, but this information may or may 
not be transferable to other utilities whose customers have different characteristics. 

One way of dealing with these issues is to use multiple studies which provide the necessary variation in 
experimental treatment and customer characteristics. Meta-analysis is a means of integrating the effects of 
multiple studies using regression analysis. In social science applications, meta-analysis typically begins 
with the concept of effect size. In other words, it starts by asking by how much the recipients of a treatment 
have changed their behavior as a result of the treatment. Often the outcome variables from different 
experiments are diverse making direct comparisons difficult. The procedure in this case is to standardize 
the difference by dividing the difference by the pooled standard deviation (or sometimes by the standard 
deviation of the comparison group). With an effect size measured in this way, multiple regression analysis 
can then be used to investigate the determinants of the effect size. 

Where suitable data for all experiments is available, a simpler procedure is often appropriate. 
Standardization is needed mainly because the scaling of outcomes varies across studies. But if all studies 
use the same outcome measure, the effect size is just the experimental outcome minus the comparison 
outcome. This is the approach used in this paper. 

MODEL AND DATA 

In this paper, the outcome variable is the change in relative peak load. Relative peak load is the ratio of the 
average hourly energy consumption during the peak period to the average hourly energy consumption for 
the whole day. Change in relative peak load is then the relative peak load of the experimental group minus 
the relative peak load of the comparison group. Only weekday consumption periods are included in the 
calculation, because electricity demand and consumption are usually high during the weekdays, so that this 
is the time when utilities wish to modify consumption patterns of their customers. 

Instead of relative peak load, a number of alternative outcome measures could have been utilized. These 
alternative outcome measures include: (I) change in total electricity consumption; (2) change in load by 
hour of day; (3) change in customer maximum kilowatt demand; and (4) change in load at system peak. 
For this study, change in relative peak load appears to be the best measure since it captures the essential 
nature of the issue and all four alternatives have logical or practical limitations. First, change in peak load 
is of more interest for system planning than change in total energy consumption, since peak load drives 
investment decisions on capacity requirements because of utilities legal obligation to serve. Second, 
although change in utility load (i.e. change in the whole hourly system load shape) is of considerable 
interest, very few utilities have (or at least have published ) this information. Third, change in maximum 
customer kilowatt demand provides little insight into system behavior because individual maximum 
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demand occurs at different times on different days for different customers. Fourth, change in load at system 
peak is subject to relatively high random variation compared to a broader measure such as change in 
relative peak load. 

Review of previous research on time-of-use rates listed above suggest that several factors play a key role in 
determining the change in relative peak load. These include peak to off-peak price ratios, whether the rate 
applies to summer peak or winter peak, whether the rate is permanent or experimental, and whether or not 
there are demand charges. Definition of the variables used in the regression analysis are given in Table 1. 

Table 1. Definition of Variables and Sample Characteristics 

Variable 	 Definition 
CRPL 	 Change in relative peak load = change in the ratio of average energy use per 

hour during peak to average energy use for whole day (mean = -.16, standard 
deviation = .14) 

POP 	 POP = peakloff-peak price ratio (mean = 5.03; standard deviation = 4.88) 
SUM 	 SUM = I if summer peak, 0 if winter peak (mean = .61, standard 

deviation = .50) 
PERM 	 PERM = I if time-of-use rate is permanent, 0 if time-of-use rate is 

experimental (mean =.11, standard deviation = .31) 
DEM 	 DEM =1 if the rate has a demand charge, 0 if no demand charge (mean = .34, 

standard deviation = .48) 

The first independent variable is the ratio of peak to off-peak prices. Like the dependent variable, the ratio 
of peak to off-peak prices is a pure number and has no units. The higher the ratio of peak to off-peak 
prices, the greater should be the reduction in relative peak. In other words, the expected sign on this 
regression coefficient is negative. 

The second independent variable is the dummy variable for summer peak, rather than winter peak. Summer 
response should be greater than winter response for two reasons: first, system loads and individual loads 
have greater coincidence in summer so that summer peak residential load is more likely to coincide with 
the peak period for a peak rate in the summer; second, residential air conditioner loads are the largest 
moveable residential load and are much larger in summer. The expected sign on this regression coefficient 
is negative. 

The third independent variable is the dummy variable for permanent rather than experimental time-of-use 
rates. With permanent time-of-use rates, customers should have a greater incentive to make changes which 
facilitates their shifting electricity loads. The expected sign on this regression coefficient is negative. 

The fourth independent variable is the dummy variable for the presence of a demand charge. A demand 
charge should reduce peak period demand since it is based on maximum demand which tends to be very 
coincident with system peak. The expected sign of this regression coefficient is negative. 

4. ESTIMATION METHOD AND RESULTS 

We estimated several regression models using ordinary least squares regressions. However, Inspection of 
residuals suggested the presence of heteroscedasticity so that the usual estimates of standard errors and 
associated t-statistics may not be appropriate. For this reason, White's heteroscedasticity-corrected 
covariance matrix was used to calculate the standard errors and t-statistics. This doesn't affect the estimated 
regression coefficients, just their standard errors. 
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The regression models are shown in Table 2. The t-statistics are shown below the estimated regression 
coefficients. With the exception of the constant terms, all regression coefficients are significant at the five 
percent level or better. 

Table 2. Determinants of Change in Relative Peak Load 
(T-ratios for coefficients in parentheses) 

Variable 	Model I Model 2 Model 3 - Model 4 
(full sample) (full sample) (summer peak) (winter peak) 

Constant 	-.0138 .0164 -.0376 .0119 
(-.582) (.707) (-1.104) (55 1) 

POP 	 -.0153 -.0143 -.0145 -.0141 
(-6.947) (-6.325) (-5.097) (4.556) 

SUM -- -.0578 -- -- 

(-1.832) 
PERM -.2612 -.2656 -.2578 -.2733 

(-8,959) (-10.248) (-6.370) (-8.711) 
DEM -.1206 -.1206 -.1309 -.1915 

(-2.699) (-2.807) (-1.960) (-2.186) 
Sample size 38 38 23 15 
Adj. R-squared .46 .49 .37 .54 
F statistic 11.50 9.79 5.36 6.56 

Model I uses the full sample while ignoring the distinction between summer peak and winter peak. All 
coefficients have the expected signs, i.e. a higher peak to off-peak price ratio, permanent rather than 
experimental time-of-use rates, and demand charges all significantly reduce relative peak load. Overall 
equation fit is quite good for a cross section model. 

Model 2 again uses the full sample but adds a dummy variable for summer peak as a regressor. Again, all 
coefficients have the expected sign, with the summer peak dummy in particular having the expected 
negative coefficient. The magnitudes of the coefficients are essentially unchanged from Model 1. There is a 
small increase in explanatory power of the regression. 

Given the statistical significance of the summer peak variable, it seems worthwhile to split the sample into 
summer peak and winter peak schemes. Model 3 examines summer peak observations only. Coefficients 
again have the expected signs. Explanatory power drops somewhat. 

Model 4 examines winter peak observations only. Once again coefficients have the expected signs. 
Explanatory power is good. [-lowever the number of observations here is quite small. 

5. SUMMARY AND CONCLUSIONS 

This paper has examined the role of time-of-use rates for residential electricity customers. Time-of-use 
rates are an attractive means of improving the efficiency with which generation and distribution assets are 
employed. This can be an effective means of increasing economic efficiency while reducing costs to 
customers. Using meta-analysis, the results of thirty-eight individual utility schemes are examined in the 
paper. 

The regression analysis suggest several key implications for electricity rate design. First, the impact of 
time-of-use rates on relative peak load is fairly small in absolute terms. Large peak to off-peak rates are 
needed to significantly influence relative peak load. Second, summer peak rates are comparatively more 
effective than winter peak rates. This may reflect the ease with which space cooling loads can be shifted. 
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Third, permanent time-of-use rates are more effective than experimental ones. This suggest that 
introducing time-of-use rate to customers with an assurance that they will be in place for a substantial 
length of time is helpful. Fourth, demand charges rival conventional time-of-use rates in terms of their 
impact on relative peak load. Since residential demand charges are not yet widely used, this suggests an 
additional means of influencing residential peak demand. 
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META-ANALYSIS OF POPULATION DYNAMICS DATA: 
HIERARCHICAL MODELLING TO REDUCE UNCERTAINTY 

Nicholas J. Barrowman' and Ransom A. Myers 2  

ABSTRACT 

We use data on 14 populations of coho salmon to estimate critical parameters that are vital for management of 
fish populations. Parameter estimates from individual data sets arc inefficient and can be highly biased, and we 
investigate methods to overcome these problems. ('ombination of data sets using nonlinear mixedctl'ects 
models provides more useful results, however questions of influence and robustness are raised. For 
comparison, robust estimates arc obtained. Model-robustness is also explored using a family of alternativc 
functional fomis. Our results allow ready calculation of the limits of exploitation and may help to prevent 
extinction of fish stocks. Similar methods can be applied in other contexts where parameter estimation is part 
of a larger decisionmaking process. 

KEY WORDS: mixed effects models: population dynamics; spawner-recruitment; nieta-analysis. 

1. INTRODUCTION 

In this paper we discuss the analysis of fish population dynamics data, but the problem is nearly identical to 
problems in a wide range of fields including pharrnacokinetics, dose-response, and bioassay. We view the 
statistical methodology as part of a process, the endpoint of which is a scientific or management decision. 
For example, the output of our component may he used as input to a risk assessment. A key element is the 
estimation of variability. 

Iraditionally, most fisheries scientists have focused their attention on data sets for individual fish 
populations of interest, which often exhibit great variability, may be contaminated by unreliable 
observations, and often span a small number of years. Borrowing the words of Thomas Hobbes, such data 
sets may be characterized as "nasty, brutish, and short". Statistical inferences based on this approach are 
inefficient and may be biased. Dangerous management decisions may result. Only by combining data 
from many studies can these problems be overcome. 

To illustrate our methodology, we use data on 14 populations of coho salmon (Oncorhvnchus kLcu!ch), 
one of the most widespread of Pacific salmon (Hunter, 1959 and additional information from Pacific 
Biological Station, Nanimo, B.C. Salmon Archive, BL/215). Adult coho spawn in streams and rivers. 
About 1.5 years later, their offspring known as smolts at this life stage - migrate to sea. Roughly 
another 1.5 years later, the survivors return to spawn. We study the population dynamics of the coho using 
standardized units based on painstaking observations from counting fences erected on the rivers. Let S 
represent the quantity of spawners, measured as the number of spawning females per kilometre of river, 
and let R represent the quantity of "recruits", measured as the number of female smolts per kilometre of 
river. (The river length is a crude way to measure habitat size and allows comparison among different coho 
populations.) Since egg production is proportional to the quantity of spawners, the ratio R/S is an index of 
juvenile survival, and it is often helpful to consider the data on this scale. An example of a coho salmon 
"spawner-recruitment" data set is given in Figure 1. 

'Nicholas J. Barrowman, Department of Mathematics and Statistics, Daihousie University, 1-lalifax, Nova 
Scotia, Canada, B3H 3J5 
2  Ransom A. Myers, Department of Biology, Dalhousie University, Halifax, Nova Scotia, Canada, B3H 4Jl 
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FIGURE I. Coho salmon spawner-recruitnicrit data Set for Deer Creek. Oregon shown on two different scales: (a) 
recruitment, R, versus spawners, S. and (h) log survival versus spawriers. Two maximum likelihood model fits, assuming 
lognormal recruitment, are shown in each panel: a Michaelis-Menten (solid curve) and a generalized hockey stick (dotted). 
These models are explained in more detail subsequently in the paper. 

One simple, parametric spawner-recruitment model is 

R= aS 
 (I) 
l+S/K

, 
 

proposed by Beverton and Holt (1957), and also known as the Michaelis-Menten curve in chemistry. It is 
easily shown that K is the half-saturation point for the curve and that a is its initial slope, representing the 
average reproductive rate at low abundance. In this paper, our interest is primarily in a because it is 
critical in the analysis of extinction and recovery rates, and in determining sustainable levels of fishing. 
For the coho salmon data, a has units of for female smolts per spawning female, which are identical for all 
of the data sets. However, estimates of a based on individual data sets are rarely precise, and frequently 
biased. While the model fit for Deer Creek (Fig. 2a) appears reasonable, the model fit for Bingham Creek 
(Fig. 2b) gives an effectively infinite slope, which is clearly not reasonable biologically. 
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FIGURE 2. Coho salmon spawner-recruitment data sets for (a) Deer Creek, Oregon and (b) Bingham Creek. 
Washington, with corresponding profile likelihoods for the Michaelis-Mentcrxz parameter, assuming lognormal 
recruitment. 

246 



2. NONLINEAR MIXED EFFECTS MODELS 

The individual estimates discussed in section 1 are clearly inadequate. But how can infonnation be shared 
between data sets? Suppose we have M populations with data sets of the form (S 11 , R) forj = 1, ..., n,. 
Letting y, = log(R,1/S), the log Michaelis-Menten model with additive error eij  - N(0,a) is 

= loga, -log(1 + Sii  /K)+. 

(Notice that the intercept in this model is log (x 1 ). One way to share information across data sets is by 
modelling the parameters a, and Ki  as random effects. For this to be valid, the parameters must be 
measured on the same scale from data set to data set. This is why the data were standardized by river 
length, as discussed in section I. Since a, and K, must both be positive, we model their logarithms as being 
jointly normal. The result is a nonlinear mixed effects model to which the maximum-likelihood methods of 
Lindstrom and Bates (1990) can be applied. For the 14 coho salmon populations such a model gives much 
more reasonable results than the individual estimates (Fig. 3). 
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FIGURE 3. Estimates of a for the 14 coho-salmon populations with a superimposed probability density 
curve from a nonlinear mixed model fit (solid curve labelled "Max. likelihood") and a robust nonlinear 
mixed model fit (dotted curve labelled "Robust"; explained in section 3). In 4 cases, the estimates of a 
were effectively infinite. The Bingham Creek population shown in Figure 2 is one example. The vertical 
lines show cutoff values of u below which populations would be expected to tend towards extinction, 
assuming 10% ("high") and 5% ("low") ocean survival followed by 20% survival from fishing. 

Empirical Bayes fits obtained from the mixed model analysis show a characteristic "shrinkage toward the 
mean". For example, implausibly high estimates of a, such as that for Bingham ('reek, Washington, are 
replaced by much more reasonable estimates (Figure 4). In some cases, e.g. Hunt's Creek, BC, a single 
data point seems to have undue influence on the individual fit; this is somewhat improved in the mixed 
model fit. 
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FIGURE 4. Coho salmon log survival versus spawner abundance for Bingham Creek, Washington and Hunt's Creek, British 
Columbia with fitted transformed Michaelis-Menteri curves from individual fits (solid curve), mixed model fits (dashed curve), and 
robust mixed model fits (dotted curve; explained in section 3). For Bingham Creek, the estimated value of logz (the y-intercept) 
from the individual fit is essentially infinite (represented by a vertical arrow at the top of the plot) whereas the mixed model estimate 
and its robust counterpart coincide at approximately 4.8. 

3. INFLUENCE AND ROBUSTNESS 

Any meta-analysis raises questions of influence and robustness. For example, is a single study driving the 
results? A simple way to assess this is a leave-one-dataset-out approach. For the coho salmon data, the 
parameter estimates seem to be reasonably stable, although one data set, Needle Branch Creek, Oregon, 
seems to be quite influential. 

We might also wonder whether errors in the data might be strongly affecting the estimates. A related 
question is whether one of the data sets is somehow different from the others, and really ought not to he 
used in a combined analysis. This is partly a non-statistical issue, depending on the expertise of fisheries 
scientists (or other subject area specialists). We might hope, however, to identify influential or outlying 
observations or data sets as part of the data analysis process. Another approach is to develop methods that 
are robust to the presence of influential or outlying observations or data sets. Many standard statistical 
methods assume that unknown quantities are normally distributed. This assumption makes methods 
"fragile" in the sense that a small proportion of outlying values can drastically change estimates. Robust 
methods generally trade off the efficiency of the standard methods in order to buy robustness. They often 
provide diagnostic information as well. 

Welsh and Richardson (1997) review methods for robust estimation of linear mixed effects models. Such 
methods generally involve replacing the sum of squares in the log likelihood by a less rapidly increasing 
function. These methods can be extended to the alternating two-step algorithm of Lindstrom and Bates 
(1990) for nonlinear mixed effects models. For the coho salmon data, the estimated distribution of a 
obtained using the robust procedure has a higher mean and smaller variance than that obtained using 
maximum likelihood (Fig. 3). For some populations, e.g., Hunt's Creek, the fit obtained using the robust 
procedure is quite different from the maximum-likelihood fit due to downweighting of outliers (Fig. 4). 
Some caution is advisable. With its lower estimate of the mean of cx, the robust fit is less precautionary, 
and its lower estimate of the variance of cx may not be trustworthy. 

4. MODEL ROBUSTNESS 

A different kind of robustness issue also arises: how confident are we that the assumed functional form 
relating spawner abundance and recruitment is correct? The Michaelis-Menten model assumes that 
survival increases monotonically with decreasing spawner abundance, an assumption that is questionable 
for territorial species such as coho salmon. A piecewise-linear model known as the "hockey stick" 
(Fig. 5a) may be more appropriate. However, the sharp bend in the hockey-stick model may not be realistic 
and smoother "generalized hockey sticks" (Fig. 5a) have also been proposed (Barrowman and Myers, 
submitted). 
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FIGURE 5. Generalized hockey-stick models compared to the Michaelis-Mcntcn: (a) recruitment as a ftiion opawncr abundance 
for generalized hockey-stick models with varying smoothness (solid, dotted, and dashed curves) and for a Michaclis-Menten (dot-dash 
curve); (b) log profile likelihoods for a from the corresponding models shown in (a). A difference in maximized log profile likclihood 
of approximately 2 is significant at the 95% level. In comparisons between generalized hockey-stick models this is equivalent to a 
likelihood ratio test in comparisons between a generalized hockey-stick model and the Michaelis-Mcntcn, this is equivalent to using 
Akaike's information criterion. 

Profile log likelihoods for individual populations can be used to obtain confidence intervals for model 
parameters and to compare the fits of competing models. For the coho salmon data, the hockey-stick model 
and its generalizations often lit better than the Michaelis-Menten (Fig. 5b). The generalized hockey-stick 
can also be used in nonlinear mixed effects models. For the coho data, the result is an estimated 
distribution of a with lower mean and higher variance than that obtained using the Michaelis-Menten 
(Fig. 6). 
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FIGURE 6. Estimates of a for the 14 coho-salmon populations with a superimposed probability density curve from a Michaclis-
Mcnten mixed model fit (solid curvc) and a hockey-stick mixed model fit (dotted curve). For more details see caption for Fig. 3. 
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5. CONCLUSIONS 

Research into these methods is ongoing. Robust estimation of nonlinear mixed effects models requires 
further study. In particular we intend to examine robust estimation for mixed models using the generalized 
hockey-stick models. Our results suggest that choice of model can be critical and a robust procedure for 
model choice is desirable. Ultimately, a decision-theoretic approach may be needed, in order to address the 
role of estimation explicitly in a larger decision-making process. 
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