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Preface

The need for a seasonal adjustment method that would produce more accurate current es-
timates ot seasonally adjusted data has been long recognized by Statistics Canada and other central
statistical agencies.

As far back as 1973, Dr. Estela Bee Dagum, then head of the Seasonal Adjustment Methods
Unit, initiated research to remedy a serious weakness of the officially accepted U.S. Census Pro-
gram, Method I1-X-11 Variant, developed by Julius Shiskin, Allan H. Young and John C. Musgrave
in 1967. The recalculation of seasonal factors when current data were added to a series often
produced large changes in the seasonal factors, even for observations several ycars back from the
current period. This did not seem reasonable. The possibility of such changes meant that the
seasonal factors used could be considered final only after many years of data had been added to
the series.

By 1974, Dr. Dagum had successfully achieved a major theoretical breakthrough which enabled
her to subsequently develop what she called the X-11{-ARIMA method of seasonal adjustment.
This method basically consists of extending the unadjusted series with one or two years of extra-
polated values from ARIMA (Auto-regressive Integrated Moving Average) models of the Box and
Jenkins type fitted to the series, and then seasonally adjusting the extended series with the X-11
program. The combination of the ARIMA modelling and extrapolation with the moving averages
of the X-11 reduces significantly the size of the revisions to the forecast and current seasonal
factors. For the majority of the economic time series, the seasonally adjusted data can now be
considered final after two years rather than three years of revision. These two main properties of
the X-11-ARIMA have been proved theoretically and are corroborated empirically by a large
number of series.

The X-11-ARIMA method was officially adopted by Statistics Canada in January 1975 for
the seasonal adjustment of the main Labour Force series and other economic indicators. The
procedure was then applied by separately running two different computer programs: first, the
ARIMA program which generated the projected values from a model already identified by the
user; and second, the X-11 which produced the seasonally adjusted series from the original unad-
justed series extended by one or two years of extrapolated values.

As more experimentation was carried out with ARIMA modelling, it was found that a small
number of models fitted and extrapolated satisfactorily the values of a large number of series.
This fact and the increasing demand for the method in Canada and other countries, led to the
development of the new automated version of the X-11-ARIMA which combines two programs
into one. This version of Statistics Canada X-11-ARIM A autom-tically selects the ARIMA model
used in the extrapolation phase from a set of three models, according to given guidelines of ac-
ceptance. There is also an option for those users who would prefer to submit their own model.
The program includes new graphs and tables and a set of statistics to assess the quality of the
seasonally adjusted data.

This publication is divided into three main chapters. Chapter I discusses the foundations of the
method and gives a detailed description of the new options. Chapter II deals with the composition
of various seasonally adjusted series and introduces some tests to analyze the smoothness of the
composite. The composition can be made by summation, subtraction, multiplication and division.
Chapter III is the user’s manual of the computer program to seasonally adjust time series and to
perform the composition of several seasonally adjusted series.

The following persons of the Seasonal Adjustment and Time Series Staff provided valuable
technical and computer assistance to Dr. Dagum for the preparation of this automated version
of X-11-ARIMA: Guy Huot, John Lothian, Marietta Morry, John Higginson, Pierre-A. Cholette,



Stephen Tamasi, Alfred Papineau and Kim Chiu. Special acknowledgenment is made to Bernard
Altschuler, U.S. Bureau of Labor Statistics, for his important computer support at the final
stage, particularly for the composition of various scasonally adjusted series.
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Chapter |

FOUNDATIONS OF THE X-11-ARIMA
SEASONAL ADJUSTMENT METHOD

Section 1. Introduction

The majority of the seasonal adjustment methods so
far developed are based on univariate time series models.
They are selected mainly for their simplicity and can be
applied without specialized knowledge in a subject
matter field.

A few attempts have been made to estimate seasonals
based on causal explanations but none of them reached
further than the experimental stage. Mendershausen
(1939), for instance, tried to regress the seasonal for
each month on a set of exogeneous variables (meteoro-
logical and social variates) in order to build an explana-
tory model for seasonality but his empirical results
were inconclusive.

Univariate time series methods of seasonal adjustment
try to cstimate the generating mechanism of the observa-
tions under the simple assumption that the series is
composed of a systematic part which is a well determined
function of time, and a random part which obeys a
probability law (Anderson, 1971: Dagum, 1974). The
random element is assumed to be identically distributed
with constant mean, constant variance and zero auto-
correlation. The feasibility of this decomposition was
proven in a famous theorem by Herman Wold in 1938.

The methods of estimation of the components of a
time series can be grouped into two broad categories
{Dagum, 1978.b and 1979.b):

regression methods; and

moving average techniques, also called linear smoothing
procedures.

The regression methods assume that the seasonals and
the other systematic components, trend and cycle, are
deterministic functions over the entire span of the
series.

The methods based on moving averages or linear
smoothing filters assume that, although the time series
components are smooth functions of time, they cannot
be closely approximated by simple functions over the
entire range of time under consideration. The assump-
tions implicit in the moving average procedures are that
the trend, cycle and seasonals are stochastic and not
deterministic.

The majority of the seasonal adjustment methods
officially adopted by statistical agencies belong to the
category of moving average techniques. They include:
the U.S. Bureau of the Census Method 11-X-11 variant;
the BLS seasonal factor method; the Burman Method
of the Bank of England; the Berlin Method, ASA II;
the method of the Statistical Office of the European
Economic Communities of Brussels; and the method of
the Dutch Central Planning Bureau. These methods
have often been criticized because they lack an explicit
model concerning the decomposition of the original
series and because their estimates for the observations
of the most recent years do not have the same degree
of reliability as compared to those of central observa-
tions (Kuiper, 1976 and Dagum, 1976.b).

The lack of an explicit model applies to the whole
range of the series. Moving average procedures do make
assumptions concerning the time series components, but
the assumptions are valid only within the span of the set
of weights of the moving average.

The second limitation is inherent in all linear smooth-
ing procedures since the first and last observations can-
not be smoothed with the same set of symmetric weights
applied to central observations. Because of this, the
estimates for current observations must be revised as
more data is added to the original series. Frequent
revisions, however, confuse the users of seasonally
adjusted data, particularly if the revisions are relatively
large or if they introduce changes in the direction of
the general movement of the adjusted series. In fact,
faced with the problem of controlling the level of the
economic activity, policy makers will hardly base their
decisions on seasonally adjusted data that are subject
to significant revisions whenever new informaticn is
available.

The Statistics Canada X-11-ARIMA, as developed by
Dagum (1975, and 1978.c) does not share the two
common constraints of moving average procedures. It
offers an ARIMA model for the series and minimizes the
revision of the seasonals in mean square error.

The X-11-ARIMA basically consists of:

Modelling the original series by integrated autoregressive
moving average processes (ARIMA models) of the Box
and Jenkins (1970) types.



Extrapolating one year of unadjusted data at each end
of the series from ARIMA models that fit and project
well the original series. This operation, called “fore-
casting” and backcasting” is designed to extend the
observed series at both ends.

Seasonally adjusting the extended (original) series with
various moving averages of Method II-X-11 variant as
developed by Shiskin, Young and Musgrave (1967).
In addition, the user now has the option of applying
a centred 24-term filter to replace the centred 12-term
moving average for the preliminary estimation of the
trend-cycle. This new filter gives better resuits for
series strongly affected by short cycles (iess than three
years) or sudden changes in trend.

The ARIMA part incorporated into the X-11 program
plays a very important role in the estimation of seasonal
factor torecasts and concurrent seasonal factors when
seasonality is moving rapidly in a stochastic manner, a
phenomenon often found in key econornic indicators
(Dagum, 1978.a). Since the series are extended with
extra data, the filters applied by the X-i1 to seasonally
adjust current observations and to generate the seasonal
forecasts are closer o the filters used for central observa-
tions. Consequently, the degree of reliability of the ex-
tended series for current estimates is greater than that of
the unextended, and the magnitude of the revisions is
significantly reduced. Similar conclusions were obtained
from comparisons made with other seasonal adjustment
methods based on moving averages (Kuiper, 1976).

Generally, a reduction of about 30% in the bias and
of 20% in the absolute values of the total error in the
seasonal factor forecasts for the 12 months (four
quarters) has been found for Canadian and Amnerican
series (Kuiper, 1976; Farley and Zeller, 1976; and
Dagumn, 1978 b). The percentage reduction for those
months (quarters) corresponding to peaks and troughs
is larger than the average for the whole year.

Pierce (1978) shows that the ARIMA extrapolation
makes the X-11-ARIMA a minitnum mean square
error seasonal adjustment method and that, in fact, this
type of extrapolation would minimize the revisions of
any moving aveiage seasonal adjustment procedure in
the mean square error sense. Similar conclusions are
obtained by Geweke (1978) who extrapolates the
future values of the series using the spectrum and one
ARIMA model.

For senies with rather stable seasonality, a significant
improvement can be obtained when the trend-cycle is
growing fast or the last year of data is one with a turning
point. The final weights of X-11-ARIMA to estimate the
trend-cycle are a combination of the symmetric Hender-
son weights and the asyinmetric weights of the ARIMA
model used for the extrapolated data. Since these final
weights change with the ARIMA model fitted to the
series, they reflect the most recent movement of the
series and, as a result, seldom miss a turning point.
Better estimates of the seasonal-irregular ratios (dif-

ferences) are obtained which then are averaged to pro-
duce stable seasonals.

From the viewpoint of seasonal adjustment, another
important advantage of X-11-ARIMA is that it offers
a statistical model for the whole range of the series.
The existence of a model that fits the data well ful-
fills the basic underlying principle of seasonal adjust-
ment, namely, that the series is decomposable. If a
series does not lend itself to the identification of an
ARIMA model (here considering all AR, MA and ARMA
as subclasses) which simpliy describes the general structure
of the series in function of past values and lagged
random disturbances, any further decomposition into
trend, cycle, and seasonals becomes dubious. In fact,
the lack of fit by an ARIMA model indicates that the
series is practically a purely random process, or that it
is so much contaminated by the irregulars that its
systernatic movernent is unidentifiable.

The X-11-ARIMA generates extrapolated values of
the raw data such that the one lead projected value has a
minimum mean square error and thus can be used as a
benchmark for preliminary figures. This is particularly
useful to producers of raw data obtained from in-
complete returns, as is often the case with series that
are flows.

Section 2. ARIMA Models and Extrapolation

A fundarnental step in the improvement of the sea-
sonal adjustinent by the X-11 program (equally appli-
cable to any seasonal adjustment method based on
moving averages) is to decide what kind of exirapolation
method should be used to extend the original series.
For the X-11-ARIMA, the selection was made according
to the following requirements (Dagum, 1978 b):

The extrapolation method must belong to the “sim-
plest” class in terms of its description of the real world.
No explanatory variables must be involved, the series
should be described simply by its past values and lagged
random disturbances. This requirement is necessary to
facilitate the incorporation of the extrapelation method
into the X-11 program, since the procedure has to be
automated.

The identitied models must be robust to the incorpora-
tion of one or two extra years of data, and the cor-
responding extrapolated values should not change
significantly with small variations in parameter values,
This condition is necessary to avoid frequent changes
of models and significant revisions that confuse the
users of seasonally adjusted data.

The method must produce extrapolated values that
follow the intra-year movement reasonably well al-
though they could miss the level. This requirement
reflects the fact that these projected values are not for
policy or decision making but to improve current
seasonal adjustment.

It must generate optimum extrapolated values in the
minimum mean square error sense. This condition



allows the extrapolated values, at least the one lead
extrapolation, to be used as benchmarks for preliminary
data coming from incomplete returns.

The method must be parsimonious in the number of
parameters. The main characteristics of the series are
thus summarized in a small number of parameters.

This set of conditions led to the selection of a uni-
variate method of forecasting and, among the several
well developed methods, the ARIMA models (auto-
regressive integrated moving averages) of the Box and
Jenkins (1970) type were chosen. ARIMA models have
been found to be powerful forecasting procedures for a
large class of series (Newbold and Granger, 1974; Reid,
1975).

ARIMA models bring together two basic concepts in
extrapolating: autoregression and moving averages.
ARIMA is an acronymn with the first two letters, AR,
standing for “Autoregressive”; the second two letters,
MA, for “Moving Average” and the [, for “Integration”,
or summation. This part of ARIMA is indispensable
since starionary models which are fitted to the dif-
ferenced data have to be summed or “integrated” to
provide models for the non-stationary data.

In the Box and Jenkins notation, the general multipli-
cative ARIMA model for a series with seasonality is ex-
pressed as (p,d,q) (P,D,Q)s, where d is the order of the
ordinary différence and D is the order of the seasonal
differences applied to the original series in order to
make it stationary. In other words, the statistical struc-
ture of the series must be independent of tirne; this im-
plies model stability. To correct for a continuous change
in level due to an upward or downward trend, a first
difference (d=1) is applied to the original series Z,;
te., the new series is W=Z—Z;_ 1. Symbolically,
W:=(1-B)Z;, where B is the lag operator such that

BrZ=Z; ... For more complex cases of deterrninistic
or stochastic instability, higher order ditferences
are applied. To comect for a stable seasonality,
the power of the seasonal ditference, D,is made
equal to one, and the transformed seriés is then
Wi=Z—Z;_=(1-Bs)Z;, where s is the seasonal peri-
odicity, equal to 12 for monthly data and to 4 for
quarterly data. Higher order seasonal differences remove
other kinds of seasonal patterns.

p_and P indicate the ordinary and the seasonal auto-
regressive order parameters respectively, in other words,
the number of periods that Z; is lagged. If p=1, the
independent variable Z; is lagged once, i.e., Z¢ 1’ if P
equals 1, Z, is also lagged once but in the seasonal
periodicity, i.e, Z,_ . These lagged variables are affected
by autoregressive parameters ¢ and & respectively, which
measure the impact of the previous observed value

(month, quarter) and the previous year observed value
for that month or quarter, on the dependent variable
Z,.

q and Q are the moving averages order parameters
and indicate the number of periods that the observed
residuals are lagged. If g=1, then the residuals a, are
lagged once; ie., a;_j and if Q=1, the residuals a,
are also lagged once but in the seasonal periodicity,
i.e., a;_g. These lagged residuals are affected by the
parameters & and © respectively, which measure the
impact of the residuals of the previous value (months,
quarters) and of the previous year value for the month
or quarter, on the dependent variable Z,.

Thus for ARIMA models, the variable Z, is a
function of lagged dependent variables and of lagged
residuals. For example, the simple ARIMA mod:l
(0,1,1)(0,1,1)4 of Z; reduces to,

(1-B) (1-B4) Z, = (1-6B) (1-OB% )a,
or Zt =Zt—1 +Zt—~4 r ZI'S +ap- 03(_1 =
BOa;_4q +00a;_5

M
&)

(2) says that Z; is equal to the previous quarter value
Zi_ plus the difference between the values for the
corresponding last year quarter and previous last year

quarter, plus the present innovation and lagged resi-
duals.

For a crude approximation 8§ can be interpreted as
the extent to which residuals incorporate themselves in
the subsequent history of the trend-cycle and © as the
extent to which the residuals incorporate themselves
in the subsequent seasonal pattern.

6 and © take values between zero and 1. When
both are equal to one, the residuals have their maximum
impact on the subsequent evolution of the series making
the process deterministic. When both are equal to zero,
the residuals have a transitory or instantaneous irnpact
only and the process is strongly stochastic.

The procedure followed by model (1) to obtain an
estimate of Z; is not new to practicing statisticians
who often use a very similar approach to get a projected
value to compare with a figure being checked.

The values of the autoregressive parameters ¢ and
® and of the moving average parameters 6 and © vary
for each series and, therefore, the ARIMA models are
very flexible and can follow well the systematic move-
ment of a large class of series.

The ARIMA extrapolating function can be expressed
in different forms but for computational purposes the
difference equation form is the most useful. For a
detailed discussion of the properties and basic assump-
tions of ARIMA models the reader is referred to Box
and Jenkins (1970), and Granger and Newbold (1977).



Section 3. The Selection of ARIMA Models

The ARIMA Automatic Option

The ARIMA models to be used in the context of the
X-11-ARIMA method must fulfill the double condition
of fitting the data well and of generating “‘reasonable”
projections for the last three years of observed data.
By ‘“reasonable” projections is meant projections with
a mean absolute error smaller than 5% for well-behaved
series (e.g., Employment adult males) and smaller than
12% for highly irregular series (e.g., Unemployment
teenage males).

These guidelines have been tested with more than
250 economic time series and are rather conservative.
In fact, even with larger extrapolation errors, the
X-11-ARIMA produces concurrent and forecast sea-
sonals more reliable than those from X-11.

If possible, the identification of the ARIMA models
should be made using data previously treated for ex-
treme values. This recommendation is even more re-
levant if the outliers fall in the most recent years, in
order to avoid the rejection of good models simply
because the outliers will inflate the absolute average
extrapolation error above the acceptance level of the
guidelines.

To determine whether or not a model fits the data
well, the portmanteau test of fit developed by Box and
Pierce (1970) with the variance correction for small
samples is used. The null hypothesis of randomness of
the residuals is tested at a 10% level of significance and
the estimated parameters are checked to avoid over-
differencing.

Based on the above criteria for fitting and extra-
polation, three ARIMA models were incorporated into
the X-11 program in order to automate X-11-ARIMA.
The user can supply his own model or choose the auto-
matic option. The latter can be used for series that are
at least five years long and the program automatically
checks whether one of the three models passes the
required guidelines. For series longer than 15 years,
only the last 15 years will be used in the ARIMA fit
and extrapolation. In the affirmative case, the model
chosen is the one that gives the smallest average extra-
polation error. Then the program automatically extends
the unadjusted series, with one year of extrapolated
data and seasonally adjusts.

In the event that nonec of the three models is found
acceptable, a message is given indicating that extra-
polated values have not been incorporated into the
unadjusted series. Particularly for flow series such as
imports, retail trade and others, which can be strongly
affected by strikes_and trading day_variations, it is
recommended that these sources of variation be removed
from the series before using the automatic option or
identifying the ARIMA model. The program offers an
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option where the extreme values of the series are re-
placed by the fitted values of the ARIMA model that
passes the guidelines of acceptance, in a first run, and
then the same model is resubmitted to the modified
series to extrapolate. This option however does not
modify extreme values that might be in the
2(p + Pxs +d + Dxs) observations at the beginning of
the series. Thus for a (0,1,1) (0.1,1); 2 monthly model,
this means that no replacement of extreme values is
made in the first 26 observations.

When the three automatic models are rejected, the
user should determine whether the rejection is due to
an extremely large average extrapolated error for one
particular year only. If such is the case, the models
printed in the program can still be considered good
if the year in question has been an unusual one, for
example, of a strong recession. The best model should
then be resubmitted using the option corresponding
to user's ARIMA model identification.

The automated option for multiplicative and log
additive seasonal adjustments chooses from the follow-
ing three  ARIMA models: log (0,1.1) (0,1,1), log
(0,2,2) (0,1,1); and (2,},2) (0,1,1)s and for the addi-
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tive decomposition, from (0,1,1) (0,1,1);, (0,2,2)
(04151 and’ (2, 152 Ji, 1R

The selection of the three first models was made
from a set of 12 ARIMA models testing out of sample
extrapolated values, for the four last years, on 174
economic time series of 15 years of length and of
quarterly and monthly observations.

The 12 models tested were:
IR 1)
R (212D 198
(2,031 (G112
S(1p1va), (082D
@) (R

(S IR R ] (0) )5
7.(2,1,1)(0,1,2)s 1og
8.(0,1,2) (1,1,2) log
9.(0,1,1) (0,1,1), log
10. (0,1,1) (0,2,2); log
11.(0,2,2) (0,1,1)s log
12.(2,1,1)(0,1,1); log.

o

3
4
S

The 174 series were obtained from the following
sectors: the System of National Accounts, Manufac-
turing, Prices, Labour, Construction, Domestic Trade,
and Finance.

Originally, the models were ranked according to
how well they fitted the series and met only two of the
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criteria of acceptance, the x2 test of randomness at

1% and the absolute average forecasting error lower
than 10% (Lothian and Morry, 1978.a). In further
experimentations the x2 probability level was raised to
to 10% and the absolute average forecasting error for
the last three years to 12% (Dagum, 1979 .a).

It was found that model 2 fitted and forecast well
73% of the series. For the class of series not passed by
model 2, model 11 provided acceptable results for
19% of those remaining (or 5% of the total). For the
remaining series not passed by either model 2 or model
11, model 9 showed the best performance, passing an
additional 2% of the total number of series. Thus models
2, 11, and 9 jointly passed 80% of the series. An addi-
tional 1% could have been fitted by the other 9 models,
while none of the 12 models tested provided acceptable
results for the remaining 19% of the series.

The objective of an automatic procedure is to find
adequate models for a great variety of series at minimal
cost, i.e., have a small set of models that cover a large
class of economic series.

The average forecast errors for each of the 174 series
were ranked. It was found that when models 9 and 11
passed the guidelines, one of the two models often
placed first among the 12 models. Due to this result
only models 9 and 11 are fitted initially; model 2 is
fitted only if neither 9 nor 11 pass the guidelines.

For a larger sample of 305 series and testing within
sample extrapolated values for the same 12 models, it
was found that the best three models were (2,1,2)
@1, 1) (2:05)) 2031 )amandy lapra(2,1.,2) (©31,2)s
(Dagum, 1978.c.). The average out of the sample extra-
polation error for this set of three models when testing
the sample of 174 series was close to the average obtain-
ed by the other three models chosen and both sets
passed the guidelines of acceptance. However, models 2,
9 and 11 have been preferred because they are more
parsimonious in the number of parameters. Furthermore,
one of the IMA type models, the log (0,1,1) (0,1,1 ) has
a system of weights similar to those of the additive
standard option of the X-11 program according to
Cleveland and Tiao (1976). The need for the logarithimic
transformation stems from the fact that the majority of
the series tested followed a multiplicative relationship
among the trend, cycle, seasonal and irregulars.

For those series seasonally adjusted additively, the
automatic selection is made from the (0,1,1) (0,1,1);,
(0,2,2) (0,1,1); and (2,1,2) (0,1,1); non-log models.
Although the first two models did not enter in the set
of models originally tested, further experimentation
with series that followed an additive relation among
the components showed that the logarithmic trans-
formation adversely affected both the average fore-
casting error and the x2 probability value. It is also

apparent that when the additive option is used because

of the presence of zeros or negative values in a series,
the automatic option would test only the model
(2,1,2) (0,1,1)¢ if these changes had not been made.
For further details on the model selection, evidences
of overdifferencing, and new modifications from the
first experiment, the reader is referred to Dagum
(1979.a).

The extrapolation ARIMA option prints:

The tested models expressed in the classical form
(p,d,q) (P,D,Q); as described in Section 2 above.

The transformation performed on the data before
testing the models.

The absolute average percentage error of the extra-
polated values for each of the last three years and the
average for the three years. If the average forecasting
error (AFE) is greater than 12%, the ARIMA automatic
option rejects the model.

The x2 probability for testing the null hypothesis of
randomness of the residuals. If the x2 probability is

smaller than 10%, the ARIMA automatic option rejects
the model.

The coefficient of determination R2.

The values of the estimated parameters in the following
order: First, the ordinary autoregressive parameters ¢
the number of which is given by p;second, the seasonal
autoregressive parameters ¢ the number of which is
given by P; third, the ordinary moving average para-
meters 6 the number of which is given by q;and fourth,
the seasonal moving average parameters, © the number
of which is given by Q.

Evidences of overdifferencing are present if the sum
of the ordinary moving average parameters or the
seasonal moving average parameters, is greater than .90,
In such case, the model is rejected.

If any of the three models of the automatic option
passes the guidelines of acceptance, the program uses
the best one to backcast one year. The backcasts are
tested in similar manner except that the absolute average
backcasting error must be greater than 18% to reject
the model. This increase in the upper bound of accept-
ance is due to the fact that the extrapolation errors are
all expressed in percentage of the level of the series, and
for most series, their level has more than doubled during
the last 10 years. Furthermore, for series of 11 years
or more, the influence of the backcasts in the current
seasonal factors is minor.

The program has also an option by which only
forecasts are generated from the ARIMA model chosen.

The Identification of ARIMA Models by the User

The guidelines for the acceptance of an ARIMA
model when using the automatic option are conservative.
If the series fails these guidelines “marginally”, the users



may still apply the best of the three models if it is
considered satisfactory for the series in question. By
marginally is meant here a x2 probability between 5%
and 10%; and for highly irregular series, an average
forecasting error between 12% and 15%. If none of
the three selected models is marginally acceptable, the
user should identify a new model. In many cases, the
identification that lead to a good model requires minor
changes to the automatic option’s models. The following
rules have been useful to improve the fitting and extra-
polation for a large number of series.

Correcting for a low x2 probability. A low x2 probabili-
ty indicates that the residuals of the fitted model are
autocorrelated. This frequently happens because the log
transformation is not needed (if applied) or vice versa.
Resubmitting the model with the transformation
changed may correct the low x2 value. In other cases
this low x2 value is the result of overdifferencing and
once this is corrected, as described below, the model
becornes adequate.

Correcting for evidences of overdifferencing. Evidences
of overdifferencing lead to cancellation of parameters
suggesting a more parsimonious model. For example,
if the estimated ordinary moving average parameters
of the (0,2,2) (0,1,1)4 model are 8, = 1.3 and 8, =0.3,
because their sum is greater than .90, the program will
reject the model on the basis of evidences of over-
differencing. In effect, the (0,2,2) (0,1,1)4 model can
be written as:

(1-B)2(1-B4)Z, = (1-13B + 3B2) (1-OB4)a;,  (3)

where © is the seasonal moving average parameter and
s=4 is the seasonal periodicity. The right hand member
of (3) can be tactored, as follows:

(1—1.3B + 3B2) (1-©B4) = (1-B) (1~ .3B) (1-OB4)(4)
substituting (4) into (3) and simplifying, it becomes,
(1-B) (1-B%)Z; = (1— 0.3B) (1 OB4)a,. 5)

The (5) is a (0,1,1) (0,1,1)4 model. Because the estima-
tion of the parameters is not exact, the model suggested
by the parameter cancellation is not always the coirect
one. Often some modifications must be made. In our
example, if the (0,1,1) (0,1,1)4 model is not adequate,
by simply adding an ordinary moving average parameter
to compensate for the complete elimination of the
ordinary differences (1-B), a good model can be ob-
tained, eg.; (0,1,2) (0,1,1)4. Another common case
of overdifferencing occurs when the seasonal moving
average parameter ® is > .90. In such case, model (5)
reduces to:

(1-B)Z; = (1-0.3B)ay, )

that is, a (0,1,1) model. The cancellation suggests
that: seasonality is not present; or seasonality, if present,
is mostly of a deterministic character. In the first case,
further evidence can be obtained by looking at the tests
for presence of seasonality available in the X-11-ARIMA
program. If these tests indicate that seasonality is pres-
ent, the user can try a simpler model with only seasonal
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moving average parameter, say (0,1,1) (0,0,1)to generate
the extrapolated values. Whether the ARIMA option is
applied or not, it is recommended that the seasonal
adjustment be made using the moving averages for
stable seasonality.

Correcting for high extrapofation errors. Generally,
having corrected for the low x2 probability and/or
evidences of overditferencing, the extrapolation errors
are reduced. However, if such is not the case, users
should identify their own model using any computer
program for ARIMA model identification and estimation.
The versions called APCORR for model identification
and TYMPAC for model estimation can be requested
from the Seasonal Adjustment and Time Series Staff,
at Statistics Canada.

Section 4. Basic Properties of the X-11-ARIMA Moving
Averages

Main Steps in Producing a Seasonally Adjusted Series

The main steps in producing seasonally adjusted
series using the X-11-ARIMA method are equal to those
of Method II-X-11 variant (Shiskin, Young and Musgrave,
1967) as shown in Appendix A. The main ditferences are:
(i) the extension of the unadjusted series with one year
of extrapolated values from ARIMA models at one or

both ends of the series whenever the ARIMA option is —

used; (ii) the option of applying a centred 24-term
moving average for the preliminary estunation of the
trend-cycle; (iii) short series of three and four years are
seasonally adjusted only with the stable seasonality
option.

The X-11 ARIMA assumes that the main components
of a time series follow a multiplicative, an additive, or a
log additive model, that is

1. 0¢ = C¢8¢1¢ (multiplicative model)

2.0¢ = C¢ + S¢ + I; (additive model)

3. log 0y = log Cy + log St +log 14 (log additive model)
where O stands for the unadjusted series, C¢ the trend-
cycle, S; the seasonal and I; the irregular.

The estimation is made with different kinds of
moving averages that are applied sequentially in 13 steps
repeated twice.

For the standard option of the computer program
these 13 steps are:

1. Compute the ratios between the original series and a
centred 12-term moving average (2 x 12 m.a., that is
a 2-term average of a 12-term average) as a first
estimate of the seasonal and irregular components

(SD).

. Apply a weighted 5-term moving average (3 x 3 m.a.)
to the seasonal-irregular ratios (SI) of each month
separately, to obtain a preliminary estimate of the
seasonal factors.



3. Compute a centred 12-term moving average of the
preliminary factors in 2 for the entire series. To
obtain the six missing values at either end of this
average, repeat the first (last) available moving
average value six times. Adjust the factors to add
to 12 (approximately) over any 12-month period by
dividing the centred 12-term average into the factors.

. Divide the seasonal factor estimates into the seasonal
irregular (SI) ratios to obtain an estimate of the
irregular component.

.Compute a moving five-year standard deviation (0)
of the estimates of the irregular component and test
the irregulars in the central year of the five-year
period against 2.50. Remove values beyond 2.5¢
as extreme and recompute the moving five-year
0. Assign a zero weight to irregulars beyond 2.5¢
and a weight of 1 (full weight) to irregulars within
1.50. Assign a linearly graduated weight between
0 and 1 to irregulars between 2.50 and 1.50.

. For the first two years, the o limits computed for
the third year are used: and for the last two years,
the o limits computed for the third-from-end year
are used. To replace an extreme ratio in either of the
two beginning or ending years, the average of the
ratio times its weight and the three nearest full-
weight ratios for that month is taken.

. Apply a weighted S-term moving average to the SI
ratios with extreme values replaced. for each month
separately, to estimate preliminary seasonal factors.

. Repeat step 3, applied to the factors found in step 7.

. To obtain a preliminary seasonally adjusted series
divide 8 into the original series.

Apply a 9-, 13-, or 23-term Henderson moving
average to the seasonally adjusted series and divide
the resulting trend-cycle into the original series to
give a second estimate of the SI ratios. (In the first
iteration, only the 13-term Henderson is applied.)

10.

. Apply a weighted 7-term moving average (3 x S m.a.)
to each month's SI ratios separately, to obtain a
second estimate of the seasonal component.

12.
I3

Repeat step 3.

Divide 1] into the original series to obtain the
seasonally adjusted series.

Allan Young (1968), using a linear approximation of
the Census Method II, arrives at the conclusion that a
145-term moving average is needed to estimate one
seasonal factor with central weights if the trend-cycle
component is adjusted with a 13-term Hernderson
moving average. The first and last 72 seasonal factors
(six years) are estimated using sets of asymmetrical
end weights. It is important to point out, however,
that the weights given to the more distant observations
are very small and, therefore, this moving average can
be very well approximated by taking one half of the
total number of terms plus one. So, if a 145-term
moving average is used to estimate the seasonal factor
of the central observation, a good approximation is
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obtained with only 73 terms, i.e., six years of ohser-
vations. The properties of the filters used in the Method
II-X-11 program are extensively discussed in Dagum
(1976.a and 1978.b) and the stochastic properties for
data filtering of X-11-ARIMA are analyzed in Dagum
(1979.¢). A brief discussion is made here for monthly
series but the conclusions are also valid for quarterly
series.

Basic Properties of the Two-sided Linear Smoothing
Fiiters (Central Weights) of the X-11-ARIMA

The linear smoothing filters applied by Method
I1-X-11 and the X-11-ARIMA to produce seasonally
adjusted data can be classified according to the distri-
bution of their set of weights into symmetric (two-
sided) and asymmetric (one-sided). The symmetric
moving averages are used to estimate the component
values that fall in the middle of the span of the average,
say 2n+1, and the asymmetric moving averages, to
the first and last n observations. The sum of the weights
of both kinds of filters is one and thus the mean of the
original series is unchanged in the filtering process.!

It is very important in filter design that the filter
does not displace in time the components of the output
relative to those of the input;in other words, the filter
must not introduce phase shifts.2 Symmetric moving
averages introduce no time displacement for some of
the components of the original series and a displace-
ment of +180° for others. A phase shift of +180°
is interpreted as a reverse in polarity which means that
maxima are turned into minima and vice versa. In
other words, peaks (troughs) in the input are changed
into troughs (peaks) in the output.

For practical purposes, however, symmetric moving
averages act as though the time displacement is null.
This is so because the sinusoids that will have a phase
shift of £180° in the filtering process are cycles of short
periodicity (annual or less) and moving averages tend to
suppress or significantly reduce their presence in the
output.

The centred 12-term moving average. The centred
12-term moving average is used for a preliminary esti-
mate of the trend-cycle (step 1). This filter reproduces
exactly the central point of a linear trend and annihilates
a stable seasonality over a 13-month period in an ad-
ditive model. If the relationship among the components
is multiplicative, then only a constant trend multiplied
to a stable seasonality will be perfectly reproduced.

! The sum of the weights of a filter determines the ratio of the
mean of the smoothed scries to the mean of the unadjusted
series assuming that these means are computed over periods
long enough to ensure stable results.

2 In spectral analysis, the phase is a dimensionless parameter
that measures the displacement of the sinusoid relative to
the time origin. Because of the periodic repetition of the
sinusoid, the phase can be restricted to +180°. The phase
is a function of the frequency of the sinusoid, the frequency
being equal to the reciprocal of the length of time or period
required for one complete oscillation.



The main limitation of this filter is that it misses
peaks and troughs of short cycles (three or two years)
and unless the irregular variations are smiall, it will not
smooth the data successfully. If the input to this filter
is a sine curve of three-year periodicity and amplitude
100, the output is a sine curve of equal periodicity but
with amplitude reduced to 82.50; the amplitude of sine
waves of two-year periodicity is reduced to 75; and only
sine waves of five years or more are passed with very
small reductions in their amplitudes. However because
the trend-cycle variation of most economic time series
is mainly due to long cyclical variations of 40 months
or more (Davis, 1941), this filter is generally good for
a preliminary estimation of the trend-cycle.

The centred 24-term moving average. For series mostly
dominated by short cyclical fluctuations (three or two
years) or affected by sudden changes in trend level, an
optional centred 24-term filter is included in X-11
ARIMA. This filter is a modified version (Cholette,
1979) of the Leser filter (1963).

The amplitude of sine waves of three- and two-year
period are reduced by only 5% and 18% respectively.

Furthermore, it eliminates the irregular variation more
than the centred 12-term filter. Unfortunately, as we
depart from the central observation, the estimation of
the 12 points at each side deteriorates gradually . Because
of this, in X-11-ARIMA the asymmetric weights that
estimate only the six points at each side of the central
observation are used. The first and last six observations
are deleted as in the centred 12-term filter. These
asymmetric weights applied to observations 7 to 12
and 14 to 19 share the same spectral properties of the
centred 24-term filter except for small phase shifts.

The 9-, 13- and 23-term Henderson moving averages,
The Henderson moving averages were developed by
summation formulae mainly used by actuaries. The
basic principle for the summation formulae is the
combination of operations of differencing and sum-
mation in such a manner that when differencing above
a certain order is ignored, they will reproduce the
functions operated on. The merit of this procedure is
that the smoothed values thus obtained are functions
of a large number of observed values whose errors, to
a considerable extent, cancel out. These filters have the
properties that, when fitted to second or third degree
parabolas, their output will fall exactly on those para-
bolas and, when fitted to stochastic data, they will give
smoother results than can be obtained from the weights
which give the middle point of a second degree parabola
fitted by least squares. Recognition of the fact that the
smoothness of the resulting filtering depends on the
smoothness of the weight diagram led Robert Henderson
(1916) to develop a formula which makes the sum of
squares of the third differences of the smoothed series
a minimum for any number of terms.

The Henderson moving averages are applied to obtain an
improved estimate of the trend-cycle (step 10). They
give the same results as would be obtained by smoothing
the middle values of a third degree parabola fitted by
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weighted least squares, where the weights given to the
deviations are as smooth as possible.

The fact that the trend-cycle is assumed to follow a
parabola over an interval of short duration (between
one and two years approximately) makes these filters
very adequate for economic time series.

None of the Henderson filters used by the X-1 [-ARIMA
program eliminates the seasonal component but since
they are applied to data that are already seasonally
adjusted, this limitation becomes irrelevant. On the
other hand, they are extremely good for passing sines of
any period longer than a year. Thus, the 13-month
Henderson, which is the most frequently used, will not
reduce the amplitude of sines of period 20 months or
more, which stand for trend<ycle variations. Moreover,
it eliminates almost all the irregular variations that can
be represented by sines of very short periodicity, six
months or less.

The weighted 5-term (3 x 3) and the weighted 7-term
(3 x 5) moving averages. The weighted 5-term moving
average is a 3-term moving average of a 3-term moving
average (3 x 3 ma.). Similarly, the weighted 7-term
moving average is a 3-term moving average of a 5-term
moving average (3 x 5 m.a.). These two filters are
applied to the seasonal-irregular ratios (or differences)
for each month, separately, over several years. Their
weights are all positive and, consequently, they re-
produce the middle value of a straight line within
their spans. This property enables the X-[1-ARIMA
program to estimate a linearly moving seasonality
within five- and seven-year spans. Therefore, these
filters can approximate quite adequately gradual
seasonal changes that follow non-linear patterns over
the whole range of the series (more than seven years).

The weighted 5-term moving average (3 x 3 m.a.) is
a very flexible filter that allows for fairly rapid changes
in direction, but since the span of the filter is short,
the irregulars must be small for the SI to be smoothed
successfully .

The weighted 7-term moving average (3 x 5 m.a.)
is less flexible and it is applied for the final estimate of
the seasonal factors. For series whose seasonal factors
are nearly stable, this program also provides other
optional sets of weights which are applied to longer
spans and thus produce smoother seasonal-irregular
ratios.

Basic Properties of the One-sided Smoothing Filters
(End Weights) of the X-11-ARIMA Method

It is inherent in any moving-average procedure that
the first and last n points of an unadjusted series cannot
be smoothed with the same set of symmetric weights
applied to middle values. In the X-11-ARIMA the
seasonal adjustment of current years and the seasonal
factor forecasts are obtained from the combination of
two filters: (i) the one-sided filters used for extrapo-
lating the unadjusted data from the ARIMA models
and (ii) the filters of the X-11 program used for seasonal



adjustment. The extrapolation filters of the ARIMA
models change with the series and are therefore very
flexible. These filters reflect the most recent move-
ments of the series, in particular, rapidly changing
seasonality.

The X-11 filters applied to the extended unadjusted
series for the trend-cycle estimation are two-sided.
Therefore they do not miss turning points and do not
introduce phase shifts, which allows them to estimate
the cyclical variations well.

The X-11 filters that estimate the seasonal factors
are still one-sided but closer to the symmetric filters
used for central observations. Thus, with one year of
extrapolated data, the seasonal factor forecasts are
obtained from the extrapolated data with the X-11
filters used for producing concurrent seasonal adjust-
ment.

It is the combination of the fixed filters from X-11
(the same for any series) with the flexible filters of the
ARIMA models (changing with the series) that makes
X-11-ARIMA a better method than X-11 for current
adjustment.

Section 5. The Advantages of X-11-ARIMA Over
Method II-X-11 Variant

The main advantages of X-11-ARIMA over the X-11
variant are:

1. The availability of a statistical model that provides
relevant information on the quality of the raw data.
The existence of a model that fits the original series,
even though it does not pass the guidelines for extra-
polation, warrants the fulfilment of the fundamental
principle of seasonal adjustment, that is, the series
is decomposable. In other words, if a series does not
lend itself to the identification of an ARIMA model
(including any type AR, MA, ARIMA) which simply
describes the series as a function of past values and
lagged random disturbances, any decomposition into
trend-cycle, seasonal and irregulars can be seriously
criticized and of doubtful validity. In fact, the lack
of fit by an ARIMA model can indicate deficiencies
concerning the way in which the observations are
made, e.g., improper sampling interval.

If the series has an ARIMA model, the expected value
and the variance of the original series can be calcu-
lated and thus, confidence intervals can be con-
structed for the observations. This enables the identi-
fication of extreme values, particularly at the end of
the series.

. The one-step extrapolation from ARIMA models is a
minimum-mean-square-error extrapolation and can be
used as a projected value or benchmark for prelimi-
nary figures.

. If concurrent seasonal factors are applied to obtain
current seasonally adjusted data, there is no need to
revise the series more than twice. For many series,
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one revision alone will give seasonal factors that are
“final™ in a statistical sense.

. The total error in the seasonal factor forecasts and in
the current seasonal factors is significantly reduced
for all the months. Generally, a reduction of some
30% in the bias and of 20% in the absolute value of
the total error has been found for Canadian and
American series.

There are several reasons for the significant reduction
of the error in the seasonal factor forecasts and con-
current seasonal factors. The X-11-ARIMA produces
seasonal factor forecasts from the combination of two
filters: (i) the filters of the autoregressive integrated
moving averages (ARIMA) models used to extrapolate
the raw data; and (ii) the filters that Method 11-X.11
variant applies to obtain the first revised seasonal
factors. In this manner, the seasonal factor forecasts
are obtained from the extrapolated raw values with a
set of moving averages whose weights, though still
asymmetric, are closer to the weights applied to
central observations as compared to the forecasting
function of the X-11 variant.

. Another advantage of X-11-ARIMA is that the trend-

cycle-estimate for the last observation is made with
the symmetric weights of the Henderson moving
averages (which can reproduce a cubic in their time
span) combined with the weights of the ARIMA
model used for the extrapolated data. Since these
latter weights change with the ARIMA model fitted
to the series, they reflect the most recent movements
and a better trend-cycle estimation is obtained from
the combined weights. This is particularly true for
years with turning points because the X-11 applies
the asymmetric weights of the Henderson filters
which can adequately estimate only a linear trend.

. Finally, by adding one or two more years of extra-
polated data (with no extremes, since they are mere
projections) a better estimate of the variance of the
irregulars is obtained. The latter allows a significant
improvement in the identification and replacement
of outliers which, as is well known, can severly distort
the estimates obtained with linear smoothing filters.
For concurrent seasonal factors, the same observations
are valid except that the seasonal filters are closer
to the central filters than those corresponding to the
seasonal factor forecasts. For this reason, the number
of revisions in the seasonal factor estimates is also
significantly reduced. It was found that one year of
forecasts and backcasts is the best compromise for
the majority of the series when using the automated
option.

Section 6. Other Main Improvements Incorporated Into
the Automated Version of the X-11-ARIMA

A set of new statistical tests, tables and graphs have
been incorporated into the present automated version
of the X-11-ARIMA besides the automatic selection of
the ARIMA models, as discussed earlier in Section 3 of
this chapter. These tests are used to assess the quality
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of the original series and the reliability of the seasonal
adjustment. A brief description of these improvements
follows:

An F Test for the Presence of Seasonality in Table
B1

This test is based on a one-way analysis of the vari-
ance on the SI ratios (differences) similar to the one
already available in Method II-X-11 variant for the
presence of stable seasonality in Table D8. It differs
only in that the estimate of the trend-<cycle is made
directly from the original series by a centred 12-term
moving average. The estimate of the trend-cycle is re-
moved from the original series by division into (sub-
traction from) the raw data for a multiplicative (addi-
tive) model.

The value of the F ratio is printed in Table B1. The
F is a quotient of two variances: (i) the “between
months or quarters” variance which is mainly due to
the seasonals and (ii} the ‘‘residual” variance which is
mainly due to the irregulars.

Since several of the basic assumptions in the F test
are probably violated, the value of the F ratio to be
used for rejecting the null hypothesis, i.e., no significant
seasonality present, is tested at the one per thousand
probability level.

A Test for the Presence of Moving Seasonality in
Table D8

The moving seasonality test is based on a two-way
analysis of variance performed on the SI ratios (differ-
ences) from Table D8 (Higginson, 1975). It tests for
the presence of moving seasonality characterized by
gradual changes in the seasonal amplitude but not in
the phase.

The total variance of the SI ratios (differences) is
considered as the sum of the:

1. 0%, the “between months or quarters” variance

which primarily measures the magnitude of the
seasonality. It is equal to the sum of squares of the
difference between the average for each month of
the SI and the total average, corrected by the corre-
sponding degrees of freedom.

24 03, the “between years” variance which primarily
measures the year-to-year movement of seasonality.
It is equal to the sum of squares of the differences
between the annual average of the SI for each year
and the total average of the SI for the whole table
corrected by the corresponding degrees of freedom.

3. g2, the “residual” variance which is equal to the
r ’
total variance minus the ‘‘between months or
quarters™ variance and the “between years” variance.

The F ratio for the presence of moving seasonality
is the quotient between the “between years™ variance
and the “residual’ variance.

To calculate the variance in an additive model the
absolute values of S + | are used, otherwise the annual
average is always equal to zero. For a multiplicative
model, the SI ratios are replaced by absolute devi-
ations from 100, i.e., by ISI-100l. Contrary to the
previous test, for which a high value of F is a good
indication of the presence of measurable seasonality,
a high value of F corresponding to moving seasonality
reduces the probability of a reliable estimate of the
seasonal factors. The F test is printed in Table D8
indicating whether moving seasonality is present or
not.

A Combined Test for the Presence of Identifiable
Seasonality in Table D8

This test combines the previous test for the presence
of moving seasonality with the F test for the presence
of stable seasonality and the Kruskal-Wallis chi-squared
test (another non-parametric test for the presence of
stable seasonality).

The main purpose of this test is to determine whether
the seasonality of the series is “identifiable” or not. For
example, if there is little stable seasonality and most of
the process is dominated by rapidly moving seasonals,
chances are that the seasonals will not be accurately
estimated for they will not be properly identified by
the X-11-ARIMA method.

The test basically consists of combining the F values
obtained from the three previously prescribed tests as
follows:

1. If the Fg—test for the presence of stable seasonality
at the 0.1% level of significance fails, the null hypo-
thesis, i.e., seasonality is not identifiable, is accepted.

2.If (1) passes but the Fy test for the presence of
moving seasonality at the 5% level of significance
fails, then this Fy value is combined with the Fg
3Fy
Fym-Fs Fs
a simple average of the two T’s is calculated. If this
average is greater than or equal to one, the null

hypothesis. i.e, identifiable seasonality not present,
is accepted.

value from (1) togive Ty = and T = and

3. If the Fy test passes but one of the two T’s statistics

fails, or the Kruskal-Wallis test fails at the 1% level,
then the program prints ‘‘identifiable seasonality
probably present’ .

4. If the Fg, Fy and the Kruskal-Wallis chi-square values

pass, then the null hypothesis (of identifiable
seasonality not present) is rejected. The program
prints “identifiable seasonality present”.



The messages are printed at the end of Table D8.

For further details, the reader is referred to Lothian
and Morry (1978 b).

A Test for the Presence of Residual Seasonality in
Table D11

This is an F test applied to the values of Table D11
and calculated for the whole length of the series as well
as for the last three years. The effect of the trend is
removed by a first-order difference of lag three for
monthly series and lag one for quarterly series, that is,
Ot—(‘)‘,;s/‘; where 0; are the values of Table D11. Two
F ratios are printed at the end of the table as well as
a message indicating the presence or absence of re-
sidual seasonality for the last three years and the whole
length of the series (Higginson, 1976).

The Normalized Cumulative Periodogram Test for
the Randomness of the Residuals

The Method 11-X-11 variant uses the Average Dura-
tion of Run (ADR) statistic to test for autocorrelation
in the final estimated residuals obtained from Table
D13. This non-parametric test was developed by W.A.
Wallis and G.H. Moore (1941), and is constructed on
the basis of the number of turning points. It is efficient
for testing the randomness of the residuals only against
the alternative hypothesis that the errors, i, follow a
first-order autoregressive process of the form I;=
ply 1 ter where p is the autocorrelation coefficient

and e is a purely random process.

If a process is purely random and we have an in-
finite series, the ADR statistic is equal to 1.50. For
a series of 120 observations, the ADR will fall with-
in the range 1.36 and 1.75 with a 95% confidence
level. Values greater than 1.75 indicate positive auto-
correlation and values smaller than 136 indicate
negative autocorrelation.

This test, however, is not efficient for detecting the
existence of periodic components in the residuals,
which can happen when relatively long series are season-
ally adjusted or when the relative variation of the
seasonal component is small with respect to that of the
irregular. To test independence of the residuals against
the alternative hypoethesis implying periodic processes,
the normalized cumulative periodogram has been in-
corporated in the X-11-ARIMA program.

The normalized cumulative periodogram values are
given in a table and also in a graph. By visual inspection
it is possible to determine if components with certain
periodocity are present or not in the irregulars.

If the residuals are the estimates of a sample reali-
zation of a purely random process, and if the size of the
sample tends to infinity, then the normalized cumulative
periodogram tends to coincide with the diagonal of the
square in which it is drawn.
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Deviations of the periodogram from the line expected
if the residuals were purely random can be assessed by
use of the Kolmogorov-Smirnov test. This test is useful
to determine the nature of hidden periodicities left in
the irregulars, whether of seasonal or cyclical character
and complements the information provided by the test
for the presence of residual seasonality. (A simple
explanation of this test is given in Dagum, Lothian and
Morry, 1975.)

A New Table D11A Where the Annual Totals of the
Seasonally Adjusted Values are Equal to the Annual
Totals of the Raw Data

This new Table D11A produces a modified seasonally
adjusted series where the annual totals of the seasonally
adjusted values and the raw data are made equal.

The discrepancy between both annual totals is
distributed over the seasonally adjusted values of Table
D11 in a way that preserves the month-to-month or
quarter-to-quarter movements of the unmodified season-
ally adjusted series. The procedure is based on a quad-
ratic minimization of the first differences of the annual
discrepancies expressed as differences or ratios. For
further details the reader is referred to Huot (1975) and
Cholette (1978).

A Set of Quality Control Statistics

The statistics Canada X-11 version as developed in
1975 had two statistics called Q; and Q, that provided
an indication of the amount and nature of the irregulars
and the seasonal components respectively. These sta-
tistics and their basic assumptions are discussed by Huot
and de Fontenay (1973).

Considerable research has been carried out since the
first set of guidelines was developed and they are now
reduced to only one Q statistic which results from the
combination of several other measures (Lothian and
Morry, 1978.c). Most of them are obtained from the
summary measures of Table F2. Their values vary be-
tween O and 3, and only values less than one are con-
sidered acceptable. The statistics that are combined to
produce the final Q- statistic follow:

1. The relative contribution of the irregulars over
three-month spans as obtained from Table F2B
denoted by M;.

. The relative contribution of the irregular component
to the stationary portion of the variance as obtained
from Table F2F; denoted by M;.

. The value of the I/C ratio (the ratio of the average

absolute month-to-month or quarter-to-quarter per
cent change in the irregular to that in the trend-
cycle) for the selection of the Henderson moving
averages in Table D7 printed in Table F2E; denoted
by M3.

. The value of the average duration of run for the
irregulars from Table F2D denoted by My,



. The MCD or QCD (the number of months or
quarters it takes the average absolute change in the
trend-cycle to dominate the average absolute change
in the irregular) from Table F2E denoted by Ms.

. The total I/S moving seasonality ratio obtained as
an average of the monthly moving seasonality ratios
from Table D9 denoted by Mg. (It is the ratio of the
average absolute year-to-year per cent change in the
irregulars to that in the seasonals.)

. The amount of stable seasonality in relation to the
amount of moving seasonality, from the tests of
Table D8, printed in Table F2I; denoted by M.

. A measure of the year-to-year variation of the

seasonal component for the whole series from
Table D10 denoted by Mg.

. The average linear movement of the seasonal com-
ponent for the whole series from table D10 denoted
by Mg.

Same as 8 but calculated for recent years only;
denoted by M, .

.Same as 9 but calculated for recent years only;
denoted by M ;.

10.

New Tables

Two Tables, B20 and €20, produce the extreme
values from the decomposition of the irregulars T’ of
Table Bi3 and Table C13, given the final weights W
of Table B17 and Table C17 respectively. For additive
models the extreme values are equal to I'(1~W) and for
multiplicative models they are equal to I'/(1+W(I'-1)).

A new Table D16 gives the total effect due to both
the trading-day factors and the seasonal factors.

New Charts
The following new charts are available:

Gl chart that plots the values of the original series as
in Al or, in Bl if prior modifications are made. together
with the backcasts and forecasts generated from the
ARIMA option. It also plots the values of the original
series as modified for extreme values from Table E1.

G6 graph corresponding to the Cumulative Periodo-
gram test for the randomness of the residuals.

A Logarithmic Model

A new option allows the user to decompose the
original series in an additive relation using the logarithms
of the components. It is the additive equivalent of the
multiplicative model (Lothian, 1978).

Other Features of X-11-ARIMA

1. In Method I1-X-11 variant the end of the series is
not treated in the same manner as the beginning,
and seasonally adjusting the data in reverse time
order does not give the same results as the original
series. This is due to a nonhomogenous effect in
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. The probability values for the normal, chi-squared

the identification of the extremes. This effect is
not present in the X-11-ARIMA program,

. A new F3 table is introduced containing the new

monitoring and quality control statistics.

. Images of the main control and ARIMA cards are

printed on the title page.

.In the F2 table, several new summary measures

statistics are introduced. For monthly series the
first 14 autocorrelations of the final irregular are
calculated (the first six for quarterly series). The
approximate contribution of the components to
the stationary portion of the variance is given.
(The series is made stationary by removing a linear
trend for additive models and an exponential trend
for multiplicative models.) The results of all the
analysis-of-variance tests in the program are printed
with their associated probability values. The I/C
ratio from Table D12 is printed.

’

F, and t values are printed.

. A variable trend-cycle routine that includes the 5-

and 7-term Henderson filter and prior adjustment are
available in the quarterly program.

. If there is prior adjustment, except by trading-day

factors, the D11 table equals Table Al divided by
Table D10 for the multiplicative version and equals
Al minus D10 for the additive version,

. If the MCD (or QCD) is an even number, the MCD

moving average is centred by taking an average of
two MCD moving averages.

. Two new printout options. These are a brief printout

which prints only three to five tables and an analysis
printout.

The quality control statistics for each series adjusted
are collected and printed at the end of the printout.
This allows users to quickly judge the acceptability
of all series adjusted.

New input and output data formats were added.
New formats for the prior adjustment factors were
added.

. The number of decimals of the input data no longer

controls the number of decimals on the printout.
The decimals on the printout are controlled by a
separate option.

If the data is read from tape (or disk), the user can
select an option which allows the program to search
the tape for the series with the required series
identifier. Another option will rewind the tape and
search.

All weights for the moving averages (except the end
weights for the Henderson) are calculated using their
explicit formulae.



Chapter Il

THE SEASONAL ADJUSTMENT OF COM-
POSITE SERIES

By composite series is here understood a series that
results from the addition, subtraction, multiplication
and/or division of several components. These com-
ponents series can enter into the composite with equal
or different weights. Because of non-linearities
involved in the process of composing the series by multi-
plication and division and/or in their seasonal adjust-
ment method, the direct and indirect seasonally ad-
justed composites are usually different. The direct
seasonal adjustment consists of making the composite
of the unadjusted components, and then seasonally
adjusting the composite series. The indirect seasonal
adjustment consists of first seasonally adjusting the
component series and then the seasonally adjusted
composite series is obtained by implication. In order
to decide whether the composite series should be
seasonally adjusted using the direct or the indirect
procedure the criterion of smoothness is often used.
A classical measure of the degree of roughness or lack
of smoothness in a seasonally adjusted composite series
is the sum of squares of the first difference of the series.
That is:

Rl=?(5(l'xt— 1)2 )
where X; is the series in question. The larger R, the
rougher the series X or, equivalently the less smooth.

The rationale of this measure is that the first difference
filter removes most of the variations of long periodicities
(trend and cycle). Lothian and Morry (1977) have found
that the R} measure is related to the magnitude of the
revisions in the seasonally adjusted series. The implicit
definition of smoothness of R;, however, excludes
cycles of short periodicities and to compensate for this
a new measure of roughness R> based on the 13-term
Henderson filter is given in Dagum (1979). The R,
measure is:

Ry =2 (X- HK2 = 2[(-H) X,]? (8)

where - H is the complement of the Henderson filter.

These two measures, expressed as averages and, in
percentages when the composition is multiplicative, have
been incorporated in the X-11-ARIMA program used for
the direct and the indirect seasonal adjustment of com-
posite series. Generally, both measures give consistent
results in favouring one procedure over the other from
the viewpoint of smoothness. However, this consistency
is not present when the composite series are strongly
affected by cyclical variations of short periodicity and,
in such cases, Ry should be preferred in deciding which
of the two procedures gives the smoothest seasonally
adjusted data.






Chapter llI

THE USER’S MANUAL OF THE X-11-ARIMA
COMPUTER PROGRAM

This user’s manual is divided into Parts A, B, C and
D. Part A describes the control cards and inputs for the
seasonal adjustment of single series by the X-11-ARIMA
method. Part B describes the control cards and input for
the seasonal adjustment of composite series that result
from adding. subtracting, multiplying and/or dividing
the component series. Part C is the file description for
the X-11-ARIMA Program and Part D gives the sample
printouts.

Part A. The X-11-ARIMA Seasonal Adjustment
Control Cards and Inputs (Mandatory)

There are 1] types of control cards and inputs for the
X-11-ARIMA program if no compositing is done. Four
of these types are mandatory (1, 8, 9 and 11) for the
processing of each series while the other seven types of
input cards are optional. The type and order of the 11
control cards and inputs are:

Section

1. The Main Monthly or Quarteriy Control Card
(Mandatory)

. The Extra Options Control Card (Optional)

3. The ARIMA Control Card for User Supplied Model
{Optional)

4. User Supplied Format Card for the Unadjusted Series
{Optional)

5. User Supplied Format Card for the Prior Adjustment
Factors (Optional )

6. The Special Output Control Card(s) (Optional)

7. User Supplied Format Card for the Special Qutput
(Optional)

8. The Title Card(s) (Mandatory)

9. The Unadjusted Data Cards (Mandatory)
10. The Prior Adjustment Data Cards (Optional)
11. The End of Run Card (Mandatory).

(]

Part A is divided into 11 sections corresponding to
the 11 types of inputs. Sections 1, 8, 9 and 11 will
enable the user to run the standard versions of the
program. If the user is interested in applying different
seasonal curves for different months, or different trend-
cycle curves for preliminary adjustment or other extra
options, Section 2 should be read. If the user is interest-
ed in running a non-standard ARIMA model, Section 3
should be read. If the input data is in a non-standard
format, Section 4 should be read. If a prior monthly or
quarterly adjustment is required and the prior input data
is in a non-standard format, Section S should be read. If
the user requires any of the tables in X-11-ARIMA
reproduced in machine-readable form, Section 6 should
be read and if these tables are required in a non-standard
format, Section 7 should be read. If prior monthly or
quarterly adjustment is required, Section 10 should be
read.

Section 1. The Main Monthly or Quarterly Control Card
{Mandatory)

There are two types of main control cards, a monthly
version and a quarterly version. The two types are
mutually exclusive and the user should refer to Part A.1
if interested in doing a monthly adjustment and Part A.2
if interested in a quarterly adjustment. Both types of
cards are divided into a data description section and an
option section, Columns I and 2 and 11 to 22 contain
data description information and all the information tor
this section must be supplied. Columns 23 to 80 contain
information on possible options available in the pro-
gram. All these columns can be left blank and the user
will obtain a standard multiplicative seasonal adjustment
without ARIMA extrapolation. The user should read the
option section to select, among others, ARIMA extra-
polation, strike adjustments, trading-day adjustments,
different moving averages or onger printouts. Basically,
the two types of main control cards are similar except
an “M” is inserted in column 1 for a monthly adjust-
ment and a “Q” is inserted in column 1 for a quarterly
adjustment.
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PART A.1. Monthly Seasonal Adjustment Control Card

Data Description Section (Mandatory)

Card Punch Description

Column

1 CONTROL CARD IDENTIFIER

M Monthly scasonal adjustment.

2 INPUT FORMAT CONTROL

Blank Year and identifier on the right, data FORTRAN FORMAT (12F6.0,12,A6)

in 6-digit ficlds.

1 User supplied format A FORTRAN FORMAT card describing the data
areas only is required after the main X-11-ARIMA
control card. See Section 4 of this part.

2 Year and Identifier on the right of 2nd FORTRAN FORMAT (6F12.0, /. 61°'12.0,12.A6)

card (two cards per year), datain 12-digit
ficlds.
3 STC Standard Format
Identifier and year on the left (monthly FORTRAN FORMAT (A6,12,12F6.0)
scries), data in 6-digit fields.

4 Tape or disk in CANSIM data base utility FORTRAN FORMAT (A8,12,10X,12E16.10,18X)

format, data in 16-digit fields.

S Identifier and year on the lcft on the FORTRAN FORMAT (A6,12,6F12.0,/,8X,6F12.0)

first of two cards (two cards per year),
data in 12-digit fields.

3-10 Any Series Identification Code may be numeric, alphabetic, or mixed: must be identical to series identifier
on data cards. The series identifier must be left justified, i.e., if the data records have a six-column
identifier, punch it in columns 3 to 8 inclusive.

11-12 01-12 Number of the month in which series start, i.e., 01 for January, 02 for February, ..., 12 for De-
cember. The first entry on the first data card must be made in the ticld corresponding ta the month
entered here. Thus it the series begins in March, the first two data fields on the first data card must be
blank.

13-14 00-99 Last two digits of the year in which the series starts, This date must be the samie as the year punched on
the first data card for this series. The first two digits of the year, in this field and all others calling for
a year entry, are assumed to be 19.

15-16 01-12 Number of the month in which the series ends.

17-18 00-99 Last two digits of the year in which the series ends. This date must be the same as the year punched on
the last data card for this series.

19 Number of Decimals on Input Cards, This option can be used to modify input formats 0, 2,3 and S in
column 2 on the card. This option will have no effect on input formats 1 and 4.

Blank No decimals.

1 1 decimal.

2 2 decimals.

8 3 decimals.

4 4 decimals.

S S decimals.

20 Tape or Disk Input

Blank Input Data on cards.

1 Input Data on tape or disk.

2 Input data on tape or disk and the tape is rewound before reading.

3 Input data on tape or disk and concatenated input files can be read.

21 Special Qutput (Card, Tape, Disk, etc.).

Blank No special output.

1 Special output. If this option is selected, a control card describing the special output must follow this

card. See Scction 6 of Part A.
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Data Description Section (Mandatory) — Concluded

Card
Column

Punch

Description

22

0-5

Number of Decimals on Output Tables. All tables will be printed with the number of decimals entered
here.

In the multiplicative version trading-day adjustment factors on Tables C16 and C18, seasonal factors
on Table D10 and combined factors on Table D16 are shown with two decimals in the regular output
only. Tables of ratios are shown with one decimal. The allowed values for other tables are the same as
in the “number of decimals on input cards™ in column 19.

Option Section

Option
Code

Card
Column

Punch

Description

23

24

25

26

27

28-29

30-31

Blank

Blank

Blank

Blank

L B W N

Blank

Blank
01-99

Blank
01-99

Type of Adjustment
Multiplicative adjustment.
Additive adjustment.
Logarithmic adjustment.

Adjustment of Yearly Totals
No adjustment of yearly totals.

Adjust the seasonally adjusted series to make the yearly totals of the seasonally adjusted series
and original series the same.

Type of Program

Seasonal adjustment.

Summary measures develops estimates of the trend-cycle, irregular, I/C, MCD and residual
trading-day and seasonal variation from a seasonally adjusted input.

Type of Printout

Standard printout from 19 to 31 tables are printed depending on which other options are
selected.

Brief printout. From three to four tables are printed (Al, D10, and D11 and D16).
Analysis printout. From seven to 13 tables are printed (A1, D, I, and F tables).
Short printout. From seven to 13 tables are printed (mainly D and F tables).

Long printout. From 28 to 42 tables are printed.

Full printout. From 45 to 62 tables are printed.

Charts

Standard charts. The original series, 12 monthly seasonal charts and the trend-cycle chart are
printed.

No charts.

All charts, 12 monthly seasonal charts and charts of the original series, trend-cycle, irregular,
seasonal factors and the Kolmogorov-Smirnov cumulative periodogram,

Lower Sigma Limit for Graduating Extreme Values in Estimating Seasonal and Trend-cycle
Components

Assign full weight to irregular values within 1.5 o limits.

Irregulars will be assigned full weight within the o limit entered here (where 01 means a o
limit of 0.1).

Upper Sigma Limit for Graduating Extreme Values

Assign zero weight to irregular values outside the 2.5 o limit.

Irregulars will be assigned zero weight outside the o limit entered here (where 01 means a o
limit of 0.1)
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Option Section — Continued

Option Card Punch Description
Code Column
H 82 Moving Average for Seasonal Factor Curves

For series shorter than five complete years, the program chooses only the stable seasonality
option and the user has no control over it.

Blank Select a 3 x 3 for the first estimate of the seasonals in each interation and a 3 x 5 in the final
estimate.

Select a 3 x 3 moving average in all iterations.
Select a 3 x 5 moving average in all iterations.
Select a 3 x 9 moving average in all iterations.
Select a stable seasonal (average of all values for the month) in all iterations.

oW N

This option will select a different moving average for each month. The program chooses the
appropriate average and the user has no control over the selection procedure. For the selection
of different moving averages for different months the user is referred to Section 2 of Part A.

1 33 Moving Average for Variable Trend-cycle Routine
Blank The program will select an appropriate moving average from the three listed.
il Select a 9-term Henderson.
2 Select a 13-term Henderson.
3 Select a 23-term Henderson.
] 34 One Year of Forecasts and Backcasts Using ARIMA Extrapolation Routine

This option generates one year of extrapolated values at the beginning (backcasts) and or at the
end (forecasts) of the series and it can be applied only to series of at least five complete years.
For series longer than 15 complete years, only the last 15 years will be used to fit the model.
The extrapolated values are printed only in Table B1 and not used for the calculations of the
summary measures.

Blank No extrapolation.

1 Three ARIMA models are automatically fitted to the unajusted series. The model giving the
smallest average extrapolation error for the last three years is chosen to produce one year of
extrapolated values at both ends of the series. None of the models is selected and, therefore, no
extrapolation is made if: (1) the absolute average error for the last three years is greater than
12% for the forecasts or 18% for the backcasts; or (2) the x2 probability is smaller than 10% ;
or (3) there are signs of over-differencing. If the above criteria failed marginally, the user can
still apply the model that gives the smallest extrapolation error by resubmitting the series with
the option where the user provides his own model.

2 A model chosen by the user will be fitted to the unadjusted series and the extrapolated values
will be used even if the model does not pass the above acceptance criteria. A card containing
the model identification information must immediately follow the “M’ card or the X-card if
present if this option is selected. The data and format for this card are described in Section 3
of Part A.

3 Similar to (1) but the extreme values of the original series are automatically replaced by their
corresponding function values of the ARIMA model chosen. This option should be used when
the unadjusted series is strongly affected by outliers to avoid a bad extrapolation and a poor
estimation of the seasonal factors. The replacement of the extreme values is not made for
2(p+Pxs+d+Dxs) observations at the beginning of the series. This means that for a (0,1,1)
(0,1,1)12 ARIMA monthly model, no replacement of extremes is made for the first 26 months

of the series.

4 Similar to (2) but the extreme values of the original series are automatically replaced by their
corresponding function values of the ARIMA model chosen. This option should be used when
the unadjusted series is strongly affected by outliers to avoid a bad extrapolation and a poor
estimation of the seasonal factors. The replacement of the extreme values is not made for
2(p+Pxstd+Dxs) observations at the beginning of the series. This means that for a (0,1,1)
(0,1,1)12 ARIMA monthly model, no replacement of extremes is made for the first 26 months
of the series.

Similar to (1) but the ARIMA model is used to generate only forecasts.
Similar to (2) but the ARIMA model is used to generate only forecasts.
Similar to (3) but the ARIMA model is used to generate only forecasts.
Similar to (4) but the ARIMA model is used to generate only forecasts.

00 3 N W



Option Section — Continued

5

Option Card Punch Description

Code Column

K 38 Adjustment of Trend-cycle for Strikes
Modification of extremes values may be made before computing the trend-cycle estimate. This
adjustment for extremes substantially reduces the effect of major prolonged strikes or similar
irregular occurrences on the B7 and subsequent trend-cycle estimates, Care should be exercised
in its use, however, since for some series the estimates near sharp business cycle peaks or
troughs will be similarly affected.

Blank Compute the B7 trend-cycle curve without strike adjustment.
i Do strike adjustment before computing the B7 trend-cycle curve.

j 36 Prior Monthly Adjustment Factors
This option is used to specify whether or not a prior adjustment is required and in what format
the prior factors must be read. The prior factors are divided into the original data, before the
multiplicative or logarithmic seasonal adjustment process. They are subtracted from the original
series before an additive adjustment.

Blank No prior monthly adjustment.
1 Year and identifier on the right, data FORTRAN FORMAT (12F6.0, 12,A6)
in 6-digit fields.
2 User supplied format. A FORTRAN FORMAT card describing the data
areas only is required after the main X-11-ARIMA
control card. See Section 5.
3 Year and Identifier on the right of 2nd FORTRAN FORMAT (6F12.0, /, 6F12.0, 12,A6)
card (two cards per year) data in 12-digit
fields.
4 STC Standard Format
identifier and year on the left (monthly FORTRAN FORMAT (A6,12,12F6.0)
series), data in 6-digit fields.
) Tape or disk in CANSIM data base utility FORTRAN FORMAT (A8,12,10X,12E16.10,18X)
format, data in 16-digit fields.
6 Identifier and year on the left on the first FORTRANFORMAT (A6,12,6F12,0,/,8X,6F12.0)
of two cards (two cards per year), data
in 12-digit fields.

M 37-44 Any Prior monthly adjustment identification code. This code may be numeric, alphabetic, or mixed
and must be identical to the prior series identifier on the data cards. See Section 10 for a
description of the prior monthly adjustment factor cards.

N 45-72 Prior Daily Weights
(This option is available only with multiplicative or logarithmic adjustment.) Seven daily
weights may be entered in these columns to adjust for trading-day variation prior to the sea-
sonal adjustment process. The seven weights are combined to yield the prior trading-day adjust-
ment factors shown in Table A4. Each weight is entered in a 4-digit field with the decimal point
assumed to be between the first and second digits. The range of acceptable entries is 0000 to
9999 corresponding to a range in weights of 0.000 to 9.999. The program adjusts the weights to
total 7.000. These weights may be modified by the trading-day regression routine.

45-48 0000 - Prior weight for Monday.
9999

49.52 0000 - Prior weight for Tuesday.
9999

53-56 0000 - Prior weight for Wednesday.
9999

57-60 0000- Prior weight for Thursday.
9999

61-64 0000 - Prior weight for Friday.
9999

65-68 0000- Prior weight for Saturday.
9999

69-72 0000 - Prior weight for Sunday.
9999

0 73 X X-card Indicator
An X-card will follow immediately behind the main control card.

Blank No X-card is present in the control deck.



Option Section — Concluded

s o

Option Card Punch Description

Code Column

P 74 Trading-day Regression
Estimates of the seven daily trading-day weights may be made from the data. These estimates
may be computed and used, not used or used only if they explain significant variations on the
basis of an F test. Prior weights, if supplied, may or may not be corrected by these estimates.
See Appendix A.

Blank Exclude the computation of the trading-day regression.

1 Compute the trading-day regression and print the results but do not adjust the series by the
factors computed.

P 74 2 Compute the trading-day regression, print the results and adjust the series by the regression
estimates. If prior factors have been supplied, correct them on the basis of these estimates.

3 Compute the trading-day regression and print the results. In iteration B of the program (see
Appendix A), adjust the series by the regression estimates or prior factors corrected by the
regression estimates to obtain preliminary weights for the irregular series. In iteration C (see
Appendix A), use the regression estimates only if they explain significant variation on the
basis of the F test.

Q 75-76 Starting Date for Computing Trading-day Regression
(This option is meaningful only if the trading-day regression is computed in option P.)

Blank Derive estimates of the trading-day weights using the entire series as input to the regression.

00-99 Derive estimates of the trading-day weights using only the part of the series beginning with
January of the year punched here as input to the regression.

R 77-78 Starting Date for Applying Trading-day Regression
(This option is meaningful only if the trading-day regression is applied in option P.) The starting
date determined by this option is independent of the date selected in option Q and may be the
same, earlier or later.

Biank Apply the trading-day regression estimates or prior trading-day weights corrected by regression
estimates to the entire series.

00-99 Apply the trading-day regression estimates only to the part of the series beginning with January
of the year punched here. If prior weights are supplied, adjust the part of the series preceding
this date by the prior weights only, and adjust the part of the series from this date to the end
by the prior weights corrected by the regression estimates.

S 79-80 Sigma Limit for Excluding Extreme Values from Trading-day Regression

(This option is meaningful only if the trading-day regression is computed in option P.)
In estimating trading-day variation from the data, irregular values more than a designated num-
ber of standard deviations (¢’s) from 1.0 in the multiplicative version (or 0.0 in the additive
version) are excluded as extreme. These values are shown in Tables B14 and C14. Usually a
limit of 2.5 o is satisfactory. For more details, see Appendix A.

Blank Exclude irregular values beyond a o limit of 2.5.

01-99 Exclude irregular values beyond a o limit between 0.1 and 9.9.

PART A.2. Quarterly Seasonal Adjustment Card

Data Description Section (Mandatory)

Card Punch Description
Column
1 CONTROL CARD IDENTIFIER
Q Quarterly seasonal adjustment.
2 INPUT FORMAT CONTROL
Blank Year and identifier on the right, data FORTRAN FORMAT (4(12X,F6.0), 12, A6)
in 6-digit fields.
1 User supplied format. A FORTRAN FORMAT card describing data areas
only is required aftecr the main X-11-ARIMA
control card. See Section 4.
2, Year and identifier on the right, data in FORTRAN FORMAT (4F12.0, 24X, 12, A6)

12-digit fields.
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Data Description Section (Mandatory) — Concluded

Card Punch Description

Column

2 3 STC Standard Format
Identifier and year on the left, data in 6- FORTRAN FORMAT (A6, 12, 4 (12X, F6.0))
digit fields.

4 Tape or disk in CANSIM data base utility FORTRAN FORMAT
format, data in 16-digit fields. (A8,12, 10X, 12E16.10, 18X)

5 Identifier and year on the left, data in FORTRAN FORMAT (A6,12,4F12.0)
12-digit fields.

3-10 Any Series Identification Code may be numeric, alphabetic or mixed; must be identical to series identifier
on data cards. The series identifier must be left justified, i.c., if the data records have a six-column
identifier, punch it in columns 3 to 8 inclusive.

11-12 01-04 Number of the quarter in which series starts, i.e., 01 for first quarter, 02 for second quarter, 03 for
third quarter and 04 for fourth quarter. The first entry on the first data card must be made in the
field corresponding to the quarter entered here. Thus if the series begins in the third quarter, the first
two data values on the first data card must be blank.

13-14 00-99 Last two digits of the year in which the series starts. This date must be the same as the year punched on
the first data card for this series. The first two digits of the year, in this field and all others calling for
a year entry, are assumed to be 19.

15-16 01-04 Number of the quarter in which the series ends

17-18 00-99 Last two digits of the year in which the series ends. This date must be the same as the year punched on
the last data card for this series.

19 Number of Decimals on Input Cards. This option can be used to modify input formats 0,2,3, and § in
column 2 on this card. This option will have no effect on input formats 1 and 4.

Blank No decimals.

1 1 decimal.

2 2 decimals.

3 3 decimals.

4 4 decimals.

5 5 decimals.
20 Tape or Disk Input

Blank Input data on cards.

1 Input data on tape or disk.

2 Input data on tape or disk and the tape is rewound before reading.

3 Input data on tape or disk and concatenated input files can be read.
2 Special Output (Card, Tape, Disk, etc.).

Blank No special output.

1 Special output. If this option is selected, a control card describing the special output must follow

this card. See Section 6.

22 0-5 Number of decimals on output tables. All tables will be printed with the number of decimals entered
here. In the multiplicative version, seasonal factors on Table D10 are shown with two decimals in the
regular output only. Tables of ratios are shown with one decimal. The allowed values for other tables
are the same as the input decimals option in column 19.

Option Section

Option Card Punch Description

Code Column

A 23 Type of Adjustment

Blank Multiplicative adjustment.
1 Additive adjustment.



Option Section — Continued

~ 28 —

Option Card Punch Description
Code Column
A 23 2 Logarithmic adjustment,.
24 Adjustment of Yearly Totals
Blank No adjustment of yearly totals.
| Adjust the seasonally adjusted series to make the yearly totals of the seasonally adjusted and
original series the same.
0} 25 Type of Program
Blank Seasonal adjustment.
1 Summary measures develops estimates of the trend-cycle, irregular, T/C, QCD and residual
seasonal variation from a seasonally adjusted input.
D 26 Type of Printout
Blank Standard printout from 19 to 3| tables are printed depending on which other options are
selected.
1 Brief printout. From three to four tables are printed (A1, D10, and D11).
2 Analysis printout. From seven to 13 tables are printed (Al, D, E and F tables)
3 Short printout. From seven to 13 tables are printed (mainly D and F tables).
4 Long printout. From 28 to 42 tables are printed.
5 Full printout. From 45 to 62 tables are printed.
19 27 Charts
Blank Standard charts. The original series, four quarterly seasonal charts and the trend-cycle charts
are printed.
il No charts.
2 All charts, four quarterly seasonal charts and the charts of the original series, trend-cycle,
irregular, seasonal factors and K olgomorov-Smirnov cumulative periodogram.
F 28-29 Lower Sigma Limit for Graduating Extreme Values in Estimating Seasonal and Trend-cycle
Components
Blank Assign full weight to irregular values within the 1.5 ¢ limits.
01-99 Assign full weight to irregular values with a ¢ limit between 0.1 and 9.9.
G 30-31 Upper Sigma Limit for Graduating Extreme Values
Blank Assign zero weight to irregular values outside the 2.5 ¢ limit.
01-99 Assign zero weight to irregular values outside a ¢ limit between 0.1 and 9.9.
H 32 Moving Averages for Seasonal Factor Curves
For series shorter than five complete years, the program chooses only the stable seasonality
option and the user has no control over it.
Blank Selgct a 3 x 3 for the first estimate of the seasonals in each iteration and a 3 x 5 in the final
estimate.
1 Select a 3 x 3 moving average in all iterations.
2 Select a 3 X 5 moving average in all iterations.
3 Select a 3 x 9 moving average in all iterations.
4 Select a stable seasonal (average of all values for the quarter) in all iterations.
S This option will select a different moving average for each quarter. The program chooses the
appropriate average and the user has no control over the selection procedure. For the selection
of different moving averages for different quarters, the user is referred to Section 2 of Part A.
1 33 Moving Average for Variable Trend-cycle Routine
Blank The program will select an appropriate moving average from the two listed.
1 Select a 5-term Henderson.

Select a 7-term Henderson.
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Description

Option Card Punch
Code Column
J 34
] 34 Blank
1
2
3
4
5
6
)
8
K 35
Blank
1
1 36
Blank
i
2
3

One Year of Forecasts and Backcasts Using ARIMA Extrapolation Routine

This option generates one year of extrapolated values at the beginning (backcasts) and or the
end (forecasts) of the series and it can be applied only to series of at least five complete years.
For series longer than 15 complete years, only the last 15 years will be used to fit the model.
The extrapolated values are added to the unadjusted series to improve the seasonal adjustment
of the most recent years. The extrapolated values are printed only in Table Bl and not used
for the calculations of the summary measures.

No extrapolation.

Three ARIMA models are automatically fitted to the unajusted series. The model giving the
smallest average extrapolation error for the last three years is chosen to produce one year of
extrapolated values at both ends of the series. None of the models is selected and, therefore, no
extrapolation is made if: (1) the absolute average error for the last three years is greater than
12% for the forecasts or 18% for the backcasts; or (2) the x2 probability is smaller than 10%;
or (3) there are signs of over-differencing. If the above criteria failed marginally, the user can
still apply the model that gives the smallest extrapolation error by resubmitting the series with
the option where the user provides his own model.

A model chosen by the user will be fitted to the unadjusted series and the extrapolated values

will be used even if the model does not pass the above acceptance criteria. A card containing

the model identification information must immediately follow the “Q” card or the X card

gif pr;sent) if this option is selected. The data and format for this card are described in Section
of Part A,

Similar to (1) but the extreme values of the original series are automatically replaced by their
corresponding function values of the ARIMA model chosen. These options should be used when
the unadjusted series is strongly affected by outliers to avoid a bad extrapolation and a poor
estimation of the seasonal factors. The replacement of the extreme values is not made for the
2(p+Pxs+d+Dxs) observations at the beginning of the series. This means that for a (0,1,1)
(0,1,1)4 ARIMA quarterly model, no replacement of extremes is made for the first 10 quarters

of the series.

Similar to (2) but the extreme values of the original series are automatically replaced by their
corresponding function values of the ARIMA model chosen. These options should be used when
the unadjusted series is strongly affected by outliers to avoid a bad extrapolation and & poor
estimation of the seasonal factors. The replacement of the extreme values is not made for the
2(p+Pxs+d+Dxs) observations at the beginning of the series. This means that for a (0,1,1)
(0,1,1)4 ARIMA quarterly model. no replacement of extremes is made for the first 10 quarters

of the series.

Similar to (1) but the ARIMA model is used to generate only forecasts.
Similar to (2) but the ARIMA model is used to generate only forecasts.
Similar to (3) but the ARIMA model is used to generate only forecasts.
Similar to (4) but the ARIMA model is used to generate only forecasts.

Adjustment of Trend-cycle for Strikes

Modifications of extreme values may be made before computing the trend-cycle estimate. This
adjustment for extremes substantially reduces the effect of major prolonged strikes or similar
irregular occurrences on the B7 and subsequent trend-cycle estimates, Care should be exercised
in its use, however, since for some series the estimates near sharp business cycle peaks or
troughs will be similarly affected.

Compute the B7 trend-cycle curve without strike adjustment.
Perform the strike adjustment before computing the B7 trend-cycle curve.

Prior Quarterly Adjustment Factors

This option is used to specify whether or not a prior adjustment is required and in what format
the prior adjusted series must be read. The prior factors are divided into the original data before
the multiplicative or logarithmic seasonal adjustment process. They are subtracted from the
original series before the additive adjustment.

No prior quarterly adjustment.

Year and identifier on the right, data in  FORTRAN FORMAT (4(12X,F6.0), 12, A6)
6-digit fields.

User supplied format. A FORTRAN FORMAT card describing data areas
only is required after the main X-11 control card.
See Section 5.

Year and identifier on the right, data in FORTRAN FORMAT (4F12.0,24X,12,A6)

12-digit fields.
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Option Card Punch Description

Code Column

15 36 4 STC Standard Format
Identifier and year on the left, datain 6 FORTRAN FORMAT (A6, 12, 4 (12X, F6.0))
digit ficlds.

S Tape or disk in CANSIM data base utility FORTRAN FORMAT
format, data in 16-digit fields. (A8,12,10X, 12E16.10, 18X)

6 Identificr and year on the left,datain 12- FORTRAN FORMAT (A6, 12, 4F1 2.0)
digit fields.

M 37-44 Any Prior quarterly adjustment identification code. This code may be numeric, alphabetic, or mixed
and must be identical to the prior series identifier on the data cards, see Section 10 of this
part for a description of the prior quarterly adjustment factor cards.

X-card Indicator
73 XK An X-card will follow immediately behind the main control card.
Blank No X-card is present in the control deck.

Section 2. Extra Options Control Card (Optional)

This optional control card allows the user to: (i)
select a centred 24-or 8-term moving average for month-
ly or quarterly data to replace the centred 12- or 4-term
moving average used for a preliminary estimation of
the trend-cycle; (ii) include length-of-month variation in
trading-day factors; (iii) select different moving averages
for different months or quarters and; (iv) perform direct
and indirect seasonal adjustment of composite series
when each component enters either subtracting, multi-

Extra Options Control Card (Optional)

plying, dividing or summing with a constant weight
different from one. For direct and indirect seasonal
adjustment this extra options control card must be used
with other control cards as described in Part B of this
user’s manual.

This extra options control card must always have an
“X*" punched in column 1 for its identification. If this
extra options control card is present, the user must
punch an “X” in column 73 of the main control card.

Card Punch Description
Column
1 X This is a required entry and identifies this card as the control card for extra options selected by the
user.
2 Blank Monthly — 12-term ccntred mioving average. (Quarterly — 4-term centred moving average.)
1 Monthly — 24-tcrm centred moving average. (Quarterly — 8-term centred moving average.)
8 Length-of-month Allowance

(This option is meaningful only if a prior and/or trading-day regression is made, and is available only
with the multiplicative adjustment.) The option allows the inclusion of variations arising from the
length of the month in the seasonal factors or in the trading-day factors.

Blank Do not include an allowance for the Iength of month in the trading-day factors. Length-of-month
variations are included with the scasonal factors. Divisors used in the construction of monthly weights
are 31, 30, and 28.25 for 31 and 30 day months and February, respectively.

1 Include length-of-month variation in the trading-day factors rather than in the seasonal factors. Di-
visors for all months is 30.4375, the average length of a month.

4 Blank

a — No compositing called for or

b — series to be only added if compositing.

Series enters into the composite by being subtracted.

Series enters into the compaosite by being multiplied.

Series enters into thc composite by being divided.
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Extra Options Control Card (Optional) — Concluded

Card Punch Description
Column
5-9 Blank a — No compositing called for or
b — component series are not to be multiplied by a constant before doing compogsiting called for on
column 4 of the card.
00001 - Component series are to be mutiplied by a constant, .001 to 99.999 before doing compositing called
99999 for on column 4 of this card.
10 Blank The same moving average, specified in column 32 of the main control card, will be used for every
month or quarter.
1 Select a 3 x 3 moving average for January or the first quarter.
2 Select a 3 x 5 moving average for January of the first quarter.
3 Select a 3 x 9 moving average for January or the first quarter.
4 Select a stable seasonal (average of all values for the month) for January or the first quarter.
11 0-4 Same options as column 10 for February or second quarter.
12 0-4 Same options as column 10 for March or the third quarter.
13 0-4 Same options as column 10 for April or the fourth quarter.
14 0-4 Same options as column 10 for May.
15 0-4 Same options as column 10 for June.
16 0-4 Same options as column 10 for July.
17 0-4 Same options as column 10 for August.
18 0-4 Same options as column 10 for September.
19 0-4 Same options as column 10 for October.
20 0-4 Same options as column 10 for November.
21 0-4 Same options as column 10 for December.

Section 3. The ARIMA Control Card for User Supplied
Model (Optional)

This control card allows the user to specify an ARIMA
model. The specification procedure is general enough to
cover most of the possible models. If this control card is
required, the user must punch a “2” in column 34
(option J) of the main control card. There are three

ARIM A Model Identification Card (Optional)

models built into the program and if the user wishes,
this card is not required to do an ARIMA forecast. A
“1” can be punched in column 34 (option J) in the
main control card and the program will specify the
model. The computing time for the ARIMA option can
be reduced considerably by specifying good initial
values for the parameters. Thus users should specify the
model and the initial parameter values if available.

Option Card Punch Description
Code Column
A 1 Transformation of the Original Data
Blank No transformation.
L Logarithmic transformation.
B Power transformation. If this option is specified, columns 9 to 11 must be non-zero.
B 2 The Number of Regular Autoregressive Parameters (p)
0 No regular autoregressive parameters.

—

2 2 autoregressive parameters.

1 autoregressive parameter.
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ARIMA Model Identification Card (Optional) — Continued

Option Card

Code Column

B 2

C 3

D 4

15, 5

F 6

G 7

H 8

li 9-11

1 12-18

K 19-20

| 21-60
21-24
25-28

Punch

Description

3

0-4

0-4

Blank

Blank

99
999

Blank

Not
Blank

Blank
01-50

3999
9999

-999
9999

3 autoregressive parameters.
4 autoregressive parameters.

The Number of Regular Differences (d)

This option specified the number of successive differences applied to the original series prior to
the ARIMA model fit.

No regular differences.
1 regular difference.

2 regular differences.
3 regular differences.
4 regular differences.

The Number of Regular Moving-average Parameters (q)
There can be 0 to 4 moving average parameters.

The Number of Seasonal Autoregressive Parameters (P)
There can be 0 to 4 seasonal autoregressive parameters.

The Number of Seasonal Differences (D)

This option specifies the number of successive differences of span 12 (or span 4 for quarterly
series) applied to the original series prior to the ARIMA model fit. There can be from 0 to 4
scasonal differences.

The Number of Seasonal Moving-average Parameters (Q)
There can be 0 to 4 seasonal moving average parameters.

Deterministic Constant Term

No deterministic parameters.

Constant deterministic moving-average parameter 0o).
Constant deterministic autoregressive parameter (¢ o)-

Power for Transformation
No power transformation. Column 1 must be blank or “L”’.

The value of the power used in the transformation is entered in these columns. The range of
acceptable entries is ~ 99 to 999 cormresponding to a range in power of — .99 to 9.99. When this
option is used, a ““P” must be used in column 1. This option cannot be used if the series has
negative or zero values.

Additive Constant to be Added to the Series Before Transformation

No constant added.

This option is relevant only if a “L™ or “P” is specified in column 1. The constant is read in
FFormat F7.2.
Thus the constant can assume any value in the range -~ 9999.99 to 99999.99.

The Maximum Number of Iterations
The maximum number of iterations is 30.
The maximum number of iterations is the same as specified here.

Initial Values for the Parameters

This option allows the users to specify initial values for the parameter defined by options in the
ARIMA model. The maximum number of parameters permitted is 10. Thus if column 8 is
blank, the sum of columns 2, 4, 5 and 7 must not exceed 10. If column 8 is not blank, the sum
of columns 2, 4, 5 and 7 must not exceed 9. The number of parameters specified here must
equal the total number of parameters in the model. The initial values for the regular auto-
regressive paramaters come first, followed by the regular moving average parameter seasonal
autoregressive parameters seasonal moving average parameters, and the 8o 01 9o parameters (if
applicable).

The default values for these initial parameters is 0.1.
T};egaangeg ;fg 9acceptable entries is =999 to 9999 corresponding to a range in parameters of
= 9199 to 39.99.

Initial value of the 1st parameter.

Initial value of the 2nd parameter.
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ARIMA Model Identification Card (Optional) — Concluded

The order of the parameters can be specified by this option. The orders of the regular auto-
regressive parameters come first, followed by the regular moving average parameter, the season-
al autoregressive and seasonal moving average parameters, and a zero for the order of the 84 or
9o parameter if applicable. If the user wishes to specify orders, an order must be specified for

The default values are 1 for the Ist regular autoregressive parameter, 2 for the 2nd parameter,
etc.; followed by a 1 for the 1st regular moving average parameter, 2 for the 2nd parameter
etc.; followed by a 1X (seasonal period) for the st seasonal autoregressive parameter, a 2X
(seasonal period) for the 2nd seasonal autoregressive parameter, etc.; followed by a 1X (season-
al period) for the Ist seasonal moving average parameter, a 2X (seasonal period) for the 2nd
seasonal moving average parameter, etc.; and followed by a zero for the 6, or ¢ parameter.

Option Card Punch Description
Code Column
L 29-32 - 999 Initial value of the 3rd parameter.
9999
33-36 -999 Initial value of the 4th parameter.
9999
37-40 -999 Initial value of the 5th parameter.
9999
41-44 -999 Initial value of the 6th parameter.
9999
45-48 =999 Initial value of the 7th parameter.
9999
49-52 839 Initial value of the 8th parameter.
9999
53-56 -999 Initial value of the 9th parameter.
9999
57-60 - 999 Initial value of the 10th parameter.
M 61-80 Orders for the Parameters
each parameter in the model.
M 61-80 Blank
61-62 01-99 The order for the 1st parameter.
63-64 01-99 The order for the 2nd parameter.
65-66 01-99 The order for the 3rd parameter.
67-68 01-99 The order for the 4th parameter.
69-70 01-99 The order for the Sth parameter.
7 -2 01-99 The order for the 6th parameter.
73-74 01-99 The order for the 7th parameter.
75-76 01-99 The order for the 8th parameter.
77-78 01-99 The order for the 9th parameter.
79-80 01-99 The order for the 10th parameter.

Section 4. User Supplied Format Card for the Un-

adjusted Series (Optional)

The word *“format” refers to how the input data are

The X-11-ARIMA program has five built-in formats
to input and output data. The user should use these
formats whenever feasible because they enable the pro-

arranged on the cards or records. The format of a data
card is a sequence of fields (data points), each of which
occupies one or more columns. For the computer pro-
gram, the format is a set of specifications according to
which information is read into the program from
punched cards. The specifications tell the program which
parts (or columns) of the card to skip, which parts to
regard as all one number, and which parts to regard as
several numbers in a row. It does this by giving the
program a sequence of instructions which indicate the
size of a field and the method of handling the field
(i.e., skipping it, entering it into the computer as a
whole number, entering it into the computer as a
number with two decimal digits, etc.).

gram to check the identifiers and years for all the input
or output data. This feature considerably reduces errors
due to misplaced or wrong cards and also allows the
user to begin processing of the series in a year other than
the first year of the series.

Sometimes the user will find it inconvenient or
impossible to have the data prepared in one of the five
standard formats. [f this is the case, the user must punch
a *1” in column 2 of the main control card and supply
a fortran format statement to the program.

This fortran format statement must be on one, 80
column data card. The format must begin with an open



_ 34—

bracket and end with a closed bracket. Only F-type and
E-type formats are permitted on this card. For more
information on fortran format statements, the user can
read any introductory fortran book.

If a format card is supplied by the user, the identifiers
and years cannot be checked by the program. If the
input cards have identifiers and years on them, the
program must be instructed to skip the columns con-
taining this information.

Section 5. User Supplied Format Card for the Prior
Adjustment Factors (Optional)

The format for the prior adjusted monthly or quar-
terly series need not be the same as the input original
series. As in Section 4, there are five standard formats
available and the users should use these whenever
possible. If the standard formats are used, the identifier
given in columns 37 to 44 of the main control card is
checked against the identifier used on the prior adjust-
ment data cards.

If the user wishes to apply the format for the prior
adjusted series, a “2” should be punched in column 36

Card, Tape, or Disk Output Option Card (Optional)

(option L) of the main control card. If this option is
selected, the identifier in option “M” of the main con-
trol card is not checked but the identifier will be printed
at the top of Table A2.

Section 6. The Special Output Control Cards (Optional)

Most tables in X-11-ARIMA can be output on cards,
tape, or disk. At most nine tables can be reproduced by
this option and only those appearing on the main
table printout can be reproduced. Thus users should
check column 26 of the main control card to see if the
table they selected appears in the printout they chose.
The user should also check to see if a “1”” is punched in
column 21 of the main control card because this option
must be selected if card output is required. The tables
are produced without any headings or titles and in the
same sequence as they appear in the printout.

If a *“4” is punched in column 2 of this card, the
tables cannot be output on cards. The tables must be
output on disk or tape because the record length is
230. If a “0”, ©“2”, “3” or “5” is punched in column 2,
the last two columns of each ‘‘output series identi-
fication code™ must be left blank.

Card Punch Description
Column
1 1-9 Number of Tables Punched
2 Punch Output Format
0-5 The format specification is identical to the “Input Format Control” specification in the main con-
trol card of Part Al. If a *“1” is entered in this column, the user must supply a format card. The
format-card must immediately follow the output option card. If a user’s supplied format is used, no
identifiers or years will be punched out with the data. Note the output formats need not be the same
as the input format.
3-6 BO1, The Table Number of the first table to be punched. The table numbers correspond to those on the
DI printout. Only tables which are printed can be punched. Table number must be left justified. The user
D11A, should check the printout option and ensure the printout includes all tables to be punched.
el
7-14 Any Output Series Identification Code to be punched on the output cards for the first table. (No identifier
will be punched if a user’s supplied format is requested.)
15 0-5 Number of Decimals to be punched for Table 1. This option can be used to modify output formats 0,
2, 3 and 5 in column 2 on this card. This option has no effect on output formats 1 and 4,
16-28 The Second Table to be punched, i.e., table number, identifier, and the number of decimals (as in
columns 3 to 15).
29-41 The third table to be punched.
42-54 The fourth table to be punched.
55-67 The fifth table to be punched.
68-80 The sixth table to be punched.
If more than six tables are requested, the output option card must be continued on a second card.
The Second Output Control Card
1-13 The seventh table to be punched.
14-26 The eighth table to be punched.
27-39 The ninth table to be punched.




Section 7. User Supplied Format Card for the Special
Output (Optional)

The output format for special output need not be the
same as the input or prior series format. Users can
choose one of five standard formats or supply one of
their own. If a standard format is chosen, an identifier
and the year will be printed on each card. Since this
will greatly decrease the chance of misplacing or losing
a card, the user should try to choose a standard format
whenever possible.

If a non-standard format is required, a *“1” should be
placed in column 2 of the special output control card
and a Fortran format statement must be inserted

Title Card(s) (Mandatory)
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describing the form of the output. If this option is
chosen, identifiers and years cannot be placed on the
card output and the number of decimals option becomies
inoperative.

Section 8. The Title Card(s) (Mandatory)

This card is identified by a “T” punched in column
1. The name of the series and any other information
required by the user is entered on this card. This inform-
ation will appear at the top of each page of output.
Columns 2 to 80 can be left blank with no effect on the
program. This card is mandatory for each series being
processed.

Card Punch Description
Column
1 il This is a required entry and identifies this card as a title card.
2 The Number of Additional Title Cards

Blank No additional title cards.

1-9 The total number of title cards. There cannot be more than nine title cards.
3-80 Any Series title. Any identification desired may be used.

Additional Title Cards (Optional)

1-80 Any Additional title information, printed only on the title page of the printout. Total number of title cards

is indicated in column 2 of the main title card.

Section 9. The Unadjusted Data Card (Mandatory)

The data cards are placed immediately after the title
card. Each series must contain at least three years and
no more than 30 years of data if the ARIMA option is
not used. If the ARIMA option is used, the series must
have at least five years and no more than 29 years of
data (series longer than 15 years have no backcasts).

All data points in a series that is to be multiplicatively
or logarithmically adjusted must contain a positive, non-
zero numeric entry. If a zero or negative value appears in
a series for which multiplicative or logarithmic adjust-
ment was requested, the program will automatically
switch to an additive method of adjustment. However,
if the prior adjustment option is selected, the switch
will not be made, since multiplicative prior adjustment
factors are not compatible with an additive adjustment.

The data cards must be in calendar order and must
agree with the description of the data in columns 1 to
22 of the main control card. Thus the series must be in
the format specified in column 2, must begin and end on
the dates given in columns 11 to 18, and if a standard
format is selected, the series identification on each data
card must be identical to that given in column 3 to 10.

If formats 0, 2, 3 or 5 are selected in column 2 of the
main control eard, the user must leave columns 9 and 10

in the identification code blank and the columns 3 to 8
must agree exactly with the identification codes on each
data card.

The series may begin and end in any month (or
quarter) of the year. The series may not start earlier than
1900 nor end later than 1999. If a series starts in a
month (or quarter) other than the first, blank fields
must appear on the data cards for the missing months
(or quarters). These fields are ignored by the program
but must be inserted. If a user-supplied format is used,
this is no longer true since the user has complete control
over the specification of which columns to skip or
read.

Leading zeros in the data need not appear, nor the
decimal points, because their position can be controlled
by the “number of decimals” option in column 19 of
the main control card. If no decimals are specified in
column 19 but decimals appear in the input data, the
number of decimals option is automatically overridden
and the number of decimals on the card is read. The
number of decimals on the printout (column 22 of the
main control card) need not be the same as the number
of decimals for the input data.

The input data need not be on cards immediately
following the title cards. The data can be placed on a
tape or disk completely separated from the other nine



types of input cards. To select this option a ‘17, “2”,
or “3” must be punched in column 20 of the main
control card.

If this option is selected in conjunction with a stand-
ard format option (in column 2 of the main control
card), an automated search mechanism is activated in the
program. If a “1” is punched, the program will se-
quentially search through the disk or tape for data with
the right identifier and starting year. If a “*2” is punched,
the disk or tape is rewound before searching for the
series. If a “3” is punched, an end-of-file on unit 13
causes the program to increment the Fortran sequence
number (i.e., FT13F001 is changed to FT13F002). The
“3” punch is used for concatenated files.

Section 10. The Prior Adjustment Data Cards (Optional)

These cards are placed immediately after the data
cards. The factors must begin and end in the same
months (or quarters) as the input data cards. The prior
adjustment cards must be in calendar order and, as in
the input data cards, if the series does not begin in the
first month (or quarter) the unused fields at the be-
ginning of the first card must be left blank.

The format of the prior adjustment need not be the
same as the format for the input data. If a standard
format is selected, the series identification code on each
prior adjustment card must be identical to the identifier
in columns 37 to 44 (option M) of the main control
card. If a 1, 3, 4 or 6 is punched in column 36 (option
L) of the main control card, columns 43 and 44 must
be left blank and columns 37 to 42 must agree exactly
with the identification codes on each prior adjustment
card.

If an additive adjustment is requested, the number of
decimals on each prior adjustment card is assumed to be
equal to the number of decimals requested for the input
data in column 19 of the main control card. If the
adjustment is additive, the prior adjustment series is
subtracted from the original series.

If a multiplicative or logarithmic adjustment is
requested, the number of decimals on each prior adjust-
ment is assumed to be 3 (unless a user’s supplied format
is selected, then the user chooses the number of deci-
mals). The prior factors must vary about 100 and no
values can be negative (for the user’s convenience, a
blank value is assumed to be a value of 100). If the
adjustment is multiplicative or logarithmic, the factors
are divided into the original series.

Section 11. The End of Run Card (Mandatory)

Following the last data card of the last series to be
run (or the last prior adjustment card if present) there
should be a card with a “Z” punched in column 1 and
the other 79 columns left blank. This card signifies to

L 36h—

the program that the run is completed. Only one end
card should be present regardless of the number of series
being processed.

Part B. The Control Cards for the Seasonal
Adjustment of Composite Series

The X-11-ARIMA seasonal adjustment program
allows the user to seasonally adjust directly and indi-
rectly composite series that result from the addition,
subtraction, multiplication or division of any number
of components, with equal or different constant weights.

When one of the component series of the composite
enters either subtracting, multiplying, dividing or adding
but with a weight different from one, then the Extra
Options Control Card (the “X” card) must be used. The
entries on this card are explained in Part A, Section 2.

For direct seasonal adjustment, the program first
composes the unadjusted components and then season-
ally adjusts the total. For indirect seasonal adjustment,
the program first seasonally adjusts each of the com-
ponents and then produces the seasonally adjusted
composite series by implication. The final output of
this program produces two statistics that measure the
degree of roughness or lack of smoothing of the direct
versus the indirect seasonally adjusted composed.

The indirect seasonal adjustment can be made even
when some of the components enter in the unadjusted
form. In such cases, a summary measures run must be
requested for those components that will not be season-
ally adjusted. The user should punch a “1” in column
*“25” of the main control card of the particular com-
ponent. To operate the composite series seasonal ad-
justment program, two control cards with a *‘C”’ punched
in column *1 are required. The first “C” card comes
before the control cards of the series to be composed.
This card must have a “C” in column 1 and the re-
maining 79 columns must be blank. This card initializes
a composite run and tells the program that all the series
after this control card and before the next “C” card are
to be included in the composite.

After the first “C” card follow the control cards for
seasonally adjusting each of the components in the
composite. All components to be seasonally adjusted
must begin in the same month and year, and end in the
same month and year. All the components in the
aggregate must be monthly or all must be quarterly.
There can be no mixing of monthly and quarterly
components. There are no restrictions on the other
options. Thus the user could do some of the components
additively and some multiplicatively. Components can
be run with or without ARIMA.

The control cards for the individual components must
conform to the specifications and order of Part A of this
manual. Note that the main control card and title card



must appear for each component, and other control
cards may be required depending on the options selected
on the main control cards for the components.

After the data cards for the components, another
card with a “C” in column 1 must appear. This card
tells the program that the aggregate run is complete.
Reading of this card will produce a direct and indirect
seasonal adjustment of the composite of the preceding
components. This control card must have a “C” in
column i and column 2 must be blank. Columns 3 to
80 will contain information for the seasonal adjustment
of the composite series. The information in these
columns is the same as in the main monthly or quarterly
control card of Part A — note that columns 3 to I8
are mandatory and failure to fill in these columns will
cause the run to abort. Also the user may specify any
options desired in columns 21 to 80.

After the second “C™ control card, a title card is
required and any other control card required by the
selection of options in columns 21, 34 and 36 of the
second *‘C” card. The order of these cards must conform
to the order given in Part A. In a similar manner, several
composite runs can be processed together or after a
composite run series can be seasonally adjusted indi-
vidually.

Part C. File Description For the X-11-ARIMA
Program

There are five output files and one or two input
files depending on how the user prepares his input
program control cards and data. All thesc files are
assigned to different logical units, described below:

1. Unit 3 is for the print output file on the printer.
It is a log of computer run and error messages. If you
do not require this printout, change this card to a
dummy card, eg. (for IBM 360/370 OS)
/{EFTO3F001 DD DUMMY

. Unit 9 is for the output file which contains the main
printout of the X-11-ARIMA tables and charts.

3. Unit 11 is for the output file which contains the spe-
cial table output from the program. This unit can be
assigned to a card punch, disk, tape or any other
output device to suit your request. This card is
optional. It can be absent or dummied if no special
output is requested.

9

4.Unit 15 is for the output file which has summary
quality control statistics for all of the series run.

S.Unit 16 is for the output file which contains copies
of the F2 and F3 tables for the series run. It also can
be a dummy card.

6. Unit 1 is for the input file. This input unit is usually
assigned to a card reader, but can be assigned to any
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other input device. The program control cards and
data may be in one stream to this unit or separated
into two different units. In the latter case, the pro-
gram control cards will go into unit 1 and the data
will be assigned to unit 13. In this case, an additional
JCL card. e.g. (for the IBM 360/370 OS)

{{FT13F00!I DD DSN=DATA.SET.NAME UNIT=. .,
should be added.

A corresponding JCL example to run this job for
IBM 360/370 OS is given below.

Suppose that the user has catalogued the load module
in a library named USER.LIB (X11ARIMA) then the
JCL to run this program is:

a) // job card

b) // EXEC PGM=X11ARIMA, REGION=260K

¢) // STEPLIB DD DSN=USER.LIB DISP=SHR

1) //FTO3F001 DD SYSOUT=A DCB=RECFM=UA
2) //[FTO9F001 DD SYSOUT=A DCB=RECFM=UA

3) //FTI1F001 DD SYSOUT=B DCB=(RECFM=F,
/| BLKSIZE=80)

4) /[FT15F001 DD SYSOUT=A.DCB=RECFM=UA
5) //ET16F001 DD SYSOUT=ADCB=RECFM=UA
6)'/{FTORRO0F 1 NRaes

control cards and data
d) // job end card

In this example 1) to 6) are the corresponding JCL
cards for the files described previously. Lines a), b}, ¢)
and d) will depend on the computer system.

Part D. Sample Printouts

For illustration purposes, sample printouts of season-
al adjustment of single series and of composite series
have been incorporated into this manual. The single
series processed by X-11-ARIMA are: (i) “Finance,
Checks Cashed in Canadian Clearing Centres”, and
(it) “Freight and Shipping Payments”. The first series
is monthly and a full printout of the selected options is
shown. The second series is quarterly and an analysis
printout of the selected options is shown.

The composite series directly and indirectly season-
ally adjusted is “Unemployed Both Sexes, 16 to 197
that results from the addition of “Unemployed Males
16 to 19" and “Unemployed Females 16 to 19”. Brief
printouts are shown for the direct and the indirect
seasonally adjusted totals.






Finance, Checks Cashed in Clearing
Centres,

by Acc. Personal Checks -

Monthly Full Printout



SERIES TITLE-

-PERICO COVEPED-
-YYPE OF PUN - MULTIFLICATIVE SEA
FULL FRINTOUT.

1ST

STATISTICS CAHADA

X-11 APIMA MONTHLY SEASCHAL ADJUSTMENT METHOD

THIS METHOD HCDIFIES THE X~11 VARIANT OF CENSUS METHOD II
MUSGRAVE OF FEERUARY, 1967.
THE HODIFICATIONS MADE ARE BASED CY THE METHODODLOGSICAL RESEAPCH

BY J. SHISXIN,

DEVELOFED BY ESTELA BEE QAGUM,

A.H. YOUNG AMD J.C.

CHIEF OF THE SEASCMNAL ADJUSTHMENY

AMD TIME SERIES STAFF DF STATISTICS CANADA, SEPTEMBER, 1979.

ALL CHARTS.

MONTH, 1968 TO 12TH
en,

~SIGHMA LIMITS FC? GPADUATING EXTREME VALUES ARE 1.5 AND 2.5 .
-CHE YEAR OF FCRECASTS AND BACKCASTS FFCH ARIMA MODEL SELECTED BY THE FRCGRAM.
~FPI0R TRPADIMNG DAY ADJUSTHENT WITHCUT LENSTHCF , HOHTH ADJUSTMENT.

~TRADING DAY REGPESSICH ESTIMATES APPLIED STARTING 1968 IF SIGNIFICAMT.

COLUMN NUMZER

IMAGE DF THE MAIN OPTICH CARD: M3IFINALM

A 1. ORIGIMAL SERIES

YEAR
1658
1659
1270
1671
1972
1973
1974
1975
1976

1877

AVGE

FINANCE ,CHRECKS CASHED IN CLEARING CEMTERS-BY ACC.FERSCNAL CHECKS
MONTH,1977
1AL ADJUSTMENT
=TRADING DAY REGRESSICN CONFUTED STARTING 1968 ENCLUDING IFREGULAR VALUES OUTSIDE 2.5-SIGMA LIMITS.
2 4 5 6 7 8
1 1234567890123456789012345678901234567890153456789012345673°012345678501234567850
01681277 52 1 1272107116741090092504310532 3
MAY JUN Jut AUG SeP ocY HOV DEC
619. 555. 607. 576. 630. 666, 746, 782.
s01. 884. 854. 777, 838. &8l. 911. 928.
661 o72, 1016. 923. 1043. 1005. 1092. l1e88.
1137. 1195, 1164. 11¢8. 1180. 1135. 1301. 1290,
1654, 1626. 1562. 1675, 155 1763. 2187. 1625,
g 218%. 2072, 2116. 1980. 2238. 2259. 2090,
3029. 2691. 2746. 2626, 2645, 2720. eneT" oL
LS 3120. 3108. 28354, 3162. 2160, 3017, 32gs.
3559. w7/ 7 8 3574, 3439. 3782. 3720. 3891. D57
4253. 4342, 3909, 3903 4164, 3809. 4444, 4128.
2127. 2135, 2061. 20ls. 2098. 2110. 2277. 2l66.
MEAM - 2ol2. STD. DEVIATIDN- 1145,

Jan

456.
697.
€81.

952,

235,

2204.

2695,

3077.

3315.

1730.

FEB
467,
734.
792.
968,
1287.
1576.
2107.
2597.
3100.

3314.

1702.

TABLE TOTAL-

HAR
477.
734,
871.
1115.
1439,
B 171 o
2285,
2582
3360.

3797.

1841.

241493,

SEPIES NO.

FINALM
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FINANCE ,CHECKS CASYED IN CLEARYNG CENTERS-BY ACC.PERSONAL CHECKS

A 4. PRIOR TRADING DAY ADJUSTHENT FACTORS

AGA. FRICR DAILY HWEIGHTS - MTN TUE WED THUR FRI SAT SUN
1.272 1.071 1.674  1.090 0.929 0.431 0.532

A48, FRIOR TRADING DAY FACTCRS WITHOUT LENSTH OF MONTH ADJUSTHMENT

YEAR JAN FEB HAR AFR HAY JUN Jut AUS

1958 103.3 103.0 96.4 101.1 102.2 2.5 103.3 98.2
1969 102.2 99.1 27.5 102.5 98.2 99.3 W2.7 84.4
1970 98.2 9981 99.6 102.5 86.4 101.1 1028 2 97:8
1871 96.4 99.1 103.3 100.1 97.5 102.5 98.2 99.6
1972 97.5 102.9 102 .2 96.5 103.3 100.1 97.5 102.7
1973 103.3 985Y 8.2 SO3% 102.7 PR 99.6 Toge2
1974 102.7 L] 9.4 101.1 T028e 9% .5 103.3 9852
1995 102.2 99.1 ks 102.5 98.2 99.3 102.7 96.4
1976 93.2 101.0 103.3 100.1 97.5 102.5 gare 99.6
1977 97.5 99.1 102.7 37.9 99.6 o 5 9.4 103.3
AVGE 100.2 100.1 99.7 100.4 99.8 908 100.4 99.4

TABLE TOTAL- 12003.2 HEAN- 100.0 STD. DEVIATION-
A4C. PRICP TRADING DAY ADJUSTMENY FACTORS, ONE YEAR AHEAD
YEAR JAN FEB MAR APR MAY JUN JuL AUG
1978 99.6 $9.1 102.2 9.5 103.63 100.1 97.5 102.7

AUTCREGPESSIVE INTEGRATED MOVING AVERAGE (ARIMA) EXTRAPOLATION FROGRAM

AS5. ARIMA EXTRAFOLATION MODEL {FORECAST)

SEP
o9.
101.
102.
102.
97.
96.

99.

1c0.

100.

SEP

M.

102.7
102.2
9882

96.4

100.1

ocT

$9.6

THIS PROGRAM WAS DEVELOPED FOLLOWING THE FROCEDURES OUTLINED IN

‘TINE SERIES ANALYSIS' BY 6. E. P. BOX AND 6, M. JENKINS.

AVERAGE PERCENTAGE STANDARD
ERRC] IN FORECASTS

MODEL TRAN. ADDITIVE LAST 3 LAST LAST-1 LAST-2 CHI-SQ. R-SRUARED ESTIMATED PARAMETERS
CCHSTANY YEARS VYEAR YEAR  YEAR FRCB. VALUE
10,1,1)(0,1,1) LCG 0©.¢C 6.32 5.02 2.92 11.02 76.06X 0.9%04 0.3793E €0 0.6348E 00
(0,2,2)00,1,1) W& 0.0 .50 5.02 2.51 8.98 78.86% ©.9860 0.1106E 01-0.3112E 0C 0.5765E €0

THE HODEL CHOSEN IS (0,2,2)(0,1,1)0 WITH TRANSFORMATION - LOG

AUTOREGRESSIVE INTEGRATED MOVING AVERAGE (ARIMA) EXTRAPOLATION PROGRAM

Ab. ARIMA EXTRAPDLATION MODEL (BACKCAST)

THIS FROGRAN WAS DEVELOPED FOLLOWIMG THE PRCCEDURES DUTLINED IN

‘TIME SERIES ANALYSIS' BY G. E. P. BOX AMD G. M. JENKINS.

AVERACE PERCENTAGE STANDARD
ERROR IN BACKCASTS

7.9
96.5
99.3
101.1
102.5
100.1
979
AsEs
101.1

102.5

99.6

102.5

DEC
99.6
103.3
102.7
102.2
%6.4
97.5
99.6
103.3
102.2

842

100.5

DEC

S6.4

HODEL TRAN, ADDITIVE LAST 3 LAST LAST-1 LAST-2 CHI-SQ. R-SQUARED ESTIMATED PARAMETERS
CONSTANT YEARS YEAR  YEAR YEAR  PROB. VALUE
(0,2,2)(0,1,1) DS 0.0 9.00 13.66 B.77 4.57 55.98%7 0.9910 0.I273E 01-0.3933E 00 0.6792E 00

THE MODEL CHOSEN IS (0,2,21(0,1,1)0 MITH TRANSFORMATION - LOG

—mme v a———— P p—

AVGE
100.3
100.1

100.0

99,9
100.0
°9.9
100.1
100.2

99.8

AVGE

99.8



FINANCE ,CHECKS CASHED IN CLEARING CENTERS-BY ACC.PERSONAL CHECKS

® 1. PRIOR ADJUSTED ORIGINAL SERIES

YEAR
1957
1968
1969
1970
1971
1972
1973
1974
1975
1976

1977

AVGE

JAN FEB MAR
255, 257. 287.
“42. 434, 495.
682. 741. 7558
897. 799. 875.
998. 977. 1080.
1311. 1251. 1399.
1680. 1590. 1785.
2146 2126 2370.
2636. 2620. 2658.
3133, 3069. 3253.
3399, 3444, 3697.
1598, 1573, 1695.

TABLE TOTAL- 265681,

APR
302.
5264.
770.
88s.
1043.
1488.
1779.
2683,
2860.
3260.

3524.

1738.

MAaY
355,
60S.
17.
997,
1166,
1601.
2165.
2963.
2984.
3649.

4%270.

1970.

HEAN-

JUN
353.
575.
890.
961,
1166,
1625.
2237.
2787.
3140.
3685.

4236.

1969,

1861.

FRIOR-ADJUSTED ORIGINAL SERIES EXTRAPOLATEQ OHE YEAR AHEAQ

YEAR

1978

JAN FEB HAR

4020. “021. “324.

TEST FOR THE FRESENCE OF SEASONALITY ASSUMING STABILITY

BETHEEN  MONTHS
RESICUAL

TOTAL

##SEASONALITY PRESENT AT YHE 0.1 PER CENT LEVEL

AFR

%360.

HAY

5038.

JuN

5079.

SUM OF DGRS.OF
SIULRES FREEDON
2679.5561 1
1533.18651 96
4ll2.7812 107

B8 2. TREND CYCLE~ CENYERED 12-TERM MOVING AVERAGE

YEAR
1968
1969
1970
1971
1972
1973
1974
1975
197¢

1977

AVGE

YEAR
1968
1969
1970
1971
1972
1973
1974
1975
1976

1517

AVGE

JAN FEB MAR
467. 486, 506.
760. 759. 776.
£889. °02. 915.
1055. 1070. 1083.
1338. 1377. 1418.
1825. 1863. 1900.
2344, 2394, 2444,
2792. 2820, 2853.
3242. 3289. 3336.
3743, 3775. 3508.
1843. 1873. 1904.

TRBLE TOTAL- 261534,

UNMODIFIED SI RATIOS

JaN FEB HAR
9%.6 89.4 97.8
92.2 97.6 97.0
100.9 88.6 9545
94.5 9.3 99.7
98.0 90.08 98.7
92.0 85.3 93.9
9.5 83.8 96.9
94.64 92.9 93.1
9.6 93.3 97.6
90.9 1c's 97.1
94.6 99.9 9.7

TABLE TOTAL~ 11983.6

APR
$27.
793.
930.
1095.
1461.
1935,
2490.
2891.
3389.

3829.

1934.

AFR
99.5
Ll
95.5
95.3
10.9
9.9
107.8
98.9
96.2

92.9

97.6

MAY
550.
810,

1109.
1521.
1957.
2540,
2915.
LE LA

3851.

1965.

MEAN-

MAY
110.2
113.3
105.7
105.1
105.3
110.6
116.6
102.4
105.7

110.9

108.6

HEAN-

JUN
576.
822.
956,
Y1252
1574,
1981.
2598,
2938.
3498,

3897.

1997.

2013.

JUN

99.8
108.2
100.5
103.6
103.2
12.9
107.3
106.9
105.3

108.6

105.7

99.9

=an -

JUL AUG SEP
357. 357. 382.
$88. 586. 634,
832. 806, 829.
994, 946 . 1018.
1185, 12. 1151.
1602. 1630. 1606.
2080. 2070. 2051.
2659, 2673. 2662.
3026. 3001. 3126.
3639, 3513. 3688.
4054, 3864. 4141.
19le. 1869, 1935.
STD. DEVIATION- 1190.
JUL AUG SEP
4938. 4gl6. 5040.
MEAN
SSUARE F-VALUE
2643.59%64 15.253ux
15.97068
JuL AUS SEP
600, 623, 646,
836, 847, 855,
987, 939 995.
1147. 1171. 1196.
1607. 1637. 1667.
2020. 2051, 2108.
2645. 685, 2718.
2975. 3014. 3058,
3526. 3553, 3587.
3949, 3999. 4049.
2027. 2057. 2083,
SYD. DEVIATION- 113e.
JUL LU SEP
98.0 9%.2 98.2
99.5 981 96.9
102.7 96.7 102.3
103.3 95.90 9.2
99.6 99.6 9.4
103.0 100.4 97.3
100.5 99.5 97.9
101.7 99.6 102.2
103.2 98.9 102.8
102.7 9.6 102.3
101.4 97.6 99.3
STC. DEVIATION- 6.1

ecy
4o01.
649,
862.
1023.
1178.
1770.
167,
2649,
3091.
3858.

3905,

1959,

ocT
5059.

2738,
3099.
3617,

4110.

2120.

97.2
99,7
101.3
9.0
104.4
99.8
9.7
99.7
106.7
95.0

99.7

NOvV
458.
760.
944,
1099,
1286.
t g
2258,
2991,

3105,

5436,

690.

873,
1023.
1264,
173,
<26},
2746,
3164,
3654.

4176.

2154.

1101
108.1
107.4
101.7
123.2
100.7
108.9

99.4
105.3
103.8

106.9

QEC
454,

785.

QEC

5236.

DEC

716.

879.
1039,
1302,
1780,
2297.
2761.
3194.
37ge.

%244,

2191.

DEC
109.6
l02.2
102.90

96,9

9.7

93.3
100.8

9.7

99.0

99.5

TOTAL

57498,

YOTAL
7052.
954,

11548,

13845,

18805,

24359,

31104.

35694.

41845,

47428,

AVGE
99.9
100.6
99.9
98.2
101.3
©8.4
101.1
99.2
100.7

99.2



YEAR
1968
1969
1970
1871
1972
1973
1974
1975
1976

1977

1669
1970
1971
1972
1973
1976
1975
1976

1977

AVGE

YEAR
1968
1969
1970
1971
1972
1973
1976
1975
1976

1977

AVGE

g 3

FINANCE ,CHECKS CASHED IN CLEARING CENTERS-BY ACC.FPERSONAL CHECKS

REPLACEMENT VALUES FCR EXTREHME SI RATIOS

JAM
WM
RENWN AR

°5.8
L e T
HNER RN
T )
]
EEAEEERNEE

BuEEREES e

FEB
LTS

90.2
LETT R T
CETT e
NEBERE-
CRL T
A S R 2
L )

BRFEEAEE

AP EHFUEL N ARE RN ANy HySnEEm

SEASCHAL FACTORS
HOVIKG AVERAGE

X3
JAN

54.6
94.7
95.5
95.5
95.5
$4.4
$4.1
94.0
94.1

93.5

9.6

FEB

90.3
90.3
90.4
Q0.2
89.7
89.3
90.2
91.4
9.3

92.2

90.6

TABLE TOTAL-

MAR LFR
HEMAUNNE FEEED BEE
HERUNFAN HUN AN
L T
WEEE SR HEEeEN N
P T T Y )
ENEA e 5.0
FEREE N 98,1
EEE T T AT
BEXENEEE HEEBNEEN

NN
SELECTED.

MAR APR

97.8 98.5

97.8 Q7.7

97.9 97.5

8.0 97.7

97.8 93.9

9.7 99.2

9.2 98.9

858 275

96.5 o

96.9 95.0

97.1 S

119%9.1

SEASOMALLY ADJUSTED SERIES

JAN
467.
720.
940.
1044.
1373.
1780.
2280,
289s.
3328.

3635.

1837.

FEB

884.
1083.
13%4.
1780.
2357.
2866 .
3325.

3735.

1872.

TABLE TOTALl-

HAR APR
506. 5832.
770. 788.
893. Qelz.
1101. 1068.
1430. 1505,
1845. 1793.
2464%. T2 e
2773. 2933.
3370. 3389.
1817. 3711.
1897. 1934.
241135.

HAY
CLLT R
NER NN
CELTEE )
.
N
LA AR 20

1c8.5
107.4
EETT L 2

R RER N

HAY
111.4
110.3
108.2
107.3
107.4
108.7
108.7
108.4
1¢8.0

108.6

108.7

MEAN-

MAY
543.
a3z,
921.
1087,
1491.
1992.
2727.
2753.
3378,

3930.

1965.

MEAN-

JUN
WNEN NN
102.6

L e sT]
e
(LT
106.7
pranpENE
LET RS
HWEHNH AR R

LRI T TS

JUN
101.8
102.1
102.5
103.7
104.8
10¢6.5
107.0
107.2
107.0

107.4

105.0

100.0

JUN
565.
871.
939.
1125.
1550,
2101.
2606 .
2930,
3444 .

3943,

2007.

2009.

JuL
LI ALl g
LR LS ]
LEARE A2 2]
Ll e
CEEE TR )
LRI
HUNFRE SN
LA i At dd
LEL i 2R L S

LA XL 2]

JuL
100.0
101.0
101.9
102.6

102.4

102.0
102.3
102.6

102.9

102.0

STD.

JuL

588.

S5 -
1158,
1565.
2034,
2607.
2957.
3548.

3940.

2019.

ST0.

AUG

LR T EL ]

LS R AL L

ERA AN

LR L RS

R

CERESE TR Y

PRt LT T

WESgn

SEP

ocT

RRBERSNN RERERREN

HENMEENN HEEEE RN

FEREBRN NS RE-

F N

100.4

HERNEREN HEMHAEA N

AN RUHEE BEARETEE

EEAR SRS EMEIA N

HeRAREEE ERFEAEEE

BXAEEEEE BEEEE e
ERAARM AR EUR RN
&US SEP
95.7 98.9
95.9 99.¢
9.6 99.2
97.7 98.%
99.2 98.2
100.0 98.3
100.1 99.4
99.4 101.0
98.8 102.2
%8.3 102.7
98.1 99.8
DEVIATION- s.0
AUG SEP
613. 641.
84l. 837.
980. 1026.
1139. 1168,
1644. 1636.
2070. 2087.
2672. 2677.
3019. 3094.
3557. 3609.
3930. 6032.
2066 . 2081.

DEVIATION- 1131,

100.7

99.8

99.3
100.0
101.2
102.1
102.2
100.9

99.8

99.5
100.0

100.4

100.5

653.

862,
1011.
1154.
1733.
2148.
2654.
3107.
3858.

38%0.

2107.

Nov

HHNNE N

HREEE

WAME W

105.

9

105.0

105.6

HEENE .

ELLES 22 2]

PR

HERERE NN

NOV

109.
108,
108.
107.
107.
106.
105.
104.
104.

103,

106.

4

[

9

DEC

101.7
CLER TS
R TR
aEvEnnu
CLLT T
e
HENENN N
B ENEN
NN

LA 2T DXL

DEC

102.6

100.7
98.3
97.0
97.0
98.2
938.8
98.8

98.5

9.2

DEC

765.

8380.
1053.
1283.
1737.
2210.
2834,
3223.
3633,

4265.

2188.

$.0.
2.4

2-9
2.8

2.8

AVGE
100.0
100.0
100.0
99.9
100.0
100.0
100.0
100.0
100.0

100.0

TOTAL
7048.
9910.

11549,

13606.

19048,

23960,

31416.

35456.

42137.

47006,



YEAR
1958
1959
1970
1971
1972
1973
1974
1975
1976

1977

AVGE

YEAR
1968
1959
1970
1971
1972
1973
1974
1975
1976

1977

AVGE

YEAR

1948

1970
1971
g
i3
1574
1975
1476

1977

—44

FINAHCE,CHECKS CASHED IN CLEARINS CENTERS-BY ACC.PERSONAL CHECKS

TREND CYCLE - HENDERSCN CURVE
13-TERM MOVING AVERASE SELECTED. I/C

JAN
463.
754.
895.
1057.
1338.
1803.
2300.
2323,
3260.

3701.

l839.

TABL!

FEBS
484,
776.
900.
1068.
1393,
1811.
2403.
2832.
3313

3721,

1870.

E TOTAL-

UNMODIFIED SI RATIOS

JAN
95.3
°3.4
100.2
4.4
98.0
93.2
3.3
93.4
°.1

91.8

94.6

FEB

ee.s
91.4
89.8

87.8

90.9

TABLE TDTAL-

REPLACEMENT VALUES

JLH
REENCAET SN

abE 3,

95%3
LA A AL R
[
LA LA LS dd
PP LTI
BusNENyUEY
WnewEEEPON

HERANRE .

FEB
aERaEEE

Lol f
ERA LT
HEEV AN
HEnuNEEE
HANFEEE Y
HANEEENE
EHEREEUE
EEE T

LELAT Lt

MAR AFR
505. 526 .
795. 811.
905. SYae
1080. 1092.
1440. 1479.
1838. 1886 .
2505. 2588.
2835. 2844,
3357. 3389.
3759. 3314.
1902. 1934,
z6ll22.

MAR APR
98.0 99.7
%94.7 ()
96.6 97.4
100.0 $5.6
. X 100.7
97.% 9.3
94.6 037
93.7 100.6
6.9 °5.2
93.4 92.4
9.7 G755
12000.0

HAR

AN PN

EEREEESR

AU E RN

EUKENEEN

HEBEREEN

LR AT RE S

HEEEEEE

HERERREE

EFRUN AN

LAARE T RS S

AFR
EEENE NN
ENIEBRE
[EE LTS
EREEENYN
RENERN W

97.7

98.5
WHEEENY R
pERE RS

97.7

HAY
546,

823.

11064.
1507.
1949.
2640,
2869.
3419.

3867.

1965.

MEAN-

MAY
110.9
111.6

107.7

112.2
104.0
106.7

110.4

1038.6

MEAN-

FCR EXTREME SI RATIOS

MAY
L T T
EeEEUREY
EABXEG NN
HNNENUE N
LR LT
NN

109.3

107.9
EAEE T AT

LR AL T S

RATIO IS
JUN
566.
813,
G,

1116.
1540.
2009,
2659.
2910.
3463,

3903.

1994,

2009,

JUN
101.6
106.8

l0l.8

105.5

104.8
107.9
106.4

108.5

105.9

100.0

JuN
LA X2 )

103.6
L R 2]
M N NN
LR T

106.4
KNEEY N
LSRR 2T S
WENUN N

LR LR B2 3

1.16
JuL AUS SEP jag
586. 612. 639. 670.
839. 844, 851. 860.
966 . 936, 1003. 1018.
Ll g 1140. 1188, 1187.
1585. 1642. 1701. 1756.
2082. z08l. 2101. 2119.
2662. 2665. 2686, 2720.
2954, 2998. 3043. 30%0.
3528. 3595. 3649. 3684.
3328, 3954, 3902, 4047,
2023. 20s2. 2082. 2105
STD. DEVIATION- 29
Jui AUG SEP ocT
100.0 95.9 99.2 Sl
591 9545 97.4 100.2
102.9 95.0 101.5 100.5
105.1 97.6 28N 99.2
101.1 99.3 R 100.9
101.4 99.5 $7.6 102.2
99.9 100.3 $9.2 97.4
102.5 100.1 102.7 100.0
103.1 97.7 101.1 106.7
103.2 7 103.7 96 15
101.8 93.0 99.6 UL R
STO. DEVIATION- 5.7
JuL AUG SEP ocT
HRBHEUEN WAERFEN Y HEFUBUNE HEAEENAR
FUUERTIRE NEAEREEN BHAFF BN BHUEE xS
HENUNUFE WHEXGNNE HERNNUEN WEAXGOEN
NEYUBEEY BEXBERUY RESBERRE RERBENEN
HUVUAENY PUNBUI Y 93 6 HwENMARN
MUNMBKUN HHANMUNN HEAUNXMN HAN Y NEN
HUBEESEN MENNEEEN MANYRNNE NEA SRR
L e
NEVNENEN HENENERY MU NEXY 99.8
HUUMNNNE FWEAFUNR WX MWW 99.3

NOV
701.
873.
1032,
1228.
1788.
k51 :
2765.
3143,
3697.

4l2l.

2150,

NOV
108.5
108.1
106.5
104.8
LY 9
105.0
108.2

99.4
104.0

105.2

106.9

MoV
HUBAXYEE
HEHEEE
HENNASED

106.6
106.9
NN
ELLER T2 ]
105.6
e EEN

FREEEEN

885.
1045,
1280.
l1801.
22027

280l.
3201.
3698.

4212.

2186.

DEC
107.7
101.5
101.4

98.6

93.6

$6.9

271

99.8

99.5

DEC

101.3
e
RN
HE YRR

98.4
W
EEAK N
EELESERT Y
MEER AN

HBEEER AN

TOTAL
7028.
9944,

11532.

13638,

18966 .

24011.

31392.

35539.

42054,

47018.

AVGE
100.3
99.6
100.1
99.7
100.5
99.8
109.1
99.7
100.2

100.0




Bl0O.

YEAR
1968
1969
1970
1971
1972
1973
1974
1975
1976

1977

AVGE

B11.
YEAR
1568
19469
1970
1971
1972
1573
1974
197
1976

1977

AVGE

B13.
YEAR
1948
1949
1970
1971
1972,
1973
1974
1675
1976

1977

SEASONAL FACTORS
%5 MOVING AVERAGE SELECTED.

JAN FEB

95.1 90.4
95.4 90.3
G585 90.1
95.5 89.8
5.0 89.8
9%.8 89.9
94.3 90.4
94.0 90.9
93.5 92 5
8L S Sila
%4.7 $0.5

TASLE TOTAL-

MAR AFR
97.2 97.7
97.4 97.7
97.4 97.5
973 97.8
97.0 98.1
96.6 8.5
96.2 98.5
9.0 98.1
96.1 97.6
96.2 97.2
9.7 97.9
11998.7

SEASCNALLY ADJUSTED SERIES

JAN FEB
CT-TN 480.
715. &z0.
839. 887.
104S. 1088.
1380, 1393.
1772, 1768,
2275. 2352,
2805. 28864,
3349, 3356.
3636. 3750.
1838, 1878.

TABLE TCTAL-

IRREGULAR SERIES

JAN FEB

100.2 9%.2
93.8 105.7
105.90 Ll
°3.8 101.8

103.1 100.0
98.2 97.6
98.9 97.9
9%.4 101.8
102.7 101.3
98.2 100.8
2.8 2

TABLE TOTAL-

MAR APR
509. 536.
773. 788.
8%87. 11.
1109. 1067.
1441. 1518.
1848. 1896.
2464, 2725,
2768. 2914.
3387. B339
3842, 3627.
1504. 1923,
241169.

HAR AFPR
100.8 102.0
$7.3 9712
99.2 9.8
102.7 97.7

100.1 102.6

100.6 95.8
93.4 105.3
97.6 102.5

100.9 98.5

102.2 $5.1

1.7 3.2
12090.7

MAY
110.1
109.3
108.8
108.4
108.3
108.2
108.85
108.6
108.6

108.3

108.7

MEAN-

HAY
550.
B39,
916,
1075.
1479.
2001.
2731.

2747,

HAY
100.7
191.9

99.0

e7.4

98.1
102.7

103.5

MEAH-

45—

JUN
103.2
103.3
103.8
104.3
105.1
105.7
106.3
106.7
107.0

107.2

105.3

100.0

JUN
557
86l.
925.
1118.
1546.
2117.
2622.
o944,
3443.

3950,

2008.

2010,

JUH
98.4
103.4
8.0
100.1
100.4
105.4
98.6
101.2
99.4

101.2

100.0

FINANCE ,CHECKS CASHED IN CLEARING CENTERS-BY ACC.PERSONAL CHECKS

JuL
101.1
101.5
102.0
102.1
102.2
102.0
101.9
102.0
1c02.3

102.5

102.0

Jut
582.
819,
975.
1160.
1567,
2039.
2609,
2968.
3557.

3953,

JuL
3.9
$7.6

100.9

8.9

98.0
100.5
100.8

100.7

AUG SEP
96.2 99.3
96.6 99.5
97.1 99.4
97.9%9 99.4
98.7 9%.4
92 99.7
SO 100.1
99.1 100.8
8.7 101.5
€8.3 101.9
98.1 100.1
STD. DEVIATION- 5.0
AUS SEP
609. 639.
835, 833.
974. 1024.
1136. 1158.
1652, 1616,
208s. 2058.
2692. 2660.
3029. 3103.
3561. 3635,
3930. 4065.
2050, 2079.
. DEVIATION- b (1<
AUG SEF
$9.6 99.9
$8.9 97.%
98.8 102.1
$9.7 $9.9
100.6 °5.0
100.2 98.0
101.0 99.1
101.0 102.0
99.0 99.6
99.4 101.8
0.8 2.1
DEVIATION- 2.5

ST10.

99.4
99.6
100.1
100.4
100.4
100.2
100.0
99.6
99.3

99k 2

95.8

ocT
97.5
100.6
100.5
98.9
100.5
102.1
97.4
100.4
105.4
97.2

NOV
108.2
108.0
107.5
107.2
106.8
106.5
106.0
105.7
105.2

104.9

106.6

NOV

702.

874,
1022.
1200.

1998.

2821.
2957.
3657.

4134.

2149.

2L
8.6
102.0
4.1
98.9

100.3

DEC
101.9
101.3
100.5

99.7

9%.1

98.6

98.4

5845

$8.7

8.8

99.6

DEC
105.7
100.1
100.%

98.8

94.5

98.2
100.9
100.9

98.4

101.0

AVGE

120.0
100.0
100.0
100.0
100.0
190.0
100.0
100.0
100.0

100.0

TOTAL
7052.
9%09.

11548,

13594,

19054.

23950,

31626,

35451.

42166,

47020.

1.8
4.2

2.5

2.5
2.0
2.1
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FINIHCE,CHECKS CASHMED IM CLEARING CEMTERS-BY ALC.PEESONAL CHECLS

814. ENTREME IRREGULAR VALUES EXCLUDED FRCM TRADING DAY REGRESSIDN
(CUTSIDE 2.5-SIGHA LIMIT)

TEAR

1977

JAN FEB MAR AFR HAY JUN JuL AUG SEP ocT
LI TR T 9.2 HENEWAUM WERAUNNE WRUNMENN WNMMAINN WHMNNINI HUNENI RN JWNNNIND 02NN
HEXENAUEBN FHERWENN HEUNEREE BURHIENE UM HEIUU AWUNAUNE ERNMRNNIN HNNHENNT J0HENN R W NN
HERARANNME HUHURNNN HRUNMREN HHNENUN ANNUUN SR NREAMNNIE NENNUNNN JHMMNUNN NN M 2N NNN NN
HRNFUUENEN ANHRFENSE HREFAWE FRURRBET RENBANEE AMEAAERR HEUXERAN HRERUNEN FANNRENN WNHEH BN
LT TR TS J1OD.0 WENEREXE FERMENEN NNRNMENN FHUNXEBE FFUMUNEE RENAXERN BN RNEE WU HA NN N
HANFERNNNN FEBUERNE HAXREEAN HEXEHEFR RANRANEN 105.4 XWNNANEN NHAUNNEE NNHSENN NNNEENNKE
HENRURHREN NEXXEREE HSUUNNNE HABTRRER FHEEUENIN RENNNN NN RNEERNEN HENDUNEN KNHER IR 6N NNNN NN
HEASEINRERE HUREEHNE HERXTNS BRANFREN MUUANUFE HERNFS TN NNV CEENN NG MUNEN HUCURNNY WA YN
HERRSEUR NN J01.3 EENUXENN SUANEENE FFRNERNY HHUNNANE FHRENENN NHNNVNEN MUNNEEER 105.4%
HUNRY RN BHERRKHRE AR UREE HFREREAE FNEXAAR N NAMABNUNE KEXNEEWE HRAEEFRN NUHEXENE HE RN N
B1S. FRELIH TRADIMS DAY PEGRESSIOH
CotaIkeD FRICR REGPESSION ST.EPRCR T T
HEIGHT WEIGHT COEFF. (CCHR.UT.) i) {FRICR WT.)
1.28% 1.232 ¢.014 0.172 1.663 0.050
1.313 1.071 0.241 0.176 1.776 1.37%
1.426 1.674% ~0.249 0.173 2.456% -1.435
159383 1.050 0.230 0.1¢€0 1.786 1.284
FRIDAY 6.951 0.929 6.032 0.181 ~0.270 0.122
SATURDAY 0.276 0.431 -0.155 0.176 ~4.10%um%  -0.879
SUNDAY 0.428 0.532 ~0.1C% 0.174 ~3.281%w -0.598
THE STARS IMNDICATE THE CCMSINED WT. IS SIGNIFICANTLY DIFFERENT
FACM 1 CR THE FRICR WT. THE SICMIFICANCE LEVELS ARE
3 STAPS (0.1 PERCENT}, 2 STAPS (1 PEFCENT), 1 STAR (5 PERCENT),
D 10 STARS IRDICATES HOT SIGHIFICANT AT THE 5 PERCENT LEVEL
SQURCELEF SuM CF DGRS.CF MEAN
VARIANCE SQUARES FREEDDM SQUARE [
al 3.143 6 0.524 1.156
48.943 108 0.453
52.086 114

28-DAY

0.43
6.53
.59

.00

B16. TRADING DAY ADJUSTMENT FACTORS DERIVED FROM REGRESSION COEFFICIENTS

YEAR
1668
1359
1970
1971

1972

1275

1976

1977

AVGE

JAN
100.0
100.0
100.3

99.2

99.2
100.0
100.7
100.0
100.3

99.2

99.9

FEB
100.8
100.0
100.0
100.0
100.8
100.0
100.0
100.0

99.6

100.0

100.1

TABLE TOTAL-

HAR
99.2
9.2
100.5
100.0
100.0
100.3
99.2
99.2
100.0

100.7

99.8

12000.4

APR MAY
100.9% 100.0
100.0 100.3

99.9 99.2
100.8 9852

99.1 100.0

99.7 100.7
100.9 100.0
100.0 100.3
100.8 992

93.6 100.5

100.2 100.0

MEAN-

JUN
9%.1
99.7
100.9
100.0
100.8
99.6
99.1
99.7
100.0

99.9

99.9

100.0

JuL
100.¢
100.7
100.0
100.3

99.2
100.5
100.0
100.7
100.3

99.2

100.1

S

=

0.

AUG
100.3
99.2
99.2
100.5
100.7
100.0
100.3
99.2
100.5

100.0

100.0

DEVIATION-

SEP
99.7
100.9
100.0
99.9
99.6
99.1
99.7
100.9
99.9

100.8

100.0

BFESIDUAL TRADING DAY VAPIATION NOT PRESEMT AT THE 1 PERCENT LEVEL

0.5

’3S CF TRADIKG DAY ADJUSTMENT FACTORS DERIVED FROM REGRESSION COEFFICIENTS
1ONTHS-
HONTHS-
MCHTHS-
MCHTHS-

ocT
100.7
100.0
100.3

99.2
100.5
100.0
100.7
100.0

99.2

99.2

100.0

ROV

EL TR T

LLAREE TR

R LR LS

L33 LTS 1)

LU 5

WU

HEREENRW

HEBENEEY

LA o g )

PPN

Nov
99.6
99.1
99.7
100.9
99.9
100.8
99.6
99.1
100.9

100.0

100.0

DEC
EA LS T EE ]
LRZ TR ET
LA L1 2 S
Li2 A2 2T 3
W
LELAL LT}
NN RN
LIZEETE L)
W

L2221 2 28 4

DEC
100.5
100.0
100.7
100.0

L)

99,2
100.5
100.0
100.0

100.3

100.1

AVGE
100.1
99.9
100.1
100.0
99.9
100.0
100.1
99.9
100.1

100.0



B17.

YEAR
1968
1959
1970
1971
1972
1973
1974
1975
1976

BT

FINAMCE ,CHECKS CASHED IN CLEARING CENTERS-BY ACC.PERSCNAL CHECKS

FRELIN WEICHTS FCR IFFEGULAR CCHMFOMENT
GRADUATION RANGE F30' 1.5 TO 2.5 SIGHA

JAH
100.0
0.0
13.1
100.0
B\
190.0
100.0
105.0
100.0

100.0

FEB

100.0

0.0
100.0
100.0
100.0
100.0
103.0
100.0
100.0

100.0

MAR
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0

100.0

AFR
100.0
87.0
100.0
100.0
Q1.8
81.90
58.9
100.0
100.0

4.0

MAY
100.0
100.0
100.0
100.0
100.0
100.0

99.1

34.5
100.0

100.¢

JUN
100.0
30.5
100.0
100.0
100.0
0.5
100.0
100.0
100.0

100.0

B818. TRADING-DAY ADJUSTMENT FACTOSS FRCHM COMSINED DAILY KEIGHTS

YEAR
1968
1969
1970
1971
1972
1973
1974
1975
1876

1977

AVGE

JAN
103.3
102.2

98.5

957

96.7
103.3
103.4
102.2

98.5

96.7

100.1

FEB
103.8
9%.%
99.1
99.1
103.8
99.1
99.1
991
100.6

L)

100.2

TABLE TDTAL-

96.7
100.1
103.3
102.2

98.5

$5.7

96.7
103.3

103.4

99.6

12003.7

B19. ADJUSTED™ ORIGIHAL SERIES
*ADJUSTED BY...TRADING DAY ADJUSTHENT FACTORS OERIVED FROM REGRESSION COEFFICIENTS

YEAR
1968
1969
1970
297
1972
1873
1974
1975
1976

1977

AVGE

JAN
441,
682.
894.
1006.
1322.
1680,
2131.
2636.
3123.

3427,

1734.

FES
431.
741,
799.
977.
1240.
1590.
2126.
2620.
3081.

3444,

1705.

TABLE TOTAL-

MER
499.
759.
870.
1079.
13%9.
1779.
2389.
2679.
3253.

3672.

1838.

261480.

AFR
102.0
102.5
102.5
100.9

95.7

102.0
102.5
100.9

97.4

100.5

AFR
520.
770.
889,
1035.
1502.
1784.
2661.

2861 .

HMAY
102.2
98.5
95.7
96.7
103.3
103.4
102.2
98.5
9.7

100.1

99.8

MEAN-

MAY

605.

94,
1005.
1175.
1601.
2150.
2962.
2974.
3679,

4249,

2132.

MEAN-

JUN
95.7
99.0
102.0
1025
100.9
7.4
$5.7
95.0
102.5

102.5

99.7

100.0

JUN
580.

893.

2812,
3150.
3666.
4237.

2136,

201e.

1847 =

JuL
100.0

66.3
100.0
100.0
100.0
100.0
150.0
100.0
100.0

100.0

JuL
103.3
103.4
102.2

98.5

96.7
100.1
103.3
103.4

98.5

95.7

100.5

STD. DEVIATION-

JuL
588.
8z6.
954.
1181.
1615.
2070.
2658.
3Q05.
3627.

40B6.

2065.

STO. DEVIATION-

AUS

100.
100.
100,
100.
100.
109.
100.
100.
100.

100.

0

0

0

0

AUG

%8.

95

S

.7

9.7

100.
103,
102,
98,
95.
100.

103.

95

AUG

1
4
2
5
7
1

3

4

585.

812.

954.

1107.

1619,

2089,

2665.

3025.

3456.

3863.

2020.

100
100
100

100

SE

99

102.

102

102

97

95

99.

102
102

100

100

.0
-9
.0

P

L]

-5
.8
%
¥
o
.0
-5

9

4

2.7

SEP

636.

82

2.

1018.

115

1.

1614.

2069.

67!

310

0.

3650.

410

7/

2088.

1143.

57.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0

.0

100.0

ocT
103.4
102.2
©8.5
95.7
100.1
103.3
103.4
102.2
95.7

96.7

100.1

844,

862.
1020,
1188.
1762.
2166.
2630.
3090.
3889.

3937.

2118.

100.0

100.0

NOv
97.4
95.7
99.0
102.0
102.5
100.9
97.4
95.7
102.0

102.5

99.5

NOV

76%.

9s2.
1103,
1276.
2134.
2239.
3004.
3153.
3815.

4337.

2278.

100.0
100.0
100.0

34.5
100.0
100.0
100.0
100.0

100.0

DEC
100.1
103.3
103.4
102.2

5.7

96.7
100.1
103.3
102.2

98.5

100.6

3183.
3550,

4189.

2158.

AVGE
100.4
100.0
100.0
99.9
99.9
100.0
100.0
100.0
1¢0.3

99.7

TOTAL
7073.
9930.

11550.

13602.

19116.

24006.

31478.

35478.

42161,

47089.



820. EXTREME VALUES

YEAR
1948
1969
1970
1971
1972
1973
1974
1975
1976

1977

S.D.

_48 —

FINANCE,CHECKS CASHED IN CLEARING CENTERS-BY ACC.PERSONAL CHECKS

JAN
100.0

94.8
103.8
100.0
101.0
1c0.0
100.¢
100.0
100.0

100.0

271

FEB
100.0
105.7
100.0
100.0
100.0
100.0
100.0
100.0
100.0

100.0

1.8

TABLE TOTAL-

MAR
100.0
100.90
100.0
100.0
100.0
100.0
109.0
100.0
100.0

100.0

0.0

12016.8

AFR
100.0

99.6
100.0
100.0
100.3

99.2
l1c1.8
100.0
100.0

5.7

MAY
100.0
100.0
100.0
100.0
100.0
100.¢0
100.0

97.0
100.0

100.0

1.0

MEAN-

JUN
100.0
102.5
100.0
100.0
100.0
105.8
100.0
100.0
100.0

100.0

2.0

100.1

cC1. ADJUSTED® ORIGIHAL SERIES MODIFIED BY FRELIM WEIGHTS
*AQJUSTED BY...TRADING DAY A<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>