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PREFACE 

For some time now, Statistics Canada has been offering a 
series of how-to seminars on the subject of sample surveys. 
These seminars, which generally run two to three days, have 
been given in various cities across Canada and are based on 
this manual. The manual is a basic guide on survey sampl-
ing for those with little or no formal training in mathematical 
statistics. Although this is the first non-mathematical guide 
on sample design to be published by Statistics Canada, it is 
unique for other reasons as well. 

The manual explains the fundamental concepts and 
methods of survey sampling by way of examples and il-
lustrations rather than by theory and algebraic expressions. 
The mainstay of the textual illustrations is a survey on farm 
expenditures. In brief, the purpose of the survey is to deter-
mine what it costs to run a farm, particularly a farm that 
grows wheat and other grain-growing crops. 

It should be pointed out that Statistics Canada actually does 
conduct such a survey. The Farm Expenditure Survey (FES) 
as it is called, was first conducted on an annual basis 
throughout the prairies and the Peace River District of 
British Columbia. Through the years, the FES has evolved in-
to a multipurpose enumerative survey. It has proven to be 
invaluable as a means of obtaining annual estimates on 
selected crops, livestock and financial items.' 

Many surveys could have been used as the central example 
for this manual. The FES was chosen simply because it incor-
porates many of the sample design techniques illustrated in 
this manual. But, while the farm survey used in the manual 
is modelled after the FES, it is by no means intended to be a 
replica of it. 

The manual itself is developed and organized in a way 
which concentrates on the many aspects of survey sampl-
ing. Chapter 1 provides a brief look at the history of survey 
sampling within the context of Statistics Canada. Subse-
quently, it deals with the basic differences between a census 
and a sample survey. It also outlines the importance of 
survey objectives and addresses itself to the way in which 
these objectives are transformed into a set of data re-
quirements 

Chapter 2 deals with some specific elements of sample 
design such as the population, the frame and survey units. 

In Chapter 3, the rudiments of sampling and non-sampling 
error are discussed as a preliminary introduction to 
Chapters 4, 6 and 7. 

There are two major areas of study in survey sampling: pro-
bability and non-probability sampling. Chapter 4 deals with 
the first area; namely probability sampling. The manual 
describes what these sampling methods are, the general cir-
cumstances in which they are used, as well as their advan-
tages and disadvantages. The sampling techniques describ-
ed cover simple random sampling, systematic sampling, 
stratified sampling, unequal probability sampling and area 
sampling. There is also a brief explanation of replicated and 
multiphase sampling followed by a summary of all the 
schemes described. 

Chapter 5 deals with the second sampling method; namely 
non.probability sampling. Here, discussion ranges from the 
simplest sampling scheme (the man-on-the-street-interview) 
to the merits and demerits of quota sampling. This chapter 
also includes a look at the advantages and disadvantages of 
non-probability sampling. 

Although the manual is primarily concerned with sampling, 
it also briefly addresses the problem of estimation in 
Chapter 6. This is followed by a look at sample size deter-
mination as well as at some special problems in sampling 
and estimation. The final chapter attempts to put sampling 
into its proper perspective in terms of the practical con-
siderations in the conduct of a survey. 

Finally, the manual concludes with an Appendix of algebraic 
expressions intended for those who might be interested in 
how sample estimates are computed and how their precision 
is assessed. Included here are examples of sample size deter-
mination and estimation based upon a survey of post-
secondary institutions. 

Where it has been considered appropriate or valuable, 
various references to the Appendix have been made 
throughout the text. In addition to the Appendix, there is a 
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Bibliography which should prove useful for those wishing a 
more technical treatment of the subject. 

Since sampling is a science rooted in mathematics, it is 
recognized that this guide cannot possibly be a substitute 
for the weightier texts that exist on the subject. It is 
however, sure to prove valuable as a basic guide on survey 
sampling. Yet, ultimately the success of any publication 
rests with its readership. We are confident that this manual 
will find a wide and enthusiastic audience. 

Information Services 
Statistics Canada 

1982 
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Chapter 1 

An Introduction 
to Survey Sampling 

1.1 A Brief History of Sampling 
at Statistics Canada 
It was only recently that survey sampling was officially 
recognized. Up until fifty years ago, even the theory was still 
in its infancy. Sampling had yet to evolve to the point where 
organizations and people would accept it as an efficient and 
inexpensive way to collect information. 

The change came in 1943. At the time, Canada was still in 
the midst of World War II. Yet, at Statistics Canada, (then the 
Dominion Bureau of Statistics) the demand for information 
was unprecedented. 

In fact, never before in the history of the country had the 
need for statistics been such a pressing one. The cost-of-
living index now became a key figure. The creation of war 
departments meant a greater need for employment figures. 
Industry was expanding. 

The post-war years were to bring no respite. If anything, 
they created additional needs. Since the government was 
assuming more responsibility for employment and social 
security, policies such as unemployment insurance, old age 
pensions and taxation had to be planned. At the same time, 
Canada's membership in the newly-created United Nations 
meant a greater need for international statistics, far beyond 
anything called for in the past. 

By late 1943, the Bureau was ready to recognize that survey 
sampling was an essential scientific technique: a technique 
proven to be effective, quick and above all cheaper than the 
enumeration methods the Bureau had historically used. Of-
ficial recognition came as the Dominion Statistician called 
for a complete reorganization of the Bureau. One of the most 
significant results of the new order was the establishment of 
a Sampling Organization. 

The Sampling Organization heralded the beginning of 
numerous surveys in conjunction with the Bureau's Quarter-
ly Survey of the Labour Force. By 1948, the Statistics Act 
had been amended 'to authorize the collection of statistics 
by means of sampling". 

In 1952, in a document prepared for a United Nations 
seminar held in Ottawa, the Bureau noted that: 

(sampling) permits surveys to be made much more 
quickly and with a fraction of the staff required for com- 
plete enumeration, yet it can yield results well within 

1. Dominion Bureau of Statistics: History, Function, Organization 
(Ottawa: Queen's Printer, 1952). p-il. 

the margin of error necessary for practical purposes; in-
deed when properly applied, this method is frequently 
capable of furnishing data of a higher quality than can 
be obtained by ordinary enumeration.' 

In the years since 1952,   many changes have taken place. 
Statistics Canada now has the responsibility for producing 
current economic accounts of production and trade in all 
commodities, and indicators such as the unemployment 
rate and the consumer price index, all of which involve 
survey sampling. 

Statistics Canada is, by federal law, the statistical agency for 
the entire nation. Under the Statistics Act, 1971, the man-
date of the Bureau is to: 

"collect, compile, analyze, abstract and publish 
statistical information relating to the commercial, in-
dustrial, financial, social, economic and general ac-
tivities and condition of the people." 

As a result of this legal mandate, economic indicators are 
developed almost exclusively at Statistics Canada, based on 
numerous surveys which are taken on a monthly, quarterly 
and annual basis. 

Today, sample surveys provide information on everything 
from the amount of sugar an average Canadian consumes in 
a year to the number of hours he or she might spend play-
ing tennis or 'ogging. It provides information on unemploy-
ment figures, on import and export figures; the list is 
endless. When the Bureau noted, in 1952, that sampling 
could produce "data of a higher quality" than complete 
enumeration, it set the stage for a new national industry of 
statistics. 

1.2 Defining a Survey 
The following definition of a survey is one which serves the 
purpose of this manual and one that we feel is suitable. 

Essentially, a survey involves the collection of information 
about characteristics of interest from some or all units of a 
population using well-defined concepts, methods and pro-
cedures, and the compilation of such information into a 
useful summary form. 
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Surveys are carried out for either one of two purposes: 
descriptive or analytical. 

The main purpose of a descriptive survey is to estimate cer-
tain characteristics or attributes of a population. Examples 
of this might be the average income of farmers, or the 
number, proportion or percentage of unemployed persons 
in the labour force. A descriptive survey could undertake to 
determine how much money certain industries spend on 
research and development. 

Analytical surveys are generally concerned with testing 
statistical hypotheses or exploring relationships among the 
characteristics of a population. Their main purpose is to ex-
plain rather than to describe. An example of an analytical 
survey would be one that determines whether the propor-
tion of families who own their own homes increases or 
decreases following the introduction of a government hous-
ing program. An analytical survey could also determine 
whether there is any relationship between frequency of 
health-related conditions to area of residence, diet and age. 

For the purposes of this manual, discussion will centre large-
ly on surveys with a descriptive purpose, since they are, by 
far, the more common of the two. In fact, even for analytical 
purposes, descriptive analysis is often the first step. 

1.3 Sample vs. Census Surveys 
One of the first questions that many people ask when begin-
fling the study of surveys is: "Wouldn't it be better to carry 
out a complete count rather than take a sample?" 

The question is an excellent one and one that even statisti-
cians must address. In fact, whenever a survey is considered 
to be the best way to gather information, statisticians are 
always faced with the alternatives of carrying out either a 
census or a sample survey. 

But before that question can be answered, the difference 
between the two kinds of surveys must first be clarified. 2  

A census survey, then, refers to the collection of information 
about characteristics of interest from all units in a popula-
tion. 

A sample survey refers to the collection of information 
about characteristics of interest from only a part of the 
population. 

So why take a sample rather than a census survey? The 
answer briefly, is that sampling permits the survey taker to 
reduce costs. At the same time, as the following subsections 
will show, survey takers do not have to hire as many people, 

they can get to the information faster and in many instances 
achieve even greater accuracy than they would have 
through a census survey. 

Cost 
In most cases the main justification for a sample over a cen-
sus is to reduce cost. It is possible, with a relatively small 
sample, to obtain results that reasonably approximate the 
actual characteristics of a large population. Suppose, for ex-
ample, that information was needed on all the people in 
Canada who are over 15 years of age. Rather than collect in-
formation from all 17 million Canadians, over the age of 15, 
a survey of a small percentage of them (possibly as few as 
1,000 or 2,000 depending on information requirements), 
might provide sufficiently adequate results. 

At the same time, one can readily see that the cost of obtain-
ing information through a sample would be a lot less than 
obtaining it through a census. 

Timeliness 
One of the advantages of sampling is that it permits in-
vestigators to move quickly. It is often the case that survey 
results are required shortly after the need for the informa-
tion has been identified. For example, if one wants to con-
duct a survey to measure public awareness of a media ad 
campaign, it is necessary to conduct a survey shortly after 
the campaign is undertaken. 

Since sampling requires a smaller scale of operations, it 
reduces the data collection and processing time, while allow-
ing for greater design time as well as more complex process-
ing programs. 

Accuracy 
Since survey results are subject to error, sample surveys can 
often be more accurate than their census counterparts. 3  In 
case of lace-to-face or telephone interview surveys, for ex-
ample, higher levels of accuracy can be achieved through 
more selective recruiting of interviewers, more extensive 
training programs, a closer supervision of the personnel in-
volved and a more efficient monitoring of the fieldwork. 

The smaller scale of operations associated with a sample 
survey also allows for more extensive follow-ups of non-
respondents and for a higher level of quality control for such 
data processing activities as coding and data capture. 4  

Specialized Needs 
Sometimes, conducting a sample survey is the only option 
open to the investigator. Consider for example, cases where 
information of a technical nature requires highly trained per-
sonnel and specialized equipment. It would be difficult and 
expensive to consider a census in such cases. 

2. Whenever a survey is mentioned, the reference may apply to 
either a sample or a census survey. 

The sources of errors in surveys and the concepts of accuracy 
and precision are explained in Chapter 3. 

Quality control in the context of coding and data capture is ex-
plained in Chapter 9. 



The Canada Health Survey is a prime example. This survey 
was developed by the Department of Health and Welfare 
and Statistics Canada to assess the general fitness of Cana-
dians. it requires the participation of nurses and the use of 
medical equipment. As part of the process, the nurses, who 
in this case act as the interviewers, are sent to selected 
households to conduct a series of physical tests. These tests 
include measurements of height and weight. At the same 
time, blood samples are taken and people are requested to 
run up and down stairs to measure blood pressure and 
heart rate. An instrument called a Harpenden caliper is used 
to obtain information on body fat. 

In such a survey, it is impossible to hire untrained person-
nel, arm them with calipers and syringes and charts, and ex-
pect them to bring back valid results. No less impossible 
would be to undertake a census. Even if there were enough 
funds available for such a costly enterprise, it is dubious 
that sufficient numbers of nurses could be summoned to the 
cause' 

Reduced Respondent Burden 
Respondent burden has become a serious issue in survey 
taking in view of increasing demands for timely and ac-
curate information. With sample surveys, information is 
sought from only a part of the population, so fewer people 
are inconvenienced. 

Yet, if such a strong case can be made for sampling, the 
question now becomes: Why not always go for the sample 
and forget the complete count?" The answer, in brief, is that 
there are occasions where the nature of the information 
makes a census not only desirable, but essential. 

Consider the case where a very small population is under 
study. Here it would be appropriate to use a census since no 
substantial savings in time or cost would be realized 
through sampling. 

Also, a census can be a necessity where detailed information 
on the characteristics of a population is required. Such a 
case could arise where information is to be disaggregated or 
broken down over very small geographical areas or into 
very detailed classifications. 

A census survey may also be necessary to provide ben-
chmark information to efficiently design a sample survey. 
The sample design in the Labour Force Survey, for example, 
is based upon information from the Census of Population 
and Housing. 

1.4 Survey Objectives 
The first task in planning a survey is to specify the objectives 
as thoroughly as possible. It is not enough to indicate that 
the purpose is to provide information on, say, "housing con-
ditions of the poor". Such a nebulous statement may well 
serve as a broad description of the survey, but ultimately it 
must be broken down into more specific language. 

What, for example, is meant by the phrase "housing condi-
tions"? Does it refer to the type of dwelling, its age and/or 
location? What precisely is meant by "poor"? Is poverty 
measured in terms of debts or salary or both? 

The key to the exercise, at this stage of the survey, is to 
come up with clearly defined concepts and terms. Once the 
basic objectives have been broken down and defined, the 
researcher can then proceed to develop operational defini-
tions. 

Operational definitions indicate who or what is to be observ-
ed and what is to be measured. in the case of the "poor" the 
definition might include all families whose gross income is 
below a specified level. The terms family and income must 
then be defined. What is considered a family? What con-
stitutes income? From what geographical region will the 
selected families come: region, province, city? Over what 
period is income to be measured? The answers to all these 
questions depend on the ultimate use to which the data is 
put. 

Once operational definitions are developed, the researcher 
can specify the data requirements of the survey and decide 
upon a level of error that is acceptable in the survey results. 

Finally, the statement of objectives should indicate the pur-
pose of the survey, the areas to be covered, the kinds of 
results expected, the users as well as the uses of the data, 
and the level of accuracy which is desired. 

Clearly, the original phrase "housing conditions of the poor" 
contains few of these points. It may well serve as the depar-
ture point, in a casually descriptive conversation, but it real-
ly has little place in the formal design of a sample survey. 
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Chapter 2 

Elements of a Sample Plan 

Once the survey objectives have been clarified and the data 
requirements have been established, the sample plan can be 
developed. The sample plan is an integral part of the overall 
syrveyplan. Basically, it consists of three elements: sample 
design, estmation procedures, and estimates of precision. 

The sample design refers to what a sample consists of and 
how the sample is to be obtained. Estimation methods in-
dicate how estimates of the population characteristics are to 
be constructed from the sample. Procedures to measure 
sampling error establish how the precision of these 
estimates is to be determined.' 

The first component of the sample plan is the sample design. 
Measures used to estimate sampling error are presented in 
Chapter 3 and subsequently, in the Appendix. Estimation 
methods are explained in Chapter 6. 

2.1 Sample Design 
The sample design is really a set of specifications which 
describe target and survey population, the frame, the survey 
units, the size of the sample and the sample selection 
methods. 

In this section, attention will focus on the first three of these 
size and estimation methods will be 

aiscussed followiflg the explanations of the various kinds of 
sample selection methods. 

2.1.1 Population 
The population is the aggregate or collection of units to 
which the survey results apply. In this sense, it refers not on-
ly to people but can be a collection of households, schools, 
hospitals, farms, businesses, vehicles, etc. 

Once the population has been determined, the units which 
compose it are described in terms of their age, size or any 
other features that clearly identify them. At this point, the 
geographic boundaries of the population must also be 
outlined. Details such as coverage by municipal, provincial, 
regional or national boundaries must be worked out. In ad-
dition, a time or reference period must be decided. 

To illustrate these points, consider a survey which has, as its 
objective, the task of determining doctors' salaries. In this 
case, the units of the population would refer to the doctors. 
The spatial location of these "units" might be Toronto, or 
any major city, or even an entire province. The time period 
of interest might be for those doctors practising in 1980. 
Again, that time period could be extended or shortened 
depending on the purpose of the survey. 

Yet, such an offhand example should in no way imply that 
this stage of the sample design is an easy one. In fact, defin-
ing-a population is generally anything but straightforward. 
Often the target population (the population for which infor-
mation is required) and the survey population (the popula-
tion actually covered) differ for practical reasons, even 
though ideally, they should be the same. Sometimes, it may 
be necessary to impose geographic limitations to exclude 
certain parts of the target population which may be too dif' 
ficult or costly to access (e.g. isolated areas in Northern 
Canada). 

Where it is necessary to change geographic boundaries, the 
changes should be explicitly stated. It might also be the case 
that the survey concepts and/or methods used are inap-
propriate for certain parts of the population. 

To illustrate this last point, consider a sample survey of On-
tario post-secondary graduates. The objective is to deter -
mine if indeed the graduates have found jobs and if so just 
what kinds of jobs they have found. In this case, the survey 
population might exclude graduates of such specialized in-
stitutions as religious seminaries, military schools or 
business colleges, since graduates of these institutions 
would be reasonably assured of securing employment in 
their respective fields. It might include only those individuals 
who graduated from universities, community colleges and 
hospital schools of nursing during 1980.   

Or, consider a survey of the capital expenditures of Cana-
dian manufacturing firms. For the purpose of a sample 
survey, the population might be narrowed to include only 
those manufacturing firms with 25 or more employees, 
operating in this country in the year 1980. 

Another survey proposition might be to see how Canadians 
are getting along with the metric system. In this case, the 
survey population might cover all civilians 15 years of age 

1. Sampling error is the error attributed to the fact that only a part 
.of the population is being surveyed. To assess this error, 
measures such as standard deviation, coefficient of variation 

and variance can be used. Explanations of these measures are 
outlined in Chapter 3. Their corresponding mathematical ex• 
pressions are provided in the Appendices. 



and over from the 10 provinces of Canada. It might exclude, 
however, the Northwest Territories and the Yukon, as well as 
those persons living on Indian Reserves and Crown lands, in-
mates of institutions and members of the armed forces. (It 
may seem as if the target population has now been con 
siderably reduced, but, in fact, the exclusions account for 
about 2% of the population of Canada.) 

In all these examples, there are definite gaps between the 
target and the survey populations. The researcher should be 
aware of any gaps that are created between the target and 
survey populations and understand that the conclusions 
must be limited to the survey population only. 

2.1.2 Frame 
Once the population has been defined, in particular, the 

- target and the survey population, the next step is to 
establish a means of access to it. 

The frame will provide this means of access. In its simplest 
form the frame is a list of elements covering the survey 
population. It can be in the form of a physical list such as a 
computer printout, magnetic tape, telephone book or set of 
cards. Or it may be a conceptual list of, for example, all 
those vehicles which enter a provincial park between the 
hours of 9:00 am. and 5:00 p.m. during the month of July. 
Such a frame is called a list frame: 

An area frame can be considered as a special kind of list 
frame where the elements now correspond to a 
geographical area. In the Census of Population and Housing, 
the frame consists of areal units called Enumeration Areas 
(EA5). An EA is the geographical area canvassed by one inter 
viewer in the Census of Population and Housing. These EA5 
are readily identifiable on maps and in the field. Collectively, 
they comprise an area frame. 

Getting to the survey population may also be accomplished 
through a hierarchy of frames. In this case, the units which 
comprise a frame at one level of the hierarchy are potential. 
ly  divisible into units which comprise a frame at the next 
level in the hierarchy. Consider a household survey, where a 
sample of geographical areas such as EA5 might be selected 
from a list of all such areal units. Subsequently, a sample of 
dwellings could be selected from a complete list of all dwell-
ings within each selected EA. 2  

To further illustrate a frame, consider again, the survey of 
post.secondary graduates. Here the frame might consist of 
university and college files which list all students who have 
graduated in a particular year. 

Within Statistics Canada, the business register and the farm 
register are important frames for carrying out a wide range 
of business and agricultural surveys. 

Yet, sometimes a single frame is not enough to adequately 
cover the survey population. In such a case, multiple frames 
may be used. These frames may cover different parts of the 
survey population or they may even overlap. If one were to 
undertake a survey of the salaries of all Canadians, an area 
frame could be used in conjunction with a list frame of, say, 
high income earners. In the case of overlapping frames 
statistical techniques have been recently developed to 
resolve overlap. 3  

However, for the time being, the discussion will centre on 
list frames and will return later to area frames. It should also 
be noted, at this time, that a frame is required for both cen-
sus and sample surveys. 

Finding an Adequate Sampling Frame 
One of the first problems in sample design is finding a 
suitable frame for the survey population. 

The frame plays a central role in the design of a survey. It 
determines how well a population is covered, affects the 
method of enumeration and influences the efficiency with 
which a sample can be designed. 

Thus, in the case of a mail or telephone survey, it is essential 
that the units of the frame have accurate addresses or 
telephone numbers. 

It is also desirable that the units of the frame contain aux-
iliary information so that an efficient sample plan can be 
developed. In the case of a business or agricultural survey, it 
might be desirable for the frame to contain information on 
the size (number of employees, acreage) and/or location of 
the units. 4  

In the case of business surveys requiring financial informa-
tion, it is also essential to know where financial statements 
are kept, the units to which they apply, not to mention the 
location of the people who can provide access to such often 
classified information. 

There are many cases where frames already exist. When it 
comes to specific populations such as hospitals with cancer 

2. Hierarchy of frames is used in conjunction with multi-stage 
sampling. For a fuller explanation, see Chapter 4. Further, for 
simplification purposes, a hierarchy of frames will also be refer-
red to as an area frame within the context of this manual. 

3. These techniques are described in H.O. Hartley, Multiple Frame 
Surveys (Proc. Stat. Sect. Amer. Stat. Assoc., 1 962) pp. 203-206, 
also H.O. Hartley, Multiple Frame Methodology and Selected 
Application (Sankhya C 361974) pp. 99-1 18. 

4. The manner in which such information can be used to efficiently 
design a sample is explained in Chapter 4. 



treatment facilities, business establishments engaged in 
foreign trade, persons receiving pension or job disability 
payments, administrative files are usually available. Often 
these can be adapted for use as sampling frames. 

Yet, frames do not always lend themselves perfectly to the 
survey at hand. To illustrate the problems which can arise, 
consider the following example: 

Suppose that the population of interest consists of the 
members of an association, such as the Association of Pro-
fessional Engineers of Ontario (APEO). 

According to APEO rules, each applicant must be a resident 
of Ontario and have a recognized degree in any discipline of 
engineering along with a minimun of two years experience. 
The registration must also be accompanied by an annual 
membership fee of $60. 

Suppose now that the objective of the survey is to deter-
mine the average income earned by members of this 
association in a given year. In this case, the frame is, very 
simply, a list of the members. 

However, there are a number of problems that may arise 
with respect to the suitability of such a list. In the first place, 
there is the issue of undercoverage, where not all elements 
that shoulb1icTifded in the population are on the list or 
frame. The frame may not contain the names of all eligible 
members. There may be newly qualified engineers who have 
not yet applied. Or there may be some who have applied, 
but who have not yet been registered due to delays in pro. 
cessing. 

Secondly, there is the problem of overcoverage where 
elements that are listed on the frame are not bona fide 
miñ5of Mep6_p_5raTR6W.—A- is —cah Tall outof-date very 
quicklyàrners riiáy Have moved to a different pro-
vince; some may have died; or there may be members still 
listed who are no longer practising engineers. 

Finally, there is the problem of duplication. Duplication often 
arises when the frame is made up of a combination of lists 
which have ove!lapping memberships. It can also arise 
when several lists are merged. lithe APEO survey was na-
tional in scope, the frame might have been established by 
merging the lists from all provinces. Again, the rules state 
that a member of the APEO can keep a non-resident 
membership even if he or she decides to move to another 
province. Since some members of the Association might be 
registered in more than one province, their names may ap. 
pear several times on the combined list. 

These are only some of the problems associated with 
frames. Depending on the circumstances, one might decide 
to (i) discard the list and use or create another or (ii) use the 
existing list and ignore its defects or (iii) adjust the list 
through updating or linking it with other files or (iv) use 
multiple frames. 

Since the frame provides the means of accessing or getting 
to a population, its quality is of crucial importance. Potential 
frames should be carefully evaluated early in the planning 
stage to assess the extent of the defects and their potential 
impact on the results of the survey. 

2.1.3 Survey Units 

For the purpose of sample selection, the population should 
be divisible into a finite number of distinct, non-overlapping 
and identifiable units called sampling units, so that each 
member of the population belongs to only one sampling 
unit. 

Naturally, the type of sampling unit depends on the nature 
of the study. A dwelling may be considered as the sampling 
unit in a family expenditure survey; a farm or plot in a crop 
Survey; or a business establishment 5  in an employee payroll 
survey. 

Sampling units may or may not correspond to the units of 
analysis. An example where the sampling unit may be dif-
ferent from the unit of analysis is the case of a household 
survey. The units selected may be dwellings, whereas the 
units of analysis would be people or families. In addition, 
two other kinds of units: respondent units and units of 
reference can also come into play. 

The respondent unit is that unit which provides the informa-
tion. The unit of reference is that unit about which informa-
tion is obtained from the respondent. In many cases, these 
units are identical, but, on occasion, they can be different. 

To illustrate the various units, consider the following examS 
pie: 

The objective is to determine the research and development 
activities of large Canadian businesses. In such a survey, the 
sampling unit could be the company. The unit of analysis 
might be those companies with research and development 

5. In Statistics Canada a business establishment is broadly defined 
as the smallest unit for which a set of separate financial records 
are kept. 
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activities exceeding $50,000 in 1980. The respondent unit 
might be the Head of Research and Development within 
each company. Finally, the unit of reference could refer to 
the division(s) within each company engaged in research 
and development activities. 

Now that the sample design specifications of the sample 
plan have been partially fulfilled, the investigator is ready to 
determine the size of the sample and the way in which it will 
be selected. However, before going on to these steps, it is 
necessary to have some understanding of those factors 
which affect accuracy. The next chapter provides a brief ex-
planation of sources of error which affect the accuracy of 
survey results. This will in turn provide the criteria by which 
one can compare the various sampling schemes. It will also 
provide a basis for determining the sample size of a survey. 
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In the lexicon of survey terms, accuracy refers to the dif-
ference between a survey result and the true value of a 
characteristic of the population. Precision, on the other 
hand, refers to the difference between a sample estimate 
and the result that would be obtained from 100% enumera-
tion. 

In surveys there are two basic types of error which arise: 
sampling error and non-sampling error. 

3.1 sampling Error 
Sampling er-or is the error attributed to studying a fraction 
of the popu'ation rather than carrying out a census under 
the same general conditions. 

The extent of this error depends on a multitude of factors. 
For example, the size of the sampling error generally 
diminishes as the size of the sample increases. However, 
size is not the only consideration. The nature of such 
aspects as the variability of the characteristic of interest in 
the population, the sample design and the estimation 
method will also have an impact on the extent of the error. 
Through the development of an efficient sample plan, where 
proper use is made of available information in developing 
the sample design and estimation procedure, the sampling 
error can be reduced 

3.2 Non-Sampling Errors 
Non-sampling errors, on the other hand, are present in both 
somple surveys and censuses. They can arise during the 
course of virtually all survey activities such as a result of er-
mrs in the frame, or difficulties in establishing precise opera-
tional definitions. Sometimes, respondents may not be will-
ing to provide correct information, or if they are, they may 
interpret the questions in different ways. Or, in the later 
stages of the survey, there may be mistakes in the process-
rig operations. All of these situations contribute to non-

sarrip/ftig errors.' 

Since both sampling and non-sampling errors affect the ac-
curacy of sample results, surveys are designed to minimize 
their levels to the extent possible. 

3.3 Measurement of Sampling Error 
Since it is an unavoidable fact that sample results are sub-
ject to sampling error, users must be given some indication 
of just what that error will be. Ideally, the way to assess it 
would be to measure the difference between the results of a 
sample estimate and a census. The "Catch 22" of determin-
ing sampling error in this way, is that survey sampling was 
devised to avoid a census. Therefore, taking a census to 
determine the sampling error of the survey estimate would 
be defeating the cause! 

Since it is seldom possible to measure this difference direct-
ly ,  the approach used is to determine the extent to which 
sample estimates based upon different possible samples of 
the same size and the same design differ from one another. 
In this way, one estimates the sampling error on the 
assumption that it is possible to draw repeated samples, us 
ing the same procedure. 

Guides to the precision (reliability) of sample results or 
potential size of sampling errors are provided through 
sampling variance, (defined on the basis of differences in the 
sample estimates observed in all possible samples), or the 
standard error (square root of the sampling variance) of the 
estimates. 

A relative measure of precision, which is frequently used in 
sample surveys, relates the standard error of an estimate t6 
its size. Such a measure is called the coefficient of variation. 
This measure is very useful in comparing the precision of dif-
ferent sample estimates, where their sizes or the scale of 
sample estimates differ from one another. 2  

Realistically speaking, one does not, of course, draw all 
possible samples to calculate the variance or the standard 
error of an estimate. However, if probabilitji samplihg 
methods (discussed in Chapter 4) are used, the sample 

I For some large scale surveys such as the Census of Population 
and Housing, and the Labour Force Survey, special studies have 
been designed to measure some major components of non 
sampling error. 

2. For the algebraic expressions of variance, standard error and 
coefficient of variation. See Appendix A, Section 1.2. 
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estimates and their associated measures of sampling error 
can be determined on the basis of a single sample. 

Estimates are often presented in terms of what is ca!leda 
confidence interval, to express precision in a meaningful 
way. A confidence interval constitutes a statement on the 
level of confidence that the true value for the population lies 
within a specified range of values. 

A 95% confidence interval can be described as follows: 
If sampling is repeated indefinitely each sample 
leading to a new confidence interval, then in 95% 
of the samples the interval will cover the true 
population value. 3  

To further illustrate how measures of precision are related to 
one another, consider a sample survey on Canadian smok-
ing habits. Let us suppose that the proportion of persons ag-
ed 15 and over in Canada who smoke is estimated to be 40, 
with an estimated variance of .0004, then 

the estimated standard error is 	0004 = .02 
the estimated coefficient of variation is 

02 	05 
.40 
and a 95% confidence interval is between 36 and A4. 
By this, one means that, with 95% confidence, between 
36% and 44% of the target population is made up of 
people who smoke. 4  

In comparing different probability sampling schemes, 
reference will be made to a statistical term called efficient'y. 
A particular sampling scheme is said to be more efficient' 
than another if, for a fixed sample size, the sampling 
variance of survey estimates for the first scheme is less than 
that for the second. Often comparisons of efficiency are 
made with simple random sampling (see Chapter 4, Section 
4.1) as a basic scheme using the ratio of their variances. This 
is referred to as a design effect. 

G.W. Sriedecor, W.G. Cochran, Statistical Methods, (Iowa Universi-
ty Press, 1967) p.8. 

Assuming the so-called normal distribution holds, the range of 
values is determined to be approximately two standard errors 
above and below the estimate. 



CHAPTER 4 
PROBABILITY SAMPLING 



I - 

:1 



Chapter 4 
Probability Sampling 

17 

There are basically two types of sampling methods: pro-
bability sampling and non-probability sampling. 

Probability sampling involves the selection of units from a 
population, based on the principle of randomization. It is 
further characterized by the fact that every unit of the 
population has a calculable probability of being selected in 
the sample. For a probability sample a theoretical basis is 
established for the process of extending the sample results 
back to the population. In addition, for well-designed pro-
bability samples, sampling error tends to be smaller than 
that of non-probability samples and can be measured. 

Selecting probability samples invariably involves the use of 
random numbers which are available in published tables or 
can be generated by computer algorithms. Random 
numbers are usually created by a mechanism, which, when 
repeated a large number of times, ensures approximately 
equal frequencies for the digits from 0 to 9 and also correct 
frequencies for various combinations of these digits. A ran-
dom number is then used to select one or more sampling 
units. 

There are various types of probability sampling schemes. A 
sample design uses a combination of one or more of these 
schemes and techniques. In the following section, descrip-
tions of these schemes are discussed with constant 
references to a survey on farm expenditures which, as 
described in the Preface is to determine what it costs to run 
a farm. 

4.1 Simple Random Sampling 
Simple random sampling (SRS) is a basic probability selec-
tion scheme in which a predetermined number of units from 
a population list is selected so that each unit on that list has 
an equal chance of being included in the sample. SRS also 
makes the selection of every possible combination of the 
desired number of units equally likely. In this way, each 
sample has, by definition, an equal chance of being selected. 
For the probability sampling schemes discussed here, units 
are drawn one at a time in successive draws. 

Sampling may be done with or without replacement. Sampl-
ing 'with replacement' allows for a unit to be selected on 
more than one draw. Sampling without replacement' 
means that once a unit has been selected, it cannot be 
selected again. 

Simple random sampling with replacement (SRSWR) and 
simple random sampling without replacement (SRSWOR) are 
practically identical if the sample size is a very small fraction 
of the population size. This is because the possibility that 
the same unit will appear more than once in the sample is 
small. Generally, sampling 'without replacement' yields 
more precise results and is operationally more convenient. 
For the purpose of the present discussion, all references will 
be to sampling without replacement, unless otherwise in-
dicated. 

As a means of illustrating the technique of simple random 
sampling, consider, then, the farm survey. The object will be 
to obtain estimates of just what it costs to run a farm in the 
prairies in a given year. 

The survey population for the study will be all farms in 
Alberta, Saskatchewan and Manitoba which received $250 
or more from the sale of agricultural products in 1981. 

It will be assumed that a suitable list of such farms is 
available or can be created from existing sources. Such a list 
will serve as the sampling frame. 

Now, suppose that the population list contains N = 153,000 
farms of which a sample of size n = 9,000 is needed. The 
next step is to decide how to select those 9,000 farms. 

Selection of the sample can be undertaken by using a table 
of random numbers (see Table 1, p. 18). In the selection pro-
cess, the first step involves selecting a six.digit number (six 
since this is the number of digits in 153,000). One can now 
begin the selection of a number anywhere in the table and 
then proceed in any direction. If the decision is made to pro-
ceed down the column, the first 9,000 six-digit numbers that 
do not exceed 153,000 will be selected. 

Suppose row 01 and columns 85 to 90 are selected as the 
starting point. Proceeding down these columns, the respec-
tive numbers are 18968, 25668, 98403, 74494, 144147, 
etc. The selection is continued until 9,000 different numbers 
are obtained. The result is a sample that consists of farms 
that carry these numbers in the listing of the population. (It 
should be noted that since the method under discussion is 
SRSWOR, any number which appears more than once must 
be subsequently ignored.) 

Although the use of the random number tables has been ex-
plained above in the context of manual selection, practically 
speaking, such a long list of farms would likely be in the 
form of a computer file and the sample would be generated 
by means of a computer program. 
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Table 1 

Table of Random Numbers 

50-54 	55-59 	60-64 	65-69 	70-74 	75-79 	80-84 	85-89 	90-94 	95-99 

00 59391 58030 52098 82718 87024 82848 04190 96574 90464 29065 
01 99567 76364 77204 04615 27062 96621 43918 01896 83991 51141 
02 10363 97518 51400 25670 98342 61891 27101 37855 06235 33316 
03 86859 19558 64432 16706 99612 59798 32803 67708 15297 28612 
04 11258 24591 36863 55368 31721 94335 34936 02566 80972 08188 

05 95068 88628 35911 14530 33020 80428 39936 31855 34334 64865 
06 54463 47237 73800 91017 36239 71824 83671 39892 60518 37092 
07 16874 62677 57412 13215 31389 62233 80827 73917 82802 84420 
08 92494 63157 76593 91316 03505 72389 96363 52887 01087 66091 
09 15669 56689 35682 40844 53256 81872 35213 09840 34471 74441 

10 99116 75486 84989 23476 52967 67104 39495 39100 17217 74073 
11 15696 10703 65178 90637 63110 17622 53988 71087 84148 11670 
12 97720 15369 51269 69620 03388 13699 33423 67453 43269 56720 
13 11666 13841 71681 98000 35979 39719 81899 07449 47985 46967 
14 71628 73130 78783 75691 41632 09847 61547 18707 85489 69944 

15 40501 51089 99943 91843 41995 88931 73631 69361 05375 15417 
16 22518 55576 98215 82068 10798 82611 36584 67466 69377 40054 
17 75112 30485 62173 02132 14878 92879 22281 16783 86352 00077 
18 08327 02671 98191 84342 90813 49268 95441 15496 20168 09271 
19 60251 45548 02146 05597 48228 81366 34598 72856 66762 17002 

20 57430 82270 10421 00540 43648 75888 66049 21511 47676 33444 
21 73528 39559 34434 88596 54086 71693 43132 14414 79949 85193 
22 25991 65959 70769 64721 86413 33475 42740 06175 82758 66248 
23 78388 16638 09134 59980 63806 48472 39318 35434 24057 74739 
24 12477 09965 96657 57994 59439 76330 24596 77515 09577 91871 

25 83266 32883 42451 15579 38155 29793 40914 65990 16255 17777 
26 76970 80876 10237 39515 79152 74798 39357 09054 73579 02359 
27 37074 65198 44785 68624 98336 84481 97610 78735 46703 98265 
28 83712 06514 30101 78295 54656 85417 43189 60048 72781 7260 
29 20287 56862 69727 94443 64936 08366 27227 05158 50326 5956 

30 74261 32592 86538 27041 65172 85532 07571 80609 39285 65340 
31 64081 49863 08478 96001 18888 14810 70545 89755 59064 0721C 
32 05617 75818 47750 67814 29575 10526 66192 44464 27058 40467 
33 26793 74951 95466 74307 13330 42664 85515 20632 05497 33625 
34 65988 72850 48737 54719 52056 01596 03845 35067 03134 70322 

35 27366 42271 44300 73399 21105 03280 73457 43093 05192 48657 
36 56760 10909 98147 34736 33863 95256 12731 66598 50771 83665 
37 72880 43338 93643 58904 59543 23943 11231 83268 65938 81581 
38 77888 38100 03062 58103 47961 83841 25878 23746 55903 44115 
39 28440 07819 21580 51459 47971 29882 13990 29226 23608 1587 

40 63525 94441 77033 12147 51054 49955 58312 76923 96071 0581 
41 47606 93410 16359 89033 89696 47231 64498 31776 05383 39902 
42 52669 45030 96279 14709 52372 87832 02735 50803 72744 8820E 
43 16738 60159 07425 62369 07515 82721 37875 71153 21315 0013 
44 59348 11695 45751 15865 74739 05572 32688 20271 65128 14551 

45 12900 71775 29845 60774 94924 21810 38636 33717 67598 82521 
46 75086 23537 49939 33595 13484 97588 28617 17979 70749 3523 
47 99495 51434 29181 09993 38190 42553 68922 52125 91077 4019 
48 26075 31671 45386 36583 93459 48599 52022 41330 60651 91321 
49 13636 93596 23377 51133 95126 61496 42474 45141 46660 4233k 

Source: Rjr:i ( r)riv:n 	 in(1c)m'nhc:r 
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Figure 1: 
Simple Random Sample (Illustrated) 

4.2 Systematic Sampling 
The use of simple random sampling can be a long and 
tedious process if both the sample and the population are 
large, and particularly if the sample is selected manually. In 
such instances, systematic sampling is a more commonly 
used selection prcx:edure. 
Systematic sampling involves selecting units from a list us-
ing a selection interval (K), so that every Kth element on the 
list, following a random start selected between 1 and K, is in. 
cluded in the sample. If the population size N is an exact 
multiple of the desired sample size n, then K =-- Systematic 
sampling, therefore, requires a sampling interval and a ran-
dom start. 

Consider the farm survey. Suppose that n = 9,000 farms are 
to be selected using systematic sampling from N = 153,000 
farms. The selection interval here is K = -= 154:888 = 17. 
If the random start number generated between 1 and 17 is 
4, then the units in the sample would correspond to the 
farms numbered 4, 21, 38, 55, 72, 89, etc. Once the sampl-
ing interval is determined, the random selection of the star-
ting point determines the whole sample. In this case, there 
are 17 such possible samples that can be chosen. 
Where N is not a multiple of n, the easiest solution is to use 
the whole number just below or above K as the interval. This 
usually results in a sample that is slightly larger or smaller 
than the initial sample required. For practical purposes, it 
may be easier to round down in computing the interval K, so 
that the sample is larger, and then perform systematic dele-
tions. As another alternative, the sample can be selected by 
a technique referred to as circular systematic sampling. This 
method consists of choosing a random start between 1 and 

N and thereafter, every Kth unit in a cydical manner, until a 
sample of n units is obtained, where K is the integer nearest 
to-- 

Figure 2: 
Systematic Sample Selection Techniques 

Example: N = 11, n = 3, K = 4. 

linear systematic sample random start (2) selected units (2, 
6, 10) 

1 .c:L 3 ' 5 Q 7 8 9 Q 11 

circular systematic sample random start (6) selected units 
(6, 10,3) 

Systematic sampling has two advantages over simple ran-
dom sampling. First, the sample is easier to draw since only 
one random number is required. Secondly, it tends to 
distribute the sample over the listed population in a more 
even way. Higher precision is often associated with 
systematic sampling, especially if the arrangement of the 
units in the list is related to the characteristic of interest. 
In the farm survey, farms might be listed in geographic 
order, that is from the south-east to the north-west of a pro-
vince. If the geographic location of farms is related to farm 
expenditures, systematic sampling can be more efficient 
than simple random sampling because of its tendency to 
scatter the sample throughout the province in a more even 
way. 

There is, however, a disadvantage with the systematic tech-
nique. Usually it is referred to as periodicity. It is difficult to 
conceptualize the problem of periodicity. It occurs if or when 
the list is arranged in a cyclical way. This cyclical pattern in 
turn may coincide with the sampling interval in such a way 
as to yield samples that are not representative of the 
population. 
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To appreciate the nature of the problem, consider the follow-
ing example. 
If the goal of a survey is to estimate the number of vehicles 
entering a provincial park over a period of a month, a sam-
pie of days might be selected and the total number of 
vehicles entering the park during selected days observed. If 
days are arranged in order, then a sampling interval of seven, 
for example, will consistently yield the same day of the 
week. However, traffic varies from day to day. Thus, coun-
ting vehicles that drive through on a Monday may give the 
researcher an altogether different result than counting 
vehicles which arrive on a Saturday. 

Figure 3: 
Systematic Sample (Illustrated) 

The fact is, if the elements of a list are believed to be arrang-
ed in a cyclical manner, then simple random sampling may 
be the appropriate alternative. 

4.3 Stratified Sampling 
In the case of simple random sampling, the selection of the 
sample is left entirely to chance. All that is required to select 
a sample is a population list and the use of random 
numbers. No use is made of any relevant information which 
might be available for members of the population. Stratified 
sampling is a technique which uses such information in 
order to increase efficiency. Stratified sampling involves the 
division or stratification of a population into relatively 
homogeneous groups called strata and the selection of 
samples independently in each of those strata. 

To understand how the use of relevant information reduces 
sampling variance, consider a survey of cigarette smokers. 
The goal is to determine the proportion of smokers in the 
population. It is clear that the sample selected must proper-
ly represent both men and women, especially if it is true 
that more men light up than do women! The proportion of 
smokers is also known to vary considerably between age 
and occupational groups. Therefore, it would be desirable to 
select a sample which properly represents each of these 
gros. By using relevant information about a population, 
stratified sampling reduces the possible samples which can 
be selected to those which provide a better representation of 
the population. 
Stratified random sampling, in particular, involves dividing 
the population into strata, and then selecting simple ran-
dom samples from each of the strata. Stratification variables 
may be geographic (region, province, rural/urban) or non-
geographic (income, age, sex, number of business 
employees, etc.) It should be kept in mind that stratification 
is limited only to those items of information which are 
available on the frame. 

Figure 4: 
Stratified Random Sample (Illustrated) 

4.3.1 Advantages of Stratified Sampling 
Basically, stratified sampling attempts to restrict the possi-
ble samples to those which are 'less extreme' by ensuring - 
that all parts of the population are represented in the sam-
ple. it follows that the more homogeneous the groups, the 
greater the precision of the sample estimate. 

Sometimes, separate stratum estimates are required at the 
stratum level. in household surveys, for example, estimates 
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may be required by province, income group, occupation, 
age group, urban size group, etc. In business surveys, 
estimates are often required by Standard Industrial 
Classifications and Standard Geographical Classifications. 1  
Stratified sampling ensures that each sub-population is ade 
quately represented in the overall sample. 

Stratified sampling is administratively convenient. It can 
enable a survey organization to control the distribution of 
fieldwork among its regional offices. Also, for large complex 
surveys, stratified sampling can facilitate sample design 
work by enabling such work to be carried out within opera-
tionally manageable units. 

Sometimes, different parts of the population may call for dif-
ferent sampling procedures. In the study of human popula-
tions, a different procedure may be used to sample persons 
in sparsely populated rural areas than that used for the 
more densely populated urban areas. There may also be dif -
ferences in the lists available for different parts of the 
population. 

In the farm expenditure survey, it is desirable to stratify the 
population of farms on the basis of information which is 
highly related to the cost of running a farm. If it is the case 
that farm expenses vary with the size of farm and that ex-
penses vary with the type of farming activity, one may con-
sider size (acreage) and type of farming (crops, livestock, 
other, etc.) as appropriate stratification variables. If separate 
estimates are required by province, the list of farms may be 
further stratified by province. 

However, in order to group the population of farms by pro-
vince, by size classes and by type of farming, such informa-
tion must be available for all farms on the sampling frame. 
Assuming these strata can be formed, one may then pro-
ceed to select random samples of farms from each of the 
strata. (See Table 2, p.  21). 

4.3.2 Sample Allocation 
An important consideration in stratified sampling is the way 
in which the total sample size is allocated to each of the 
strata. This may be done on a proportionate or dispropor-
tionate basis. 

With Proportional Allocation, the sample allocated to each 
stratum is proportional to the total number of units in the 

Standard Industrial Classification is a scheme developed by 
Statistics canada which classifies industries on the basis of their 
principal activities. This scheme consists of 11 divisions which 
indude all branches of economic activity. Statistics Canada has 
also developed the Standard Geographical Classification, a 
system for identification and coding of geographical areas. This 
system employs unique code numbers which reflect municipal 
boundaries and has a list of place names related to these units. 
The objective of the system is to make available a standard set 
of geographical units which can be used by Statistics Canada 
and others to facilitate the comparison of statistics for particular 
areas. 

stratum. That is, the sampling fraction in each stratum is 
made equal to the overall sampling fraction of the popula-
tion. 

In the farm survey, the first stratum in Alberta contains 
20,000 = 2 

50,000 5 

of all farms in Alberta. 

If a sample size of say 3,000 farms is to be proportionately 

allocated to the strata in Alberta, then (-x 3,000) = 1,200 

farms would be allocated to the first stratum. The sample 
allocation to the strata in Alberta is given in Table 3 on page 
22 . 2  

Table 2: 

Example of Sample Allocation to Strata 

Province: Manitoba 	Strata 

Size 
Type of (Acreage) 
Farming Class Total 

0250 251-500 501 + 

Crops 25,000 7,000 2,000 34,000 
Livestock 7,000 5,000 3,000 15,000 
Other 4,000 3,000 4,000 11,000 

Total 36,000 15,000 9,000 60,000 

Province: Saskatchewan 

Size 
Type of (Acreage) 
Farming Class Total 

0-250 251-500 501 + 

Crops 18,000 9,000 1,000 28,000 
Livestock 4,000 2,000 2,000 8,000 
Other 4,000 2,000 1,000 7,000 

Total 26.000 13,000 4,000 43,000 

Province: Alberta 

Size 
Type of (Acreage) 
Farming Class Total 

0-250 251500 501+ 

Crops 20,000 8,000 5,000 33,000 
Livestock 6,000 3,000 2,000 11,000 
Other 4.000 1,500 500 6,000 

Total 30,000 12,500 7,500 50,000 

2. The data used here is for illustration only 
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Table 3: 

Example of Proportional Allocation 

Provmce: Alberta 

Size 
Type of (Acreage) 
Farming Class Total 

0-250 251-500 501 + 

Crops 1,200 480 300 1,980 
Livestock 360 180 120 660 
Other 240 90 30 360 

Total 1800 750 450 3000 

if the variaLiilitv 	nicng 	Hts difiers substantially it Cm 
stratum to stratum or the cost per interview differs between 
strata, a disproportionate allocation scheme known as Op-
timum Allocation may be considered. 

Optimum Allocation is intended to increase the sampling 
rates in those strata in which the variances are relatively 
larger, and to decrease the sampling rates in those strata in 
which the cost of an interview is relatively greater. However, 
in order to use this scheme, accurate information on 
stratum variances and interview costs is required. 

Where the consideration of differential interview costs 
among strata is ignored, this allocation scheme reduces to 
what is referred to as Neyman Allocation. 

Another disproportionate allocation scheme is called X-
Proportional Allocation. This scheme is not concerned with 
the number of elements, but rather measures of their size 
(such as farm acreage). This scheme can be used when 
sampling units differ in size and the size is highly correlated 
with the characteristics of interest. Instead of allocating a 
sample proportionally to the total number of units in a 
stratum as in the case of proportional allocation, the sample 
is allocated proportionally to the total size of all units in a 
stratum. 3  

Disproportionate allocation schemes may also be used 
when the strata themselves are of principal interest. Sup-
pose that estimates of farm expenditures are required for 
each of the three prairie provinces. In this case, it would be 
important to ensure that each province be allocated a suffi-
cient part of the overall sample to enable such estimates to 
have sufficient reliability. In the farm survey, each province 

has therefore, been allocated 3,000 units out of the total 
sample size of 9,000. 

So far, only simple random sampling has been discussed in 
the context of stratification. But, since stratification is a 
technique for structuring the population, it can be used with 
any of the sampling techniques that will be discussed. 

4.4 unequal Probability Sampling 
In the case of simple random and systematic sampling, 
units are selected with equal probability. Probability sampl-
ing methods require that every unit in the population has a 
calculable probability of selection. Thus, there is no restric-
tion that units be selected with equal probability. 

If sampling units vary in size and these sizes are known, 
such information may be used in the sample selection pro-
cess to increase efficiency. A sampling technique in which 
SIZC measures are considered in selecting the sample is refer -
red to as sampling with probability proportional to size 
(PPS). 

Suppose now, that the cost of running a farm is directly 
related to its size. The effect of using size information in the 
selection of the sample can be explained by the following ex-
ample. Here the survey on farm expenditures has been 
simplified to the selection of farms from a smaller popula-
tion or stratum. 

Farm Acreage Farm Expenditures ($) 

1 50 26,000 
2 1,000 470,000 
3 125 63,800 
4 300 145,000 
5 500 230,000 
6 25 12,500 

2,000 947,300 

If one farm is selected with equal probability to represent 
the population of six farms without taking its size into ac-
count, the selection of a small farm (say Farm #1) would 
tend to yield an underestimate of total farm expenditures 
(26,000 x 6 = 156,000) while the selection of a large farm 
(say Farm #5) would tend to yield an overestimate (230,000 
x 6 = 1,380,000). 

The estimate would, however, be unbiased as the following 
table demonstrates. 4  

3 for an algcbra:c ciescr:otico of the various allocation schemes 
p .Auperidi. A 

4 An estimator is unbiased it the values associated with all possi-
ble samples will average to the population value. Strictly speak-
ing, an estimator is a mathematical rule. An estimate on the 
other hand is a specific value assumed by an estimator for a 
given sample For simplicity, only the term estimate will be us- 



23 

Estimate 

	

Farm 	 of Total 
Farm 	Acreage 	Expenditures 	Expenditure ($) 

1 	 50 26,000 x 6 = 156,000 
2 	1,000 470,000 x 6 = 2,820,000 
3 	 125 63,800x6= 382,800 
4 	 300 145,000 x 6 = 870,000 
5 	 500 230.000 x 6 = 1,380,000 
6 	 25 12,500x6= 75,000 

2,000 	 5,683,800 

(average = 5,683,800 = 947,300) 

On the other hand, if Farm #2 were selected, one might 

reason that since it accounts for 	50% of the total 

acreage of all farms, it might also account for 50% of the 
total expenditure. Under such an assumption, the estimate 

of total farm expenditures would be 470,000 x 	= 
940,000. Estimates associated with each of the oher six 
farms is given below. 

Estimate 
Farm of Total 

Farm Acreage Expenditures 	Expenditure ($) 

1 50 26,000 x (2000/50) = 1,040,000 
2 1,000 470,000 x (2000/1 000) = 940,000 
3 125 63,800 x (2000/125) = 1,020,800 
4 300 145,000 x (2000/300) = 966,667 
5 500 230,000 x (2000/500) = 920,000 
6 25 12,500 x (2000/25) = 1,000,000 

2,000 	 (average) 981,245 

In the table immediately above, one can easily see that the 
estimates associated with each farm, tend, on an average, to 
be closer to the actual farm expenditure (= 947,300) than 
the estimates in the previous table which ignore farm size. 
One might also note that if farm expenditures were exactly 
proportional to farm acreage then any farm could be 
selected and used to estimate the total farm expenditures of 
the population. 

Although the estimates in the last column of the table above 
tend to be close to the actual population value, the estimate 
is biased, since the average over all possible samples does 
not equal the population value (1,040,000 + 940,000 
+ 1,020,800 + 966,667 + 920,000 + 1,000,000) / 6 = 
981,245 947,300). In this table one can see that there is a 
tendency on the average to overestimate the actual value. 

By varying the probabilities with which a unit is selected ac-
cording to its size (that is, selecting the units with probabili-
ty proportional to size) one can ensure that the estimate is 
unbiased. These probabilities of selection appear in the 
following table. 

	

Estimates of Total 	 Probability of 
Farm 	- 	Expenditures ($) 	 Selection 

2,000 	 50 
1 	 1,040,000 	 2,000 

MKIR 

	

 940,000 	 2,000 

125 
3 	 1,020,800 	 2,000 

300 
4 	 966,667 	 2,000 

500 
5 	 920,000 	 2,000 

25 
6 	 1,000,000 	 2,000 

2.000 

In this case, the average value of the estimate over all possi-
ble samples 

= 50 	 000 	 125 
2,000 (1,040,000 x--) + (940.000 x ---) + (1,020,800 x 

+ (967.667 x -) + (920.000 x-- gg) + (1,000,000 x-ao) 

= 947,300 

Here, the number of acres is referred to as a size measure of 
the farms. In selecting a sample of farms with PPS, Farm #2 
has a higher probability of being in the sample since it is 
larger than any other farm. Similarly, Farm #5 has a higher 
probability of selection than Farms #1, #3, #4 or #6. 

Generally, sampling with probability proportional to size 
should be considered when accurate measures of size are 
available for sampling units and where there is a strong cor-
relation between size and the characteristics of interest. 

There are a number of procedures to select units with pro-
bability proportional to size. Two of these methods are ex-
plained in the following pages but, neither can be under-
taken without the development of a crucial first step: the 
cumulation of size measures for each of the farms. The 
following table contains a range of numbers to facilitate the 
mechanical selection of the farms. 
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Table 4 

Framework For PPS Selection 

	

Cumulative 	 Farm 
Farm 	Acreage 	 Size 	Range Expenditure 

50 50 1-50 26000 
1000 1050 51-1050 470000 

125 1175 1051-1175 63800 
300 1475 1176-1475 145000 
500 1975 1476-1975 230000 
25 2000 1976-2000 12500 

4.4.1 Probability Proportional to Size - Random 
Method (PPS-Random) 

With PPS random sampling, a random number between 1 
and 2000 is selected. Subsequently, the farm corresponding 
to the range in which the random number falls is selected. If, 
for example, the random number 100 is drawn, then the 
farm associated with the range 51-1050 (Table 4) is selected. 
In this case Farm #2 would be selected. Since a random 
number between 1 and 2000 will fall in the range of

1000 51 -1050 with probability -- 	= -- the probability 
that Farm #2 will be selected is seen to be proportional to its 
size. With this method, more than one unit can be selected 
either with or without replacement. In the case where more 
than one unit is selected, without replacement, complica-
tions arise both in attempting to keep probabilities directly 
proportional to size and in estimating the sampling 
variances of survey estimates. 

The problems are even more serious when more than two or 
three units are selected with PPS without replacement, and 
in fact, is the subject of considerable research. 5  

A second widely.used method of PPS sampling without 
replacement is PPS-Systematic. 

4.4.2 Probability Proportional to Size - 
Systematic Method (PPS-Systematic) 

PPS systematic, ensures that the probabilities of selection 
are proportional to size and is fairly easy to apply. Suppose 
then, that two units are to be selected from Table 5. The 

sampling interval K = cumulativesize = 2000 = 1000 is 
sample size 	2 

first determined. A random start number between 1 and 
1000 is then drawn. Subsequent numbers are determined 
by repeatedly adding the sampling interval to the ac- 

cumulated total. The farms corresponding to the ranges in 
which the random numbers fall are then selected in the sam-
ple. For example, if the random number drawn between 1 
and 1000 is 69, then in a sample of size 2, the next number 
is 1069. Since 69 falls in the range 51-1050 and 1069 falls in 
the range 1051-1175, farms 2 and 3 are selected in the sam-
ple. 

A third widely-used method combines elements from the 
two discussed here. In the randomized systematic method 
with probability proportional to size, the order of the sampl-
ing units is first randomized and a systematic sample is then 
selected with PPS. 

Yet, these methods do pose certain problems. For example, 
if the size of any unit is greater than the interval, it may just 
be selected more than once. This problem can only be over-
come by placing such large units into separate strata and 
sampling them independently. A second problem deals with 
the difficulty of estimating sampling variances. 5  

For the most part, the problem with PPS sampling centres 
on the size measures of the sampling units. In order for PPS 
to be efficient, size measures must be accurate. Often, 
however, size measures go out of date quickly. Business 
surveys provide a prime example of this changeability 
where the 'size' (e.g. number of employees) can change 
substantially over time. Considering this, it is often 
preferable to stratify by broad size classes for which class 
membership is fairly stable. 

Up until now, the discussion on size measure has referred to 
the largeness of a unit (i.e. acres). Later on, it will be seen 
that a size measure can also refer to the number of elements 
contained within sampling units. 

List Samples and Area Samples 
So far, the presentation of probability sampling schemes has 
been concerned with 'list samples' where the sample is 
selected from a complete list of units of the survey popula-
tion. 

If such a list of units for the survey population is not 
available or is inadequate (e.g. out-of-date), a list may have 
to be constructed for the survey. In the event that the cost 
and time of creating a list of all units in the survey popula-
tion is prohibitive, attention is directed to methods in which 
the creation of lists may be confined to a limited number of 
geographical areas. 

Further, a sample selected from a geographically dispersed 
population is likely to be very widely dispersed as well. This 
may not pose a problem in the case of mail surveys but is of 
great concern for surveys which require on-site personal in-
terviews or observation. To reduce travel costs, one can con-
sider techniques in which the resulting sample may be con-
centrated within a number of geographical areas. 

5. Much of this research is contained in the writings of Horvitz and 
Thompson (1952), Yates and Grundy (1953), Rac, Hartley and 
Cochran (1962) and Fellegi (1963). (For full references, see 
Bibliography.) 

6. These problems are discussed in W.S. Connor (1966), M.A. 
Hidiroglou and G.B. Gray (1981) and G.B. Gray (1971). (For full 
references, see Bibliography.) 
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In the absence of a suitable sampling frame and/or when 
one is laced with a widely dispersed population where travel 
cost may be a key factor, area sampling techniques may be 
used. 

Area Sampling' involves the selection of geographical areas. 
The requirements for an up-to-date list is confined to areas 
in which the sample itself is concentrated. The probability 
sampling schemes used in area sampling are cluster and 
multi-stage sampling. 

4.5 Cluster Sampling 
In order to use cluster sampling, a population has to be 
structured in terms of a hierarchy. Consider people who live 
in a city. Their homes form the base of that hierarchy. Those 
homes in turn make up city blocks and ultimately the city 
blocks make up the city. 

The process of sampling city blocks or dwellings in order to 
select a sample of the people who live within them is called 
cluster sampling. 

There are many advantages to cluster sampling. 

Sometimes situations arise where a list of units for the 
survey population (e.g. people) is not available or is out-of-
date. However, lists of city blocks are available or can be 
easily obtained from such sources as the Census of Popula-
tion and Housing. An advantage here is that the lists of peo-
ple required is necessary only for selected clusters. 

Another advantage of cluster sampling is that it concen- 
trates a sample into compact groups. This reduces costs 

Figure 5: 
Cluster Sample (Illustrated) 

associated with travel between units as well as the 
necessary supervision of fieldwork and the calibacks of non-
respondents. 

To further illustrate the technique, consider an area frame 
composed of Census Enumeration Areas (EAs). In the farm 
survey, one might consider only those EAs which contain 
the headquarters of at least one farm. A sample of these EAs 
might be selected and then all the farms within the selected 
EAs could be listed and selected for the interview. 

One of the disadvantages of cluster sampling is that it usual-
ly yields less efficient estimates than a simple random sam-
ple. The problem is that neighbouring elements tend to be 
more alike. 7  The farm survey provides an excellent example 
since neighbouring farms tend to have the same kind at soil 
and terrain; characteristics they do not share with distant 
farms. 

The problem extends itself to human populations, as well. 
People living within a district of a city are more likely to 
share similar social and economic characteristics as a group 
than the population of a city as a whole. The same relation 
holds true for individual families. People who share a roof 
are likely to have more characteristics in common than 
members of the population at large. 

Occasionally, when the relationship among the members of 
clusters is such that they are more dissimilar with respect to 
the characteristics of interest than the survey population in 
general, cluster sampling is more efficient than simple ran-
dom sampling. In the Labour Force Survey, for example, 
labour force participation is negatively correlated among in-
dividuals in households (occupied dwellings). The use of 
households as clusters in this case is more efficient than 
selecting an equivalent number of persons taking one per. 
son per household. 

In fact, the more heterogeneous the clusters are within 
themselves, the more efficient the cluster sample is likely to 
be. This is lust the opposite of what is required in the 
stratification of a population, where the strata should be as 
homogeneous as possible. But, if there is a superficial 
resemblance of clusters to strata, it is because a cluster, like 
a stratum is a grouping of members of the population. 
Where the two differ is in the methods used to select the 
sample. In stratified sampling, each stratum is sampled in-
dependently. In cluster sampling, a sample of clusters is 
selected. Cluster sampling is applied to groups of population 
members where each group is considered a single unit in the 
selection process. 

For maximum precision in duster sampling, it is therefore 
desirable that the units which comprise clusters vary as 
much as possible. Since, it has already been seen that units 
within a cluster tend to be similar, it is better to survey a 
large number of small clusters than a small number of large 
clusters. 

- 

7. This problem is treated algebraically in Section 1 .5.3 of 
Appendix A. 
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Consider again the farm survey. While the EAs are the 
smallest geographical units for which lists and information 
is readily available, it might be desirable to select units that 
are smaller. This might be done by breaking each EA into 
segments, or smaller size clusters. These segments could 
then be selected rather than the EAs. 
However, one of the disadvantages is that all LAs would 
have to be subdivided into segments to construct the frame. 
Such an operation would be costly and time consuming. 
Also, breaking EM into segments would likely mean a 
greater geographic spread in their location, and again, this 
would increase the travel costs involved. 
To avoid excessive loss of efficiency associated with the 
selection of large clusters such as EAs, and to avoid ex-
cessive travel costs, and complexities in the construction of 
the frame associated with selection of smaller clusters 
(segments), one might consider a scheme which involves 
selecting the required number of segments from a predeter-
mined number of selected EAs as in the case of multi-stage 
sampling. 

4.6 Multi-Stage Sampling 
Multi-stage sampling refers to a process of selecting a sam-
ple in two or more successive stages. It involves a hierarchy 
of different types of units. Each 'first-stage' unit is potentially 
divisible into second-stage' units and so on. 
At each stage of sampling, a good sampling frame is re-
quired. Initially, it consists of a list of all the first-stage units. 
A specified number of first-stage units is then selected from 
this frame. 
For the second stage of selection, a frame is required for the 
second-stage units within the larger units which have 
already been selected at the first stage. In fact, one of the 
advantages of multi-stage sampling is that units selected at 
one stage provide the frame for the next stage of sampling. 
The sampling units at the first stage are called primary 
sampling units, while the sampling units at the second stage 
are called secondary sampling units. Primary sampling units 
may be EM, groups of EAs, census subdivisions or even city 
blocks. 8  
In the farm survey, one can select Enumeration Areas on the 
basis of a list (possibly stratified) of such EA5. Within 
selected EAs, a list of smaller areas called segments may 
then be prepared for each EA (a segment being one of the 
equal divisions of an enumeration area). Such lists would 
provide the frame for the second stage of selection. 
Next, farms from these selected segments may be listed in 
the field, and a sample of farms selected from that list. Such 
a process provides an example of a three-stage sample 
design. 

8. The data source which often serves as the basis for the creation 
and selection of such higher stage units is the census of Popula-
tion and Housing 

The overall probability of selecting a farm in the sample is 
now calculated as the product of the probabilities of selec-
tion of the sampling units at each stage. 

In other words, the probability, P. that a farm is selected is 
contingent On: 

selecting the EA in which the farm is located from a list 
of EAs, (P 1 ), 

selecting the segment in which the farm is located from 
a list of segments within the selected EA, (P 2 ) and, 

C) selecting the farm from a list of farms within the 
selected segment, (P3), such that 

P = P 1  x P2  x P3  

(Remember, as long as units at each stage are selected with 
a probability which can be calculated, the resulting sample 
is a probability sample.) 

To further illustrate the concept of a multi-stage sample, 
consider the case of a personal interview survey designed to 
measure public opinion on a new government service to be 
offered in a city. 
The units at the first stage might be city blocks or groups of 
city blocks. The second stage might consist of dwellings 
selected from a list of dwellings prepared for selected city 
blocks. Units at the third stage would then be persons 
selected from a list of persons within the selected dwellings. 
Techniques may vary depending on whether the survey is in 
Trois-Rivières or Toronto. Since Toronto is such a large city, 
city blocks might be initially stratified on the basis of ad-
ministrative districts within the city. 
Since frames for higher stage units are generally more stable 
than those for the lower stages, the latter are often based on 
current field counts and listings. 
In the discussion on cluster sampling, it was pointed out 
that it is best to keep the size of clusters as small as possi-
ble. This principle does not, however, extend to multi-stage 
sampling. In this case, the use of large units as primary 
sampling units with further subsampling is often more effi-
cient than the use of smaller clusters without sub-sampling. 
However, as in cluster sampling, it is desirable that higher 
stage units be as heterogeneous as possible. 
Sampling units may be selected with equal or unequal pro-
bability at any stage in a multi-stage sample design. If ac-
curate size measures are available for higher stage units 
such as EA5 or segments, the units may be selected with 
probability proportional to size. (An advantage of PPS selec-
tion is further discussed in Chapter 6.) 
So far, cluster sampling and multi-stage sampling have been 
discussed in the context of area sampling. It should be em-
phasized, however, that these techniques do have other ap-
plications. One such application, for example, might be to 
measure the characteristics of travellers (origin/destination, 
expenditures) passing through border points by car over a 
certain period of time. It might be necessary to confine the 
sample of selected travellers to a limited number of time 
periods within the reference period to reduce interview 
costs. 
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Figure 6: 
Multi-Stage Sample (Illustrated) 

4.7 Multi-Phase Sampling 
A multi-phase design is one in which some information is 
collected from a large preliminary sample and additional in-
formation is collected from subsamples of the entire sample, 
either at the same time or at a later time. In the case of only 
one subsample, the technique is called two-phase or double 
sampling. Multi-phase sampling is generally used: 

as a means of increasing the efficiency of a sample; 
for surveys which have different levels of data re-
quirements involving considerably different costs of col-
lection and/or respondent burden. 

The farm expenditure survey will be used to illustrate the 
first context. If the type of farm (livestock, crops, etc.) is 
highly correlated with farm expenditure it would be 
desirable to stratify the population by type of farm prior to 
sample selection. Such an approach is of course precluded if 
information on the type of farm is not available for farms 
listed in the sampling frame. To increase the efficiency of a 
sample by exploiting the relationship between the type of 
farm and farm expenditure, a large preliminary sample 
might be selected to obtain only information on the type of 
farm. This large sample might be stratified and the actual 
detailed information on farm expenditure then collected 
from a random subsample selected from the initial sample. 
In effect, this situation may be considered to be a special 
case of post stratification. Post stratification refers to the 
stratification of a sample rather than the entire population 
and is used in situations where information which would be 
useful for stratification is unavailable for the survey popula-
tion. 

multi-phase sampling. In the Canada Health Survey there 
were two levels of data requirements: (a) items dealing with 
general living habits which included factors such as smok-
ing, nutrition, exercise and incidence of various diseases, 
and (b) physical measures which required the taking of 
blood samples, blood pressure readings, step tests. etc. 
Registered nurses and specialized equipment were required 
to administer the physical measures component of the 
survey. This information was considerably more expensive 
to collect and subjected persons to greater response burden 
than the first component of the survey. Hence, it was col-
lected on a subsample (2nd phase sample) of households 
selected for the first level of data. In the Census of Popula-
tion and Housing a short form containing a set of basic 
questions (including age, sex, marital status, family size) is 
administered to the entire population. A longer form, which 
includes all the questions on the short form, contains further 
items on, industry/occupation, housing and employment. 
The long form is administered to a random sample of the 
population. 

In some cases, subsarnples of the entire population are not 
randomly selected but defined to satisfy certain criteria. 
These are referred to as screened samples. 

Screened samples may be used where one is interested in, 
say, only those families whose incomes fall below a certain 
level; or in the farm survey, it might be used if one is in-
terested only in those farms which produce wheat. A sample 
may have to be screened, if one cannot pre-identify the par-
ticular part of the population of interest in the frame. 

It should be remembered that for multi-phase sampling, one 
is concerned with the same type of sampling unit at each 
phase; whereas for multi- stage sampling, different types of 
units are sampled at different stages of sampling. 

Figure 7: 
Multi-Phase Sample (Illustrated) 
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The Canada Health Survey and the Census of Population and 
Housing provide good illustrations of the second context of 
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4.8 Replicated Sampling 
Replicated sampling involves the selection of a number of 
independent samples from a population rather than a single 
sample. Instead of one overall sample, a number of smaller 
samples, of roughly equal size, called replicates, is in-
dependently selected, each based upon the same sample 
design. 
Thus, if a stratified three-stage sample design were 
employed for the farm expenditure survey, each replicate 
would be based upon the same stratified three-stage design. 
The principal reason for replicated sampling is to facilitate 
the calculation of standard errors of survey estimates. While 
it is generally possible to calculate standard errors of 
estimates based on probability samples, such calculations 
can be exceedingly difficult depending on the complexity of 
the sample plan. The problem is that mathematical expres-
sions for standard errors are difficult to derive and tedious 
and costly to program. In particular, in the case of 
systematic sampling, variance estimates cannot be 
calculated directly unless assumptions are made about the 
arrangement of units in the list. 
it has already been explained that measures of sampling er -
ror are determined by examining the extent to which sam-
ple estimates, based upon all possible samples of the same 
size and same design, differ from one another. Replicated 
sampling simulates or copies this concept. Instead of draw-
ing all possible samples, it allows a reasonable number of 
smaller samples to be selected using identical methods. For 

Figure 8: 
Replicated Sample (Illustrated) 

9. More technical information on replicated sampling can be found 
in the writings of McCarthy (1 966) and Keyfitz (1957). (See 
Bibliography for complete references. 

example, instead of selecting one sample of size 10,000, one 
might draw 10 independent samples of size 1,000. 
Further, the reliability of estimates of standard error in-
creases with the number of replicates used in the sample 
design. Yet, there are drawbacks to the approach. Since it is 
not practical to use very many replicates, a disadvantage of 
this scheme is that estimates of standard errors tend to be 
less precise than if they were based directly on the statistical 
expressions which incorporate sample design features such 
as multi-stage, stratification, etc. Sample estimates based on 
replicated samples also can be less precise if a sampling unit 
is allowed to be selected in more than one replicate. 9  

Replicated sampling might also be used in situations where 
preliminary results are needed quickly. Such preliminary 
results might be based upon the processing and analysis of 
a single replicate. 

SUMMARY 
In the discussion on probability sampling methods, one may 
think of two distinct steps in the sample design. 
The first step involves a process of structuring the frame 
prior to any selection. The second step involves the process 
of selecting the units from the frame after it has been struc-
tured. 
Structuring in turn refers to the possibility of stratification of 
units and/or clustering of units into larger groups. Such 
larger groups of units may already exist through the Census 
(EA5) or may have to be prepared for the survey from maps 
or other sources. Finally, there is the selection of units. This 
is carried out using either a probability or a non-probability 
sampling scheme. In the case of probability sampling, units 
may be selected with equal probability (SRS, systematic) or 
unequal probability (PPS-random, PPS-systematic) and with 
or without replacement. 
The development of any sample design involves decisions 
concerning the number and type of stratification variables 
and formation of strata, the size of the sample, how it is to 
be allocated to the strata, and how the sample is to be 
selected within each stratum. 
Such decisions are contingent on a careful consideration of 
cost, reliability and operational suitability. 
Although a probability sample is quite often referred to as a 
"Scientific Sample", the use of this term, often wrongly, 
lends credence to the results of a sample survey. While a 
probability sample does have a well-founded theoretical 
basis, it can nevertheless yield poor results. This can happen 
in a number of ways. The sample design itself may not be an 
efficient one. The concepts, operational definitions, pro-
cedures and control mechanisms may not be adequate for 
the survey. The response rate may be very low. Indeed, 
whether a poorly designed probability sample survey is in 
fact better than a well-controlled non-probability sample 
survey is a moot point. 
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Although non-probability sampling methods are generally 
less statistically accurate than probability sampling 
methods they are generally cheaper and more convenient. 
However, the fact that there is no way to measure the preci-
sion of non-probability samples makes most statisticians 
reluctant to use them. 

The difference between the two sampling methods has to do 
with a basic assumption about the nature of the universal 
population under study. Non-probability sampling depends 
on assumptions of an even or random distribution of 
characteristics in the population. Probability sampling 
methods, on the other hand, do not need such an assump-
tion about the structure of the population. Randomization is 
already a part of the selection process. 

Since with non-probability sampling, elements are chosen in 
an arbitrary manner, there is no way of estimating the pro-
bability of any one element being included in the sample. 
Moreover, there is no assurance that every element has a 
chance of being included. This makes it impossible to 
estimate either the sampling variability or identify the possi-
ble biases involved. 

Since reliability cannot be measured, the only way to ad-
dress the quality of survey data is to compare some results 
of the survey with available information about the popula-
tion. Even here, there is still no assurance that the estimates 
will have an acceptable level of error. However, despite such 
drawbacks, non-probability sampling can still be a useful 
tool, as the following examples illustrate. 

5.1 Haphazard Sampling 
At some point in life, everyone uses haphazard sampling 
techniques. At a cocktail party, one might try 'sampling' 
several drinks to find out which one tastes best. Television 
reporters often go after so-called man-in-the-street inter-
views to find out what the general public's views are on an 
issue in the news. In both these cases, little conscious plann-
ing goes into the selection of the sample. 

However, despite the fact that useful applications of the 
technique are limited, haphazard samples can and do pro-
vide useful results when the population examined is 
homogeneous. 

Consider, for example, the problem of determining the con-
centration of a chemical in a lake or the sugar level of the 
blood. 

On the assumption that the lake or circulating blood is well 
mixed, any sample would give very similar information. This 
technique might also be applied to investigate the range of 
people's attitudes and opinions on certain topics of interest, 

5.2 Sampling of Volunteers 
In cases of certain psychological or medical experiments it 
would not be practical to enlist people randomly selected 
from the population. In such cases, the sample will consist 
of people who have volunteered their services, knowing that 
the process will be lengthy or demanding, and perhaps even 
unpleasant. 

It should be recognized though, that the difference between 
these people and the general population may introduce 
large biases. In the case of attitude surveys, for example, 
volunteers have often been found to have favourable or at 
least neutral attitudes whereas the general population tend 
to hold a wider range of attitudes on topics of interest. 

5.3 Judgment Sampling 
As the term implies, jud,grnent sampling calls for a selection 
of units on the basis of certain judgments concerning the 
make-up of a population. Such an approach is often used in 
exploratory studies such as pilot tests, pretests of survey 
questionnaires and focus groups. It is also frequently used 
in experimental settings in which the subjects (mice, crops, 
people) of an experiment reflect the investigator's judgment 
about the population. 

A major advantage of judgment sampling is the reduced 
cost and time involved in acquiring the sample. However, 
since there are often disagreements between different in-
vestigators on the way to choose representative units, sam-
ple selection can be severely biased. In addition, there is often 
a tendency to eliminate 'extreme' units found in the popula-
tion in attempting to select 'typical units'. The result can 
lead to a distorted picture of the underlying characteristics 
of the population. 
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5.4 Quota Sampling 
Quota sampling is widely used in opinion and market 
research surveys. Sometimes, it is called a purposive type of 
sample since interviewers are instructed to obtain the re-
quired number of interviews in each group defined by such 
variables as geographical area, age, sex and possibly other 
demographic variables. These quotas are often determined 
to be roughly proportional to the corresponding size of the 
population represented by the group. 
To illustrate this technique, suppose that a national opinion 
survey is to be based on a quota sample. Just as in the case 
of a stratified random sample, the first step might be to 
stratify the population by region or province, city or county. 
In fact, the two methods do not necessarily differ from one 
another when it comes to selecting areas such as EAs or 
groups of EAs within the strata. 
It is common, though not necessary, for quota samples to 
employ random selection procedures at the initial stage of 
selection in exactly the same way as probability samples. 
The essential difference lies in the selection of sampling units 
in the final stages of the process. With a probability sample, 
units are based on up-to-date lists and a sample is selected 
according to a random process. With quota sampling, each 
interviewer is given an assignment of interviews with in-
structions specifying how many of them are to be with men 
and how many with women, how many with people in 
various age groups and so forth. 
In this way, quotas are calculated from available data such 
that, for the population under study, the sexes, age groups 
and social classes are represented in the sample in the right 
proportions. 
Arguments for Quota Sampling 
it has already been noted that a quota sample is generally 
less expensive than a probability sample. 
In addition to the cost factor, it is also generally easier to ad-
minister a quota sample, since tasks of listing, random selec-
tion and follow-up of non-respondents can be avoided. 

Quota sampling can be a handy approach where informa-
tion is urgently needed. In fact, in order to reduce recall er-
rors, it is sometimes the only option. 

Quota sampling can be carried out independently of the ex-
istence of sampling frames, particularly in the final stages of 
selection. Indeed, it may be the only practical method of 
sampling a population for which no suitable frame is 
available. 

Arguments Against Quota Sampling 
On the other hand, quota sampling does not permit sampling 
errors, to be estimated. Also within each quota, interviewers 
may fail to secure a representative sample of respondents. 

Given that all the quotas are correctly filled, who is to say 
that the selection within groups has been such that a 
representative sample is assured? For example in a quota 
survey of a group of people who are aged 65 or over, inter-
viewers may restrict interviews to those who are around 65 
or 66, neglecting those in their seventies, eighties or 
nineties. 

In defence of the method, however, it is often claimed that 
interviewers do have instructions and constraints imposed 
on them so as to guard against selection biases, but this 
cannot always be assured. 

One of the givens in sample surveys is non-response. Since 
follow-ups of non-respondents due to refusal or non-contact 
are generally avoided, sample results could be biased. The 
extent of that bias will naturally depend on the level of non-
response and the differences in the characteristics of those 
who do respond and those who do not. 

SUMMARY 
By and large, the problems posed by non-probability sampl-
ing methods tend to outweigh the benefits. However, 
despite the statistical weaknesses of the methods described, 
non-probability sampling does have advantages in certain 
situations particularly in exploratory studies, 
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Once the selection of the sample has been carried out and 
once the interviewers are back in the office with the results 
of their fieldwork, the task still remains to relate the sample 
back to the population. This process is referred to as estima-
tion. Essentially, estimation methods are used to draw con-
clusions about the population based on the information 
which has been gathered in the sample. 

Not unexpectedly, there is a direct association between pro-
bability sampling methods and estimation procedures. In 
fact, the sample design itself determines the so-called 
weights or expansion factors which are used to produce the 
estimates. (An example is provided in Appendix D.) 

6.1 Sampling Weights 
At the basis of estimation procedures is the sampling weight 
of a unit. The sampling weight for a unit corresponds to the 
inverse of the probability of selection of the unit in the sam-
ple. More simply put, it indicates the number of units in the 
population that are represented by a unit in the sample. 

Consider the farm survey. In the case of a simple random 
;ample of 9,000 farms selected from a population of 153,000 
arms, the probability of selection of all sample farms is the 

same, or 153,888 = -i-f In this case the sampling weight is 
7 or the inverse of the probability of selection. Thus, since 

ivery farm represents 17 other farms in the population, if 
each one is reproduced 17 times, one will have expanded or 
weighted the sample of 9,000 'back-up' to the population of 
153,000. 

suppose, for example, that an estimate of the total number 
of units in the population possessing a certain characteristic 
is required. In the case of the farm survey, this might be all 
the farms which produce wheat. In this case, one would ob-
lain the estimate simply by counting the number of units 
which have this characteristic. 

Flowever, instead of actually reproducing the information, 
one can physically attach a weight to records of each of the 
farms in the sample. In this way, estimates can be produced 
in an operationally convenient Way. 1  

Suppose now, that one sets out to estimate: 

the number of farms whose expenditures exceeded 
$10,000; 
the average farm expenditure in the population; and 
the average farm expenditure for those farms which 
produce wheat. 

In example (a), farm records are sorted out according to 
whether or not the presence of the characteristic in question 
(in this case $10,000 or more) is indicated and then the 
weights of the corresponding farm records are aggregated or 
added up. The total of these weights indicates the number of 
farms in the general population whose expenditures exceed 
$10,000. In example (b), the product of the weight and the 
farm expenditure for each farm record is calculated and 
then aggregated over all farm records. This value is then 
divided by the total number of farms in the population. 
Finally, in example (c) once the records for the farms that 
produce wheat are ferreted out, the product of the weight 
and the farm expenditure for each farm in this group is 
calculated and then aggregated over all farm records. This 
value is then divided by the sum of the weights of records 
(for the wheat farms) to obtain the average for the group. 

Sometimes, sample designs are self-weighting. This occurs 
when sampling weights are the same for all units in the sam-
ple. Such designs are time-saving and operationally conve-
nient, particularly in large samples. For self-weighting 
designs, it is not necessary to actually attach a sampling 
weight to each record. In fact, the sampling weight can be 
ignored altogether in the production of statistics such as 
proportions and averages. The production of totals simply 
requires the sample total to be inflated by the sampling 
weight (inverse sampling ratio). 

There are a number of points to be considered in the 
development of a self-weighting design. In the case of single-
stage sample designs, units must be selected according to 
an equal probability selection scheme. In the case of 
stratified sample designs, it is necessary to allocate the sam-
ple size proportionally to the size of the strata in order to 
keep the sampling ratio for the strata the same as that for 
the overall population 

h estimates are referred to as Horvitz-Thompson estimates. 
HorvitzThompson estimator was developed in 1952. It 

.:iinates population totals when sampling is without replace 
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of selection are used. The estimator is unbiased, linear and can 
be used with a variety of basic sample designs. Reference D.G. 
Horvitz. and 0.) Thompson. (1952). 



Finally, in the case of a multi-stage design (in which the 
overall sampling rate of the population is fixed in advance) 
units must be selected with probability proportional to size 
at all stages except the final one. The units at the last stage 
are then selected with equal probability. PPS selection 
techniques are often used in multi-stage designs since they 
lead to a self-weighting sample with control of the sampling 
rate of the population, (See Appendix B). 

In some cases, it may not be desirable to make an entire 
sample self-weighting. In the case of a national survey, for 
example, the sample size required to produce sufficiently 
reliable estimates for smaller regions (provinces) may be 
larger than that resulting from proportional allocation of the 
national sample to the regions (provinces) . 2  

The use of sampling weights to produce estimates of popula-
tion characteristics has been the topic of discussion thus far. 
Now, the focus will be on a brief overview of some techni-
ques for handling the problem of information which may be 
completely or partially unavailable for some units in the 
sample. 

6.2 Non-Response 
Non-response refers to a situation where information from 
sampling units is unavailable for one reason or another. All 
surveys suffer from this problem. Generally, the extent of 
the non-response is directly contingent on the subject mat-
ter as well as the methods of data collection and data pro-
cessing. With respect to field operations, for example, the 
use of skilled interviewers and adequate follow-up pro-
cedures all have a direct impact on the quality of information 
which is collected and the resulting level of non-response. 

Yet, regardless of how successful the field and data process-
ing operations are, there is a point beyond which non-
response cannot be further reduced at reasonable cost 
within reasonable time. 

There are numerous methods for dealing with complete or 
partial (item) non-response. 3  The suitability of any of the 
methods is dependent upon the type of survey and the 
nature of the non-response. Some of the methods are, ad-
justment of sampling weights of respondents, similar record 
substitution, sub-sampling of non-respondents and collec-
ting data using more effective data collection methods or im-
putation. 4  In the following chapter, the effect of non-
response is further considered in the context of determining 
sample size. 

6.3 Use of Auxiliary Information 
An estimation procedure may also be designed to incor-
porate external independent sources of information (if 
available) to increase the reliability of sample estimates. 

The Statistics Canada's provincial population projections of 
the number of persons classified by age and sex group is an 
external data source which can be used in a national or pro' 
vincial survey of the general population. Such projections 
might be used in surveys where the characteristics 
measured are highly correlated with age and sex. 

Ratio estimation is a method often used in surveys for incor-
porating such relevant information. This method incor-
porates auxiliary information through weight adjustments. 
When producing estimates for many characteristics, it is 
operationally convenient to attach a permanent weight to 
each record as allowed for by this method and use these 
weights for the production of all survey estimates. 

Ratio estimation works in the following way. The weights of 
the records in each classification of the population (eg age-
sex groups) are adjusted by a multiplying factor. This factor 
is the ratio of the external data value and the sample 
estimate for each classification. When the weights are ad-
justed in this way, the estimate agrees with the external 
value for each classification. 

This method requires (1) accurate external sources of infor -
mation concerning the population and (2) collection of cor -
responding information for the sample. It is important that 
the external data source pertain to the same population and 
be based upon comparable concepts, definitions, reference 
periods, etc. as that of the survey. In the farm expenditure 
example, accurate information might be available elsewhere 
on total farm sales for the population. To the extent that 
total farm sales and expenditures are correlated, and provid-
ed that information on farm sales is available for the sample, 
the reliability of estimates of farm expenditure may be im-
proved through ratio estimation. 

As has been earlier indicated, relevant information about a 
population can be used in a number of ways to increase the 
efficiency of sample estimates. In the case of stratification, 
for example, one is looking for relevant information by 
which the population may be divided into different groups 
prior to sample selection. The information used for stratifica-
tion purposes must be available for all units of a frame. At 
the time of sample selection, one might use information on 
the size measures of units which, again, must be available 
for all units of the frame. At the time of estimation, one 
might use relevant information available from the sample in 
combination with information available from external 
sources to improve efficiency. 

Refer to section 7.2 Factors Which Affect Precision. 

Information on these methods can be found in papers by Fellegi 
I.P. and Holt D. and by Platek R. and Gray G.B. (See bibliography 
for complete references.) 

Imputation is a procedure of completing a response by using 
values from one or more records on the same file or from exter-
nal sources. (e.g., historical data on respondents, administrative 
sources, etc.) 
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One of the first considerations in the planning of a sample 
survey is the size of the sample. Since every survey is dif-
ferent, there can be no hard and fast rules for determining 
size. 

Generally, the factors which decide the scale of the survey 
operations have to do with cost, time, operational con-
straints and the desired precision of the results. Once these 
points have been appraised and individually assessed, the 
investigators are in a better position to decide the size of the 
sample. 

7.2 Factors Which Affect Precision 
In any decision related to the precision expected of the sam- 
ple survey, a number of factors must be taken into account. 

ch elements as population size, variability of 
characteristics in the population and the sample plan itself 
will all affect the precision of the estimates. Consequently, all 
these factors are identified in the statistical formulae which 
ultimately relate sample size to the desired level of preci-
sion. In the following sub-sections, these factors are con-
sidered individually. 

7.1 Desired Precision of Sample Estimates 
One of the major considerations in deciding sample size has 
to do with the level of error that one deems tolerable and ac-
ceptable. 

It has already been explained that measures of sampling er-
ror such as standard error or coefficient of variation are fre-
quently used to indicate the precision of sample estimates. 
Since it is desirable to have high levels of precision, it is also 
desirable to have large sample sizes, since the larger the 
sample, the more precise estimates will be. 

The sample size can be determined by specifying the preci-
sion required for each major finding to be produced from the 
survey, and the level of disaggregation to which the preci. 
sion must apply. 

Often estimates are required not only on a global basis, but 
for sub-populations as well. Such sub-populations might be 
defined in terms of age/sex groups or geographic areas. The 
sample size falling into each sub-population should be large 
enough to enable estimates to be produced at specified 
levels of precision (see Chapter 8). Sometimes, it will simply 
cost too much to take the size of sample required to achieve 
a certain level of precision. In this case, decisions must be 
made on whether to relax precision levels, reduce data re-
quirements, increase the budget, or find other areas of the 
survey where cost cutting can be carried out. 

7.2.1 Size of the Population 
Contrary to popular belief, the size of a sample does not in-
crease in proportion to the size of the population. In fact the 
population size plays only a moderate role as far as 
medium-sized populations are concerned and an almost 
non-existent role as far as large populations are concerned. 

Consider, for example, a simple random sample of 500 from 
a population of 200,000. Those 500 units will provide, for 
most practical purposes,the same precision as a simple ran-
dom sample of 500 from a population of 10,000. 

For very small populations, the relationship is more direct, 
and often more substantial proportions of the population 
must be surveyed in order to achieve the desired precision. 
In some cases, it is more prudent to consider taking a cen-
sus rather than a sample. 

7.2.2 Variability of Characteristics in the 
Population 

Since the magnitude of differences between members of a 
population with respect to characteristics of interest is not 
generally known in advance, it must often be approximated, 
on the basis of previous surveys or pilot test results. 

In general, the greater the difference between population 
units, the larger the sample size required to achieve specific 
levels of reliability. 

4 .' ,drYh. f frt4ck'r ' 
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7.2.3 Sample Plan 
Many surveys involve moderately complex or very complex 
sampling and estimation procedures. A more complex 
design such as stratified multi-stage sampling with ratio 
estimation can often lead to higher variance in resulting 
estimates than might a simple random sample design. if, 
then, the same degree of precision is desired, it is necessary 
to inflate the sample size to take account of the fact that 
simple random sampling is not being used. This is often 
done by the use of a factor known as a design effect' in the 
calculation of sample size. Design effect refers to the ratio of 
the variance of the estimate for a particular design to the 
variance of the estimate for a simple random sample of the 
same size. The value of the design effect depends upon the 
sample plan, as well as the characteristics being measured. 
it can be estimated from similar past surveys, pilot surveys 
or using conservative judgment. 

7.2.4 Non-Response 
Non-response can occur for many reasons. Sometimes, 
members of a population being surveyed may not be 
available. Sometimes, they may refuse to answer question-
naires or take part in interviews. it is rare, indeed, when a 
100% response rate is achieved. If non-response is not taken 
into account, the effective number of units in the sample will 
be smaller than expected. consequently the precision of the 
estimates produced will also be lowered. 

To overcome this, the sample size is sometimes inflated at 
the design stage to account for an anticipated rate of non-
response. While this procedure is effective in reducing the 
variance, it does not reduce the bias resulting from the non-
response. In fact, the magnitude of the bias is a function of 
the size of the non-response and the difference in 
characteristics between respondents and non-respondents. 
Since, however, there is a point beyond which non-response 
cannot be further reduced without an unreasonable expen-
diture of time and money, compensation should be con-
sidered at the time of estimation (e.g. adjustment of sampl-
ing weight of respondents). 

Unfortunately, it is not often possible to know in advance 
what the non-response rate will be. This is especially true of 

surveys that are breaking new ground. In some instances, 
the response rate can be estimated with the help of a pilot 
survey or from past experience with similar surveys. 

7.3 Cost and Time 
It is a rare world in which considerations of time and cost 
are not paramount and most survey takers are not exempt 
from such restrictions. It almost goes without saying that 
the time and cost involved have a very definite effect on the 
size of a sample. 

in many studies, funds are allocated and time deadlines set 
even before the specifics of the study have been decided. It 
may turn out that the sample size required to implement a 
survey is larger than existing funds can accommodate. In 
this case, if more money cannot be found, obviously the sam-
ple size must be reduced, thus lowering the precision of the 
estimates. The same is true for time considerations. If the 
time allowed is simply not sufficient, the size and scale of 
the sample may have to be limited to accommodate the 
deadlines. 

7.4 Operational Constraints 
Since surveys require properly trained field staff, coding and 
editing staff, as well as processing facilities, any limitations 
on these resources will mean that the size of the sample 
must be reduced. 

in practice, the sample size is evaluated in terms of data re-
quirements, precision, cost, time and operational feasibility. 
Such an exercise often results in a re-examination and possi-
ble modification of the original objectives, data re-
quirements, levels of precision and elements of the survey 
plan. The survey designer in the process of interrelating such 
factors will generally attempt to develop a number of feasi-
ble design options for consideration and choose the one that 
best meets all these often conflicting requirements and con-
straints. 
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The basic elements of a sample plan have been covered in 
previous sections. Some important topics in sample design 
and estimation will be explained next. 

8.1 Domain Estimation 
Mention has already been made of sub-populations in 
survey sampling. These sub-populations, which can be 
characterized on the basis of age and sex or industry and oc-
cupation, are sometimes referred to as domains. It is impor-
tant to have a large enough sample in each domain to pro-
duce estimates with sufficient reliability. 
It may also be desirable to turn the domains into separate 
strata whenever possible. Since sampling is carried out in-
dependently for each stratum (domain), the sample size can 
be controlled for each domain. In fact, disproportionate 
stratified sampling is frequently used to ensure an adequate 
representation of domains. With human populations, for ex-
ample, estimates of characteristics relating to small domains 
of the population (such as those with income exceeding 
$100,000) might require that the sampling fractions for 
such groups be increased to achieve adequate levels of 
precision. 
If it is not possible to turn domains into separate strata, a 
uniform sampling fraction must be applied to several do-
mains. Smaller domains, therefore, receive a smaller propor-
tion of the total sample than do larger domains. The sampl-
ing fraction required to estimate a characteristic with suffi-
cient reliability in all the domains could be very large par-
ticularly if small domains are to be adequately represented. 

8.2 Problem of Large Units 
It is frequently the case that a few large cities (in surveys of 
human populationsi or a few large units (in institutional and 
business surveys) can exert a great and often troublesome 
influence in sampling and estimation. 
The proper representation of large cities for example, can be 
ensured by making such cities separate strata and sampling 
each of them separately. 
Large business establishments and institutions often have ex- 
tremely large values for characteristics typically measured 
in a business or institutional survey. If special provisions are 

not made in the sample plan for such units, estimates of 
characteristics would tend to be too large if such units are 
overrepresented (or too small if such units are under-
represented in the sample). To overcome this problem, 
business establishments (or institutions) could be stratified 
according to size. The largest units may be selected on a 
100% basis, while smaller units may be sampled. 

8.3 Multi-Purpose Surveys 
In most cases, survey objectives call for the measurement of 
many characteristics. In the survey on farm expenditures for 
example, one might want to determine much more than the 
overall costs of running a farm. One could also be interested 
in the cost of farm machinery, wages, loans, pesticides, 
seeds, etc. 
It is, however, a fact that design decisions are often com-
promises made to satisfy data requirements. 
For example, to address the problem of sample size deter-
mination, sample sizes required for major items of interest 
may have to be examined carefully in light of the precision 
allowed or tolerated. 
It might happen that the largest of the values meets the re-
quirements of all the major items but is not feasible in terms 
of available time or money. It may also happen that the 
measurement of certain items calls for the sampling plans 
that are radically different from one another. It may be 
necessary then to re-examine the objectives and data re-
quirements with a view to dropping certain characteristics 
or accepting lower levels of precision. 
To accommodate the measurement of several items within 
one survey plan, it might be necessary to make com-
promises in many areas of the survey design. The method of 
data collection (telephone, personal interview, mail-
out/mail-back) chosen may be suitable for measurement of 
some characteristics but not suitable for others. The survey 
design must be made to properly balance statistical efficien-
cy. time, cost and other operational constraints. 

8.4 One-time vs. Continuing Surveys 
One-time surveys differ from periodic or continuing surveys 
in many ways. The aim of periodic or continuing surveys is 
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often to study trends or changes in the characteristics of in-
terest over a period of time. 

With panel studies, data are collected from the same sample 
on several occasions. Such studies nearly always measure 
changes in the characteristics of a population with greater 
precision than do a series of independent samples of the 
same size. 

Administratively, panels have the advantage. Overhead 
costs of survey development and sample selection can be 
spread over many surveys and this in turn cuts the cost of 
the fieldwork. The main problems associated with panels are 
changes in the size and structure of the population which 
over time are not reflected in the sample, sample mortality, 
conditioning effects over a long period of time, and respon-
dent burden. One design which is intermediate between in-
dependent samples on successive occasions and the panel 
sample method takes the form of partial replacement of the 
sample over time. 

One such example is the Canadian Labour Force Survey 
(LFS), the largest continuing survey conducted by Statistics 
Canada. The LFS was established in 1945. It was originally 
designed to produce quarterly estimates, but since 1952, 
has been conducted on a monthly basis. The survey 
employs a rotation design in which households are included 
in the sample for six consecutive months. Every month 1 /6 
of the sample is replaced by new households. 

This design offers the advantage of measuring monthly 
changes with greater precision, less cost and with less 
disruption to the field operations than would be the case if 
independent samples were used, and also reduces the pro-
blem of respondent burden associated with panel studies. 
To reflect changes in the size and structure of the population 
and data requirements the Labour Force Survey undergoes 
periodic redesigns, usually in the wake of the decennial cen-
sus. 

Decisions made in the sample design of periodic or continu- 
ing surveys should take into account the possibility of 

deterioration in design efficiency over time. Designers may 
elect, for example, to use stratification variables that are 
more stable, avoiding those that may be more efficient in 
the short run but which change rapidly over time. 

In Chapter 4, it was indicated that the selection of units with 
probability proportional to size required that the size 
measures of units be accurate for the selection method to be 
efficient. In the case of continuing multi-stage surveys, it was 
also pointed out that higher-stage units tend to be subject to 
less change over time than lower-stage units. For multi.stage 
surveys which use PPS selection methods in the design, a 
gradual deterioration of the design efficiency can be offset 
by ensuring that the selection of lower-stage units be based 
on current field counts and listings and by using PPS selec-
tion methods which facilitate periodic updating of higher-
stage units. The Rao-Hartley-Cochran random group 
method for example, facilitates the process of updating. 

For single-stage continuing surveys, size measures refer to 
the largeness or magnitude of units. It such measures are 
subject to frequent change, it might be preferable to take 
size into account through stratification by broad size groups 
and/or in the estimation procedure rather than using these 
measures in the sample selection procedure. 

Another feature of a periodic or continuing survey is that, in 
general, a great deal of information is available which is 
useful for design purposes. The adequacy of various features 
of the sample design such as the appropriateness of 
stratification variables and boundaries, method of sample 
allocation, size of units at various stages of a multi-stage 
design, etc., may be studied over time with a view to in-
creasing design efficiency. Often, information required to effi-
ciently design a one-time survey is very limited. 

In the design of a continuing survey, provisions must be 
made to accommodate such events as births, deaths and 
changes in size measures. The sampling and estimation 
methods used in continuing surveys should incorporate 
these changes in a statistically efficient way with as little 
disruption as possible to the ongoing survey operations. 

1. N. Keyfit.z. 'Sampling with probabilities proportional to size: ad-
justment for changes in the probabilities", lournal of the 
American Statistical Association, Vol. 46 (1951) pp. 105-109. 

(See also J.D. Drew, G.H. Choudhry. G.B. Gray. 'Some methods 
for updating sample survey frames and their effects on estima-
tion" (unpublished Statistics canada in-house paper. 1978.)) 
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Chapter 9 
Perspectives on Sampling: Beyond the 
Sample Design 

So far, the concern has been primarily on matters concern- 	9.1.1 Conceptualization 
ing the development of a sample plan. For those who have 
been involved in survey taking, one thing should be ap-
parent. There is far more to the design of a sample survey 
than understanding the differences between a cluster or 
multi-stage sample or the relative merits of probability and 
non-probability sampling. While it is essential to understand 
and appropriately apply the various techniques, it is also im-
portant to have a perspective on the role of sampling in the 
design of a survey. Such is the purpose of the present 
chapter. 

To understand where a sample plan fits into an overall 
survey, it is first useful to outline the general steps of a 
survey and some of the important functions they entail. The 
major stages of a survey can thus be listed as initial feasibili-
ty assessment, development, implementation, data analysis 
and evaluation. 

9.1 Feasibility Assessment 
It should be recognized that surveys, whether they be based 
upon censuses or samples, are not the only and often not 
the most suitable means for satisfying information re-
quirements. The use of available information including ad-
ministrative sources, controlled experiments, and statistical 
models are other approaches to be considered depending, of 
course, on the specific nature of the research problem. 

The feasibility assessment attempts to clarify the nature of 
the research problem and to indicate whether a survey is in-
deed the best way to meet the needs of the problem. It may 
also include descriptions of one or more feasible ap-
proaches. More specifically, the feasibility assessment starts 
out by defining and clarifying survey objectives, defining 
and operationalizing survey concepts and establishing a set 
of data requirements to be met by the survey. 

1. Herbert H. Hyman, The Major Types of Surveys, ed. by Bernard 
Berelson and Morris Ianowitz, from the Reader in Public Oprnion 
and Communication (rhe Free Press, New York, 1966), p. 624. 

There is an amusing illustration which goes a long way 
toward summing up some of the difficulties encountered 
during the conceptualization process. The illustration,' 
which was developed by Ackoff and Pritzer, focuses on a 
survey designed to determine the number of chairs people 
have in their living rooms. One of the first tasks the survey 
designers face, of course, is to define what is meant by a 
chair. Yet, once the chair has been defined in terms of, say, 
its height and weight and shape, the problem of concep-
tualization has still not been altogether solved. What about 
the chairs that are built into the wall, or those chairs that are 
without legs? 
Although the illustration does tend to exaggerate the difficul-
ty of the conceptualization process, it does indicate an im-
portant point. If the concepts of a survey study are not pro-
perly defined, the utility of the survey can be seriously 
jeopardized. 

There is generally considerable difficulty in arriving at a con-
ceptualization of the subject under study. The Ackoff and 
Pritzer illustration considers a fairly obvious example, but 
even in something that might first appear as selfevident as 
the survey on farm expenditures, it must first be determined 
what exactly is meant by a farm. After all, some people may 
call their country residences farms, yet the only livestock 
they have are cats and dogs and the only crops they grow 
are corn and potatoes. 

Once the business of conceptualization has been ac-
complished, the feasibility assessment can then proceed 
with the development of one or more possible 
methodological frameworks for the survey. Included within 
such frameworks would be sample design and estimation 
methods, data collection methods, a data processing 
strategy and a data analysis and evaluation framework. The 
assessment would further indicate the specific data re-
quirements which could or could not be met, the error levels 
to be expected, and the impact of these on meeting survey 
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objectives. The assessment would also attempt to provide 
an estimate of time and cost associated with the options 
considered. Finally a feasibility study would indicate the 
need, if any, for testing of new methods or procedures 
within the broad methodological framework established for 
the conduct of the survey. 

9.2 Survey Development 
Having established a broad methodological framework, 
detailed work on the various elements of a survey can now 
be carried out in what is referred to as the development 
stage. One of the major activities at this time is the design of 
the questionnaire. The problems faced here are how to best 
word and arrange questions in a manner consistent with the 
method of enumeration so as to yield the information re-
quired. The intention, of course, is to obtain information 
with a minimum level of error and minimal inconvenience to 
those participating in the survey and in a form suitable for 
subsequent processing. While there are well established 
principles for questionnaire design 2 , crafting a good ques-
tionnaire essentially remains an art requiring ingenuity and 
experience on the part of the survey designer. If the data re-
quirements are not properly transformed into a structured 
data collection instrument of high quality, a good' sample 
will yield bad' results. 

Indeed, it is at this stage where any required pretests or pilot 
studies are carried out to assess, for example, the adequacy 
of the questionnaire or suitability of a sampling frame. All 
field materials (interviewer training and instruction manuals, 
sample control documents) are prepared for the data collec-
tion stage. Sample selection and estimation procedures 
within the sample plan are finalized in the form of specifica-
tions. Specifications for coding 3 , data capture 4 , systems 
analysis and computer program development are all carried 
out to set the stage for data processing. Quality assurance 
and control programs are also developed at this stage. 

9.2.1 Quality Assurance and Control Programs 
In a perfect world in which it were possible to select a 
perfect sample and design a perfect questionnaire, it would 
as well be possible to have perfect interviewers gather 
perfect information from perfect respondents. No mistakes 
would be made in the recording of information nor in its 
conversion into a form which could be processed by com-
puter. In such a perfect world, of course, there would be no 
need for a survey since all information would be known! 

Experience with even the most straightforward survey pro-
blem quickly shatters such an illusion of survey taking and 
replaces it with the well known law: whatever can go wrong 
will go wrong'. As indicated in earlier chapters, there are a 
host of problems which, if not anticipated and controlled, 
can introduce errors to the point of rendering survey results 
useless. Quality assurance programs such as interviewer 
training, spot checking of data collection and outputs of 
other major survey activities, provisions for follow-up of 
nonrespondents, editing of information and testing of com-
puter programs are required to minimize non-sampling er-
rors introduced at various stages of a survey. Statistical 
quality control programs ensure error levels, introduced as a 
result of a survey operation, are controlled to within 
specified levels, with minimum inspection 5 . 

At Statistics Canada, a procedure known as acceptance 
sampling6  is used in quality control operations. This ap-
proach controls the error levels resulting from survey opera-
tions such as coding and data capture. 

In order to minimize and control the errors which can be in-
troduced at various stages of a survey, it is a good practice to 
devote a part of the overall survey budget to quality 
assurance and control programs. 

A.N. Oppenheim, Questionnaire Design and Attitude Measure-
ment London: Basic Books New York. 1966. S.L. Payne, The Art 
of Asking Questions Princeton NI.,  Princeton University Press 
1951. 

Coding can be described as the process of assigning a numerical 
value to items of information to enable such information to be 
processed by computer. Coding systems widely used by 
Statistics Canada are Standard Industrial Classification, Stan-
dard Geographical Classification and the Standard Occupational 
Classification. 

Data capture involves converting the information into a com-
puter readable form for data processing. 

For further information on quality control, see also Harold E 
Dodge and Harry G. Romig. Sampling Inspection Tables Single 
and Double Sampling. New York: John Wiley and Sons Inc., 
1959. 

Acceptance sampling involves dividing work into units called 
batches, selecting and checking a sample from each batch and 
accepting or rejecting the batch depending on the extent of er-
rors encountered in the sample. The remainder of rejected bat-
ches is completely inspected. 
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9.3 Survey Implementation 
Having made sure that all systems are in place the count-
down begins 10, 9......1 0 (i.e., funding request is approved) 
- button is pressed and the survey is launched. 

All questionnaires and survey control forms and manuals are 
printed. Interviewers are trained, the sample is selected and 
information is collected, all in a manner established during 
the development stage. Following these activities information 
is coded (generally manually), captured in computer readable 
form and processed according to specifications. Processing 
activities indude the editing 7  of survey data (followed by the 
application of corrective actions), and the application of 
weights to survey records in compliance with estimation 
specifications. The result is a well-structured and 'clean data 
set from which it is possible to produce required tabulations 
of survey results. 

Summary 
Despite the complexities and costs associated with survey 
studies, the point is that sample surveys answer pressing 
and urgent needs. The power of the survey, which first 
emerged in the 17th century as a form of crude state coun-
ting has become a science of information gathering, in-
dispensable to the efficient operation of both government 
and industry. At Statistics Canada, an information base is 
provided for many areas both in the economic and social 
spheres. Indeed, the samples used to track these spheres 
have become a vital tool in the planning, decision-making 
and program evaluation that government, business, social 
agencies and other organizations undertake. It should 
therefore be clear that any effort to underscore some of the 
inherent complexities of survey sampling is only to 
underscore the importance of this tool in a world increasing. 
ly  in need of detailed and accurate information. 

9.4 Analysis and Evaluation 
After the production and analysis of descriptive statistics, 
any required data analysis is carried out in compliance with 
survey objectives. Data analysis basically involves the ap-
plication of statistical methods to data sets to test statistical 
hypotheses, explore relationships among characteristics of 
interest, and carry out time series studies, etc. 

As an aid to data users, it is good practice to provide in-
dicators to evaluate data quality. For example, measures 
such as the standard error or coefficient of variation should 
accompany major survey results to give the users an indica-
tion of the extent of sampling error. Other indicators such as 
non-response rates, error rates encountered during the im-
plementation of major survey activities such as coding also 
provide the data user with some idea of the data quality in 
order that information be used in an appropriate way. 

It is also good practice to evaluate the efficiency and cost of 
major survey operations, particularly in the case of continu 
ing surveys, so that improvements in their design and im-
plementation can be made over time. 

7. Editing is the process of checking survey data for obvious or 
suspected errors and can involve manual interface. 
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APPENDICES 

The appendices contain algebraic expressions designed to 
serve as a background to the material presented in this 
manual. References made to estimates apply to simple' 
estimates, not the more complex ratio or regression 
estimates mentioned in Chapter 6 which are beyond the 
scope of this manual. 
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1. Notation 
N: Number of units in the population 

fl: Number of units in the sample 

f =--: Sampling fraction of the population 

1 - 1: Finite population correction factor 

y1 : Value of characteristic y' for the ith  unit 

X 1 : Measure of size of ith unit 

N 
Y=y1=y1 +yl+...+yN:Totalvalueof 

= 1 	 characteristic y in 
the population 

N 

; yl 
1 : Mean value of characteristic y in the 

N 	population 

N 
N = L y1 : Number of units in the population which 

=1 have attribute y 

Yj = 1 if unit i has attribute y 

= 0 if unit i does not have attribute y 

N p =...1: Proportion of units in the population which 
N have attribute y 

o = 1 - P: Proportion of units in the population which 
do not have attribute y 

N (y - 	Variance of characteristic y in the 

= i1 N - 1 	
population 

Nb,  nh, h'  Yb,  Yb, Nyh. Ph, 0h'  S2h: above quantities for 
stratum 'h' 

Nb 
Xh: E X1 : size of stratumh 

1=1 

1. The algebraic expressions used in these appendices are taken 
from WG. Cochran, Sampling Techniques. )See Bibliography) 

1.1 Sample Estimates of Mean, Total and 
Proportion for a Simple Random Sample 

N 

; yl 

Estimate of Mean =_ 	=!. L Y + y2  + ... + y 

N 	 n 

n 

Estimate of Total N =N 
n i=1 

Estimate of Proportion p = 
ny 
n 

Where ny  is the number of units 
in the sample which have attri• 

bute y. 

1.2 Variance, Standard Error, Coefficient of Varia-
tion and Confidence Interval for Estimates 
in Appendix A, 1.1 

Table A-1:Algebraic Expression for Variance, Standard 
Error, Coefficient of Variation and Confidence 
Interval for a Simple Random Sample 

Estimate Variance Standard 
Coefficient 

of 
Confidence 

Interval 
Error Variation (1 X) % 

- (1 ITT s 1T S '' ± 
(F1' JTh7 liT n 

N N2(1-f)S2  N JTT S ITT 	S N 	± t 2  NJTTs 
n [if' fF151 

p (1-f)PQ p ± t,2 j(1.f)PQ' J(l -f' [11) _Q_ 
n-i n-i P(n-1) 4 	n-i 

Notes: (1) Estimates of the variance, standard error, etc., are 
obtained by relacing S2 . Y, P and Q by the sam-
pie estimates s . , p, q, respectively where 

* The factor1L is assumed to be close to 1 and has therefore been 
omitted. 
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n 
Yj 

V = 
1=1 

n. 
p - ri 

q = i - p 

2) It is assumed in the confidence interval given 
above that the sample sizes are large enough for 
the so-called normal distribution to apply. The 
values t, 2  may be found in normal distribu-
ion tables. A 95% confidence interval, for exam-
ple, is obtained by setting = .05 

=t 025 = 1.96). 

1 .3 Sample Estimates of Mean, Total and Propor-
tion for a Stratified Sample and Variance of 
Estimates 

L Nh. 	L'\2 

Estlmdte of Mean = 
	

Yb vanance 	/ V( Yh 
N h=1 N 

L 	 I. 
Estimate of Total I N yh  variance I N 2  V(h) 

h=i 

L Nh 	L 
Estimatr of h  variance 	V(P) 
Proportion 	= N 	h 	N / 

Notes: 
V(h), V(ph) denote the variance of sample estimates 
of the mean or proportion for stratum h. 
In the case of stratified random sampling 

V(Vh) = (1 - 

h h 
') Pp) = (1 - 1h nh_i  

(Estimates of variance may be obtained by replacing 
h 	h' h by sample estimates Sh Ph' and qh  in 

stratum h.) 

Allocation of Sample to Strata 

Proportional Allocation: nh = nNh  

X-Proportional 	n }  = 
flXh 

 
Allocation: 	 L 

X 
h=1 

nNh Sb 
Neyman Allocation: 

L 

h=i 

Optimum Allocation 	0 	
nNh S/fç 

; = ________________ 
L 
ZNh Sh/[E '  

1.4 Horvitz-Thompson Estimates 
Estimates expressed as -the weighted sum of values of in-
dividual units in the sample where the sampling weights 
are the inverse of the selection probabilities are 
called Horvitz-Thompson estimates. Such estimates, 
generally used in sample surveys, can be expressed as 
follows 

n 
Y l  

where' : probability of selecting unit i in the sample. 

Notes: 
1) An estimate of the mean (proportion) can be obtained 

by dividing HT  by N. 
In the case of simple random or systematic sampling, 

and the H - T estimates reduce to 
those given in Appendix 1.1. 

In the case of stratified sampling,71',h refers to the pro-
bability of selecting unit i in stratum h. The H - I es-
timates reduce to those given in Appendix 1.3 (e.g., 

, nh for stratified random sampling 
lI, = iTh 
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(4)In the case of PPS sampling,'iT= nil 	X1  refers 

N 
to the size of unit i and X = I 

= 

in the case of cluster sampling, If denotes the pro-
bability of selecting the ith  cluster in the sample. 

In the case of multi-stage sampling,11 is the product 
of the probabilities of selection of the sampling units 
at each stage of sampling as explained in Chapter 4.6. 

Expressions for the variance of H - I estimates, sam-
pie estimates of the variance and their proper. 
ties are presented in numerous texts listed in the 
Bibliography. 

1.5 Precision of Stratified Random, Cluster, and 
Multi-Stage Sampling Relative to Simple 
Random Sampling 
1 .5.1 Stratified Random Sampling 

The precision of stratified random sampling depends 
upon the allocation of the overall sample to the 
strata. The variance of a mean for a stratified random 
sample is given below for a) Proportional Alloca-
tion (denoted by Vprop)  and for b) Neyman 
Allocation (denoted by "ney)  This is compared to the 
corresponding variance for a simple random sample 
(denoted by Vsrs). 

Assumption: The sampling fraction for each stratum is 
negligible. 

L 
N1,( 	- 

Vsrs  - Vprop = h =1 
nN 

L 	 L 

	

E Nh(ih - 	 N(S - 

Vsrs - Vney = h =1 	 + h =1 

	

nN 	 nN 

Observations 

1)The difference in variances in a) is attributed to dif-
ferences in the stratum means. The larger the dif-
ferences between the stratum means, the greater is the 
precision of stratified random sampling with propor -
tional allocation relative to simple random sampling. 

2)The differences in the variances in b) are attributed to 
the differences noted above (first term on the right 
hand side of the equation) as well as to the differences 
between the stratum standard deviations. The larger 
such differences are, the greater will be the precision of 
stratified random sampling with neyman allocation 
relative to simple random sampling. 

1.5.2 Cluster Sampling 2  
To examine the precision of a cluster sample relative to a 
simple random sample, it will be assumed that a popula-
tion of MN units consists of M clusters each of size N 
from which a simple random sample of m clusters is 
selected. 

The sampling variance for a mean for such a cluster sam-
ple denoted by Vc  is given by Vc  = Vsrs  [1 + (N1) Q 

Where Vsrs: Variance of a simple random sample of mN 
units 

intra-class correlation coefficient for 
clusters. 3  

Observations 

1) The variance of a cluster sample relative to a simple 
random sample depends upon the cluster size (N) and 
the intra-class correlation coefficient ( ). 

2)If N = 1, (each cluster contains only 1 unit) then 
cluster sampling is equivalent to simple random 
sampling. 

If Q = 0, then each cluster is as heterogeneous as the 
general ppulaUon and Vc = Vsrs. 

If 	> 0, then Vc > Vsrs, implying that for such a 
situation duster sampling is less precise than simple 
random sampling. 

If Q < 0, then Vc < Vsrs  and, in this case, simple ran-

dom sampling is less precise than duster sampling. 

	

2. C.A. Moser and G. Kalton, Survey Methods in Social lnvestiga- 	3. C.A. Moser and G. Kaiton, Survey Methods in Social Investiga- 

	

tion. New York: Basic Books Inc., Publishers, 1972. pp. 791 10. 	tion. New York: Basic Books Inc., Publishers, 1972. pp. 79-110. 
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1.5.3 Multi-Stage Sampling4  
A 2-stage design will be used to examine the precision of 
a multi-stage sample relative to a simple random sample. 
To compare precision, the following assumptions are re-
quired for simplification; 

1) m Primary Sampling Units (PSU's) are selected random- 
ly with replacement from M PSU's each of size N. 

2)Simple random samples of size n are selected from 
each PSU selected in the first stage. 

The sampling variance of a mean for such a 2-stage sam-
pie is denoted by Vmult and is given by: 

Vmult = Vsrs 11 + (n-1)] 

where 
Vsrs: variance of a simple random sample of mn units. 

0: intra-class correlation coefficient for PSU's.  

Observations 

1) The variance of a 2-stage sample relative to a simple 
random sample depends upon the sample size 
selected within PSU's (n) and the intra-class correlation 
coefficient (a). 

2)2-Stage sampling is more efficient than cluster sampl-
ing, when Q > 0 and n < N. This follows from the fact 
that to achieve the same overall sample size, the sam-
ple is "spread" over more PSU's in a 2-stage design 
than clusters in a 1-stage design. 

C A. Moser and 0 Kalton. Survey Methods in Social Investiga- 
tion New York BrSIC Books Inc.. Publishers. 1972. pp 79 110. 
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An operational advantage of PPS sampling in the context of 
multi-stage sampling is that a self-weighting design can be 
achieved while controlling the size of the sample. This will 
now be illustrated for a 2-stage design. Suppose a popula-
tion of 800 units is grouped into 5 primary sampling units. 

Example: 
PSU 	 SIZE (Ni) 

1 	 120 

2 	 200 

3 	 150 

4 	 50 

5 	 280 

N = 800 

The overall probability of selecting a unit in the sample is 
the product of the probabilities of selection of the sampling 
units at each stage. Thus, for a 2-stage design, this probabili-
ty is given by P = P1 x P2 where P 1  is the probability of 
selection of units in the sample at the first stage and P2 is 
the probability of selection of units in the sample at the se-
cond stage within selected first stage units. 

In order for the design to be self-weighting, it is necessary 
that P be the same for all units selected in the sample. Sup-
pose P = 1 /20 in the example above. Suppose also that 2 
units (say PSU's 1 and 5) are selected with equal probability 

(i.e., P 1  = 2/5). The probability (P2) of selection of units at 
the second stage within selected PSU's 1 and 5 must be 1/8 
in order that the overall probability (P) be 1/20 (= 2/5 x 
1/8). There would be 15 = (1 /8 x 120) units selected from 
PSU 1 while 35 = (1 /8 x 280) would be selected from PSU 5 
for a total of 50 units. Thus, the number of units selected in 
the sample depends upon the size of the PSU's selected at 
the first stage. 

If, on the other hand, PSU's were selected with PPS, then the 

probability of selecting PSU 1 would be 2 x(= 2) 

and PSU 5 would be 2 x ---(= 2-). In order that the 

overall probability P be 1 /20, the probability of selection of 
units at the second stage would be 20/1 20 (= 1/6) for PSU 
1 and 20/280 (= 1/14) for PSU S. Thus, for units selected 
with equal probability within PSU 1, the overall probability 

is 	x - 	= % -y'- Similarly, for units selected with equal 

probability within PSU 5 the overall probability is 

x -- = Twenty units are required from each 

selected PSU (regardless of its size) for a total sample size of 
40 units. Since the total sample size does not depend on 
which PSU's are selected at the first stage, the overall sam-
ple size can be controlled. 1  Also, since the same number of 
units are selected from each PSU regardless of size, inter• 
viewer assignment sizes can be readily controlled. 

Thus, the sample size for a multi-stage self-weighting design 
can be controlled provided the units at all stages except the 
last stage are selected with probability proportional to size 
and units at the last stage are selected with equal probabi-
lity. 

1. It has been assumed above that the size measures of the 
selected PSU's upon which the selection is based correspond to 
actual upto-date field counts for these PSU's. In practice, there 
would likely be some change in the size measures. Thus, if the 

actual size of PSU's 1 and 5 were 144 and 266, the second stage 
sampling fractions of 1/6 and 1/14 would yield 24 and 19 
units. 
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Example of Sample Size Determination 

The example describes how the sample size was determined 
for the Survey of 1976 Graduates of Post-Secondary Pro-
grams. The object of this survey was to study post 
secondary graduates from 1976 in an effort to find out the 
kinds of jobs they had, if indeed they had found jobs. More 
formally stated, the specific objectives of the survey were to: 

measure the current employment status of graduates; 

identify the types of jobs they had; 

C) total time they had spent jobless since graduation; 

measure the difficulties they had finding work; 
measure their annual salaries; 
identify their future educational intentions. 

The population for this survey consisted of all individuals 
enrolled in post-secondary institutions in Canada (except 
Quebec) who had completed course requirements for 
graduation in 1976. 

The post-secondary institutions under consideration includ-
ed universities, community colleges and hospital schools of 
nursing. 

The frame was made up from files of the various institutions 
which listed all individuals enrolled in the academic year for 
1976. 

It was obvious that due to the detail and extent of the 
survey objectives, the sample size would have to be quite 
large. In fact, it was calculated to be 45,533, which was ap-
proximately 40% of the target population. 

Data was collected by telephone. It was felt that, under the 
circumstances, it would be appropriate to take a stratified 
random sample. 

To see how this sample size was determined, each of the fac-
tors affecting the sample size as described in Chapter 7.1 
will be assessed. 

Desired Precision of Sample Estimates 

The estimates produced from the survey were to be within 
15% of the true value at a 95% level of confidence. 

That is, the true value of a characteristic X (where X is a 
mean, proportion or total) would belong in the interval from 

- .1 55c to R + . 1 5 (Where R is a sample estimate of X) 
with 95% level of confidence. 

This degree of precision may equivalently be stated as 
follows: 

the standard error 1  should not exceed .075X 

the variance should not exceed (.075X)2  
the coefficient of variation should not exceed .075 

Since this survey was being carried out for the first time, 
good estimates of X of S2  were not available on the 
characteristics of interest, if a similar survey had been 
undertaken in the past, historical data might have been us-
ed in the formula to arrive at a sample size. A pilot study was 
at first considered but was not judged to be appropriate for 
this study primarily because of the timeliness of the final 
results and cost considerations. Also, since a pilot study 
would necessarily be limited in scope, estimates of X and S 2  
for a number of different characteristics would tend to be 
imprecise. 

Since most of the important estimates were proportions of 
graduates having characteristics of interest, the precision 
statements were specified in terms of proportions. 2  The 
variance of an estimated proportion for a simple random 
sample given in table A-i on page 55, was used to 
algebraically express the precision as follows: 

V(p) = B(i --a) P 	- (.075P) 2  n-i - 

Since in this survey a stratified random sample was selected 
B should be less or equal to 1.3  In fact if the stratification 
were efficient B should have a value less than one. A conser-
vative value of B = 1 was used in the formula since no 
historical information was available to estimate B. 

1 Assuming the normal distribution holds, the range of values is 
determined to be approximately two standard errors above and 
below the estimate in the case of a 95% confidence interval. 

2 In the case of proportions. X = P and 52 = p(i - P). 

3 B is the ratio of the variance of an estimate for the sample 
design actually used to the variance of the estimate for a simple 
random sample. 
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Solving the formula for n gives the following result. 4  

= 	P) 
N(.075) 2  P + (1 - P) 

The reader may verify that as the value of P decreases the 
value of n increases. The smallest value of P for which the re-
quired predsion was to apply was P = .05. 

Thus setting P = .05 and N = 101,118 in the expression 
above, the following result is obtained 

n=3268 

Because the population size N is so large the finite popula-

tion correction factor (fp.c.) (1 - *) had a small effect on the 
sample size. 

In fact, if the f.p.c. had been ignored the result would have 
been 

no  = 3378 

Finally, the anticipated rate of non-response (1 - r) is arriv -
ed at in the following way. 

The overall rate of complete non-response experienced in 
the 1974 Ontario Graduate Survey was .27. It is felt that, 
although the method of enumeration was different - 
telephone interview versus mailout with telephone reminder 
in 1974 - this rate would not change appreciably. Indeed, 
an examination of the 1974 non-response figures shows 
that the proportion of non-response attributable to the ac-
tual interviewing is quite minimal. The greatest proportion 
resulted from the tracing operation, a procedure which is 
not expected to change. 

This anticipated rate of non•response was used to arrive at a 
final sample size value in the following way 

3268 
0 - .27) =4477 

The reader may note that the above sample size is only 
9.8% of the size mentioned earlier. Why was the sample size 
for the survey so much larger? What has not been con-
sidered in the formulation of the problem? 

The answer lies in the fact that the sponsor of the Graduate 
Survey required not only global estimates but separate 
estimates for each province and within each province for 
each of five different sub-populations. The extent of the data 
requirements is presented next. 

4 To facilitate the calculation of sample size (n-i) has been re 
placed by N. Because the sample size is large the effect is regligi-
ble. 

Desired Levels of Disaggregation 
The statement of desired precision applies to the overall 
population of graduates, not to any particular sub-group(s). 
Thus it is true that if the estimated proportion of, for exam-
ple, graduates who are found to be unemployed at the time 
of the survey is say .05, the variance will be (.075P) 2  = 
.0000 1 4063. When estimating the proportion of graduates 
who are unemployed in PEI or Ontario or among those hav-
ing a masters degree, this precision level no longer applies 
since only a part of the entire population is considered. The 
different parts of the population for which estimates are to 
be produced are called domains. As has been indicated on 
page 88, it is important to have a large enough sample in 
each domain to produce estimates with desired precision. 

For each province, the five subpopulations of interest for 
which separate estimates were required were identified. The 
estimates produced for each of these domains were to 
achieve the desired level of precision. The five sub-
populations of interest were: 

a) individuals who, in 1976, completed the requirements 
for graduation from a one or two-year program in a 
community college or hospital school of nursing (C 1 ); 

bf individuals who, in 1976, completed the requirements 
for graduation for a three or four-year program in a 
community college or hospital school of nursing (C 2 ); 

C) individuals who, in 1976, completed the requirements 
for graduation from a university with an 
undergraduate degree (UB); 
individuals who, in 1976, completed the requirements 
for graduation from a university with a masters 
degree (UM); 
individuals who, in 1976, completed the requirements 
for graduation from a university with a doctorate 
degree (UD). 

These five classifications were referred to as level of 
qualification categories. 

The population sizes for each of the domains and the an 
ticipated rates of non-response applicable to these domains 
are given in the following tables. 
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Domain Sizes for Levels of Certification by Province 

Province 	 Cl 	 C2 	 UB 	 IJM 	 liD 	 Total 

Newfoundland 244 305 1.483 118 7 2,157 

Prince Edward Island 155 103 282 - - 540 

Nova Scotia 757 130 4,345 360 46 5,638 

New Brunswick 503 85 2,740 179 24 3,531 

Ontario 12,408 4,378 35,506 5,806 879 58,977 

Manitoba 1,025 203 4,298 409 66 6,001 

Saskatchewan 695 232 2,930 231 26 4,164 

Alberta 2,478 1,327 6,114 754 185 10,858 

British Columbia 1.955 970 5,295 871 161 9,252 

TOTAL 20,220 7,733 63,043 8,728 1,394 101,118 

The anticipated non response rate for each domain was 	The statistical formulation given on pages 60-61 was ap- 
taken from the 1974 Ontario Graduate Survey. The rates 	plied to each of the domains of interest. It is interesting to 
given below according to level of qualification were applied 	note that while the overall finite population correction factor 
to all the provinces. 	 (f.p.c.) is very close to one, thereby having a small effect on 

Rates of Complete Non-Response Obtained in 1974 OGS 	 the sample size, the same situation does not apply to the 
domains. The f.p.c.'s had a much greater effect particularly 

Cl: 1 - r = .2712 	 in the case of very small domains. The sample sizes which 
C2: 1 - r = .2705 	 were calculated are given in the following tables. For corn- 

UB: 1 - r = .2587 	 parison purposes a variance of (.1 OP) 2  has been considered. 

UM: 1 - r = .3724 

UD: 1 - r = .3724 

Sample Sizes for V(p) = (.075P) 2 , P = .05 
and V(p) = (.1OP) 2 , P = .05 

P = .05 V(p) = (.075P) 2  no  = 3378 	 P = .05 V(p) = (.10P) 2  no  = 1900 

Cl 	C2 	UB 	UM 	UD 	Total 	Cl -C2 	UB 	UM 	UD 	Total 

Nfld 244 305 1390 118 7 2064 244 305 1124 118 7 1798 

P.E.I. 155 103 282 - - 540 155 103 282 - - 540 

N.S. 757 130 2564 360 46 3857 742 130 1782 360 46 3060 

N.B. 503 85 2041 179 24 2832 503 85 1513 179 24 2304 

Ont. 3643 2614 4155 3402 879 14693 2267 1822 2432 2282 879 9682 

Man. 1025 203 2550 409 66 4253 913 203 1778 409 66 3369 

Sask. 695 232 2117 231 26 3301 695 232 1556 231 26 2740 

Alta. 1960 1307 2935 754 185 7141 1475 1072 1957 754 185 5443 

B.C. 1699 970 2781 871 161 6482 1322 880 1886 871 161 5120 

Total 10681 5949 20815 6234 1394 45163 8316 4832 14310 5204 1394 34056 
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Sampling Fractions for V(p) = (.075P) 2 , P = .05 
and V(p) = (.1OP) 2 , P = .05 

P 	.05 V(p) - (.075P) 1  n0  = 3378 P 	.05 V(p) = (.1OP)2  no 	1900 

Cl C2 UB LJM liD Total Cl C2 UB UM UD Total 

Nfld 1.00 1.00 .94 1.00 1.00 .96 1.00 1.00 .76 1.00 1.00 .83 
P.E.I. 1.00 1.00 1.00 - - 1.00 1.00 1.00 1.00 - - 1.00 
N.S. 1.00 1.00 .59 1.00 1.00 .68 .98 1.00 .41 1.00 1.00 .57 
N.B. 1.00 1.00 .74 1.00 1.00 .80 1.00 1.00 .55 1.00 1.00 .65 
Ont. .29 .60 .12 .59 1.00 .25 .18 .42 .07 .39 1.00 .16 
Man. 1.00 1.00 .59 1.00 1.00 .71 .89 1.00 .41 1.00 1.00 .56 
Sask. 1.00 1.00 .72 1.00 1.00 .80 1.00 1.00 .52 1.00 1.00 .66 
Alta. .79 .99 .48 1.00 1.00 .66 .60 .81 .32 1.00 1.00 .50 
B.C. .87 1.00 .52 1.00 1.00 .70 .68 .91 .36 1.00 1.00 .55 

Total .53 .77 .33 .72 1.00 .45 .41 .62 .23 .60 1.00 .34 

Strata as Domains of Interest 
Since information on the level of qualification and province 
was available on the frame it was possible to turn the do-
mains into separate strata. This made it possible to select 
the required sample sizes within each stratum (domain 
since they wrre sampled independently. 

Had it not been possible to stratify by level of qualification, 
for example, a much larger overall sample size would have 
been required to ensure that at least the sizes specified on 
page 62, would fall into each of the domains. In order to 
select all 7 Doctoral Graduates in Newfoundland, for exam-
ple, a census would have been required. 

Also, since it was felt that the characteristics of the graduate 
labour force is highly correlated with specific fields of study, 
the primary strata (domains) were further stratified accor 

ding to major fields of study to form the sub-strata of the 
sample design. The sample size for each primary stratum 
was allocated on a proportional basis to each of the sub-
strata. Subsequently a simple random sample of graduates 
was selected from each sub-stratum. 

Other Considerations 

Operational Considerations 
It was felt that if the sampling fraction was .85 or greater for 
any domain, a complete census of the domain was war-
ranted. This would save time and expense by avoiding the 
sample allocation and selection stages. The sample sizes 
and corresponding sampling fractions appearing below 
have been adjusted for such cases. Again for comparison 
purposes a variance of (.1 OP)2  has been considered. 

Sample Sizes for V(p) = (.075P)2 , P = .05 
and V(p) = (.1OP)2 , P = .05 

P = .05, V(p) 	(.075P)2 , n0  = 3378 P = .05, V(p) - (.10P)2  n0  - 1900 

Cl 	C2 UB IJM UD Total Cl C2 IJB UM UD Total 

Nfld. 244 	305 1483 118 7 2157 244 305 1123 118 7 1797 
P.E.I. 155 	103 282 - - 540 155 103 383 - - 540 
N.S. 757 	130 2561 360 46 3854 757 130 1777 360 46 3070 
N.B. 503 	85 2038 179 24 2829 503 85 1514 179 24 2305 
Ont. 3643 	2614 4155 3042 879 14693 2267 1822 2429 2281 879 9678 
Man. 1025 	203 2547 409 66 4250 1025 203 1775 409 66 3478 
Sask. 695 	232 2133 231 26 3317 695 232 1562 231 26 2746 
Aita. 1961 	1327 2931 754 185 7158 1473 1072 1952 754 185 5436 
B.C. 1955 	970 2778 871 161 6735 1323 970 1884 871 161 5209 

Total 10938 	5969 20908 6324 1394 45533 8442 4992 14298 5203 1394 34259 
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Sampling Fractions for V(p) = (.075P) 2 , P = .05 
and V(p) = (.1OP)2 , P = .05 
P = .05, V(p) = (.075P) 2 , n0 	3378 P = .05, V(p) 	(.10P) 2  n0 	1900 

Cl C2 UB IJM UD Total Cl C2 UB UM UD Total 

Nfld. 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 .76 1.00 1.00 .83 

P.E.I. 1.00 1.00 1.00 - - 1.00 1.00 1.00 1.00 - - 1.00 

N.S. 1.00 1.00 .59 1.00 1.00 .68 1.00 1.00 .41 1.00 1.00 .54 

N.B. 1.00 1.00 .74 1.00 1.00 .80 1.00 1.00 .55 1.00 1.00 .65 

Ont. .29 .60 .12 .59 1.00 .25 .18 .42 .07 .39 1.00 .16 

Man. 1.00 1.00 .59 1.00 1.00 .71 1.00 1.00 .41 1.00 1.00 .58 

Sask. 1.00 1.00 .72 1.00 1.00 .80 1.00 1.00 .52 1.00 1.00 .66 

Alta. .79 1.00 .48 1.00 1.00 .66 .59 .81 .32 1.00 1.00 .50 

B.C. 1.00 1.00 .52 1.00 1.00 .73 .68 1.00 .36 1.00 1.00 .56 

Total .54 .77 .33 .72 1.00 .45 .42 .64 .23 .60 1.00 .34 

Because of the small domain sizes involved, a complete cen-
sus of graduates from community college programs is re-
quired in all provinces except Ontario, and the 1 and 2-year 
program of Alberta. In addition, a complete census of univer-
sity undergraduate degree graduates is required in New-
foundland and Prince Edward Island, a complete census of 
university master degree graduates is required in all pro-
vinces except Ontario and a census of university doctorate 
degree graduates is required everywhere. 

The sample size was judged to be operationally feasible in 
view of the fact that the large scale survey taking capacity 
exists at Statistics Canada. 

Timeliness and Cost Considerations 
The sample size was evaluated in terms of balancing survey 
costs and timeliness of results with survey benefits. It was 
decided to proceed with the 45,533 sample size option con-
sidering the known and potential users and uses of the 
survey data. The survey data was released in january 1979 
at an overall survey cost of $550,000. 

Conclusions 
The reader may be somewhat surprised by the large sample 
size required in this survey. The need for such a large sam-
ple size is mainly attributed to the requirement for highly 
disaggregated estimates having high levels of precision. 
Such a situation applies to many surveys carried out by 
Statistics Canada including the Labour Force Survey and the 
Census of Population and Housing mentioned frequently in 
the manual. 
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The example summarizes the weighting procedures for the 
Survey of 1976 Graduates of Post-Secondary Programs. This 
example should be read in conjunction with a general 
description of the survey given in Appendix C. 

1.1 Weighting Procedure 
A weight is entered onto each record of the survey file which 
is used to generate cross tabulations. Tabulations of 
estimated population counts (proportions, percentages) are 
obtained by aggregating the weights of records which in-
dicate the presence of specified characteristics. Two factors 
must be taken into account in calculating weights for units 
selected from each stratum. These are: 

the basic selection probability for each unit selected in 
stratum; 

the nonresponse factor applied to each responding unit 
as a 	result of complete nonresponse to the survey 

The combination of these two factors results in the following 
weight being applied to records in stratum h (h = 1, 2, ... L) 

Wh =_h
1 
 rrjh 

n 

where Nh = number of units in stratum h 

= number of units selected in stratum h 

= number of responding units in stratum h  

1.2 Production of Population Estimates 
Provincial estimates (Yr) of the total number of persons with 
a certain characteristic (e.g., total number of persons who 
have a Masters degree in engineering and who were found 
to be employed at the time of the survey) is given by 

2 = ! Wh  I Yhi P 	hcp 	ih 

where Yhi = if person i in stratum h has characteristic 
(e.g., Masters degree in engineering and 

employed) 

0 otherwise 

Operationally, estimates of totals are formed by sorting 
records according to whether or not the presence of 
characteristic is indicated and summing the corresponding 
weights. Estimates of proportions (percentages) of persons 
having a certain characteristic (e.g., proportion of Masters 
degree graduates who are employed at the time of the 
survey) are obtained by dividing the estimated totals (e.g., 
employed Masters degree graduates) by the sum of the 
weights of records in the domain of interest (e.g., Masters 
degree graduates). 
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