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1. Introduction 

This technical report is being prepared as a complement to the publication 

entitled, "Enrolment of Registered Indian Students - Trend Analysis 

and Historical Review, 1949-50 to 1974-75". 

The analytical techniques which were employed in order to arrive at 

the enrolment projections for the school year 1979-80 (page 2 of the 

said report) are documented in this report. 

Table I gives enrolment figures of registered Indian students 

for the school years 1949-50 to 1974-75 inclusive, at the Canada 

level. The projections for the next five years have been arrived 

at on the basis of this historical data. 

2. Concepts, Restrictions and Assumptions 
on the Various Methods Attempted 

Six different estimating procedures presented in this report were 

used to project the registered Indian student enrolment for the 

next five school years. 

The first approach is known as the "Method of Least Squares". 

Methods I and II although differing with respect to their individual 

models are all based on the concept of least squares fit to the 

data. This approach is explained as follows. Consider Figure 2.1 

in which the data points are given by (X.^ Y^), (X2,   (X^, Yn>. 

For a given value of X, say X^, there will be a difference between 

the value Y^ and the corresponding value as determined from the 

curve C. As shown in figure 2.1 this difference is denoted by , 

which is referred to as a deviation, error or residual and may be 

positive, negative or zero. 

2 
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Similarly, we obtain the deviations D2   corresponding to the 

values X2....,X . A measure of the "goodness of fit" of the curve C 

2 2 2 
to the given data is provided by' the quantity . If 

this is small the fit is reasonable, if it is large the fit is not 

reasonable. As a result, we make the following statement. 

Definition: Of all curves fitting a given set of data points, 

2 2 2 
the curve having the property that + D2 + 

is a minimum is called a best fitting curve. 

A curve having this property is said to fit the data in the least 

square sense and is called a least square curve. Thus a line having 

this property is called a least square line, a parabola with this 

property is called a least square parabola, etc. 

y 

Figure 2.1 
. . .3 
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This method of analysis only takes into account the overall trend 

evident in the data. Any major fluctuations or deviations from this 

general trend in the observed data are not compensated for in this 

method of analysis. Consequently, the forecast figures produced 

are only based on the best fitting curve with respect to the past 

trend established and assume that the same trend will continue in 

the future. 

The second approach (see Method III) was based on calculating first 

differences between successive years of the actual enrolment figures 

and then computing the percentage increase or decrease of these 

first differences with respect to the actual enrolment figures. 

With the percentage increases or decreases computed for all successive 

years, the Method of Least Squares was applied to these resulting 

percentages in order to forecast percentage changes in enrolment for 

1975-76 to 1979-80. Based on these projected percentage changes, 

the enrolment projections were computed. The basic assumption is that 

the computed percentage changes are adequately estimated by a least square 

linear fit. The restrictions and limitations on this method are 

similar to those of the least square estimation. 

The third approach (Method IV) involved the fitting of an exponential 

curve to the enrolment figures for the school years 1967-68 to 1974-75. 

The basis for using this estimation procedure is that the enrolment 

figures displayed an increasing trend with a noticeable exponential 

decay from the 1967-68 school year. The assumption here is that the 

above-mentioned trend will continue for the next five years. Although 

this method of analysis produced estimates very close to the actual 

. . .4 
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enrolment figures for the school years 1967-68 to 1974-75, all of 

the past historical data (e.g. 1949-50 to 1966-67) is not considered 

in the analysis. This is the only drawback of this method. 

The last approach implemented utilizes ''Time Series Analysis" to 

produce forecast estimates. This method of analysis can be 

mathematically defined by the observed values Y^, ^2,-,‘’^n a 

variable Y (temperature, enrolment, etc.) at times t^, t2»,,,>tn’ 

Thus Y is a function of t, symbolized by Y = F(t). This function 

F(t) is composed of characteristic movements which are usually 

classified into four main types, often called components of a 

time series as follows: 

(a) Long term or secular movements, T 

(b) Cyclical movements, C 

(c) Seasonal movements, S 

(d) Irregular or random movements, I. 

A more detailed explanation of these components and their effects 

on the analysis is presented later. Let it suffice to say for 

our purpose here that a time series variable Y is a product of the 

variables T, C, S and I which produce the trend, cyclical, seasonal 

and irregular movements in the series respectively. The analysis of 

the time series comprises an investigation of these movements and 

is referred to as a decomposition of a time series into its basic 

component movements. The assumption inherent in this method of 

analysis is that the basic long term movements identified will 

continue in the future. The only restriction or limitation on this 

technique is that the forecast values of T, C, S and I must be 

estimated independently of each other. 

. . .5 
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Having discussed the basic concepts, restrictions and assumptions 

relevant to the various methods considered, the detailed analysis 

and forecast values are presented for each of the methods. 

3. Method I: Least Square Linear Fit 

Assuming that the data may be adequately fitted to a straight line, 

the least square line approximating the set of points (X-^, Y^), (X£, 

(Xn, Y ) will be used and is given by the equation, 

Y. = B + B, X. -f E. . 
10 1 1 1 

(1) 

where, 

(a) X^ is a given year and X^ takes the 26 integral values 0, 1, 2,...,25 

corresponding to the years 1949-50, 1950-51, 1951-52,...,1974-75 

respectively, 

(b) Y^ is the observed number of registered Indian students for the 

corresponding year X^, 

(c) According to Least Squares theory, BQ and B^ are constants which 

are estimated by solving the following normal equations, 

25 25 
Z Y. = B 26 + B, £ 
i = 0 l = 

X. 
l 

25 
£ 
i = 0 

X.Y. = B 
11 o 

25 
£ 

25 2 
X. + B, £ X 

i = o 1 1 i = o 1 

(2) 

.. .6 
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(d) is said to be the regression error. For a derivation of the 

normal equations see Appendix I. Least Square fitting of the 

line can be mathematically simplified by transforming the data 

so that x. = X. - X and y. = Y. - Y where X and Ÿ are the 
li 11 

arithmetic means of the X_^'s and Y_^'s respectively. The 

equation of the least square line in (x^, y^) is, 

yi 

25 

E 

i = 0 

x .y. 
l l 

25 
E 

i = 0 

2 
x. 
l 

x. (3) 

We will use equation (3) for our purpose. The data in Table I 

is transformed into (x^, y ) and using it we have the 

following relevant sums and sums of squares; 

25 

E X. = 325 

i = 0 1 

25 
X = E X./26 = 12.5 

i = 0 1 

25 
Z Y = 1,239,966 

i = 0 1 

25 
Y = E Y./26 = 47,690.77 ~ 47,691 

i = 0 1 

25 25 
E x. = E (X. - X) = 0 

i l 
i = 0 i = 0 

. . .7 
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25
 ? 

25
 O 

E xT = Z (X. - X) = 1,462.5 = 1,463 
i = 0 1 i *= 0 1 

25 25 
E x.y. = E (X. - X) (Y. - Ÿ) = 3,079,698.5 = 3,079,699 

i = 0 1 1 i = 0 1 1 

Hence the least square line is 

25 

E x.y. 

Y = 1 = 0 11 .x = 3,079,699 ,x = 2,105x 
25 2 ‘ 1,463 
Z x 
i = 0 

which can be rewritten in original variables (X^, Y ) as, 

Y. - 47,691 = 2,105 (X. - 12.5) 
i i 

or 
i.f 

Y. = 21,379 + 2,105 X (4) 
i l 

where the origin X^ = 0 corresponds to the school year 1949-50, 

X^ - 1 corresponds to 1950-51, and so on. Using equation (4), 

the forecast figures of registered Indian student enrolment for 

the years 1975-76 to 1979-80 are computed by substituting the 

values 26, 27, 28, 29 and 30 for in equation (4). 

The results of these computations are presented in Table V 

and in graph 1. 

. . .8 
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4. Method II: Least Square Parabolic Fit 

This method uses the assumption that the data can be adequately 

fitted to a parabolic curve (i.e. a non-linear relationship). Examin 

ation of Graph 2 shows that there are at least two main points of 

inflection or trend changes occurring between 1949-50 and 1974-75 

and there is an increasing trend in enrolment. For this reason 

the least square parabolic fit was considered. 

The least square parabola approximating the set of points 

(X^, Y2),-.., Y
n) i-s represented by the equation, 

2 
Y. = B + B1X1 + B„X. + E  
1 o 11 2 1 1 

V 

(5) 

where, 

(a) X^ is a given school year and has the integral values 0, 1, 2,.. 

25 corresponding to the years 1949-50, 1950-51, 1951-52,..., 

1974-75 respectively, 

(b) Y^ is the observed number of registered Indian students for the 

corresponding year X^, 

(c) According to Least Squares theory, Bq, B^ and B2 are constants 

which are estimated by solving the following normal equations, 

. . .9 
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25 25 25 

Z Yi = B0N + Bx Z Xi + B2 Z X2 

i = 0 i - 0 i = 0 1 

25 25 25 25 
Z XiYi = B0 E Xi + BX Z Xi 4- B2 Z X3 

i = 0 i=0 i - 0 i = 0 

25 25 25 25 
X Y, = B„ X? + Bi. X3 + B1 X4 

,• i o i x il j 
i = 0 1 i = 0 i = 0 i = 0 1 

(6) 

(b) Ei is the regression error. 

For a derivation of the normal equations (6), see Appendix II. 

As before in Section 3, it is mathematically convenient to use the 

transformed variables (xi, yi) where xi = Xi - X and yi : Yi - Y. 

Note that Zxi = Zx^ = 0. Using this we have the following sums and 

sums of squares, 

25 
Z xi = 0 
i = 0 

25 
Z yi - 1,239,966 
i r 0 

Z xi = 5,850 

i = 0 

Z x3 = 0 
i = 0 1 

Z x4 r 2,364,570 
i = 0 1 

25 
Z xiyi = 6,158,314 
i = 0 

. . .10 
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25 
E x2 y. r 285,191,574 
1 = 0 1 1 

Substituting these values in (6), the normal equations are: 

26B0 + 5,850 B2 = 1,239,966 

5,850 - 6,158,314   (7) 

5,850 B0 + 2,364,570 B2 = 285,191,574 

Solving these equations in (7), we have BQ = 46,361.25, B^ - 1,051.22 

and B2 = 5.91. Hence E(y^) = 46,361.25 + l,051.22xj + 5.91x2   

Least Square Parabola fit in original variables (X^, Y ) is obtained 

from (7*) by using x^ z X^ - 12.5. Therefore, 

Y. z 46,361.25 + 2,102.44 (X± - 12.5) +■ 23.64 (X± - 12.5)2 

or 

Y. = 23,774.5 -f 1,511.44 X. + 23.64 X2  (8) 
i l 

l 

Using equation (8), forecasts of registered Indian student enrolment 

for the years 1975-76 to 1979-80 are computed by substituting the values 

26, 27, 28, 29 and 30 for X-^ respectively. The results of these 

computations are presented in Table V and in graph 2. 

5. Comparative Evaluation of Projections 
using Methods I and II  

Table II gives, (i) the actual enrolment figures, (ii) the estimated 

enrolment figures produced by the equations (4) and (8) of methods 

I and II respectively, and (iii) the amount of deviation of estimated 

(7*) . 

. . .11 
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figures from actual figures for both methods. Examining this table 

more closely, we observe the following: 

(a) Deviations : Deviation is defined as the difference between 

actual enrolment and estimates. In general, (i) the estimates 

produced by method II show less deviation from the actual enrol- 

ment figures than those of method ,I in 16 of the 26 school years; 

(ii) for 8 school years, method I gives estimates with less deviation 

from the actual enrolment than the estimates by method II. 

(b) Trends: Further examination of Table II shows the following: 

(i) From 1949-50 to 1956-57, both estimating procedures 
î 

tend to under-estimate the actual enrolment figures; 

(ii) From 1957-58 to 1964-65, both estimating procedures 

tend to over-estimate the actual enrolment figures; 

(iii) From 1965-66 to 1972-73, both estimating procedures 

tend to under-estimate the actual enrolment figures, 

and 

(iv) For the school years 1973-74 and 1974-75 both estimating 

procedures tend to over-estimate. 

(v) For the school years 1954-55 and 1969-70 estimates of 

enrolment by both methods are almost identical. 

There appears to be a unique pattern developed by 

these estimates which may be identified. Both 

methods appear to go through a period of 8-10 years 

of over-estimation and under-estimation. 

. . .12 
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Use of either estimating procedure would 

appear to produce estimates which are in excess 

of the actual enrolment figures for the next 

4-5 school years. 

6. Method III: First Differences & Their Percentage 
Increase With Respect to Observed Enrolment  

Definition: 

The method of first differences and their percentage increase may be 

explained as follows: 

Let P„,, P„-,,...,Pbe the estimated percentage increases in student 
Zb Z/ JU 

enrolment for the school years 1975-76, 1976-77  1979-80. Then 

the projected student enrolment for these school years is given by, 

Ç . Y (P./100 +1), i «= 26, 27  30. xi " *i - 1 1 

The assumption that the percentage increase or decrease of the first 

differences with respect to the actual enrolment figures are adequately 

estimated by a linear trend is employed here. Table III reveals these 

first differences and their percentages of the actual enrolment figures. 

Based on these percentage values, a least square linear fit of the form 

Y, = B + B, X, + E. 
i o 1 i i (12) 

was applied. The estimates of BQ and were obtained and the expected 

percentages were computed by substituting the values X^ = 0, 1, 2,..., 25 for 

the years 1949-50, 1950-51, 1951-52... , 1974-75 respectively. The expected 

percentages for 1975-76 to 1979-80 were obtained by substituting the values 

* 26, 27, 28, 29 and 30 into equation (12) above. The forecast figures of 

registered Indian student enrolment for the school years 1975-76 to 1979-80 

were computed by multiplying each percentage by the corresponding observed 

enrolment figure to obtain the enrolment increase, then adding this 

enrolment increase to the observed enrolment figure in order to obtain 

the expected enrolment for the next school year. Now we illustrate this 

...13 
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method by the following example. 

Example: Expected percentage increase for 1975-76 is 2.556. 

Multiplying the 1974-75 actual enrolment of 72,249 by 

1.02556 gives 74,096 which is the expected enrolment 

for the 1975-76 school year. In the same manner, forecast 

figures for each of the school years 1976-77 through to 

1979-80 were obtained by using the preceding years estimate 

and are presented in Table V and in graph 3. 

7. Method IV: Exponential Fit 

Examining the plot of the enrolment figures in graph 4 , the enrolment 

is increasing and appears to have a noticeable exponential decay from 

the 1967-68 school year. For this reason the following general 

exponentially-increasing model was fitted to the actual enrolment data 

for the school years 1967-68 to 1974-75 inclusive: 

E “ A + BqY (13) 

where E is the number of Indian students enrolled for a given school year 

Y, B and q are regression co-efficients, and A is an asymptote to the 

function. It should be pointed out that Y = 0, 1,..., 7 corresponds to 

the school years 1967-68, 1968-69,..., 1974-75. An iterative procedure 

in order to obtain the minimum sum of square estimates for the parameters 

A, B and q was implemented on the computer, yielding 

E = 74,253.38 - 15,267.55 X 0.73Y  (14) 

14 
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The details of this estimation procedure and the computer results are 

described in Appendix III. 

By substituting the values Y = 8, 9, 10, 11 and 12 respectively in equation 

(14), the forecast figures of registered Indian student enrolment for the 

school years 1975-76 to 1979-80 were computed. The results of these forecasts 

are given in Table V and are also shown in graph 4. 

8. Method V: Time Series Analysis 

The analysis of data by time series generally consists of a mathematical investiga- 

tion of component movements present in it. To introduce these concepts 

consider Figure 10.1 which refers to ideal time series. We have the following: 

Definitions: (i) 

(ii) 

(ill) 

(iv) 

Long-Term Trend: It refers to the general direction in 

in which the graph of a time series appears to be going 

over a long interval of time. It is also known as a secular 

trend. 

Cyclical Movements: They refer to the long-term oscillations 

or swings about a trend line or curve. These cycles may 

or may not be periodic. 

Seasonal Movements: They refer to the identical, or almost 

identical, patterns which a time series appears to follow 

during corresponding periods of successive time intervals. 

Irregular or Random Movements: These refer to sporadic 

motions of time series due to chance events. Although it 

is ordinarily assumed that such events produce variations 

lasting only a short time, it is conceivable that they may 

. . .15 
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be so intense as to result in new cyclical or other 

movements. 

These trends are exhibited graphically in Figure 10.1. Figure (a) 

displays a graph of a long-term or secular trend line. Figure (b) shows 

the long-term line with a super-imposed cyclical movement (assumed to be 

periodic). Figure (c) shows a super-position of a seasonal movement on the 

graph of Figure (b). If one were to super-impose on the graph (c) some random 

or irregular movements, the result would look more like a time series that 

one would expect in practice. 

Y y 

Cyclical Movement 

y 

Cyclical & Seasonal 
Movements 

Figure 10.1 

For our analysis we assume that the time series variable Y is a product 

of the variables T, C, S and I which denote respectively the trend, cyclical, 

seasonal and irregular movements. Mathematically, 

Y. = T. x C. x S. x I.   
111X1 

The analysis of a time series consists 

T, C, S and I and is referred to as a " 

basic component movements. 

 (15) 

of an investigation of these components 

decomposition" of a time series into its 

Now, we apply the time series analysis to project the student enrolment for the 

school years 1975-76 to 1979-80. 

. . .16 
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The enrolment data in Table III is used for estimating the various 

components. 

The projected values for student enrolment are given by E. = T. xC. x S. x I., 1 11111 

where T., C., S. and I. must be estimated and E. is the student enrolment. 
liii l 

(a) Estimation of the Trend, T^: To estimate the trend T^, many possible 

methods can be used including the Method of Least Squares; The Freehand 

Method; The Moving Average Method; or the Method of Semi-Averages. The 

Method of Least Squares is used to estimate the trend component, T_^, here. 

In fact, Least Square Linear Fit is used and the T^'s computed are identical 

A 

to the Y.'s estimated in Method I. 
l 

(b) Estimation of Seasonal Component, Sp: Seasonal variations refer to 

identical, or almost identical patterns which a time series appears 

to follow during corresponding months, weeks, days or hours of successive 

years. Since the enrolment data itself is on a yearly basis, there is no 

justification for including a seasonal component, S^, in the projection 

model. Due to this fact, our model becomes, 

liii v ' 

(c) Estimation of Cyclic Component, Cj: Now consider the cyclical component 

C and the irregular variations I which may be present in the data. From 

(16), one can see that division of E by T gives Cxi; i.e. cyclical and 

irregular variations. In practice it is found that irregular movements 

tend to be of small magnitude and that they often tend to follow the 

pattern of a normal distribution, i.e. small deviations occur with large 

frequency, large deviations occur with small frequency. As a result of 

.. .17 
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this, the x I component may be assumed to contain basically 

cyclical effects present in the data. Based on this, we proceeded with 

the analysis by dividing the observed enrolment figures, by the 

A 
estimated trend values, T\, in order to adjust for trend. The results, 

given as percentages, are given in Table IV. 

With this adjustement for trend, we have E./T. = C. x I., subtraction of J 1111 

100(%) gives E^/T_^ ~ 100 = (C^ x 1^) - 100 and is given in Table V. Thus, 

in Graph 7 the independent variable is time t^- 

Graph 7 is theoretically composed of only the cyclical and irregular movements 

contained in the enrolment data represented by the corresponding components 

and 1^ respectively. From the graph, it is evident that the cyclical 

component undergoes a decreasing linear trend for the first 11 school years, 

an increasing linear trend for the next 11 school years and is displaying 

a decreasing linear trend over the past four school years. Under the assump- 

tion that this decreasing linear trend will continue for at least the next five 

school years, a least square linear fit was applied to the last five cyclical 

figures in order to project cyclic and irregular components for the school years 

1975-76 to 1979-80 inclusive. The results are given in Table IV. 

Now we may apply these cyclical and irregular components to the time series 

model (16) as follows. To project the student enrolment we use equation 

(16), i.e. 

E. - T. x C. x I. 
till 

= T. x (C x I). 
l l 

where, 
A /\ 

T^'s are given in Table II and (C x I)^’s are given in Table IV for 1975-76 

. . .18 
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to 1979-80 inclusive. The results of these computations are presented 

in Table V and are shown in graph 5. 

*Note: A comparison of enrolment projections by all methods for the school 

years 1975-76 to 1979-80 is shown in graph 6. 

9. Discussion on the Methods of Analysis Presented 

(a) Method I: 

This method is the simplest to apply in order to produce forecast 

figures. The amount of time and computations involved is minimal 

in comparison with other methods attempted. Therefore rough estimates 

may be obtained by the use of this method. However, the basic underlying 

linear trend in the data is accounted for with no consideration being 

given towards unusual deviations or trend changes occurring in the observed 

enrolment figures. 

(b) Method II: 

A least square parabola was fitted to the enrolment figures. Computations 

involved here are a little more complex and time consuming than those 

of method I. An added feature of estimation is gained through the 

application of this method, i.e. a parabolic fit allows one point of 

inflection to be identified in the observed enrolment figures. Examining 

the enrolment figures, there is at least one point of inflection evident. 

The application of this method resulted in projection figures for the 

school years 1975-76 to 1979-80 that deviated very much from the natural 

trend displayed since the 1967-68 school year. Hence, these estimates 

...19 
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were not intuitively regarded as feasible. 

(c) Method III: 

This method is advantageous in that it is simple to apply and 

requires minimal computations in order to produce the forecast 

figures. However, since the number of estimates computed in 

arriving at the projections increases with time, therefore the errors 

compounded over time as well. As can be seen from Table III the 

expected percentage increase figures are not compatible with the 

actuals. As a result, the expected percentage increase figures 

produced do not appear to have any basis on which to believe that 

they may be representative projections of what the true values may be. 

Therefore, the resulting projection estimates of enrolment for the 

school years 1975-76 to 1979-80 are based on very little statistical 

support. 

(d) Method IV: 

Since the enrolment data display a noticeable exponential decay since the 

1967-68 school year (see Graph 4), a general exponentially-increasing 

model appeared to be a suitable fit. The expected enrolments computed 

under this model for the school years 1967-68 to 1974-75 compared with 

the observed enrolments are extremely close and within a maximum devia- 

tion of 1 per cent in the 1968-69 school year. On the average, the 

expected and observed enrolment figures do not deviate from one another 

by more than 0.4 per cent. As a result of this it appeared very plausible 

to compute forecast estimates for student enrolment during the school 

years 1975-76 to 1979-80. It is assumed that the increasing trend would 

continue along with the exponentially decaying trend in the future. The 

approach has a limitation, i.e. enrolment figures for the past eight school 

years 1967-68 to 1974-75 are used in this approach, while the information 

available for the earlier years is not used. 

, . .20 
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(e) Method V: 

This particular approach employs the most sensitive analysis 

techniques in order to produce efficient forecast estimates. Not 

only are long-term or secular movements accounted for, but the effects 

of other characteristic movements or variations that may be present 

in the time series data (some or all of which are present to varying 

degrees) are also computed. The forecast figures predicted by this 

method have a strong statistical basis and are therefore recommended 

for future reference. 

10. Enrolment Projections by Grade-Groups 

The estimates for student enrolment at the national level for the years 

1975-76 to 1979-80 are used as a basis for preparation of projections 

of student enrolments by suitable grade groups at the national level. 

10.1 The Necessity of Grade-Groups 

The necessity for using grade-groups may be supported by the following 

factors: 

a) K4 and K5 are grouped together to form the "kindergarten" or "pre- 

school" student group. This differs from the others because the 

students only attend school for half-days, the program is becoming 

more increasingly band-administered year by year, and the nature of 

the cirriculum for K4 and K5 students is quite different from the 

other grades in the school system. 

b) Grades I-VI are grouped together because they are generally found 

in Public Schools resulting in separate management and buildings 

for these grades, and the single teacher class system is employed for 

this elementary school system. 

. . .21 
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c) As may be observed from the grade system by province (Chart I), 

the patterns of junior high and senior high schools are different 

depending on the province. Hence, separate estimates for grades VII 

and VIII are required. 

d) Grades IX - XI are grouped together since these three years of 

secondary education are more or less similar in nature. 

e) Grades XII and XIII form a grade-group since the final secondary 

graduating year is either XII or XIII depending on the region. Also, 

credits for University Education entrance are given in either of these 

graduating years. 

f) The assistance program of the DIAND is different for grades I-VIII as 

compared to IX-XI; e.g., all students over 14 years of age or those in 

grade 9 or higher get pocket money amounting to $10.00 per month, or so. 

g) Students' Honour System - some students are allowed to manage their 

lodging, boarding, etc. financed by the Department depending upon 

criteria such as continuation in school, achievement, behaviour, etc. 

10.2 Forecasts of Student Enrolments in Schools 
by Grade-Groups at the National Level 
1975-76 to 1979-80  

Two methods for forecasting student enrolments in schools by grade-groups 

were considered. The methods and concepts employed in each will be des- 

cribed briefly. 

Method A: 

This method uses the group proportions of the total student enrolment for 

1974-75 in order to estimate the enrolment for the school years 1975-76 

to 1979-80. The assumption involved here is that the grade-group proportions 

that exist in 1974-75 will continue to remain constant over the next five 

. . . 22 
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years. The advantage of this method is the minimum amount of computa- 

tion involved allowing one to obtain estimates quickly, whereas, the 

major disadvantage appears to be the powerful assumption stated above. 

For the actual and rounded estimated figures for the next five years 

see Table VI. 

Method B: 

A second method of estimation is based upon the trends of the proportions 

of student enrolments in the respective grade-groups to the total student 

enrolment (i.e. proportions follow the trend established over the past years). 

Example - 

For the K4 and K5 grade-group enrolment, the proportions of this group to 

the total enrolment for the past years were computed. Having obtained 

these proportions, a least square linear fit was applied to them in order 

to estimate the K4 and K5 proportions for the next five years. Based on 

these proportions, the forecasts for the K4 and K5 enrolment for the next 

five years were computed. In the same fashion, the estimated proportions 

and subsequent enrolments for the other grade-groups were computed. 

The assumption here is that the proportions for the respective grade-groups 

over the next five years will follow the trend which has been established 

over the past 15 years or so. 

Therefore, the advantage of this method over Method A is the more realistic 

and less stringent assumption involved. The major disadvantage, of course, 

is the increased number of computations involved resulting in a much greater 

amount of time required in order to produce the forecast figures. Tfre actual 

and rounded estimated figures for the next five years computed via Method B 

. . .23 
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may be observed in Table VII.. 

Note: (1) No effort was made to compare the efficiencies of Methods 

A and B with respect to their forecasting abilities because 

both are forecasts only. 

(2) Bar Charts depicting the estimated student enrolment for 

the different grade-groups over the next five years may 

be observed for Method B in Chart II. The estimates computed 

via Method B are recommended for future reference. 

11. Enrolment Forecasts by School Type 

Initially, the responsibility of providing educational facilities to 

registered Indian students was mainly limited to the Federal Government. 

A number of elementary schools were built on the Reserves for this purpose. 

Over a number of years, the participation of provincial schools and parochial 

schools was also inevitable. In some of these schools, joint responsibility 

for capital expenditure is also borne by the Federal Government, while in 

others tuition and overhead expenses are paid for every Indian student 

studying in the school. Over the past 26 years considerable responsibility 

for educating Indian Students has been undertaken by these non-federal 

agencies. In the 1949-50 school year, only 6.4% of the Indian students 

attended non-federal schools. This percentage has substantially increased 

to 57.4% during the school year 1974-75. For the purpose of enrolment fore- 

casts, the proportion of Indian students in non-federal schools over the past 

eight years, during which time it seems to have stabilized considerably, has 

been averaged. It is assumed that this average proportion will remain constant 

over the next five years. The resulting enrolment forecasts in federal and 

non-federal schools are given below:- 

. . .24 
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Enrolment Forecasts of Registered Indian Students 
1975-76 to 1979-80 

Year Federal Non-Federal Total 

1979-80 

1978-79 

1977-78 

1975-76 

1976-77 

30,716 

31,080 

31,419 

31,765 

32,052 

43,566 

44,084 

44,563 

45,054 

45,461 

74,282 

75,164 

75,982 

76,819 

77,513 

Note: Band-operated schools are included under federal. 
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TABLE I 
J • 

ENROLMENT OF REGISTERED INDIAN STUDENTS IN FEDERAL AND SON-FEDERAL SCHOOLS, BY GRADE 

INDIENS INSCRITS - INSCRIPTIONS DANS LES ECOLES FEDERALES ET NON-FEDERALES, SELON LE NIVEAU 

CANADA 

* Kindergarten, four- and five-year olds — Maternelles, les enfants âgés de 4 et 5 ans. 
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Table II 

Comparison of the Enrolment Projection Formulae for the Least Square Linear Fit 

and the Least Square Parabolic Fit with Respect to 

Actual Enrolment Figures , 

School 

Year 

Actual 

Enrolment 

Method I 

Least Square — Linear Fit 
Estimates Deviation From 

Actual Enrolment 

Method II 

Least Square — Parabolic Fit 
Estimates Deviation From 

Actual Enrolment 

1949- 

1950- 

1951- 

1952- 

1953- 

1954- 

1955- 

1956- 

1957- 

1958- 

1959- 

1960- 

1961- 

1962- 

1963- 

1964- 

1965- 

1966- 

1967- 

1968- 

1969- 

1970- 

1971- 

1972- 

1973- 

1974- 

50 

51 

52 

53 

54 

55 

■56 

57 

58 

59 

60 

61 

•62 

63 

64 

65 

66 

67 

68 

69 

70 

71 

72 

73 

74 

75 

24,307 

26,122 

27,395 

28.224 

30,861 

31,617 

34.225 

36,357 

35,218 

37,432 

39,227 

41,671 

45,444 

46,974 

49,261 

51,393 

54,670 

57,158 

59,327 

62.449 

66,233 

68.449 

70,461 

71,139 

72,103 

72,249 

21,379 

23,484 

25,589 

27,694 

29,799 

31,904 

34,009** 

36,114** 

38,219 

40,324 

42,429 

44,534 

46,639 

48,744 

50,849 

52,954 

55,059** 

57,164** 

59,269** 

61,374** 

63,479 

65,584 

67,689 

69,794 

71,899** 

74,004** 

2,928* 

2,638* 

1,806* 

530* 

1,062* 

287 

216* 

243* 

3,001 

2,892 

3,202 

2,863 

1,195 

1,770 

1,588 

1,561 

389 

6 

58* 

1,075* 

2,754* 

2,865* 

2,772* 

1,345* 

204* 

1,755 

23,775** 

25,310** 

26,892** 

28,522** 

30,199** 

31,923 

33,694 

35,513 

37,379** 

39,292** 

41,253** 

43,261** 

45,316** 

47,418** 

49,568** 

51,765** 

54,009 

56,301 

58,640 

61,026 

63,459 

65,940** 

68,468** 

71,043** 

73,666 

76,336 

532* 

812* 

503* 

298 

662* 

306 

531* 

844* 

2,161 

1,860 

2,026 

1,590 

128* 

444 

307 

372 

661* 

857* 

687* 

1,423* 

2,774* 

2,509* 

1,993* 

96* 

1,563 

4,087 

Note: (1) * - An estimate less than the actual enrolment figure. 

(2) ** - An estimate reasonably closer to the actual enrolment. 
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T;i I) I I 

First Differences, Their Percentages of the 

Actual Enrolment Figures and Projections 

Sehoo L 

Year 

1949- 50 

1950- 51 

1951- 52 

1952- 53 

1953- 54 

1954- 55 

1955- 56 

1956- 57 

1957- 58 

1958- 59 

1959- 60 

1960- 61 

1961- 62 

1962- 63 

1963- 64 

1964- 65 

1965- 66 

1966- 67 

1967- 68 

1968- 69 

1969- 70 

1970- 71 

1971- 72 

1972- 73 

1973- 74 

1974- 75 

Actual 

Enro1 ment (v 
24,307 

26,122 

27,395 

28.224 

30,861 

31,617 

34.225 

36,357 

35,218 

37,432 

39,227 

41,671 

45,444 

46,974 

49,261 

51,393 

54,670 

57,158 

59,327 

62.449 

66,233 

68.449 

70,461 

71,139 

72,103 

72,249 

Fi rst 

Differences 

Ei-1> 
(K, 

1,815 

1,273 

829 

2,637 

756 

2,608 

2,132 

-1,139 

2,214 

1 ,795 

2,444 

3,773 

1,530 

2,287 

2,132 

3,277 

2,,488 

2,169 

3,122 

3,784 

2,216 

2,012 

678 

964 

146 

T n c r e a se/Decrease 

(%) 
(F, Ki-l)/(Ei-l) X 100 

7.47 

4.87 

3.03 

9.34 

2.45 

8.25 

6.23 

-3.13 

6.29 

4.80 

6.23 

9.05 

3.37 

4.87 

4.33 

6.38 

4.55 

3.79 

5.26 

6.06 

3.35 

2.94 

0.96 

1.36 

0.20 

1975- 76 
1976- 77 
1977- 78 
1978- 79 
1979- 80 

Projected Values 
2.56 

  2.41 
2.26 
2.11 
1.96 



Table IV 

Estimation of the Cyclical Component, C 

Schoo1 

Year 

(C x I ) . f K. x UK)] 
; 1 

I -r 
Deviation 

from 100% 

[(C x I.) - 100 

1949- 50 

1950- 51 

1951- 52 

1952- 53 

1953- 54 

1954- 55 

1955- 56 

1956- 57 

1957- 58 

1958- 59 

1959- 60 

1960- 61 

1961- 62 

1962- 63 

1963- 64 

1964- 65 

1965- 66 

1966- 67 

1967- 68 

1968- 69 

1969- 70 

1970- 71 

1971- 72 

1972- 73 

1973- 74 

1974- 75 

113.7 

111.2 

107.1 

101.9 

103.6 

99.1 

100.6 

100.7 

92.1 

92.8 

92.5 

93.6 

97.4 

96.4 

96.9 

97.1 

99.3 

100.0 

100.1 

101.8 

104.3 

104.4 

104.1 

101.9 

100.3 

. 99.0 

13.7 

11.2 

7.1 

1.9 

3.6 

-0.9 

0.6 

0.7 

-7.9 

-7.2 

-7.5 

-6.4 

-2.6 

-3.6 

-3.1 

-2.9 

-0.7 

0.0 

0.1 

1.8 

4.3 

4.4 

4.1 

1.9 

0.3 

-1.0 

1975- 76 

1976- 77 

1977- 78 

1978- 79 

1979- 80 

97.6* 

96.1* 

94.6* 

93.2* 

91.7* 

-2.4 

-3.9 

-5.4 

-6.8 
-8.3 

Note : * _ Estimates based on Linear Regression Analysis. 



Table V 

Enrolment Projections of Registered Indian Students at the National Level 

1975-76 to 1979-80 

School 
Year 

Method 

II III IV V 

1975-76 

1976-77 

1977-78 

1978-79. 

1979-80 

76,109 

(76,100) 

78,214 

(79,200) 

80,319 
(80,300) 

82,424 
(82,400) 

84,529 
(84,500) 

79,053 

(79,100) 

81,817 

(81,800) 

84,629 
(84,600) 

87,488 

(87,500) 

90,394 

(90,400) 

74,095 

(74,100) 

75,878 

(75,900) 

77,591 
(77,600) 

79,227 

(79,200) 

80,779 
(80,800) 

73,056 

(73,100) 

73,383 

(73,400) 

73,620 
(73,600) 

73,792 

(73,800) 

73,919 
'(73,900) 

74,282 

(74,300) 

75,164 

(75,200) 

75,982 

(76,000) 

76,819 
(76,800) 

77,513 

(77,500) 

Note: (1) Figures indicated in brackets are the values of the expected 
enrolment rounded to the nearest hundred. 

The forecasts of Method V are recommended for future 
reference. 

(2) 



Table VI 

Enrolment Forecasts for Registered Indian Students in Federal and Non-Federal Schools 

By Grade-Groups 

1975-76 to 1979-80 

Method A 

YEARS 
Grade-Groups 

K4 + K5 I-VI VII VIII IX-XI XII/XIII SPL. Total Enrolment 

Proportions of Total Enrolment (%) 

1974-75 

1975-76 

1976-77 

1977-78 

1978-79 

1979-80 

12.83 56.40 8.41 6.80 12.44 1.37 1.75 100.00 

9,533 
(9,500) 

9,648 
(9,700) 

9,751 
(9,700) 

9,854 
(9,800) 

9,943 
(9,900) 

41,905 
(41.900) 

42,413 
(42,400) 

42,864 
(42.900) 

43,315 
(43,300) 

43,710 
(43,700) 

Forecasts (No. of Students) 

6,249 
(6,300) 

6,324 
(6,300) 

6,392 
(6,400) 

6,459 
(6,500) 

6,518 
(6,500) 

5,052 
(5,100) 

5,114 
(5,100) 

5,168 
(5,200) 

5,222 
(5,200) 

5,270 
(5,300) 

9,243 
(9,200) 

9,355 
(9,400) 

9,454 
(9,500) 

9,554 
(9,600) 

9,641 
(9,600) 

1,018 
(1,000) 

1,030 
(1.000) 

1,041 
(1,000) 

1,052 
(1,100) 

1,062 
(1,100) 

1,300 
(1,300) 

1,316 
(1,300) 

1,330 
(1,300) 

1,344 
(1,300) 

1,356 
(1,400) 

74,300 
(74,300) 

75,200 
(75,200) 

76,000 
(76,000) 

76,800 
(76,800) 

77,500 
(77,500) 

Note: Figures in brackets indicate enrolment forecasts rounded to 
the nearest hundred. 



Table VII 

Enrolment Forecasts for Registered Indian Students In Federal and Non-Federal Schools 

By Grade-Grouos 

1975-76 to 1979-80 

Note: Figures in brackets indicate enrolment forecasts rounded to the 
nearest hundred. 



S
C
H
O
O
L
 
Y
E
A
R
 

GRAPH 1 

Registered Indian Student Enrolment 

in Federal and Non-Federal Schools 

1949-50 to 1979-80 

• observed enrolment 
  enrolment forecasts 
Graph on page 37 compares enrolment forecasts 

by all methods. 

Notes : 
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71 
70 
69 
68 

1979-80 
1978-79 
1977-78 
1976-77 
1975-76 
1974-75 
1973-74 
1972-73 
1971-72 
1970 
1969 
1968 
1967 
1966-67 
1965-66 
1964-65 
1963-64 
1962-63 
1961-62 
1960-61 
1959-60 
1958-59 
1957-58 
1956-57 
1955-56 
1954-55 
1953-54 
1952-53 
1951-52 
1950-51 
1949-50 

GRAPH 2 
Registered Indian Student Enrolment in 

Federal and Non-Federal Schools 
1949-50 to 1979-80 

0 
-V 

24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 

ENROLMENT IN THOUSANDS 

Notes:  observed enrolment 
 enrolment forecasts by Method II 
Graph on page 37 compares enrolment forecasts 
by all methods. 
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GRAPH 3 
Registered Indian Student Enrolment in 

Federal and Non-Federal Schools 

Notes:  observed enrolment 
 enrolment forecasts by Method II 
Graph on page 37 compares enrolment forecasts 
by all methods. 
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1979-80 
1978-79 
1977-78 
1976-77 
1975-76 
1974-75 
1973-74 
1972-73 
1971-72 
1970-71 
1969-70 
1968-69 
1967-68 
1966-67 
1965-66 
1964-65 
1963-64 
1962-63 
1961-62 
1960-61 
1959-60 
1958-59 
1957-58 
1956-57 
1955-56 
1954-55 
1953-54 
1952-53 
1951-52 
1950-51 
1949-50 

GRAPH 4 

Registered Indian Student Enrolment in 

Federal and Non-Federal Schools 
1949-50 to 1979-80 

0 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 

ENROLMENT IN THOUSANDS 

Notes:  observed enrolment! 
 enrolment forecasts by Method IV 

Graph on page 37 compares enrolment forecasts 

by all methods. 
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GRAPH 5 
Registered Indian Student Enrolment in 

Federal and Non-Federal Schools 

Notes:  observed enrolment 
 enrolment forecasts by Method V 
Graph on page 37 compares enrolment forecasts 
bv all methods. 
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CHART I 
Educational Grade Systems By Province 

Nfld.■ II III IV VI VII VIII 1M Xk 

Que. 

N.S., P.E.I. 
(Summerside, 
town), N.B., 
N.W.T. 

Charlotte- 
Man. , Alta. 

T\~ 
II III IV VI -V-I-I- V-I-H- -I-X- 

X'In\ 

B.C., Yukon II III IV VI VII VT-Ii—I-X- XK X'lx^ 

Sask. 

P.E.I. 
Ont. 

(Rural Regions)-- II III IV VI VII VIII IX XI XII 

* Ontario only. 

Elementary Secondary Junior High Senior High 

Source: Statistics Canada 
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FORECASTS OF STUDENT ENROLMENTS IN SCHOOLS - CANADA 

1975-76 TO 1R7R-SO 

CHART II 
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Ap pendiz I 

Derivation of Normal Equations for Least Square Line Fit 

Let the equation of the required least square line be Y = BQ + B^ 

Rearranging this equation, we have 

E. = Y - B - B,X 
i o 1 

.•. ZE2 = £(Y - B - B X)2 

x o 1 

Now taking the partial derivatives 

3(EE2) , 3(ZE2) 

3B 3B 
0 1 

and equating them to zero gives the "minimum least square’’1 or 

"Maximum Likelihood" normal equations for estimators B and B-. . 
o 1 

3(EE2) = 3(Z Y - B - B X2) 
1  o 1 

3B 3B 
o o 

= 2 Z(Y - B - B X)•(-1) 
o i 

Now equating this expression to zero, we have: 

(Y- B - B,X) = 0 
o 1 

.*.ZY - NB - B, EX = 0 
o 1 

or, 

ZY = B N + B, ZX   
o 1 

3(ZE2) 
3 (Z Y - 

3B 

B - B, X ) 
o 1 

1 3B, 

= 2 Z(Y - BQ - BjX)*(-X) 

(1) 
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Now equating to zero, we have; 

2 
S(XY - B X- B,X ) =0 

o 1 

.'. IXY - B IX - B,EX2 = 0 
o 1 

or, 

IXY = B IX 
o 

-f B IX (2) 
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Appendix II 

Derivation qf Norma1 Equations for Least Square Parabolic Fit 

Let the equation of the required least square parabolic fit be, 

Y. = B + B..X.+ B„X? + E. . 
x o 1 1 2 i l 

Rearranging this equation, we have 

E. = Y - B - B,X - B„X2 
x o 1 2 

.XE2 = Z(Y - B - B,X - B„X2)2 

l o 1 2 

Now taking the partial derivatives 

3(EE2), 3(EE2) and 3(EE2) 

~~3B 3B 3B„ 9 

o 1 2 

equating them to zero yields the 'minimum least square'' or 'Maximum 

Likelihood'' normal equations for estimating B^, B^ and B2. 

3<ZEi) = 3(£ [Y-B B X - B„x23 2) 
“3B-  2 i ?  

O dB 
o 

= 2 E(Y - Bo - B1X-B2X
2)*(-l) 

Now equating to zero, we have, 

2 
E(Y - B - B X - B„X ) = 0 

o 1 2 

. ' . EY - B N - B, EX - B EX2 - 0 
o 1 2 

or, 

EY = B N + B, EX + B„ EX2   
o 1 2 

9(ZV = 3(E[Y - B - B X - B.xh2) 
“ôi  0 1 2 3B1 3B1 

= 2 E (Y - B - B,X - B0X
2)*("X)2 

o 1 2 

(1) 
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Now equating to zero, we have, 

Z (XY - B X - B X2 - B„X3) = 0 
O 1 Z 

. • . ZXY - B Z X - B, zx2 - B„ zx3 = 0 
o 12 

or, 

2 3 
ZXY = B ZX 4 B ZX + B„ ZX 

o 1 2 
(2) 

9(ZE2) = d(Z[Y - Bo - BXX - B2X2]2) 

9ËT 9B„ 

= 2Z(Y - B - BnX - B„X2).(-X2) 
o 1 2 

Now equating to zero, we have, 

Z(X2Y - BoX2 -BXX3 - B2X4) = 0 

. . ZX2Y - B ZX2-B,ZX3 - B„ZX4 = 0 
o 1 2 

or, 

ZX2Y = B ZX2 + BZX3 + B„ZX4 . 
o 1 2 (3) 
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Appendix III 

Asymptotic Regression 

1. General Description : 

The program used performs asymptotic regression analysis using 

the following modified exponential function, 

E * A + BqY 

where, i) E is the enrolment for a particular year Y, 

ii) A is the asymptote to the function, 

iii) B and q are regression coefficients, the values of 

which determine the degree of dampening on the 

enrolment increase as the school years progress. 

2. Computational Procedure: 

i 
By the least squares approach, this program fits the regression function, 

v Y 
E = A + Bq* 

to a set of data values, 

(Yi> Eij)> (i = 1» (j = 2,. . . ,nu ) 

where Y. < Y„ < ... < Y, , m. > 1 and (Y., E. . ) 
1 2 k l l i j 

are the actual or observed values. 

Let a, b and r be estimates of A, B and q. 

Step 1 

Sums, averages, and estimate of a 

m. 
l „ k 

Set E = 1 E Eij, E = £ m. E. 
x- m. ' ° i = 1 1 *• 

1 j = 1 

A trial value of the least-square estimate of q is defined by, 

ro " \^2. “ Ek] " E(k - 1)]] 

if this constant is not specified. 



Step 2 

Y* 

• h 

Information matrix Y* and sums and 

Em. 
î 

i = 1 

Em. (r )Yi 
i o 

Em.Y. (r ) i - 1 
il o 

Em. (r )Yi 
i o 

2Y 
Em. (r ) i 

i o 

2Y 
Em.Y. (r ) i - 1 
il o 

Em.Y. (r ) i - 1 
Il o 

2Y 
Em.Y. (r ) i - 1 
Il o 

2 2Y 
Em.YT (r y1! - 2 
il o 

E, = E m. (r )^i E. 
1 . _ , i o i. 

i = l 

E. = E m.Y.E. (r ) i - 1 
2 . .. îii. o 

i = l 

Step 3 

The information matrix Y* is inverted, giving the covariance matrix F. 

F 

F = (Y*) 
-1 

aa 

' ab 

ar 

ab 

bb 

br 

F 
ar 

br 

rr 

Using matrix F, estimates of the parameters are found as follows: 

a = F E f F E, + F E„ 
aa o ab 1 ar 2 

b = F E + F, , E + F, E„ 
ab o bb 1 br 2 

r = r f (F E + F E 4 F E„)/b 
o ar o br 1 rr 2 

Step 4 

A test of the "goodness of fit” of the iterated solution is 

performed. 
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Let, 

Y- 'V 
E. = a + b (r) 1 and Sum = E(h. - E. )' 
l li. 

If r - r 
o 

> 10 \ set r = r and go to Step 2; otherwise go 
o 

to Step 5. 

Step 5 

Standard deviations and the analysis of variance, 

(i) Estimated standard error of a 

-v 

Sa = Se aa 

(ii) Estimated standard error of b 

■Y' 

Sb -- Se 
bb 

(iii) Estimated standard error of r 

S = Se "\/F '/ I b| 
r y rr 1 

where Se is the estimated standard deviation 

away from the regression curve that is fitted 

to the (Y., E^ ) pairs. 

Se = 

where, 

IE (E±j - E.)2/(N - 3)J ", 

k 
N = I 

i = i 

m. 
l 

ANALYSIS OF VARIANCE 

Deviation 

(i) From Mean 

(ii) From Y Means 

(iii) From Curve 

(iv) Of Means from Curve 

Sum of Squares 

EE(E. . - E )2 

ij 

EKE.. - E. y 
ij i. 

% 9 
EE(E.. - E.) n x’ 

a, ? '2. 

EE (E . - E . )Z = Em. (E . - E.) 
l. l i i l 



BMD06R - ASYMPTOTIC REGRESSION - REVISED JANUARY 12, 1971 
HEALTH SCIENCES COMPUTING FAC IL ITY,UCL A  

REGRESSION EQUATION 

Y = A + B.R 

PROBLEM CARD 

PRQ£LEM CODE 
NO. ufx VALUED 
X RE-SCALED 
PRINJ RESIDUALS 
X TRANS CODE   
X COVSTSTT 0.0 VARIABLE t-URMAT 
THE VARIABLE FORMAT IS (F2.0,12F6.0) 

ORIGINAL DATA :  

QUICKY 

YES 
0 

"iNPuTrp'A'rrtRN' 
SORT 

OUTPUT DATA 

IT 

YES 

NO. X VALUE Y VALUE 

1 0.0 59327.COOO 
2 1.0000 62669.0000 
3  2.0000 66233. JOOO 
A3.0000 68669.0000 
5 A.0000 70A61.O000 
6 5.0000 71139.uOGO 
7  6.0000 721G3.0000 
87.0000722A9.000U 

FIT NO. 1 

TRANSFORMATION CARD 

CODE CONSTANT PASS NO. 

0 075 I 

INITIAL ESTIMATE OF R= 0.7177 

ITERATION NO. A B R SUM ( c ( Y ) - ME A 7 ( Y ) ) **2 

1 
2 

A 
5 
6 

_L 
8 
9 

10 

7A26A.562500 
7A251.625000 
76253.612500 
7A253.56250G 
76253.062500 
7A252.1250C0 

?A2 5^rS50ÜT>' 
7A252.687500 
7A253.375000 

-15290.085938 
-15267.1A8A38 
-15267.96A8AA 
- 13265.2 6 9063 
-15268.1523AA 
-15265.660156 
-15266.266096 
-15267.151568 
-15262.6398AA 
-15267.550781 

0.72778U 987381.C6250C 
5.727397 966923.1875:: 
: . 72 796 2 906928.3625* . 
C. 7 2 7 A 8 9 986689.8125^0 
C.727671 986876. v 
Î . 76 76lo 966660.3 12 J» . 

I . 72 72 56 9 8 6866.5<I5C 21 
0.72 762 9 58691C . 12 5 
0.7 2 7 A 5 3 786913.6575 . 
0.72/653 986921.73 UWJ 



INFORMATION MATRIX 

8.00000000 3.38132381 

3.38132381 

9.26206063 

2.11090660 

T7irT5T7W 

9.262C 6C 6 3 Y Y(0)= 
*  5  

3.11787796 « V(l)= 

* 

8 6 2 61 1. C 00 0 C 0. '. 

218 6 51.3126 00'. 

INVERSE. 0F INFORMATION MATRIX 

'12.53656754 * TTTT^ 
* 

658656.8125001' 

3.23262119 •2.62166307 

-2.62166307 2.87686553 

- 1 . 73062352 Y ( 0 ) = 

* 
1.21751118 * Yl1)= 

$ 

562 610. COOL OOL 0 

218851.31250000 

-1.73082352 1.21751022 1.05277663 * Y(2) : 

* 
633656.8125000C 

FINAL STANDARD 
ESTIMATES DEVIATIONS 

A= 76253.3750 

~Q=-T5'Z6 7.5508 

798.7920 

753.2969 

R = 0.7276 0.02 99 

ANALYSIS OF VARIANCE 

DËV I At 10W SUM OF SJUARcS 

FR3MMEAVI * * * 
F RDM X ( I ) MEANS 0.0   

F R DM CURVE 
OF X(I) MEANS FROM CURVE      ... 
A * * * * 6 $*fk *$***♦#*)**<t*j}ci* * ^ if if * * i * * 

V86921.75CJ 
.9 8 6921.7 50'. 
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TABLE OF RESIDUALS 

MO. X VALUE- Y VALUE Y PREDICTED RESIDUAL 

0.0 59327.GuQO 53935.6262 391.1753 
1.0030 e29't9.jjü0 63196.99ol -697.9961 
2.0 J0Ô 66233.0'jL10 66 1 7 >. 5y. j 59.0 01 > 0 
3. L/C JÛ 6H499 • UJO J 6ti3T7! .06? 6 " 72.9 TTC" 
9.00U0 70961.0^00 69977.675^ 933.1260 
5.0000 71139.Ou GO 71 193. 137 6 -'..L875 
6.0000  72103.0 00 0 7 1 99.0. n 7 ^ 11 2 . 12 5 G 
7.0000 72 299.ULùô 7Î 6 j7.3 . . j -333•3uJ J 

(Re*TDUAl_//('V PREDICTED") 

1.1739- 
7.7 I S’ 3 
o. e s’ ^ 9 
6.«77« 
3. 33ffff 
O.OOOA 
0.171-4. 
I .770 | 

- Iff.0196 



GRAPH COOES A=AVERAGED Y P = PrtEDICr£u Y R =bOTH 

X AND Y VALJES ARE PLOTTED IM TRANSFORMED UNITS 
603JO.000 6300G.300 6t.000.C0: 69000. uG, 72000.00J 

58500.000 61500.000 69530.000 67500.uOO 70500.000 

6.900 ♦ 
A P 

6.90C 

6.150 + 6.13, 
“PT" 

5.<.00 ♦ 3. “tjt 

A.650 <*. o 5 : 

3.900 
P A 

J.9 3C 

3.150 ♦ 
o 

3.15,) i 

2.400 ♦ 

PA 

TTTTC- 

1.650 + 1. tii 

0.900 ♦ 0.900 

0.150 » 
~p—r 

-L?-r- 

 ETJ'O'O'O.'COT)  s6'3ÔÔ'ôtôÔÔ* "*’■ 660J0.0ÜJ 69uoj.O Ou '7'20OJ'.'JOu' 
58500.000 61500.000 69300.000 673JC.00C 70500.000 


